
123

Sabu M. Thampi
Pradeep K. Atrey
Chun-I Fan
Gregorio Martinez Perez (Eds.)

International Symposium, SSCC 2013
Mysore, India, August 2013
Proceedings

Security in Computing 
and Communications

Communications in Computer and Information Science 377



Communications
in Computer and Information Science 377

Editorial Board

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Phoebe Chen
La Trobe University, Melbourne, Australia

Alfredo Cuzzocrea
ICAR-CNR and University of Calabria, Italy

Xiaoyong Du
Renmin University of China, Beijing, China

Joaquim Filipe
Polytechnic Institute of Setúbal, Portugal

Orhun Kara
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Preface

Networking and distributed systems such as cloud-based data centers are in-
creasingly being used for computation, communication, and storage of data.
Since distributed systems generally include third-party servers, security in such
systems is a very important issue. Despite many advances in the security field,
current networking and distributed systems are considered highly vulnerable and
can be easily compromised by attacks. Therefore, research on secure computing
and communication has gained more and more attention and its major goal is
to make systems measurable, available, sustainable, secure, and trustworthy.

The International Symposium on Security in Computing and Communica-
tions (SSCC) aims to provide the most relevant opportunity to bring together
researchers and practitioners from both academia and industry to exchange their
knowledge and discuss their research findings. This edition of SSCC was hosted
by Sri Jayachamarajendra College of Engineering (SJCE), Mysore, India, dur-
ing August 22–24, 2013. SSCC 2013 was co-located with the Second Interna-
tional Conference on Advances in Computing, Communications and Informatics
(ICACCI 2013).

SSCC 2013 attracted 111 paper submissions. From these submissions, 24 pa-
pers were selected by the Technical Program Committee (TPC) for oral presen-
tations and 15 papers for poster presentations. The TPC members and reviewers
rigorously and independently examined all the papers. The authors of accepted
papers made a considerable effort to take into account the comments in the
version submitted to these proceedings.

Numerous people who contributed in the preparation of the final technical
program of SSCC 2013 deserve appreciation. We thank all the authors who
submitted their work, the symposium Chairs/Co-chairs, TPC members, and
additional reviewers, who significantly contributed to the success of the SSCC
2013 paper review process under a tight schedule. The members of the Steering
Committee ought to be thanked for their timely help and supervision. Our most
sincere thanks go to all keynote speakers who shared with us their expertise and
knowledge.

Many thanks go to the Organizing Committee members for taking care of
the registration, logistics, and local arrangements for the symposium. We would
also like to thank all those who contributed to the success of SSCC 2013 but
whose names cannot be listed.



VI Preface

We wish to express our thanks to the editors of the Communications in
Computer and Information Science series for agreeing to publish the proceedings
in the series. We would also like to express our gratitude to the editorial team
for producing such a wonderful quality proceedings book.

August 2013 Sabu M. Thampi
Pradeep K. Atrey

Chun-I Fan
Gregorio Martinez Perez
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A Novel Approach for a Hardware-Based Secure

Process Isolation in an Embedded System

Sunil Malipatlolla

OFFIS - Institute for Information Technology
26121 Oldenburg, Germany

sunil.malipatlolla@offis.de

Abstract. The need for a secure communication between two entities
in a system is mandatory to protect the trustworthiness of the system.
For example, consider an embedded system inside an automobile where
two Electronic Control Units (ECUs) attached to a bus are communi-
cating with each other. Such a system is rather secure against attacks
from each other because the two ECUs and thus the tasks executing on
them are physically separated from each other by design. However, this
is not the case when two tasks, one of them being safety/security critical,
execute on the same ECU in parallel because it opens an opportunity for
a mutual impact by the tasks, for example, due to a shared resource such
as the local memory. Thus, the goal of this contribution is to establish
a secure isolation between such tasks to avoid an un-authorized commu-
nication and thus to build a trusted embedded system. Though, there
exist approaches in the literature, for example, based on virtualization
technology and others to address this issue, either they are only software-
based or not suitable for embedded systems. In contrast, the proposed
approach in here is not only hardware-based, which is more secure, but
also lightweight in its design. In specific, the proposed approach, utilizes
a security module with minimal Trusted Computing (TC) technology
features tailored to the needs of a resource constrained embedded sys-
tem. Additionally, a proof-of-concept implementation of the proposed
approach is performed to illustrate the design feasibility.

Keywords: Secure Task/Process Communication, Trusted Computing,
Embedded Systems.

1 Introduction and Related Work

Today there is a lot of progress in automotive electronics with many of the cars
already containing multiple controllers networked together by a bus (e.g. CAN,
Flexray) communication system. One such system is an abstract distributed
system in which two Electronic Control Units (ECUs), which are physically
separated from each other, communicate over an interconnecting bus. Further,
such ECUs are rather secure against interference attacks from each other due to
dedicated memories/processors and a defined channel access method, i.e., Time
Division Multiple Access (TDMA), for the task execution. However, this type

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 1–9, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 S. Malipatlolla

of security assumption is not valid when an ECU in such a system executes two
tasks in parallel, one of them being safety/security critical and the other being
non-critical. This is because, such a situation opens an opportunity for a mu-
tual impact between the tasks, such as an unauthorized access of critical task
data by a non-critical task, which creates new security concerns. For example,
a security requirement by the system may be that the memory region where
the critical task stores its data is not read or written by the non-critical task.
Though, one approach to address this issue is to provide an isolated task execu-
tion and thus the memory isolation utilizing virtualization technology, it is only
software-based. Further, there exists an approach, that utilizes the Trusted Com-
puting (TC) technology combined with virtualization, thus providing the virtual
Trusted Platform Module (vTPM) instances for the tasks [11]. However, such an
approach is only partially hardware-based and it consumes plenty of platform
resources, which is not desired in resource constrained embedded systems.

There exist two research projects, i.e., EVITA [11] and OVERSEE [2], in
the automotive domain addressing the security in modern day cars. The goal
of the first project is to design a Hardware Security Module (HSM) to pro-
vide an on-board secure communication in an automobile system. The HSM is
equipped with variable TPM like security features and is protected against tam-
pering and manipulations. The goal of the second project is to design a vehicular
platform providing a protected run-time environment for execution of both man-
ufacturer designed and/or third party applications adjacent to each other. The
platform executes multiple applications in parallel in a secure manner by utiliz-
ing the well-known virtualization mechanism and a hardware security anchor i.e.,
the HSM, designed and implemented in the first project. In specific, each task
from the group of tasks on a multifunctional ECU is run on a Virtual Machine
(VM), which executes the software environment of the proprietary ECU and
is strongly isolated from other VMs. However, combining the results from these
two projects does not provide a complete hardware-based task isolation and thus
it is less secure. Further, to achieve this isolation there is a need for an existence
of strong binding between the VM and the HSM for preserving the platform
integrity. In another work, the automotive industry consortium, AUTOSAR,
specified the Crypto Service Manager (CSM), which provides a cryptographic
functionality in an automobile, based on a software library or on a hardware
module [3]. However, to the best of our knowledge, the issue of secure hardware-
based task isolation on an ECU utilizing minimal security features is not yet
addressed.

The rest of the paper is organized as follows. Section 2 gives a detailed descrip-
tion of the system under consideration and its operation. Section 3 illustrates the
proposed approach for the secure task isolation on an ECU. Section 4 evaluates
the approach with a proof-of-concept implementation on the hardware. Section
5 concludes the paper and gives some hints on future work.
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Fig. 1. System with an ECU Executing Two Tasks in Parallel

2 System Specification

An example system, which is the considered target system in this work, is de-
tailed in the sequel. The system comprises of a sensor, an actuator, an ECU with
a processor & a security module, and an update server as depicted in Figure 1.
The system realizes a simple real-time control application, where sensor data
are processed by the control application in order to operate the plant due to an
actuator. The concrete control application is not of interest in the context of
this paper. It might represent the engine control of a car, or a driver assistant
system such as an Automatic Breaking System (ABS).

The scenario depicted in Figure 1 consists of the following flow: Sensor peri-
odically delivers data from the plant over the bus (1), which is in an encrypted
form to avoid its interception and later cloning by an attacker. The data is re-
ceived by the input communication task ComIn, which is part of the Operating
System (OS). Each time the input communication task receives a packet, it calls
the security service (SecSrv), which is also part of the OS, for decryption of the
packet (2). The security service provides the hardware abstraction for security
operations, and schedules the service calls. The decryption call from the commu-
nication task is forwarded to the security module (3), which processes the packet
data. The cryptographic operations of the security module modeled by Dec, Enc,
and Auth are realized as hardware blocks. The decrypted data is sent back to
the security service, which is in turn returned to the ComIn. Now the data is
ready for transmission to the application (4), which is modeled by a single task
App. The application task is activated by the incoming packet, and processes
the sensor data. The controller implementation of the task calculates respective
actuator data and sends it to the communication task ComOut (5) for transmis-
sion to the Actuator. However, before sending the data to the Actuator, the
communication task again calls the security service (6), which in turn accesses
the security module for data encryption (7). After Enc has encrypted the data,
it is sent back to the communication task ComOut via SecSrv, which delivers the
packet to the Actuator (8).
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In essence, the described system provides a secure transfer of the data between
the sensor and the actuator utilizing the encryption and decryption operations
of the security module. All the tasks of the control application along with the
corresponding cryptographic operations are grouped into a single block, depicted
by a dotted boundary line and is referred to as critical task (c.f. Figure 1). A
faulty operation of such a critical task causes the loss of fundamental system
functionality and thus its secure operation must be ensured by the system.

Further, the target system supports a software update on it from outside
i.e., manufacturer. To update the system with new software, the UpdateServer

sends the data to the Upd task (a) via a communication medium (e.g., Internet)
to the outside. This received data must be authenticity verified and decrypted
before loading it into the system. For this, the Upd forwards the data to the
SecSrv, which utilizes the Auth block of the security module (b). Only after a
successful authentication, the data is decrypted and loaded into the system else it
is rejected. The update application along with related cryptographic operations
are also grouped into a single block, depicted by a thick boundary line and is
referred to as non-critical task (c.f. Figure 1). Software update of the system
is considered as an additional feature only here, thus the failure of such a non-
critical task does not affect the fundamental functionality of the system.

To summarize, the considered target system has two tasks, i.e., a critical task
and a non-critical task, executing in parallel on the same ECU with different
functionalities. Thus it is mandatory for the user of such a system to avoid
an interference between such tasks to provide a secure communication between
them and consequently to safeguard the system.

3 Methodology

To achieve the goal of secure task communication, a feature referred to as remote
attestation, defined by the Trusted Computing Group (TCG) [13], is utilized in
here. The remote attestation is defined as the trustworthy reporting of the plat-
form status of an entity to a remote entity when the latter makes such a request.
Utilizing this feature, any malicious entity deceiving the remote entity may be
detected. In this context, the entities are the executing tasks on the ECU of the
target system whose inter-communication must be authorized. Furthermore, the
tasks being on the same ECU within a single system, the feature may be referred
to as local attestation. With reference to the tasks on the ECU, the platform
status is the integrity measurement, which is the computed hash on executable
binary of a given task. Then to attest itself, a task wishing to communicate with
another task has to prove its integrity. For this, the security module of the target
system is extended with necessary features as detailed in sequel. Additionally,
the adversarial model in which the system has to operate is also illustrated.

3.1 Security Module

The security module inside the ECU of the system utilizes hardware blocks
for cryptographic operations such as encryption, decryption, and authentication
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Fig. 2. Cryptographic Blocks of the Security Module

as depicted in Figure 2. These operations are all based on a single symmetric
key block cipher algorithm, Advanced Encryption Standard (AES) [9]. Whereas,
encryption and decryption operations utilize the AES block itself, authentication
utilizes hash and Message Authentication Code (MAC) operations based on the
same AES [8,10]. Such a block re-utilization feature not only makes the design
of the security module easy but also consumes very few computational resources
of the underlying platform.

As aforementioned, the security module has to support the integrity measure-
ment and verification operations as a part of local attestation, which are handled
by theAES-Hash andAES-HMAC blocks respectively. TheAES-Hash provides a
hash output of 128Bit and the AES-HMAC utilizes a 128Bit secret key for MAC
comparison. To store theAES symmetric key and theMAC secret key, the module
is extended with a memory (data buffer) block. In addition to holding these keys,
this memory is assumed to be large enough (few tens of MB) to support compu-
tation and storage of hash values (integrity measurements) on all the binary ex-
ecutables of tasks on the ECU. The controller block is a finite state machine in
design and manages all the cryptographic operations of the security module.

For example, consider the case that the non-critical task of the ECU wishes to
communicate with the critical task of the ECU. In this case, the former task has
to prove its integrity to the latter task, which in here is done through the secu-
rity module. The pre-computed reference integrity measurements of both these
tasks, at their first loading on the ECU, are stored inside the memory block of
the security module. In specific, a set of registers, referred to as Platform Con-
figuration Registers (PCRs) in TC terminology, store these values. At the next
start-up of the system, an integrity measurement (i.e., hash) of the non-critical
task is computed utilizing the AES-Hash block. This value is compared with
the reference value inside the security module to decide on trustworthiness of
the non-critical task. If the values match, it implies that there are no malicious
modifications on the non-critical task and a communication with the critical
task may be allowed else the communication is aborted. Thus, a secure com-
munication between two tasks executing in parallel on the ECU is established
utilizing the local attestation phenomenon. With this said, the security module
is assumed to be the trust anchor and tampering with itself is considered as out
of scope in this work.
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Fig. 3. Adversarial Model

3.2 Adversarial Model

To describe all possible attack points in the considered system, an adversar-
ial model is formulated as depicted in Figure 3. The model highlights all the
components (with a simplified ECU block) and the corresponding internal and
external communication paths (i.e., numbered circles) of the original system (c.f.
Figure 1). The adversary considered in the model is an active eavesdropper (c.f.
Dolev-Yao Model [6]), i.e., someone who first taps the communication line to
obtain messages and then tries everything in order to discover the plain text. In
particular he is able to perform different types of attacks such as classical crypt-
analysis and implementation attacks, as defined in taxonomy of cryptographic
attacks by Popp in [12]. While classical cryptanalysis attacks include cloning by
interception, replay, and man-in-the-middle attacks; the implementation attacks
include side-channel analysis, reverse engineering, and others.

For our analysis, we assume that the attacker is only able to perform clas-
sical cryptanalytic attacks on the external communication links (indicated by
thick arrows coming from adversary) i.e., from sensor to ECU, ECU to actuator,
and update server to ECU. In specific, under cloning by interception attack, the
adversary is capable of reading the packets being sent to the ECU and store
them for use during a replay attack. Whereas in a man-in-the-middle attack,
the adversary can either pose as an ECU to authenticate himself to the update
server or vice versa. In the former case, he would know the content of the update
data and in the latter he may update the ECU with a malicious data to destroy
the system. However, to protect the systems against the classical cryptanalytic
attacks, strong encryption and authentication techniques need to be utilized.
With reference to this, the security module in here provides techniques such as
confidentiality, integrity, and authenticity which overcome these attacks. We rule
out the possibility of attacker being eavesdropping the ECU’s internal commu-
nication (indicated by a dotted arrow coming from adversary) because such an
attack implies that the attacker is having a physical access to the ECU and thus
control the running OS and the tasks themselves.
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Table 1. Resource Consumption of Security Module

Block Regs. LUTs 36Kbit BRAM

AES-128 bit 524 899 5
AES-Hash-Core 289 138 0

AES-HMAC-Core 294 184 0
Controller 662 453 0

Security Module 1769 1674 5

4 Implementation

The considered target system is a real-time system, which has to satisfy its
real-time properties, such as meeting deadlines, in addition to guaranteeing the
functional correctness. Thus, to guarantee these features of the system, the se-
curity module should perform its operations quickly and correctly. To illustrate
this, a proof-of-concept implementation of the security module is performed on
a Xilinx Virtex-5 Field Programmable Gate Array (FPGA) platform [1] and the
corresponding resource consumption values are depicted in Table 1. Though,
memory and I/O blocks are not mentioned in here, they are included as periph-
erals on the platform. The integrity measurements (i.e., hash values) are stored
inside the Block Random Access Memory (BRAM) of the FPGA and the secret
keys (symmetric and MAC) are stored in an external memory such as Flash.
These memories are accessed accordingly through the respective memory con-
troller interfaces as and when required by the security module. It can be seen that
the security module consumes only 3% of the total available resources (with an
additional few MB of working memory) on the considered FPGA, which justifies
the term lightweight module used for it.

The core component of the security module is the AES core which determines
the achievable speed of the local attestation phenomenon. The simulation results
obtained utilizing Xilinx Isim simulator tool show that the time for 128Bit data
encryption, decryption, and authentication is 46ns for each operation. Given
this, even if the size of the executable binary of the task is few tens of kb, the
authentication operation is performed in less than 40μs when operating the
security module at a frequency of 358MHz. Furthermore, the security module
in here communicates with the ECU via a Low-Pin-Count (LPC) bus [7]. LPC
is a 4Bit wide serial bus defined with a clock rate of 33MHz. According to
the specification [7], the transfer of 128Bit data plus 16Bit command requires
about 1.46μs, when the bus operates with typical timing parameters. In this con-
text, the communication involving data transfer by ECU to the security module
for authentication consumes around 2ms only. Thus, with a typical end-to-end
deadline in a real-time system in the order of few tens of ms, such a configura-
tion of the system is fast enough to establish a secure communication between
the tasks while satisfying the timing requirements of the system.

To design and analyze the target system, the in-house tool referred to as Or-
caEdit, which is integrated with a real-time analyzer is utilized. OrcaEdit is an



8 S. Malipatlolla

Fig. 4. Modeling and Analysis of Target System with OrcaEdit Tool

integrated development environment for modeling and analyzing real-time ap-
plications. A model created with OrcaEdit consists of the program structure and
timing annotations in the form of so called task networks, and the underlying
system architecture in form of ECUs and buses. Such a task network modeled
for the target system is depicted in Figure 4. The task network comprises of sev-
eral components such as a trigger, tasks, signals, ECU, and the interconnection
between them. These components have connectors depicted on their outer edges
which serve as the interacting points. Whereas the trigger represents a clock that
is utilized for simulating the system, the tasks represent the functional software
blocks with specific timing behavior, which in our case are the control and up-
date applications. For a given task, the user may specify the entries such as the
deadline, the memory usage, and the execution times (best-case and worst-case)
on an ECU. A Signal is utilized to model communication between tasks and it
represents a set of data that is sent from one task to another. An ECU repre-
sents a processor of a specific type that processes the modeled tasks and further
enables their real-time analysis.

With the modeled system available in the background, a precise timing anal-
ysis based on real-time model-checking is performed [5]. To this end, the system
is translated into a UPPAAL model with a set of timed-automata [4]. The result
of such an analysis showed the satisfaction of the end-to-end deadline by the sys-
tem with an established secure communication between the two tasks executing
on the ECU.

5 Conclusion

In this contribution a hardware-based secure communication between two tasks
executing in parallel on the ECU in an embedded system is established. For this,
the proposed approach utilizes the fundamental feature, referred to as remote
attestation, which is defined in the trusted computing technology. In specific,
this feature is supported by the security module integrated in the system, which
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interfaces with the ECU over the standard LPC bus interface. In addition to per-
forming the required cryptographic operations in quick time, this module con-
sumes very few computational resources on the target platform thus making it
suitable for the resource constrained embedded systems. A proof-of-concept im-
plementation of the proposed approach utilizing the available tools is presented
to show its feasibility. However, the proposed approach in here is applicable only
for a distributed system architecture because when considering a multi-core sys-
tem, additional interferences between various shared resources occur due to its
higher complexity, which must also be taken into account.
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Abstract. In order to prevent unauthorized access and illegal redis-
tribution during the exchange and distribution of Intellectual Properties
(IPs), embedding ownership information has become inevitable.
Recently, research on reversible circuits has drawn significant attention
especially in the areas of digital signal processing, nano and quantum
computing. The strategies employed for dealing with the security risks
associated with the development and distribution of conventional digital
circuits may not be directly applicable to reversible circuits. In this paper,
we propose a simple technique to embed the owner’s signature during the
synthesis of a reversible circuit. The embedded signature can be used to
prevent unauthorized access and/or illegal distribution of such circuits
(or circuit descriptions). The proposed technique offers strong security as
the signature is embedded as a functional part of the design, at the initial
stage of the specification. Experimental results on benchmarks show that
the owner’s signature can be embedded without significant overhead.

Keywords: Intellectual property, reversible circuit, signature embedding.

1 Introduction

The market competition of worldwide digital integrated circuit (IC) industry
helps itself to grow rapidly with more and more complex integrated digital chips.
The integration of modern complex systems using reusable design components
[5], has become one of the most important methodology for IC design. The ex-
tensive use of reusable modules, known as intellectual-property (IP) cores [4],
is absolutely necessary for developing multi-million gate designs within a rea-
sonable timeline. In IP-reuse based very large scale integration (VLSI) design
methodology, various parts of a complex design, developed elsewhere, are usu-
ally reused among groups, companies, external IP providers. The sharing of IPs
between authorities involves high security risk in today’s competitive market. In
order to prevent unauthorized access and illegal redistribution, embedding own-
ership information has become inevitable. Several works have been done so far
to undertake security measures at different levels of conventional VLSI design
[3,4,9,10,14,16]. Security risks involved in the various phases of development and
distribution of VLSI circuits are dealt with strategies like licensing, watermark-
ing, copyright and signature embedding to name a few.

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 10–17, 2013.
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In recent years, reversible circuits have drawn significant interest in the ar-
eas like digital signal processing, quantum computing, and photonic and nano-
computing technologies [2,7,8,11]. Security related issues discussed above are also
pertinent in case of development and distribution of large and complex reversible
circuits. However, to the best of our knowledge, no works have been reported in
the literature till date dealing with the security concerns related to the design
and distribution of reversible circuits.

In this paper, we propose a simple technique which can be adopted during
the synthesis of reversible circuits to prevent unauthorized access and/or illegal
distribution of such circuits (or circuit descriptions). The proposed technique
guides the synthesis of a reversible circuit in such a way that only authorized
users having proper license can get the proper functionality of the circuit. More-
over, to prevent illegal distribution of the circuit, the unique identification of the
actual owner of the circuit (i.e., owner’s signature) is embedded as a functional
part of the design. The signature can be extracted on demand by the owner to
prove her ownership. Experimental results on benchmark descriptions show that
our proposed technique is able to embed the ownership information within the
circuits with negligible increase in cost.

2 Proposed Methodology

For any deterministic device to be reversible, its input and output must be
uniquely retrievable from each other [6]. In other words, the number of inputs
and outputs of a reversible circuit must be same and there must be a one-to-one
mapping between the input vectors and the output vectors. A detailed review of
reversible logic and the synthesis of reversible circuits can be found in [6,8]. An
irreversible function can be made reversible by appropriately adding extra in-
put(s), output(s) or both and appropriately modifying the original specification.
The modification is either performed prior to synthesis or in a unified approach
during synthesis. The extra input(output) thus added to make a function re-
versible is called constant input(garbage output).

Main aim of our proposed mechanism is to design a reversible circuit in such
a way that only authorized users having proper license can get the proper func-
tionality of the circuit. Moreover, to prevent illegal distribution of the circuit, the
unique identification of the actual owner of the circuit is embedded (which can
be extracted on demand by the owner only) in the form of a signature. Assuming
a boolean irreversible function in the form of a truth table is given, we convert
it to a primary reversible function with minimum number of garbage outputs
and constant inputs by properly augmenting the truth table. When a reversible
function has one or more constant inputs along with the normal inputs, the func-
tion generates desired outputs only for a particular combination of the constant
inputs. The developer chooses a particular combination of constant inputs CIk
for which the reversible function is supposed to generate desired output. The
bit values for the portions of the columns that correspond to this input com-
bination under the normal outputs of the truth table are set accordingly (i.e.,
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based on the desired outputs). This combination of constant inputs (i.e., CIk)
works as the license. With the synthesized circuit and the license in hand, an
authorized user can set the constant inputs appropriately to achieve the desired
functionality of the circuit. However, the license cannot prevent the security
breach through unauthorized redistribution. An authorized user can illegally re-
distribute the license to others. In order to catch such violation of contract, we
further propose a technique to embed the signature of the developer (owner) into
the circuit. With her signature embedded within the circuit, the developer can
extract it on-demand to prove her ownership. The entire procedure of embedding
the owner’s signature during synthesis of a reversible circuit is described below.

Step 1: Assuming the owner’s signature to be an arbitrary-length string of
alphabetical characters, a one-way hash function [13] is used to generate a unique
fixed length bit-string. The length of the output string is chosen as 2n, where n is
total number of normal inputs of the reversible circuit. A combination of constant
inputs CIj other than the one for which the reversible function is supposed to
generate desired-output is then chosen. A normal output NOj of the circuit
is also chosen. The 2n bits long string generated by the hash function is then
placed at the portion of the column representing NOj that corresponds to CIj .
The combination of constant inputs CIj , the output NOj , the hash function,
and the signature string (output of the hash function) all are kept as owner’s
secret information. The owner’s signature is embedded under the normal output
line to avoid intentional corruption of the signature by an intruder. In this case,
the signature cannot be removed or modified without hampering the normal
functionality of the circuit. If the signature is embedded under a garbage output,
then that signature can be removed without hampering the normal functionality
of the circuit. The procedure for selection of bit values for the remaining part of
the truth table is described in the next step.

Step 2: It may be noted that bit values of the remaining part of the truth
table do not have any impact on the desired functionality of the circuit. We
may call them don’t care bits. Hence, we select these values in such a way
that the cost of implementation is minimized. Since quantum technology is the
most predominant among the technologies that are supposed to use reversible
gates and computation, quantum cost (QC) has emerged as one of the important
metric in reversible circuit synthesis. QC of a circuit is defined as the number
of elementary quantum operations required to realize the function. QC of each
reversible gate of size 1 (e.g., NOT) and size 2 (e.g., CNOT) is taken as unity
[1] and that of a circuit is calculated by counting the number of reversible gates
of unit-cost required for its realization. QC of a reversible gate grows with the
increase in the number of controls [1]. Accordingly, in order to minimize the
quantum cost, the reversible circuit should be synthesized with minimum number
of controls. The number of controls can be minimized by reducing the number of
flipping of bits required to get the output vectors from the corresponding input
vectors. So, we set the don’t care bits in a way such that for all i, the output
pattern (Oi) corresponding to a particular input pattern (Ii) can be obtained
from Ii with minimum possible flipping of bits.



Signature Embedding in the Functional Description of Reversible Circuit 13

Step 3: The reversible function thus generated in the form of modified truth-
table is applied to the Toffoli-synthesis technique [6]. We use Toffoli synthesis
procedure as it tries to use narrow (with less controls) gates and hence the most
popular option is used for reversible circuit synthesis.

As an illustrative example, let us consider the realization of the function shown
in Table 1(a) which counts the number of 1’s in a 4-bit input pattern. The input
lines are denoted by a, b, c, and d respectively. The output lines are denoted by
x, y, and z respectively. It is apparent that this function is irreversible. It may be
noted that we must add at least three garbage outputs and two constant inputs to
make it reversible. Let us denote the constant inputs by ci1 and ci2 respectively,
and the garbage outputs by g1, g2, and g3 respectively. The modified truth table
is shown in Table 1(b). We assume that the output vector of the desired function
can be observed through the normal outputs (i.e., x, y, and z) when the value of
ci1ci2 = 01. This particular combination of constant inputs works as the license
for the authorized users.

Next, we generate the signature (string of bits) to be embedded in the cir-
cuit from the original signature of the owner (string of alphabetical characters).
It may be noted that the total number of normal inputs (i.e., a, b, c, and d)
is four. Hence, we need to choose the one-way hash function such that it gen-
erates a string of 24 = 16 bits. Suppose, the output of the hash function is
0000111001010110. We further choose the combination of constant inputs (CIj)
as ci1ci2 = 10 and normal output (NOj) as x. We embed the signature by
placing the string generated by the hash function in the portion of the column
representing x that corresponds to ci1ci2 = 10. Referring to Table 1(b), it is
apparent that when ci1ci2 = 01, values for the normal outputs x, y and z are
determined by the desired functionality and can not be changed. However, we
can choose the values for the garbage outputs g1, g2, and g3 according to our
convenience. When ci1ci2 = 10, we have the owner’s signature embedded under
the normal output x. In this case, the bit values for the normal output x can not
be changed, but the values for other outputs y, z, g1, g2, and g3 can be taken
according to our choice. When ci1ci2 = 00 or ci1ci2 = 11, all the six outputs (x,
y, z, g1, g2, and g3) can be considered as don’t cares. As mentioned in Step 2,
the don’t care bits are chosen in a manner such that the quantum cost and the
number of gates both are minimized. For example, let us consider the input pat-
tern (Ii) 100000. The bit value corresponding to the output x is set to 0 for the
signature and cannot be changed. Minimum flipping of bits occurs if we choose
the bit values of the remaining five don’t cares (y, z, g1, g2, and g3) as 00000.
This leads the entire output pattern (Oi) to be 000000, which has already been
considered for another input pattern (010000). So, this output pattern cannot
be taken. The entire output pattern becomes 010000 (not considered yet) if we
choose the bit values of five don’t cares as 10000. Hence, this output pattern is
considered where just two bits need to be flipped to derive the output pattern
from the corresponding input pattern. In this way, following the same procedure,
bit values of other don’t cares are set (Table 1(b)).
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Table 1. Truth tables of (a) an irreversible function and (b) the corresponding
reversible version

(a)

a b c d x y z

0 0 0 0 0 0 0
0 0 0 1 0 0 1
0 0 1 0 0 0 1
0 0 1 1 0 1 0
0 1 0 0 0 0 1
0 1 0 1 0 1 0
0 1 1 0 0 1 0
0 1 1 1 0 1 1
1 0 0 0 0 0 1
1 0 0 1 0 1 0
1 0 1 0 0 1 0
1 0 1 1 0 1 1
1 1 0 0 0 1 0
1 1 0 1 0 1 1
1 1 1 0 0 1 1
1 1 1 1 1 0 0

(b)

ci1 ci2 a b c d x y z g1 g2 g3
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 1
0 0 0 0 1 0 1 0 0 0 1 0
0 0 0 0 1 1 1 0 0 0 1 1
0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 1 0 1 0 0 0 1 0 1
0 0 0 1 1 0 0 0 0 1 1 0
0 0 0 1 1 1 0 1 0 1 1 1
0 0 1 0 0 0 1 0 1 0 0 0
0 0 1 0 0 1 0 1 1 0 0 1
0 0 1 0 1 0 1 0 1 0 1 0
0 0 1 0 1 1 0 0 1 0 1 1
0 0 1 1 0 0 1 0 1 1 0 0
0 0 1 1 0 1 0 0 1 1 0 1
0 0 1 1 1 0 0 0 1 1 1 0
0 0 1 1 1 1 1 0 1 1 1 1
0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 1 0 0 1
0 1 0 0 1 0 0 0 1 0 1 0
0 1 0 0 1 1 0 1 0 0 1 1
0 1 0 1 0 0 0 0 1 1 0 0
0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 1 1 0 0 1 0 1 1 0
0 1 0 1 1 1 0 1 1 1 1 1
0 1 1 0 0 0 0 0 1 0 0 0
0 1 1 0 0 1 0 1 0 0 0 1
0 1 1 0 1 0 0 1 0 0 1 0
0 1 1 0 1 1 0 1 1 0 1 1
0 1 1 1 0 0 0 1 0 1 0 0
0 1 1 1 0 1 0 1 1 1 0 1
0 1 1 1 1 0 0 1 1 1 1 0
0 1 1 1 1 1 1 0 0 1 1 1
1 0 0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0 0 0 1
1 0 0 0 1 0 0 0 0 0 1 0
1 0 0 0 1 1 0 0 0 0 1 1
1 0 0 1 0 0 1 0 0 1 0 0
1 0 0 1 0 1 1 0 0 1 0 1
1 0 0 1 1 0 1 0 0 1 1 0
1 0 0 1 1 1 0 0 0 1 1 1
1 0 1 0 0 0 0 1 1 0 0 0
1 0 1 0 0 1 1 0 1 0 0 1
1 0 1 0 1 0 0 1 1 0 1 0
1 0 1 0 1 1 1 0 1 0 1 1
1 0 1 1 0 0 0 1 1 1 0 0
1 0 1 1 0 1 1 0 1 1 0 1
1 0 1 1 1 0 1 0 1 1 1 0
1 0 1 1 1 1 0 0 1 1 1 1
1 1 0 0 0 0 1 1 0 0 0 0
1 1 0 0 0 1 1 1 0 0 0 1
1 1 0 0 1 0 1 1 0 0 1 0
1 1 0 0 1 1 1 1 0 0 1 1
1 1 0 1 0 0 1 1 0 1 0 0
1 1 0 1 0 1 1 1 0 1 0 1
1 1 0 1 1 0 1 1 0 1 1 0
1 1 0 1 1 1 1 1 0 1 1 1
1 1 1 0 0 0 1 1 1 0 0 0
1 1 1 0 0 1 1 1 1 0 0 1
1 1 1 0 1 0 1 1 1 0 1 0
1 1 1 0 1 1 1 1 1 0 1 1
1 1 1 1 0 0 1 1 1 1 0 0
1 1 1 1 0 1 1 1 1 1 0 1
1 1 1 1 1 0 1 1 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1

The final circuit (shown in Fig. 1) is then obtained by applying Toffoli synthe-
sis technique. It may be noted that the desired functionality of the circuit can
be achieved by setting the constant inputs ci1ci2 = 01. Since, this information is
available as license, it is apparent that only the user(s) having the valid license
can use the circuit. Although, in this particular case, the desired combination
of constant inputs can be obtained by trial and error method, it will hardly be
so easy for large circuits where the number of constant inputs is high. In the
case of an illegal redistribution of the license, the owner of the circuit can prove
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Fig. 1. Realization of the function of Table 1(b) using Toffoli gates

her ownership on-demand just by setting the constant inputs ci1ci2 = 10 and
applying the sequence of all possible input patterns through the normal inputs
and observing the responses at the normal output x. It is apparent that x will
generate the signature string (0000111001010110) that was embedded.

3 Experimental Results

It may be noted that the proposed technique in this paper embeds the owner’s
signature at the behavioral level. The technique provides the maximum security,
as the signature is embedded as a functional part of the design, at the initial
stage of the specification. However, it seems that the signature embedding may
incur some overhead in terms of gate count (GC) and/or the quantum cost (QC)
of the final circuit thus obtained. To evaluate the effectiveness of the proposed
technique, we have compared the synthesis results for various reversible bench-
marks [15] with and without signature embedding.

Each benchmark description is fed to generalized Toffoli synthesis twice
through RevKit [12], an open-source toolkit for reversible circuit design. In the
case of synthesis without signature embedding, the description is fed directly,
whereas in the case of signature embedding, the description is passed through the
truth table augmentation block before it is fed to Toffoli synthesis. We have im-
plemented the augmentation of the truth table for embedding owner’s signature

Table 2. Evaluation of overhead incurred due to signature embedding

Circuit Synthesis without Synthesis with Overhead
signature embedding signature embedding (%)
GC QC GC QC GC QC

1-bit adder 7 19 8 20 14.2 5.2
Mod-5 20 156 22 182 10 16.6
rd43 28 272 29 273 3.5 0.3

2-bit adder 36 396 36 460 0 16.1
Mod-7 27 243 28 272 3.7 11.9
rd53 47 909 54 1032 14.8 13.5
rd63 116 2601 107 2803 0 7.7
rd73 204 4713 205 5222 0.4 10.7
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according to the proposed technique using a program written in C programming
language. Table 2 shows the summary of experimental results for 8 benchmarks.
It is apparent from the table that for most of the circuits, signature embedding
incurs small overhead (less than 15% in terms of gate count and less than 17%
in terms of quantum cost). It may be noted that for some circuits (e.g., rd63),
signature embedding may result in better gate count.

4 Conclusions

A simple technique for embedding owner’s signature in the functional description
of reversible circuits has been proposed. The signature along with a license can
prevent unauthorized use and/or illegal distribution of such circuit descriptions.
The technique provides maximum security as the owner’s signature is embedded
as a functional part of the design. Experimental results on benchmarks show
that owner’s signature can be embedded without significant overhead.

Acknowledgements. The authors would like to thank Dr. Dipak Kumar Kole
for his kind help.
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Abstract. Security and interoperability issues are increasing in smart
card domain and it is important to analyze these issues carefully and
implement appropriate countermeasures to mitigate them. Security is-
sues involve attacks on smart cards which can lead to their abnormal
behavior. Fault attacks are the most important among them and they
can affect the program execution, smart card memory, etc. Detecting
these abnormalities requires some redundancies, either by another code
execution or by an equivalent representation. In this paper, we propose
an automatic method to provide this redundancy using a security au-
tomaton as the main detection mechanism. This can enforce some trace
properties on a smart card application, by using the combination of a
static analysis and a dynamic monitoring. The security officer specifies
the fragments of the code that must be protected against fault attacks
and a program transformer produces an equivalent program that mesh a
security automaton into the code according to the security requirements.

Keywords: Fault attacks, Trust, Smart Card, Security Automata,
Countermeasure.

1 Introduction

Smart card is a small embedded chip/device which is commonly used in our day
to day life for serving various purposes in banking, electronic passports, health
insurance card, pay TV, SIM card, etc. It has efficient computing capabilities
and security features for ensuring secure data transaction and storage. Many
hardware and software attacks are performed to gain access to the assets stored
inside a smart card. Since it contains sensitive information, it must be protected
against attacks. The laser faults are the most difficult among them to be handled.

Fault Injection (FI) attacks can cause the perturbation of the chip registers
(e.g., the program counter, the stack pointer, etc.), or the writable memory (vari-
ables and code modifications). If these perturbations are not detected in advance,
an attacker can get illegal access to the data or services. Some redundancy is
necessary to recognize the deviant behavior which can be provided by a security
automaton and a reference monitor. This technique has emerged as a powerful

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 18–29, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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and flexible method for enforcing security policies over untrusted code. The pro-
cess verifies the dynamic security checks or a call to the security functions into
the untrusted code by monitoring the evolution of a state machine.

In our work, we propose to implement the transition functions of such a state
machine natively in the Java Card Virtual Machine (JCVM). For interoperability
reasons, we implement a less efficient API to replace the transition functions and
a static analyzer to verify the coherence of the security property.

This paper is organized as follows: section two describes the FI attacks on
smart cards and their effects on program execution. The known detection mech-
anisms and their comparison are discussed in the third section. Section four
presents our contributions and countermeasures. Final section gives the conclu-
sions of our work.

2 Related Works

Aktug [1] defined a formal language for security policy specifications ConSpec,
to prove statically that a monitor can be inlined into the program byte code,
by adding first-order logic annotations. A weakest precondition computation
was used here which works as same as the annotation propagation algorithm
employed in [14] to produce a fully annotated, verifiable program for the Java
Card. This allows the use of JML verification tools, to check the actual policy
adherence. Such a static approach cannot be adopted here due to the dynamic
nature of the attack.

As far as we know, the only application of the security automaton for smart
card was presented in [13] where the concept of policy automaton which com-
bines defeasible logic with the state machine. It represents complex policies as
combinations of basic policies. A tool has been implemented for performing pol-
icy automaton analysis and checking policy conflicts and a code generator is
used to implement the transition functions that creates a Java Card applet. It
was concerned mainly to enforce invariants in the application.

3 Faults on Smart Cards

In general, a fault is an event that changes the behavior of a system such that the
system no longer provides the expected service. It may not be only an internal
event in the system but also, a change in the environment that causes a bit flip
in the memory. However the fault (when activated), is the primary reason for
the changes in the system that leads to an error which in turn causes a failure of
the complete system. In order to avoid such a failure, faults have to be detected
as early as possible and some actions must be carried out to correct or stop the
service. Thus, it is necessary to analyze the errors generated by these faults more
precisely. In the current smart card domain, fault attacks are the most difficult
attacks to be tackled.
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3.1 Fault Attacks

Smart card is a portable device which requires a smart card reader (provides
external power and clock sources) to operate it. The reader can be replaced
with specific equipment to perform the attacks. With short variations of the
power supply it is possible to induce errors into the internal operations of the
smart card. These perturbations are called spike attacks, which may induce
errors in the program execution. Latter aims at confusing the program counter
which can cause the improper working of conditional checks, decrease in loop
counters and the execution of the arbitrary instructions. The reader like MP300
can also be used to provide glitch attack. A glitch [3,7,12] incorporates short
deviations beyond the required tolerance from a standard signal bounds. They
can be defined by a range of different parameters and can be used to inject
memory faults as well as faulty execution behavior. Hence, the possible effects
are same as in the spike attacks. If the chip is unpacked, such that the silicon
layer is visible, it is possible to use a laser to induce perturbation in the memory
cells [8]. These memory cells have been found to be sensitive to light. Due to
photoelectric effect, modern lasers can be focused on relatively small regions of
a chip, so that FI can be targeted well [4].

To prevent the occurrence of FI attacks, it is necessary to know its effects
on the smart card. FI models have been already discussed in details in [6,20].
A widely accepted model corresponds to an attack that changes one byte at a
precised and synchronized time [19]. An attack using the precise bit error model
had been described in [18] which is not realistic on current smart cards due to the
implementation of hardware security on memory (error correction and detection
code or memory encryption) of modern components.

In real time, an attacker physically injects energy into a memory cell to switch
its state. Thus up to the underlying technology, the memory will physically takes
the value 0x00 or 0xFF. If memory is encrypted, the physical value becomes a
random value1.

3.2 Effects of Fault Attacks on the Program Execution

In this work, only a single fault will be considered. The proposed mechanism
supports dual faults if the automaton is protected by some checksum method.
An attacker can break the confidentiality and/or the integrity mechanisms incor-
porated in the card. The code integrity of the program ensures that the original
installed code is the same as that executed by the card. The attacker can modify
the value returned by a function to allow the execution of sensitive code with-
out authorization. He can also generate a faulty condition to jump to a specific
statement, avoid a given method invocation or ignore a condition loop.

The data of a program are also a sensitive asset to be protected. With a single
fault, an attacker can permanently or temporarily modify sensitive information.
1 More precisely, a value which depends on the data, the address, and an encryption

key.
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In particular, it can affect the variables used in any evaluation instruction like
never start a loop, ignore initialization and so on. The smart card should ensure
the confidentiality of the assets. The attacker may modify the data to be copied,
from the application byte array or to the I/O smart card buffer by modifying the
address of the buffer. Another way to obtain the asset is to change the number
of bytes to be send in the buffer. This overflow provides information of data that
follow the bytes sent from the application.

3.3 Fault Detection Mechanisms

The mechanisms for fault injection detection can be classified in to three coun-
termeasure approaches: static, dynamic and mixed.

Static Countermeasure Approach. Static countermeasures ensure that each
test is done correctly and/or the program Control Flow Graph (CFG) remains
unchanged as described by the developer.

To verify if a test i.e., (a sensitive condition if) is done correctly, the usage
of a redundancy if-then-else statement should improve the statement branching
security. Indeed, if a fault is injected during an if condition, an attacker can
execute a specific statement without a check. In real time, a second-order FI is
difficult with a short delay between two injections. A second-order if statement
is used to verify the requirements needed to access a critical operation to prevent
the faulty execution of an if-then-else statement. An example of this kind of
implementation is listed in the Listing 1.1 Second-order if statement.

Listing 1.1. Second-order if statement

// cond i t i on i s a boo lean
i f ( cond i t i on ) {

i f ( cond i t i on ) {
// C r i t i c a l opera t i on

} else {/∗ Attack d e t e c t e d ! ∗/
}

} else {
i f ( ! cond i t i on ) {

// Access not a l l owed
} else {/∗ Attack d e t e c t e d ! ∗/ }}

Listing 1.2. Step counter

short step_counter =0;
i f ( step_counter==0) {

// C r i t i c a l opera t i on 1
step_counter++;

} else {/∗ Attack d e t e c t e d ! ∗/
}

/∗ . . . ∗/
i f ( step_counter==1) {

// C r i t i c a l opera t i on 2
step_counter++;

} else {/∗ Attack d e t e c t e d ! ∗/}

The problem with a second-order if condition is that the program CFG is
not guaranteed. To ensure it, the developer can implement a step counter as
described in the Listing 1.2. With this method, each node of the CFG, defined
by the developer is verified during the runtime. If a node is executed with a step
counter set with a wrong value, an incorrect behavior is detected.
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Dynamic Countermeasure Approach. The smart card can implement coun-
termeasures on dynamic elements (stack, heap, etc.) and thereby ensure integrity
to prevent the modification of them. A checksum can be used to verify the ma-
nipulated value for each operation. Another low cost countermeasure approach,
to protect stack element against FI attack was explained by Dubreuil et al. in [9].
Their countermeasure implements the principle of a dual stack where each value
is pushed from the bottom and growing up into the element stack. In contrary,
each reference is pushed from the top and growing down. This countermeasure
protects smart card against type confusion attack.

As described before, a program’s code is also an asset to be protected. In
order to ensure the code confidentiality, the memory may be encrypted. For
using a more affordable countermeasure, Barbu explained [4], a solution where
the code is scrambled. Unfortunately, a brute force attack can bypass a scrambled
memory. Razafindralambo et al. proposed in [16] a randomized scrambling which
improves the code confidentiality.

Enabling all countermeasures during the whole program execution is not nec-
essary and also it is more costlier for the card. Hence, to reduce the imple-
mentation cost of the countermeasure, Barbu et al. [5] described user-enabled
countermeasure(s) where the developer can decide to enable a specific counter-
measure for a code fragment.

Recently, Farissi et al, presented [10] an approach based on artificial intel-
ligence and in particular neural networks. This mechanism is included in the
JCVM. After a learning step, this mechanism can dynamically detect abnormal
behavior of each smart card’s program.

Mixed Countermeasure Approach. Unlike previous approaches, mixed
methods use off-card operations where some computations are done for em-
bedded runtime checks. This way offers a low cost because costly operations are
realized outside the card.

To ensure the code integrity, Prevost et al. patented [15] a method where for
each basic blocks of a program, a hash value is computed. The program is sent
to the card with each basic block’s hash. During the execution, the smart card
verifies this value for each executed basic block and if a hashsum is wrong, an
abnormal behavior is detected.

Sere [2], described three countermeasures, based on bit field, basic block and
path check, to protect smart card against FI attacks. These countermeasures
require off-card operations done during the compilation step to compute enough
information to be provided to the smart card through a custom component. The
smart card dynamically checks the correctness of the current CFG. Since there
are off-card operations, this countermeasure has a low footprint in the smart
card’s runtime environment.

4 Security Automata and Execution Monitor
Detecting a deviant behavior is considered as a safety property, i.e. properties
that state nothing bad happens. A safety property can be characterized by a set of
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disallowed finite execution based on regular expression. The authorized execution
flow is a particular safety property which means that, the static control flow
must match exactly the runtime execution flow without attacks. For preventing
such attacks, we define several partial traces of events as the only authorized
behaviors. A key point is that this property can be encoded by a finite state
automaton, while the language recognized will be the set of all authorized partial
traces of events.

4.1 Principle

In [17], Schneider defined a security automaton, based on Büchi automaton as
a triple (Q, q0, δ) where Q is a set of states, q0 is the initial state and δ a
transition function δ: (Q × I) → 2Q. The set S is the input symbols, i.e. the
set of security relevant actions. The security automaton processes a sequence of
input symbols s1, s2, . . . and the sequence of symbols is read as one input at
a time. For each action, the state is evaluated by starting from the initial state
s0. As each si is read, the security automaton changes Q’ in ∪q∈Q′δ(si, q). If the
security automaton can perform a transition according to the action, then the
program is allowed to perform that action, otherwise the program is terminated.
Such a mechanism can enforce a safety property as in the case for checking the
correctness of the execution flow.

The property we want to implement is a redundancy of the control flow. In
the first approach, the automaton that verifies the control flow could be inferred
using an interprocedural CFG analysis. In a such a way, the initial state q0 is
represented by any method’s entry point. S is made of all the byte codes that
generate a modification of the control flow along with an abstract instruction
join representing any other instructions pointed by a label. By definition, a basic
block ends with a control flow instruction and starts either by a first instruction
after control flow instructions or by an instruction preceding a label. When
interpreting a byte code, the state machine checks if the transition generates an
authorized partial trace. If not, it takes an appropriate countermeasure.

The transition functions are executed during byte code interpretation which
follows the isolation principle of Schneider. Using a JCVM, it becomes obvious
that the control of the security automaton will remain under the control of
the runtime and the program cannot interfere with automaton’s transitions.
Thus, there is no possibility for an attacker to corrupt the automaton because
of the Java sandbox model. Of course, the attacker can corrupt the automaton
using the same means as he corrupted the execution flow. By hypothesis, we do
not consider actually the double FI possibility for the attacker. If needed, it is
possible to protect the automaton with an integrity check verified before each
access to the automaton.

4.2 Implementation in a Java Card Virtual Machine

The control of the transition functions is quite obvious. Once the automaton
array has been built during the linking process, each Java frame is improved with
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the value of the current state qi. In the case of a multithreaded virtual machine,
each thread manages the state of the current method security automaton in its
own Java frame for each method.

Listing 1.3. Transition function for the IFLE byte code (next instruction)

1 in t16 BC_ifle ( void ) {
2 i f (SM[ frame−>cur rentStat e ] [ INS ] != ∗vm_pc)
3 return ACTION_BLOCK;
4 vm_sp−−;
5 i f (vm_sp [ 0 ] . i <= 0) return BC_goto ( ) ;
6 i f (SM[ frame−>cur r en tS tat e ] [NEXT] != s t a t e (vm_pc) )
7 return ACTION_BLOCK;
8 vm_pc += 2 ;
9 frame−>cur rentStat e = SM[ frame−>cur rentStat e ] [NEXT] ;

10 return ACTION_NONE; }

The automaton is stored as an array with several columns like the next state, the
destination state and the instruction that generates the end of the basic blocks. In
the Listing 1.3, the test (in line 2) verifies that the currently executed byte code
is the one stored in the method area. According to the fault model, a transient
fault should have been generated during the instruction decoding phase. If it does
not match, the JCVM stops the execution (line 3). If the evaluation condition is
true, it jumps to the destination (line 5). Else, it checks if the next Java program
pointer is a valid state for the current state of the automaton. If it is allowed,
the automaton changes its state.

Listing 1.4. Transition function for the IFLE byte code (target jump)

1 in t16 BC_goto ( void ) {
2 vm_pc = vm_pc − 1 + GET_PC16 ;
3 i f (SM[ frame−>cur r en tS tat e ] [ DEST] != s t a t e (vm_pc) )
4 return ACTION_BLOCK;
5 frame−>cur rentStat e = SM[ frame−>cur rentStat e ] [ DEST ] ;
6 return ACTION_NONE; }

In Listing 1.4, the last part of the IFLE byte code checks also if the destination
Java program counter matches with the next state and update the current state.

Listing 1.5. Decoding an instruction

1 while ( t rue ) { handler = bytecode_table [ ∗vm_pc ] ;
2 vm_pc++; bc_action = handler ( ) ;

In the decode phase of the instruction, the laser can hit the data bus while
transferring the needed information from the memory. In this JCVM decode
phase (Listing 1.5), the address of the byte code function is obtained in line 1.
At that time, either the vm_pc or the handler can be corrupted. Thus, the byte
code being executed is not the one stored in the memory. Therefore, we need to
check the execution instruction is the same as that of the stored one.
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The security automaton is build during the linking process of the Java Card
applet. During the linking step, the method is processed byte code by byte code
linearly, allowing to build the automaton array. Each state si corresponds to
vm_pc start and vm_pc end; the function state(vm_pc) returns an index of the
array corresponding to the state that includes the vm_pc.

Here, we presented the basic security automaton of the control flow redundancy
which needs to be improved. In section 3.3, we have seen the possibility to skip an
instruction or a call to a function. The granularity of the basic block is not enough
to handle this issue and checking each instruction is not realistic. So, we need to
find a trade off between the granularity and each instruction. We propose to insert
calls to an abstract functionsetState(), in some sensitive code fragments. Being a
control flow function, a call to a function will be directly included into the security
automaton. Even if the latter is empty a call to a function costs a lot due to the
built and the destruction of the frame. For that purpose, we developed a byte code
analyzer that emulates this call. It takes the input as binary file (the Cap file) and
extract all occurrences of the invokestatic instruction and replaces them by a
simple goto instruction to the next line. It has the same semantics, i.e. an entry in
the automaton array but it costs much less.

Listing 1.6. Inserting checks in a Java Card basic block

1 apdu . setIncomingAndReceive ( ) ;
2 U t i l . arrayCopy ( apduBuffer , ( short ) ( ISO7816 .OFFSET_CDATA) , D,
3 ( short ) 0 , ( short ) 4) ;
4 s e t S t a t e ( ) ;
5 i f (b == fa l se ) ISOException . throwIt ( error_date ) ;
6 tempo = U t i l . getShort (A, ( short ) 0) ;
7 s e t S t a t e ( ) ;
8 k = 1 ;
9 ( short ) ( ( tempo >> k ) / NbAmounts [ 0 ] )

10 s e t S t a t e ( ) ;
11 funct ionR (A, key , D) ;
12 s e t S t a t e ( ) ;

The code presented in Listing 1.6 is extracted from the Internet protocol
payment defined by Gemalto in [11]. We ensure that, the JCVM verifies if each
step has been correctly passed in line 4, 7, 10 and 12. This corresponds to what
is usually done in a Java Card secured development with step counters as shown
in the Listing 1.2. However, it is integrated in a more general framework to
automate the fault detection.

The Lightweight Version in the INOSSEM Project. The aim of the
project INOSSEM is to guarantee a security interoperability between several
smart card manufacturers. The security specification must be independent to
the design of the JCVM. For that purpose, it has been decided to design the
countermeasures as a Java API defining all the required services. The security
automaton is one of the INOSSEM classes. The main drawback of this approach
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versus our native implementation is the cost of all the function calls. But on the
other hand, the code fragment protected with the security automaton can be
isolated from the rest of the application.

The call to the API methods that manages the transition functions of the
security automaton should be explicitly written by the developer. The developer
should only insert the call to the method setState() in his applet to have the
guarantee that the JCVM will verify the control flow of this code fragment. A
call to endStateMachine() checks the correct ending of the security automaton.
Being under the control of the Java Card runtime, the isolation principle is still
respected during the execution of the API.

The main difference is that the construction of the security automaton is
delegated to the developer. He has to examine all the authorized traces and
build the automaton. Exceptions that should occur during execution must also
be a part of the authorized traces. The developers know which parts of their
application is sensible and they focus on the protection of a particular code
fragment. This leads to a new issue, the coherence of the security policy defined
by the automaton.

Coherence of the Policy. If a developer specifies a security automaton that par-
tially represents the CFG, the automaton could consider some illegal transitions
while they are legal traces. In the example given in Fig. 1, we have the CFG at the
left side and the specification of the security automaton at the right side.

Fig. 1. Partial specification

The developer is only interested to protect some execution paths. He defines
the following state sequences {q0, q2, q4, q5} and {q0, q2, q6, q7}. If the sequence
{q0, q2, q3, q5} is executed, then in the state q2, the automaton has to process
a transition to the state q3. It terminates the execution of the target while the
execution path is valid. In fact, the security policy must be a subgraph of the
control flow and thus, an edge must be added to the security automaton between
the state q2 and q5. The verification of the coherence algorithm must check that
the security automaton is a subgraph of the CFG. If the security automaton
is a partial subgraph (i.e. every edges of the state of a CFG are not included),
then the missing edges must be added to it. A specific action is to be done while
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Fig. 2. Complete specification

reaching the end of the security automaton. Thus, all the terminal states must
be added to the security automaton (q1, q8). The correct security automaton is
given in Fig 2.

Each basic block can be split into several states as shown in Listing 1.6. For
example, the state q4 can be made of the sequence {q′

4, q′′
4 , q′′′

4 , . . . }. In such a
case, the security automaton is no more a subgraph of the CFG. While adding
the edge for the closure, this sequence must be recognized as the state q4. It is
obvious to control the coherence for a simple automaton, like the one presented
here. For real life examples, we need a static analyzer to check the coherence
and build the automaton.

4.3 Static Analyzer and Code Meshing

Of course, this process is manageable automatically by a static analyzer be-
fore loading it into the card. The analyzer (SA) extracts the CFG (inter-class
and interprocedural analysis) of the program from the source code, defining all
the basic blocks. Then, it extracts the security automaton (call the API meth-
ods setState() and endStateAutomaton()) recognizing the state extension by
subsequences when these calls are included within a basic block. It checks by
comparing the security automaton and CFG if closure edges are missing and
proposes through a graphical interface to the user to add the missing edges.
The second step consists of initializing the state automaton object, defining all
the states as final static fields and calling all the missing methods of the API:
the endStateMachine() at the end of all the sink states.

Our prototype proposes also the possibility for the cards that do not imple-
ment the INOSSEM API to inline the security automaton into the application
code with the two transition functions as shown in the Listing 1.7. Due to the
fact that Java Card does not support multidimensional arrays, the security au-
tomaton must manage the index to simulate a matrix. The SA-Analyzer has
filled the securityAutomaton array either with an index or the value NO_STATE.
Then, if a NO_STATE is found for a transition, the method throws an exception.

The complexity of setState() is θ(1) while the complexity of
endStateMachine() is θ(n), n being the maximum neighbors for all the nodes
of the graph.
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Listing 1.7. Inserting setState method
public void s e t S t a t e ( short s t a t e ) {

i f ( securityAutomaton [ ( cu r r en tS tat e ∗NB_COL)+s t a t e ] !=
NO_STATE)
cur ren tS tat e = securityAutomaton

[ cu r r entStat e ∗NB_COL+s t a t e ] ;
else { ISOException . throwIt ( ISO7816 .SA_NO_SUCH_STATE) ; }

}
public void endStateMachine ( short t e rmina lS tat e ) {

// checks i f no successor
for ( short i = 0 ; i < NB_COL; i++) {

i f ( securityAutomaton [ cu r r en tS tat e ∗NB_COL+i ]
!= NO_STATE)

ISOException . throwIt ( ISO7816 .SA_NO_SUCH_STATE) ;
} // then r e i n i t i a l i z e the s e c u r i t y automaton
cu r r entStat e = START_STATE_MACHINE; }

5 Conclusion
We have presented a general countermeasure in this paper, which can be applied to
smart cards in order to detect FI attacks. The main idea was to provide redundancy
of the control flow using a security automaton executed in the kernel mode. It al-
lows to dynamically check the behavior of the program. We automatically gener-
ated the automaton during the linking process of the applet and for adding specific
check points, we allow the developer to insert calls to a method setState(). For
efficiency, we removed this call from the binary file and we replaced it by a simple
goto which enforces the verification. In the second step, we applied this technique
without modifying the JCVM by executing the transition functions in an API. We
developed an analysis tool that checks the coherence of the security policy.

Of course, this technique is not limited to CFG properties but it can be used
for more general security policy if they can be expressed as safety properties.
In particular, it is interesting to check if some security commands have already
been done before executing sensitive operation. Some are memorized in secured
container (i.e. the PIN code field isValidated) but some of them use unpro-
tected fields and could be subjected to FI attacks. The difficulty is to find the
right trade off between a highly secured system with a poor performance or an
efficient system with less security.

Acknowledgments. This work is partly funded by the French project IN-
OSSEM (PIA-FSN2-Technologie de sécurité et résilience des réseaux).
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Abstract. Virtual Worlds (VWs) are persistent, immersive digital en-
vironments, in which people utilise digital representation of themselves.
Current management of VW identity is very limited, and security is-
sues arise, such as identity theft. This paper proposes a two-factor user
authentication scheme based on One Time Passwords (OTPs), exploit-
ing a Smart Card Web Server (SCWS) hosted on the tamper-resistant
Subscriber Identity Module (SIM) within the user’s mobile phone. Ad-
ditionally, geolocation attributes are used to compare phone and PC
locations, introducing another obstacle for an attacker. A preliminary
security analysis is done on the protocol, and future work is identified.

Keywords: Smart Card Web Server, Virtual Worlds, Authentication,
Mobile phones, SIM cards, One Time Passwords.

1 Introduction

The term Virtual World (VW) has been defined as ‘a synchronous, persistent net-
work of people, represented as avatars, facilitated by networked computers’ [1].
VWs are very popular: at the beginning of 2012, there were 1,921 million regis-
tered accounts in over 100 VWs [2]. Some VWs aim to mimic real life as closely
as possible in a digital environment e.g. Second Life, by Linden Labs [3]. Others
are designed as game environments, where the objective is to complete quests
and enhance your avatar’s skills and reputation, for example Blizzard’s World of
Warcraft [4]. Figure 1 shows a screenshot of a VW with an avatar. Authentication
procedures for VW users are currently fairly limited, mostly relying on static,
easily compromised username/password combinations. This can result in a num-
ber of security issues with real world consequences e.g. virtual goods/ identities
can be stolen if an account is hacked, with the danger that the user’s computer
can then be compromised or real world identity theft could occur [5].

Using a mobile phone as a second factor in online authentication (i.e. some-
thing you have/something you know) should improve security. There are several
existing mobile phone authentication options e.g. using SMS messages [6], or
optical challenge-response procedures [7]. Mobile phone operating systems are
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Fig. 1. Virtual World Avatar

increasingly becoming targets for malware, however [8]. Storing credentials in a
tamper-resistant device, such as the Subscriber identity Module (SIM), is there-
fore a more attractive approach. This paper proposes a system that uses a SIM
equipped with a Smart Card Web Server (SCWS) [9] in a One Time Password
(OTP) authentication scheme. The SCWS/SIM is owned and operated by the
Mobile Network Operator (MNO), and brings tightly managed web server func-
tionality to the tamper-resistant SIM environment. Including geolocation [10] in
the protocol introduces another obstacle for a potential attacker to overcome,
by checking if the phone and PC are in the same geographical area. The aim is
to significantly improve the security of the VW login, without unduly inconve-
niencing the user, and so enhance user and merchant confidence in VW security
and services offered to users.

In this paper, the term SIM will be used generically to describe a type of smart
card that consists of the Universal Integrated Circuit Card (UICC) and applica-
tion software that allows telecommunication access; this is called the USIM (for
3G networks) or the SIM (for GSM networks) [11]. The paper is structured as
follows: the technical architecture of VWs is outlined in Section 2 and informa-
tion about the Smart Card Web Server is presented in Section 3. The proposed
protocol is described in Section 4. A preliminary security analysis of the proposal
is done in Section 5, before the paper reaches its conclusion in Section 6.

2 Virtual World Infrastructure

To connect to a VW the user needs client software, typically installed on a
PC, represented as C1-C5 in Figure 2. The VW Client (VWC) can be regarded
as a special kind of viewer or browser, in that the client gets data from a re-
mote server, and renders it into a visual representation for the user to interact
with. The VW environment is provided by the VW infrastructure i.e. a VW
cloud consisting of a set of servers. There are load balancers, front end servers
(denoted as S1,S2,S3 in Figure 2), and back end facilities usually composed of
databases/VW rules which apply to interactions with objects/avatars inside the
world. This infrastructure is subdivided into components and processes, used to
conduct particular tasks and introduce modularity [12] [13]: e.g. a login compo-
nent, a user component and a data component [14]. The proposal in this paper
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Fig. 2. Virtual World Infrastructure
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is concerned with the Login Server processes which handle the initial request
from the user to log into the world.

The next section now gives details about the operation of the Smart CardWeb
Server (SCWS) that will be used in the proposed authentication protocol.

3 The Smart Card Web Server (SCWS)

The Smart Card Web Server (SCWS) is a lightweight web server that is hosted
on a SIM card and it is standardised by the Open Mobile Alliance [9]. The SCWS
serves web pages locally to the handset’s browser, either static or dynamically
created HTML pages by java applets running inside the SIM. A SCWS can only
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be accessed locally by an HTTP(s) [15] client running on the handset, or from a
remote entity, called the Remote Administration Server (RAS). Communication
to/from the SCWS can take place in two ways:
Over the Bearer Independent Protocol (BIP): for SIMs without networking ca-
pabilities (older models and the Classic Edition of Java Card 3.0) [16]. A BIP
gateway is utilised, that translates BIP commands (understood by the SIM) to
proper TCP/IP communication expected by the browser (and vice versa).
Directly over HTTP : for Java Card 3.0 Connected Edition, that implements a
TCP/IP stack.

SCWS content is remotely updated in a secure and managed manner. This
remote administration for the SCWS can be done using the Lightweight Admin-
istration Protocol (LAP), or the Full Administration Protocol (FAP) (as shown
in Figure 3). The LAP uses Over The Air (OTA) techniques for transferring
small amounts of data e.g. a static HTML page. The FAP is used when the
amount of data is relatively large e.g. a load of a java applet. In FAP, a remote
entity (the MNO) connects with an on-card entity (the administration agent)
and establishes a HTTPs connection in order to access and manage data on the
SIM. Applets are transferred using procedures outlined in [17]. On-card events
may trigger this communication, initiated by the local agent. External commu-
nication towards the SCWS is restricted to authorised entities i.e. the Remote
Administration Server. The same applies for HTTP clients on the handset, where
an Access Control Policy Enforcer may be in place controlling local access to
the SCWS. The SCWS is particularly suited for use in an authentication proto-
col as the entire message flow is secured via standard HTTPs and the standard
web browser on the phone is used. The SCWS is easily integrated with the VW
web based environment, since it is web based itself and no specialised phone
application is needed.

Now that VW technical architecture and the SIM/SCWS have been described,
the proposed protocol will be detailed in the next section: however, necessary
entities and assumptions, along with OTP processing and geolocation techniques
will be outlined first.

4 The Proposed SCWS Authentication Protocol

4.1 Entities and Assumptions

Entities: The entities in the proposal are described in Table 1, and their rela-
tionship is shown in Figure 4. Notation used is in Table 2.

Assumptions: The following assumptions are made:
Business Relationships. The MNO has a business relationship with the VW
developers, and has authorised their use of a Remote Administration Server to
update the SCWS VW application and data.
Users Per SCWS. The mobile phone has a one-to-one mapping to the user,
i.e. only one registered user can use a particular SCWS.
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Table 1. Description of Entities needed

Notation Description

VW The Virtual World. Has details of all user credentials. It is responsible
for checking user login details and creating one time passwords.

VWS Virtual World Server. Provides back-end functionality for the VW, with
all necessary information to keep the VW operating. It connects with
back end processes such as the database and the login server.

LS Login Server. Part of the Virtual World, this manages login details,
authenticates users, creates the nonce (N) and OTP, then checks the
OTP sent by the VWC.

SCWS Smart Card Web Server. The user accesses the SCWS environment
using a PIN. The SCWS uses a java applet to process and display the
OTP.

AA Administration Agent: an on-SIM entity that establishes a HTTPs con-
nection with the RAS.

VWC Virtual World Client. This is the interface presented to the user, in-
stalled on the user’s PC. It provides just a graphical user interface, and
is considered insecure.

RAS Remote Administration Server. It updates the SCWS of a registered
phone via the MNO’s FAP, using HTTPs. It is a trusted entity, and
can be operated by the MNO or a trusted third party. The RAS can
also determine the phone’s location (as it is a part of the MNO)

U User. An individual who is registered with a VW

Fig. 4. Relationship between Entities

Registration. A secure user registration procedure is in place. The exact details
are out of the scope of this paper, but a user must supply credentials such as
mobile phone number/PIN so that the RAS can download the applet/credentials
onto the correct phone and the PIN number can be used to create the OTP
during the protocol. The VW authentication Java applet will then be installed on
the user’s SIM using the techniques described in Section 3, along with the user’s
PIN to access the SCWS. Additionally, during registration, a VW certificate will
be installed on the user’s VW Client to offer mutual authentication.
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Channel Security. Channels between the RAS/ SCWS, and VWC/ VWS are
considered secure, since all data in transit is protected by HTTPs.

4.2 One Time Passwords and Geolocation

One Time Passwords: Many VWs use a simple username/password as the
user authentication mechanism at login, relying on static data for security; this
may be captured and exploited via a range of IT security attacks. The general
principle behind the proposed protocol is that an OTP generating process is done
both at the VW back-end and by the SCWS, using a nonce N and the user’s PIN.
Thus the use of a static password is replaced by that of a dynamically created
one on a separate personal device, using a tamper-resistant chip (the SIM), and
connected via a different communications channel. Having an OTP password
generator on the VW Server side means it benefits from the VW Server’s existing
security, which is reasonably expected to be of a considerably higher level than on
the VW Client. The OTP should have a number of security properties: e.g. easy
to compute, but very difficult to identify the PIN/ nonce used to create it; have a
minimum length of 64bits (which can be condensed into a eight byte word); and
be created using cryptographically-secure, standardised pseudo-random number
generators such as RFC4226 [18]. A compromise of usability and security will be
needed: e.g. a user may be prepared to type in a maximum of eight alphanumeric
digits and so the OTPmust be mapped to this field size; PIN size is crucial for the
entropy of the OTP, however a small PIN size increases usability, but decreases
security (and vice versa). Common practice for financial institutions and MNOs
is to use sizes of 4 and 5 digits, with the maximum number of PIN entry attempts
limited to 3 to protect against exhaustive (brute force) attacks .

Geolocation: The phone and VWC’s locations are also used as a further obsta-
cle for a potential attacker. The phone’s location could be determined by either
the cell towers of the mobile network or through the GPS adapter. Equivalently
IP geolocation could be used to find the client’s location. The authentication is
successful if both locations are within a certain distance of each other. While IP
geolocation is not extremely accurate, it is currently used by large organisations
to counteract attacks originating some distance from the genuine user.

4.3 The Authentication Protocol

The steps in the protocol are now described (see Figure 5).

Step 1: The user initiates the VWC installed on their PC, and is requested to
input their unique ID credentials (e.g. VW username/user ID)
Step 2: The VWC software initiates a secure connection (HTTPs) with the
VWS. Both the VW Server and the VWC have a digital certificate, so that mu-
tual authentication is achieved. The client software sends the ID credentials to
the VWS over this secure channel.
Step 3: The VWS identifies this as a secure login request and passes it to the
LS.
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Table 2. Notation Table

Notation Description

F Function used for One Time Password generation

N Nonce

ID Any form of User Identity, like a username or other identifier

PIN The PIN number that the user uses to login to the SCWS

OTP One Time Password: The OTP that is generated as the result of func-
tion F in both the Login Server and the SCWS

LocVWC The location of the VWC

LocPhone The location of the Phone

Step 4: The LS checks the ID credentials: e.g. whether the user is already
logged in, or has been banned due to some previous illicit action. If the cre-
dentials are acceptable, a time constrained authentication protocol is initialised.
The LS creates a nonce (N), and an OTP in combination with the user’s PIN
i.e. OTP = f(N,PIN). This OTP is stored securely in the LS. The VWS has
substantial power, so OTP generation will not impact its performance. It must
be noted that the OTP is only valid for a limited time period.
Step 5: The LS transmits N back to the VWS. Since both these servers are
internal to the VW they are assumed to be secure and trusted.
Step 6: The VWS forwards N to the RAS. These entities also trust each other,
and the connection between them is also established over a secure channel.
Step 7: The RAS determines the location of the phone (LocPhone) and returns
it to the VWS.
Step 8: The VWS forwards the LocPhone to the LS.
Step 9: Once it receives N from the VWS, the RAS will establish an HTTPs
connection with the user’s SIM card and transfer N to the SCWS.
Step 10: Once N has been securely transferred to the SCWS, the user will con-
nect to the SCWS via a link shown on the phone’s browser. The user will be
asked to input their PIN: if correct the OTP generation process is initialised.
Step 11: The PIN number is used as input to the same function used in the LS
along with the nonce N that was received during step 9, to reproduce the OTP.
This number is transformed into an eight byte alphanumeric string.
Step 12: The SCWS returns this string to the phone’s browser via HTTPs.
Step 13: The user inputs the displayed OTP manually into the VWC. This is a
time-constrained action; the LS must receive the OTP within a certain period.
Step 14: The entered OTP will be forwarded to the VWS (along with VWC’s
location LocVWC) over the previously established HTTPs connection.
Step 15: When the OTP/LocVWC pair reaches the VWS and is verified as au-
thentic, it is forwarded to the LS.
Step 16: When the LS receives OTP/LocVWC pair, it will compare the OTP
against the previously created OTP (Step 4) and check the location of the PC
client LocVWC against the location of the phone LocPhone from (Step 8)
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Fig. 5. Proposed Protocol Flow

Step 17: Successful checks authenticate the user on the LS: the VWS is notified.
Step 18: A message is sent to the VWC saying that the user is logged in. The
VWC refreshes to the standard layout and user enters the VW.

A preliminary security analysis of the protocol will now be conducted.

5 Security Analysis of Protocol

The objective of this protocol is to give an assurance that if avatar X is in
the Virtual World then we can reasonably assume that its legitimate real world
controller (user X) has logged in by using two-factor authentication. The protocol
also takes into consideration usability as one of the factors of security. There are
several potential attack points which need to be considered with regard to the
protocol’s overall security, and these will be now analysed.

5.1 SCWS and Mobile Phone

Physical Security of the SIM: The SCWS is only accessible from the RAS
or the phone browser and a malicious party needs to have physical access to the
mobile phone to retrieve security information sent from the RAS. The informa-
tion is processed by an applet on the tamper-resistant SIM/SCWS. To retrieve
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information about the applet /algorithms/ nonces used, etc, an attacker has to
physically attack a SIM card or to know the correct SCWS PIN.

Web Based Attacks against the SCWS: The SCWS is a web server, and as
such the OWASP top 10 attacks [19] may apply, but the potential to mount these
from the phone browser is limited, and remote access to the SCWS is only per-
mitted from the trusted RAS. The small attack surface of the restricted SCWS
environment means that attackers have fewer opportunities to attack compared
to a “traditional” web server. All web pages stored on the SCWS have little
processing or scripting in them, which minimises attack potential.

Malware on the Phone: If phone malware steals the nonce from the SIM,
it will still need the PIN number to generate the full OTP. If the malware is
able to retrieve the OTP after this is created on the phone and/or is able to
detect the phone’s location, the attacker has to pass the OTP and the location
information to a VWC before the legitimate user does so, which may represent
a timing challenge. Malware on the phone alone, does not have the necessary
potential to become a threat, since it also needs a PC client under the attacker’s
control to succeed with the attack.

Security of the RAS: The RAS is defined as a trusted entity in the assump-
tions, and therefore it is hard to attack. The RAS could be considered a single
point of failure, but as it is owned/operated by an MNO or a trusted third party,
it should have restricted and controlled physical access so any unauthorised us-
age will be difficult. In this proposal, it is used as a mere conduit between the
VW Server and the SCWS, and does not store any secrets. The channel between
the RAS and the SCWS is protected by HTTPs, and therefore has typical secure
channel properties.

5.2 Virtual World Back-End Server

There is a generic attack which this protocol does not seek to address. If VW
servers are compromised, this protocol will not protect the user or the VW de-
velopers. Malicious entities can get full control over the back end of the VW, and
a user/avatar can then be impersonated. If the Login Server is compromised, the
entire procedure fails and the malicious party can produce OTPs at will.

5.3 VW Client and Client PC

VWC and PC Security: The VW Client is the easiest target to attack. In
current VW login procedures, if a malicious user steals a user ID/ password and
downloads the appropriate VWC, a genuine user can be impersonated. However,
in this proposed system, stealing the user ID is not enough to complete the lo-
gin, as the user’s SCWS/phone is also required. The advantage of this proposal
compared to current practices is that if a static password is stolen, it can be used
until the genuine user changes it, whereas with OTPs, an attacker gains access to
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one session only. Within this context, a reasonable compromise between security
and usability is achieved. A highly motivated and knowledgeable attacker could
still target a particular user/avatar, but the proposal sets more challenges for
them to overcome.

Physical Compromise of the VWC: If there is a physical attack on the
VWC equipment i.e. the computer is stolen, the malicious user will not be able
to login into the VW system as the real authentication secret is sent to the phone.
If the phone is stolen in addition to the computer then the attacker would also
have to input the PIN on the phone to retrieve the OTP information from the
SCWS, or physically attack the SCWS/SIM card.

Malware on the Client PC: If there is malware on the client computer e.g. a
keylogger which records the OTP as it is input by the user [20], it will not gain
any advantage, as the short validity period of the OTP means that authentica-
tion will probably complete before the malicious entity can mount an attack. If
the malware is able to perform a DoS attack against the VWC, so that the user
will not be able to submit the OTP, it still needs to spoof the IP address of the
user. A certificate is also used to bind the VW Client to the VW Server, so mal-
ware would also have to steal or replicate this certificate for a successful attack.
Although these attacks are possible, using the SCWS in conjunction with the
PC will increase the complexity faced by malicious entities and may discourage
less-motivated/unskilled attackers.

Mutual Authentication: In order to provide mutual authentication it is as-
sumed that the VW Client is given a VW certificate during registration.

Data in Transit: Data in transit is protected by HTTPs at all stages: from
phone browser to SCWS, RAS to SCWS and between the VWC and VWS.
HTTPs is the de facto protocol used whenever security is needed on the web.
There are recent attacks reported against HTTPs [21], but HTTPs provides rea-
sonable protection against eavesdropping and man-in-the-middle attacks.

Replay Attacks: Replay attacks do not work as a particular OTP is used only
once and is valid for a short time period.

Geolocation: IP spoofing [22] can also compromise the login process. IP ge-
olocation can be spoofed by a motivated attacker [23], but including it in the
protocol adds an additional obstacle for an attacker. Even though IP spoofing is
not extremely difficult, the attacker also needs to know the location of the user/
phone at the exact time of the attack and simultaneously prevent the user from
submitting the OTP through the genuine client. Geolocation checking is aimed
against distant attackers, because if an attack is mounted within the genuine
user’s region it can be easily bypassed.
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6 Conclusion

The relatively weak user authentication procedures employed by Virtual Worlds
that rely on static username/password combinations lead to security issues such
as identity theft. This paper has presented a method for using a phone, equipped
with a Smart Card Web Server (SCWS) SIM, to enhance the login procedure of
VWs by using One Time Passwords and location based checks. The use of stan-
dardised protocols (HTTPs, FAP), existing security hardware (SIM/SCWS) and
secure communications, simplifies the design and operation of the proposal. A
preliminary security analysis indicated that the proposal had promising capabil-
ities to prevent unauthorised access to VWs. A more detailed analysis is required
to fully understand its security properties and a practical implementation of the
protocol would be useful to determine the speed of the various steps and how
this would affect usability. Future work could also include an enhancement to
the basic protocol to be used when a more advanced level of security is required
(e.g. VW banking): this would involve a second OTP input to the SCWS, and
sent to the VW via the RAS. The proposed protocol is believed to have security
advantages over the current VW user ID/password login, so could form the basis
of a new, more secure in-world experience for the millions of people who enjoy
the freedoms and escapism that Virtual Worlds provide.
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Abstract. In 2009, Xu et al. found that Lee et al.’s scheme is defenseless to 
offline password guessing attack. Xu et al. also indicated that Lee and Chiu’s 
scheme is unguarded to forgery attack. Moreover, Lee and Chiu’s scheme 
doesn’t achieve mutual authentication and thus cannot resist malicious server 
attack. Xu et al. proposed an improved scheme. In 2010 Anil K Sarje et al. 
shown that Xu et al.’s scheme is vulnerable to forgery attack and proposed an 
improved scheme which preserves the merits of Xu et al. scheme and resists 
various attacks. In this paper we will show that Anil K Sarje et al. scheme 
cannot avoid any of the attacks they claimed that their scheme will resists. We 
then present our enhanced scheme to fix the vulnerabilities found in Anil K 
Sarje et al. scheme and various related dynamic identity based authentication 
schemes while preserving their merits.  

Keywords: Smart card, Authentication, Authentication Protocols, Remote 
server Access. 

1 Introduction 

Remote user authentication is a mechanism in which a remote user is validated to 
access remote server resources or services over an insecure communication channel. 
Smart card based password authentication scheme is one of the most widely used 
technique for various kinds of authentication applications such as online banking, 
online shopping etc. Password authentication with smart cards is an efficient two-
factor authentication mechanism to validate the legitimacy of a user.  

In 2009, Xu et al. [2] found that Lee et al.’s [3] scheme is vulnerable to offline 
password guessing attack. Xu et al. also demonstrated that Lee and Chiu’s [4] scheme 
is vulnerable to forgery attack. Furthermore, Lee and Chiu’s scheme does not achieve 
mutual authentication and thus cannot resist malicious server attack. Therefore  
Sarje et al. proposed an improved scheme and claimed that improved scheme 
eliminates the security flaws in Xu et al.’s scheme. In this paper, we will show that 
the Sarje et al. [1] scheme is still vulnerable to all the attacks they claimed that their 
                                                           
* Corresponding author. 
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scheme will resist i.e., user impersonation attack, server masquerade attack, stolen 
smart card attack, password guessing attack, Man in the Middle attack and fails to 
preserve user anonymity. We then propose an improvement scheme over Sarje et al.’s 
scheme to remedy their drawbacks. 

The rest of the paper is organized as follows. In section 2 a brief review of Sarje et 
al.’s scheme is given. Section 3 describes the security weakness of Sarje et al. 
scheme. In section 4 our improved scheme is proposed and its security analyses are 
discussed in section 5. The cost and security comparison of various similar dynamic 
identity based authentication schemes are given in section 6 and section 7 provides 
the conclusion of the paper. 

2 Review of Anil K Sarje et al.’s Scheme 

In this section, we examine the improvement of Xu et al.’s authentication scheme 
using smart cards proposed by Sarje et al. [1] in 2010. The scheme is composed of 
three phases: the registration, login, and authentication phase.  

2.1 Registration Phase  

This phase is invoked whenever a user Ui registers with the remote system for the first 
time. 
(R1) Ui selects his user identity IDi, password Pi and submits the IDi and Pi to the        
         system S through a secure channel for registration.                        
(R2) S chooses a unique value yi to each user Ui and computes the security 
        parameters: 

Bi ≡ H(IDi)
x + y

i mod p  (1)

Ci ≡ H(IDi)
y
i
 + P

i mod p  (2)

The server S issues the smart card with security parameters (Bi, Ci, H( ), p, q) to the 
user Ui where p, q are large prime numbers such that q = 2p+1.The server also stores 
identity IDi of the user Ui in its database.  

2.2 Login and Authentication Phase 

Whenever the user intends to access the remote server S resources, the following 
procedure is  performed. 
(A1) Ui inserts his smart card into the card reader of a terminal and inputs his IDi and      
         Pi 
(A2) The smart card computes:  

Ci
' ≡ Ci / H(IDi)

P
i mod p ≡ H(IDi)

y
i mod p 

Bi’≡ Bi / Ci
’ ≡ H(IDi)

x mod p 
Di ≡(Bi’)

w ≡ H(IDi)
xw mod p 

Ei ≡ H(IDi)
w mod p 

Mi ≡ H(Bi’ | Ci’ | Di | T) 
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where smart card chooses w belongs to R ε ZQ
* and T is the current time stamp of 

smartcard. Then smart card sends the login request message (IDi, Bi, Ei, Mi, T) to the 
server S. 
(A2) Compute: h(x2 | yi | bi)* = Mi ⊕ T, search for h(x2 | yi | b)* in the database and  
         extract h(x2 | yi | bi)*, IDi ⊕ h(x1), h(x2) ⊕ yi. As the server knows two secret  
         keys x1, x2, h(x1), h(x2), it extracts IDi, yi from IDi ⊕ h(x1), h(x2) ⊕ yi.   

2.3 Verification Phase 

After receiving Ui’s login request message at time T*, the server S performs the 
following steps: 
(V1) The service provider server S verifies the received value of IDi with stored value    
          of IDi in its database. 
(V2) If T*- T ≤ Δt, S accepts Ui’s login request else rejects the request where Δt is the  
          valid time interval. 
(V3) The server S computes: 

Bi
’ ≡ H(IDi)

x mod p 
Ci

' ≡ Bi / Bi
’ ≡ H (IDi)

y
i mod p 

Di
’ ≡ Ei

x ≡ H (IDi)
xw mod p 

Mi’ ≡ H (Bi’ | Ci’ | Di’ | T) 

 

          and compares Mi’ with the received values of Mi. If both are equal then the user             
          is authenticated else closes the connection. 

  Finally the server S and the user Ui agree on the common session key S.K = (IDi | 
Ci’ | Bi’ | T) and all the subsequent messages are XORed with the session key S.K.  

2.4 Password Change Phase 

The user Ui can change his password without help of the server S. The user Ui inserts 
his smart card into the card reader and enters his IDi and Pi. The smart card 
authenticates the user so that the user can instruct the smart card reader to change  
the password. Once the new password Pnew entered by the user, the smart card 
replaces Ci ≡ H(IDi)

y
i
 + P

i mod p with Ci
new  = Ci / [H(IDi)

p
i] *[ H (IDi) 

P
inew mod p] and 

password gets changed. 

3 Weakness of Anil K Sarje et al’s Scheme 

Sarje et al. [1] claimed that their scheme counters the weakness in Xu et al. [2] 
scheme i.e., forgery attack and resists various known attacks. In this section, we will 
show that Sarje et al.’s scheme cannot resists any of the attacks they claimed that their 
scheme will prevent and still vulnerable to revealing of secret key of server to legal 
user, user impersonation attack, server masquerade attack, man in the middle attack, 
fails to preserve mutual authentication and revealing of user password. 



 A More Efficient and Secure Authentication Scheme over Insecure Networks 45 

3.1 Revealing of User Secret Value Assigned by the Server to Legal User and 
Server Secret Value 

A legal user Ui already knows his Identity IDi and password Pi. After extracting Bi, Ci 

stored in his smart card by some means [2, 3, 10], Ui can perform guessing attack on 
(2) i.e. Ci ≡ H(IDi)

y
i
 + Pi mod p, for yi, as it is the only unknown value to the legal user 

in (2). Guess a secret value yi*, and check Ci* ≡ H(IDi)
y
i
* + P

i  mod p. If they are equal 
then the secret value assigned by the server to user Ui is yi*. Otherwise E can repeat 
the process to get correct value yi*.  

Once yi is known to Ui, he can perform same guessing attack on (1) i.e., Bi ≡ 
H(IDi)

x + y
i mod p. The only unknown value in (1) is x. Guess a secret value x*, and 

check Bi * ≡ H(IDi)
x*+y

i mod p. If they are equal then the secret key of server is x. 
Otherwise user can repeat the process to get correct value x*.  

3.2 Stolen Smart Card Attack Coupled with Insider Attack to Get Identity 
and Password of a Legal User 

A legal adversary E, if gets the smart card of any valid user Ui of the system for a 
while or stolen the card, E can extract the secret data stored in Ui‘s smart card by 
some means [2, 3, 10] can get Bi, Ci.  

Once Ui logs into the system, the legal adversary ‘E’ can capture login request  
with intermediate computational results {IDi,Bi,Ei,Mi,T} of user Ui, which a smart  
card sends to server. From this login request, E will come to know the identity IDi of 
user Ui. 
B.1) Through (3.1), E got the secret key of server S i.e., ‘x’ which is common to all  
         the users. 
B.2) E knows Bi of user Ui from the login request. Now E can perform guessing                 
         attack. Guess a secret value yi*, and check Bi * ≡ H(IDi)

x+y
i
* mod p. If they are     

         equal then the secret value yi assigned to user Ui is yi
*
, Otherwise user can repeat  

         the process to get correct value yi . 
B.3) Now E knows x, yi,IDi of Ui. Calculate Bi’ = H(IDi)

x mod p 
B.4) E knows Ci of user Ui, Now E can perform guessing attack. Guess a password  
        pi* and check Ci* = H (IDi)

y
i
 + P

i* mod p. If they are equal then the user password  
        is pi, otherwise user can repeat the process to get correct value pi. 

Hence in Anil K Sarje et al scheme, the biggest threat is the revealing of user 
password Pi, server secret key x. 

3.3 User Impersonation Attack 

An adversary ‘E’ who is a legal user can impersonate another legal user Ui of Server 
S as follows.  

(1) Intercept the Ui login request message {IDi,Bi,Ei,Mi,T} and extract  IDi,Bi,Ei,Mi 
   where Bi ≡ H(IDi)

x + y
i mod p   

              Ei ≡ H (IDi)
w mod p 

             Mi ≡ H(Bi’ | Ci
’ | Di | T)                              
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(2) ‘E’ don’t have to change IDi, Bi, Ei as they are non-dependent on time, ‘E’ must  
      frame Mi

* ≡ H(Bi’ | Ci
’ | Di | T*) at time T* to impersonate as Ui.  E must calculate  

      Bi’, Ci
’ , Di  to frame Mi. 

(3) Bi’ ≡ H(IDi)
x mod p. from the login request,  E knows the identity of user Ui and  

      as discussed in (3.1) he gets ‘x’ and frames Bi’ and  Ci’ ≡  Bi/ Bi’. E will get Bi     

         from the Ui login request message (1) and Bi’ from (2) . 
(4) Di  = Ei

x. As ‘x’ is a secret key of server and E gets x from (A) and Ei from the Ui  
      login request message. From (1), (2), (3), (4) E can frame Mi ≡ H(Bi’ | Ci

’ | Di | T*) 
Whenever ‘E‘ wants to impersonate ‘Ui’ he can send a fake login request message 

{IDi, Bi, Ei, Mi, T*} at time T* to S with proper T*. It will pass the authentication 
process (V1), (V2), (V3) of S. Only value adversary needs to take care is T*.  E can 
find out the valid T* by eaves dropping the communication between U and S.  

3.4 Failure to Achieve Mutual Authentication 

An adversary ‘E’ who is a legal user can perform Man in the middle attack as follows.  
Graphical View of Man in the middle attack in Anil K Sarje et al.’s scheme 

 

4 Our Improved Scheme 

In this section, we present an improved scheme over Anil K Sarje et al. [1] scheme to 
remedy their security flaws as mentioned above while preserving their merits. The 
proposed scheme is divided into four phases: the registration, login, authentication, 
and password change phases where the password change phase is similar to Sarje et 
al. scheme [1]. 
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4.1 Registration Phase 

This phase is invoked whenever a user Ui wants to register first time with the remote 
server S. The following steps are performed 
(R1) The user Ui first chooses his identity IDi and password PWi, and a random  
         number bi. 
(R2) U->S:{IDi, PWi, bi} through a secure communication channel 
(R3)  S computes: 

Bi ≡  h(IDi)
(b 

i
| y

i
) . (x1 | x2) + (x2 | y

i
) mod p (2)

Ci ≡ h(IDi)
(b 

i
| PW

i
) + (x2 | y

i
) mod p (2)

Where x1, x2 are the two secret keys of server S, ‘yi’ is the secret value chosen by 
server S for each user Ui such that (x1| yi), (x2| yi) and (bi| yi) are unique for each user. 
‘S’ also selects a large prime number ‘p’. The server stores IDi, (x2| yi),

 (bi| yi) for 
each user Ui. 

(R4) S->U, a smart card containing Bi, Ci, h(.), p to the user Ui through a secure 
communication channel. 

4.2 Login Phase 

Whenever user wants to login into the remote server S, he inserts his smart card into 
the terminal and inputs his IDi, PWi and bi. Then the smart card performs the 
following tasks. 

(L1) Compute:  

Ci
’ ≡  Ci / h(IDi)

(b
i
| PW

i
)  mod p ≡  h(IDi)

 (x2 | y
i
) mod p 

Bi
’≡ Bi

 / Ci
’ ≡ h(IDi)

 (b 
i
| y

i
) . (x1 | x2) mod p 

Di ≡ ( Bi
’ ) w ≡ h(IDi)

 w . (b 
i
| y

i
) . (x1 | x2) mod p 

Ei ≡ h(IDi)
 w mod p 

Mi ≡ h(Bi
’ | Ci

’| Di | T) 

 

Smart card sends to you the login request: 
Smart Card-> S: {IDi, Bi, Ei, Mi, T} 

4.3 Authentication Phase 

On receiving the login request message at time T* from Ui, S performs the following 
tasks: 

(A1) Verify: T*-T ≤ Δt if yes, then proceeds for further computation 
(A2) Verify: IDi and indexes through the database for IDi and retrieves IDi, (x2| yi),  
         (bi| yi).  
(A3) Compute: Ci

’ ≡  h(IDi)
 (x2 | y

i
) mod p from extracted values of IDi, (x2| yi). 

(A4) Compute: Bi
’≡ Bi

 / Ci
’  (‘S’ got Bi from login request and Ci’ from (A3)) 

(A5) Compute:  Di≡ Ei 
(x1|x2)(b 

i
| y

i
) (‘S’ gets (bi| yi) from its extracted values and S  

         knows its secret keys x1, x2)  
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(A6) Compute Mi ≡ h(Bi
’ | Ci

’ | Di | T ) 
(A7) If computed Mi in (A6) equals Mi received then the legality of the user is  
         authenticated and ‘S’ proceeds further to establish the session else rejects the  
         login request from user Ui and closes the connection. 
(A8) S and Ui frames Session key SK ≡ h(IDi | Ci

’| Bi
’ | T ) afterwards all the messages  

         are XORed with the session key so that only Ui and ‘S’ can retrieve the     
         messages.  

5 Security Analysis of Improved Scheme 

In this section we discuss and demonstrate how our proposed scheme fixes the 
vulnerabilities found in Sarje et al. [1]’s scheme while preserving the merits of their 
scheme.  

5.1 Prevention of Revealing of Secret Key of Server to Legal User  

A legal user knows his Identity IDi, random number bi, and password PWi. He can 
extract Bi,Ci from the smart card memory as discussed in [2,3,10,11]. A legal user 
from the extracted values of Bi, Ci can perform following operations. 
Compute:   

Ci
’ ≡  Ci / h(IDi)

(b 
i
| PW

i
)  mod p ≡  h(IDi)

 (x2 | y
i
) mod p    (A.3)

Bi
’≡ Bi

 / Ci
’ ≡ h(IDi)

 (b 
i
| y

i
) . (x1 | x2) mod p (A.2)

From the known values of IDi, PWi, bi the legal user can perform guessing attack 
on (A.1) but Ui doesn’t know either x2 or yi, so guessing two unkowns simultaneously 
is computationally infeasible in real time. Ui can perform guessing attack on (A.1) for 
(x2 | yi) as a whole.  Even Ui guesses the (x2 | yi) value correctly, it is only Ui specific 
and not useful to him to perform any attack on other user smart card. Similarly the 
case with (A.2). by getting Bi, Ci and computing Bi

’, Ci
’ user Ui doesn’t get any info 

specific to server (x1, x2, yi) and info specific to any other user of ‘S’. Hence in our 
scheme the secret keys of the servers and yi values are not revealed to any kind of user 
and the information guessed by one user Ui is of no use in guessing values of another 
user Uk.  

5.2 Resistance to User Impersonation Attack 

To impersonate a user Ui, a legal adversary E must fake a login message {IDi, Bi, Ei, 
Mi, T} to the remote server S. To impersonate Ui, E must frame Mi correctly. To 
frame Mi, E must know Bi

’, Ci
’, Di, T of Ui. E can get Bi, Ci from the stolen smart card 

of Ui. To frame Ci
’, E needs h(IDi)

(b
i
 | PW

i
) mod p, without knowing the password PWi, 

bi it is impossible to frame Ci
’, without Ci’, Bi

’ cannot be framed. Hence in our scheme 
it is impossible for any kind of user to create a fake login message and impersonate a 
legal user Ui.  
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5.3 Resistance to Server Masquerade Attack 

To masquerade as remote server S, an adversary E has to send Ui, a forged reply 
message XORed with SK as discussed in (A8). To frame SK, E must know Ci

’, Bi
’ of 

user Ui. We shown in 5.2, that it’s impossible to guess or intercept Ci
’, Bi

’ by any kind 
of user. Hence in our scheme it is impossible for anyone to masquerade as server. 

5.4 Resistance to Insider Attack 

A legal adversary ‘E’, if stolen the smart card of the user Ui and captured Bi, Ci,  later  
if Ui logs into the system and sends the login request through a public communication 
channel, E can capture the login request which a smart card sends to server, E have Bi, 
Ci and {IDi, Bi, Ei, Mi, T} of  user Ui. It’s not possible for an adversary E to find out 
any unknown values of user Ui. Hence our scheme provides resistant to offline 
password guessing attacks, stolen smart card attack, insider attack. 

5.5 Prevention of Man in the Middle Attack 

If we observe Sarje et al’s [1] scheme, Man in the Middle attack graphical view, an 
adversary E, once performing the stolen smart card attack, can extract the information 
stored in the smart card and can perform guessing attack on ‘x’. Once E gets the 
server secret key x, E can compute Bi

’, Ci
’, Mi, by computing Bi

’, Ci
’, Mi.  E can frame 

a session key with server S and user Ui.  It is not the case with our proposed scheme. 
No value of another valid user Ui can be intercepted or guessed by legal adversary E 
(also shown in 5.2 and 5.3). Hence it is not possible to frame a session key with server 
and user for an adversary. Hence our scheme is secure against Man in the Middle 
attack. As discussed above, E cannot frame a session key between User and Server, 
our scheme prevents Perfect Forward Secrecy (PFS) attack by E. 

6 Cost and Security Analysis 

In this section we analyze communication and computation cost required by our 
protocol and we compare the same with relevant protocols. We are also assuming the 
following things as similar to Sarje et al. scheme. The IDi, PWi, x1, x2, yi, bi, Time 
stamps all are128 bits. The output of Hash function is 128-bit. TH, TE, Tx, TP denote 
the time complexity for hash function, exponential operation, XOR operation, public 
key operation. The time complexity associated with these operations can be roughly 
expressed as TP>>TE>>TH≈TR>>Tx. E1: The number of bits required to store the 
parameters Ci, Bi, p = 3 * 128 = 384 bits. E2: The communication cost of 
authentication i.e., the communication cost of {IDi, Bi, Ei, Mi, T}= 5 * 128 = 640 bits. 
E3: Total time of all operations executed in the registration phase. In our scheme two 
exponential operations and one hash are performed to frame Bi and Ci. E3 = 2TE + 
1TH. E4: The time spent by the user during the process of authentication = 3TE+2TH. 
E5: The time spent by the server during the process of authentication = 2TE +2TH. 
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Table 1. Efficiency comparison among various smart card scheme 

 Proposed 
Scheme 

Sarje et al 
[1] 

Xu et al 
[2] 
 

Yang et 
al [5] 

Liao et al 
[6] 

Lee-Chiu [4] Lee et al 
[3] 

E1 (bits) 512 512 512 896 512 640 128 

E2 (bits) 5*128 5*128 8*128 10*128 6*128 4*128 5*128 

E3 2TE+1TH 2TE+2TH 1TE+2TH 2TH+1TR 1TE+2TH 1TE+2TH 1TH+2TX 

E4 3TE+2TH 3TE+3TH 3TE+5TH 1TE+1TP 1TE+3TH 2TE+2TH+1TX 3TH+3TX 

E5 2TE+2TH 2TE+3TH 3TE+4TH 1TE+1TP 1TE+3TH 1TE+2TH+1TX 4TH+2TX 

Total 7TE+5TH 7TE+8TH 7TE+11TH 2TE+2T+
2TH+1TR

3TE+8TH 4TE+6TH+2TX 8TH +7TX 

 
The proposed scheme computation and communication cost is less than Sarje et al. 

[1], Xu et al. [2] schemes ,more than Liao et al. [6] scheme. But our scheme is highly 
secure compared to other schemes. 

Table 2. Comparison of security features 

Security feature Bindu et 
al’s scheme 
[7] 

Anand et 
al. scheme 
[8] 

Anil K Sarje 
et al. [1] 

Our 
Proposed 
Scheme 

Withstanding user 
 impersonation attack 

No No No Yes 

Withstanding server 
 masquerading attack 

No No No Yes 

Withstanding man in 
 the middle attack 

No No No Yes 

Achieving mutual 
 authentication 

No No No Yes 

Prevention of stolen 
 smart card attack 

No No No Yes 

Preventing DOS attack No No No Yes 
Withstanding perfect 
forward secrecy attack 

No 
 

No No Yes 

7 Conclusion 

In this paper we have shown that Anil k Sarje et al. scheme cannot prevent any of the 
attacks they claimed that their scheme will prevent and vulnerable to numerous 
cryptographic attacks. As a part of our contribution, we have proposed an 
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authentication scheme which is an improved version over various related 
authentication protocols, which requires minimum computation to achieve high level 
of security.  
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Abstract. In this paper, a new method of audio data security system is
proposed, which uses the complementary services provided by steganog-
raphy and cryptography. Here the audio data to be send secretly is en-
coded using the compressive measurements of the same and the resultant
data is embedded in the perceptible band of the cover audio data using
the SVD based watermarking algorithm. Thus the combination of these
two methods enhances the protection against most serious attacks when
audio signals are transmitted over an open channel. Decryption stage
uses SVD based watermark extraction algorithm and L1 optimization.
Experimental results show that the combined system enhances the secu-
rity of the audio data embedded.

Keywords: Sub-band coding, Compressive Sensing (CS), SVD, Com-
bined Crypto-stegangraphy.

1 Introduction

The revolution in digital multimedia technologies changed the way in which
digital data are transmitted through the transmission channel. Also, with the
widespread use of Internet and freely available software’s, the feasibility of re-
dundant multimedia data for any kind of manipulation such as editing and dis-
tribution has increased. So there is a great concern over the security of these
digital data. That is, any kind of unauthorized access should be denied to stop
the piracy of data.

Cryptography and steganography are two widely used techniques for secure
data communication over an open channel. Both these techniques manipulate
digital content in order to encrypt or hide their existence respectively [1]. Cryp-
tography encrypts the information by which data is difficult to read.In other
words, it is the art of secure communication that protects the data by writing
it in secret code. That is, data in the intelligible form is transformed into an
unintelligible form. This transformation is called encryption. In this paper, the

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 52–62, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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audio data is transformed into scrambled measurements which is also called ci-
pher audio data. Decryption is the reverse process. The sender of the cipher
audio data shares the decoding technique used for retrieving the original audio
data. Cipher is a pair of algorithm that creates encryption and decryption. The
operation of the cipher is controlled both by the algorithm and each instant by
a secret key [2]. Steganography is a powerful security tool that provides a high
level of security when it is combined with encryption [3]. It embeds the infor-
mation on to a cover medium so that other person cannot know the presence
of hidden information. This model mainly consists of message, carrier, embed-
ding algorithm and stego key. Even though both methods provide security, it is
a good practice to combine these two methods for better security. This paper
uses SVD based watermarking as steganographic algorithm for hiding the secret
audio data.

Information hiding or encoding is more challenging for audio data when com-
pared to image or video data. This is because Human Auditory System (HAS)
has a wide dynamic range when compared to Human Visual System (HVS) [4].
So encoding scheme for audio data takes advantages of the psycho acoustical
masking property of HAS. This acoustic property implies that louder signal will
mask the weaker signals. Thus human ear will not be able to perceive weaker
sounds in the presence of louder sounds. This imperceptibility to weaker sounds
is used in compression of audio data and embedding of secret information.

In the proposed combined Crypto-steganography method, prior to transmis-
sion, the cover audio data is compressed using Sub-band coding. The impercep-
tible frequency bands obtained after Sub-band coding are removed for efficient
utilization of the constrained bandwidth. Then compressive measurements of the
secret audio data are taken to embed in the perceptible frequency band of the
cover audio data. These measurements are considered as encrypted representa-
tion of secret audio data. Additional encryption is provided by interleaving the
measurements by a random permutation vector. In this paper, the next level of
security to the compressed and scrambled measurements is provided with the aid
of steganography. The encrypted audio data is embedded on to a carrier audio
data by using SVD based watermarking. The resultant stego file is transmitted
through the network. The proposed system proves to be more advantageous since
the attention of an eavesdropper will be distracted by hiding the encrypted audio
data in a cover medium. Also any attack towards Compressive Sensing technique
is reduced. Furthermore, the channel capacity is efficiently utilized by the com-
pressing both the cover audio data and secret audio data. Experimental results
shows that combined security of Compressive Sensing and SVD watermarking
is computationally more secure against attack on sensitive audio data.

This paper organized as follows. Section 2 provides a description about Sub-
band coding. Section 3 provides a brief introduction about Compressive Sensing.
Section 4 explains SVD based watermarking. Section 5 describes the combined
Crypto-steganography encryption and decryption scheme. Section 6 gives the
experimental results and finally section 7 concludes the paper.



54 G.J. Lal, V.K. Veena, and K.P. Soman

2 Sub-band Coding for Audio Compression

The transmission of any signal through the constrained bandwidth demands the
signal bandwidth to be as small as possible. So there is a need for compression
of the signal. In the compression paradigm, Sub-band coding is one of the basic
methods of decomposition that breaks the signal or data into a number of dif-
ferent frequency bands [5,6,7]. These constituent parts will make up the source
signal. The data is divided into constituent frequency bands, typically 4 or 8,
by filter banks. Filter is a system that isolates a specific band of frequencies
based on some cut off value. It can be low pass, high pass, band pass etc. Here
in Sub-band coding, the compression of audio data uses the approach of pass-
ing the same through a bank of filters that will discard the information about
perceptually irrelevant bands.

Human ear has the deficiency of not hearing the weaker signal frequency in
the presence of a louder one. This is because louder sounds acts as a masker for
weaker sounds and human ear will not be able to perceive such sounds. This
deficiency is exploited in the data compression of audio signal through Sub-
band coding. The filters used in the process is known as Sub-band filters which
consists of cascaded low pass and high pass filter at each level. The pass band
of each filter determines the specific band of frequencies it can pass through.
The filtering operation is followed by down sampling to reduce the number of
samples. Fig. 1 show an audio data passed through eight band filter bank giving
four Sub-bands b0 to b3.

Audio 
data 

LPF 

HPF 

D=2 

D=2 

LPF 

HPF 

HPF 

LPF 

D=2 

D=2 

D=2 

D=2 

b0 

b1 

b2 

b3 

Fig. 1. Audio data passed through eight band filter bank. LPF and HPF denote low
pass filter and high pass filter, D=2 denotes decimation by 2

3 Compressive Sensing

Compressive Sensing (CS) is a recent technique in signal processing, which aims
at sparse signal acquisition and its recovery [8]. It is an entirely different method
from the traditional signal acquisition. Traditional methods follow Nyquist sam-
pling theorem, which states that the sampling rate should be twice the maximum
signal frequency. This type of acquisition needs further compression of the ac-
quired samples before transmission. This in turn increases the computation and
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thereby consumption of the power of encoder device (often a battery operated
device) also increases. So the target of Compressive Sensing is to reduce the
consumption of resources. It could be the power or cost of the hardware.

CS tries to sense data from a fewer number of samples. That is, it directly
acquires the compressed data. This is based on two principles namely sparsity
and incoherence [9].

3.1 Sparsity and Incoherence

Compressive sampling relies on the sparse nature of the signal [10]. Many of
the signals in nature are sparse in some domain, which means much of the
transform domain coefficients are approximately zero and therefore does not
contribute much to the signal intelligence. So these signals can be represented as
in a concise manner when they are expressed in the proper basis Ψ . But, sensing
in a sparse representation is not a good idea since the probability of finding out
a non-zero coefficient is way too small. This demands sampling of the signal in
another basis Φ. that can spread out the information contained in it. That is,
both these bases are incoherent to each other. More precisely, the signal which
has sparse representation in one domain will be spread out in the domain in
which they are sensed.

Let x is an N-Point real valued signal which can be interpreted as x = Ψθ ,
where Ψ is a dictionary of size N×N that can give K sparse representation of x
with K<<N and θ is the vector of scalar coefficients of x. This K sparse vector
x is sampled with an orthogonalized random matrix Φ of size M×N to produce
M<N compressive measurements y.

y = Φx = ΦΨθ . (1)

The random measurements y will preserve the information present in x with
high probability if M is taken in the order as follows.

M = O(Klog(N/K)) . (2)

3.2 Signal Reconstruction

The original signal can be reconstructed from the linear measurements if the
sensing matrix Φ is known. But the system y =Φx is an under determined system
since the number of rows of Φ is less than the number of samples N. Therefore,
it will be having infinitely many solutions. However, the assumption of sparsity
allows the recovery of unique solution via CS framework. Usually, least square
techniques are used to find out that unique solution [11]. But an exact and
computationally less complex recovery algorithm uses L1 optimization which is
also called basis pursuit algorithm, which can be formulated as:

min ‖θ‖1 subject to y = Φx = ΦΨθ . (3)
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4 SVD Based Watermarking Algorithm

SVD or Singular Value Decomposition has been employed for wide variety of
image based application such as compression, hiding, watermarking etc [12,13].
SVD of any matrix A of size M×N can be represented as

A = UΣV T . (4)

where U and V are orthogonal matrix and Σ is the diagonal matrix containing
the singular values. The important feature of these singular values is that it un-
dergoes slight variation only, when subjected to any kind of manipulation. This
property is utilized in audio data hiding. The algorithm composed of an em-
bedding stage to embed the watermark(W ) in the cover data and an extraction
stage to extract the watermark.

4.1 Embedding Algorithm

Initially, the audio signal is converted into 2-D matrix since SVD is a matrix
decomposition technique. Then, SVD of this 2-D matrix is taken and the diagonal
matrix formed (consisting of singular values) is added with matrix of scrambled
measurements (W ) with a scale factor α. Again, SVD of the new matrix Σn is
taken and watermark matrix is formed by multiplying the matrix U , Σw and
V T . The algorithm is summarized as follows.

A = UΣV T

Σn = Σ + αW
Σn = UwΣwV

T
w

Aw = UΣwV
T

⎫⎪⎪⎬
⎪⎪⎭ . (5)

4.2 Extraction Algorithm

Algorithm requires Uw, Σ and Vw for extraction. It consists of the following
steps.

A∗
w = U∗Σ∗

wV
∗T

D∗ = UwΣ
∗
wV

T
w

W ∗ = 1
α (D∗ − Σ)

⎫⎬
⎭ . (6)

5 Combined Crypto-steganography

5.1 Sending Stage

In the sending stage, both the methods are combined by encrypting the message
using cryptography and then hiding the encrypted message using steganography.
Initially, the secret audio data is encrypted using Compressive Sensing. Encryp-
tion of the audio is done by performing a linear measurement step. It is achieved
by using a measurement matrix. The measurement matrix is generated by using
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a secret key. The resulting encrypted and compressed measurements is further
scrambled by interleaving process with the aid of a random permutation vector.
Now, the scrambled measurements is converted into a matrix format, called ci-
pher data. Then, the cover audio data used for embedding is decomposed into
its constituent frequency bands using Sub-band coding. Only the perceptible
band is taken and it is also transformed into a matrix format and the cipher
audio data is embedded into it using SVD watermarking algorithm. The result
is transformed back into 1-D audio signal, which is now called as the stego audio
file. Fig. 2 shows the proposed combined encryption and embedding stage.

Fig. 2. Encryption and embedding stage

5.2 Receiving Stage

The receiving system performs the reverse operation of the sending system. Ini-
tially, the stego audio file is extracted using SVD based watermark extracting
algorithm. The obtained scrambled audio data is is rearranged into original vec-
tor format by De-interleaving with the same permutation vector used at the
sending stage. Finally, it is decrypted using L1 optimization method. Fig. 3
shows the proposed combined extraction and decryption stage.

Fig. 3. Extraction and decryption stage

6 Experimental Results

For evaluation of the proposed method , a cover audio data sampled at 12000 Hz
and secret audio data with sampling rate 8000 Hz were used. First decomposition
stage of Sub-band coding divides the cover audio data into two half bands of
0-6000 Hz and 6000-12000 Hz respectively. This bandwidth division allows the
reduction of number of samples via decimation process. Fig. 4 shows the cover
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Fig. 4. (a) Cover audio signal or host signal; (b) its frequency response; (c) and (d)
filter response of two filters; (e) and (f) lower and upper bands after filtering

audio signal with its frequency response, filter response of filters and the two
speech bands in frequency domain.

The bands are again divided to form four bands b0 to b3 of 0-3000 Hz, 3000-
6000 Hz, 6000-9000 Hz and 9000-12000 Hz respectively. Out of these bands, the
louder frequency band b0 is taken for covert communication. Fig. 5 shows the
frequency domain representation of four bands.

Fig. 5. Frequency domain representation of four bands

The secret audio data with 4096 samples is fed through a sparsification pro-
cess before applying CS to it. More precisely, DCT coefficients for the secret audio
data is calculated and small coefficients are eliminated based on a thresholding
gateway. The lower and and upper bounds of the gateway used here are 0.05 and
-0.06 respectively. Fig. 6 shows the sparsified DCT spectrum of secret audio data.
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Fig. 6. Sparsified DCT spectrum of secret audio data

Then, this sparse vector is projected into a random measurement matrix. 2500
measurements were taken, which is further scrambled by interleaving process.
Fig. 7 shows the compressed and encrypted secret audio data.
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Fig. 7. Compressed and encrypted secret audio data

The cipher audio data in the matrix form is now embedded in the band b0 of
cover audio data via SVD based embedding algorithm. Fig. 8 shows the stego
audio file.

In the decryption stage, the scrambled audio data is extracted using the SVD
based extraction algorithm. Then, with the help of the random permutation
vector used at the sending stage, the measurements are sorted in the original
order. After the extraction of the encrypted secret audio data, Compressive
Sensing based reconstruction is performed to decrypt secret audio data. The
reconstruction of the encrypted data is done with L1 optimization. For subjective
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Fig. 8. Stego audio file

Fig. 9. Original and reconstructed secret audio data

analysis of the result obtained, IDCT of the reconstructed spectrum is taken.
Figure 9 shows the original and reconstructed secret audio data.

The experiment is done on multiple audio files for different scale factors and
the system is giving an absolute maximum error of 0.253 for the test data used
here with an embedding strength of 0.5. Table 1 list out the maximum absolute
error obtained for different scale factors.

Signal to Noise Ratio (SNR) values and Mean Opinion Score (MOS) grades
are used for testing the inaudibility of the stego audio file, for different scale
factors α. SNR value in dB is calculated based on the formula:

SNR = 20log10

(
‖F‖2

‖F − Fw‖2

)
. (7)

where F and Fw denotes cover audio data and stego audio file in time domain.
To calculate MOS grades, 5 people listened to cover audio file and stego audio
file for 5 times (for different α values) and put their grades accordingly. Average
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Table 1. Maximum absolute error obtained for 3 different scale factor α

Scale factor Max. Absolute Error

0.2 0.295
0.3 0.287
0.5 0.253

Table 2. SNR and MOS obtained for 3 different scale factor α

Scale factor SNR value in dB MOS grade

0.2 36.3446 4.40
0.3 33.9042 4.20
0.5 29.2220 4.00

of these grades where taken as final MOS grade. The results demonstrate that
the proposed system is highly efficient and a robust system. Table 2 list out the
SNR values and MOS grades obtained for 3 different scale factors.

7 Conclusion

Neither cryptography nor steganography alone is a good way out for audio data
security. So in this paper, we proposed the combination of cryptography and
steganography by using Compressive Sensing and Singular Value Decomposi-
tion. The Sub-band coding technique allows better compression of the cover
audio data, utilizing the deficiency of HAS. Besides providing compression, Com-
pressive Sensing (followed by scrambling) gives better encryption for the secret
audio data to be transmitted over the network. The use of SVD gives good result
in audio data embedding. Unlike other transforms like DCT, DFT etc., SVD uses
non fixed orthogonal bases. Thus, the combination of these two methods will en-
hance the security of the audio data embedded. The proposed approach proves
to be a highly efficient method for covert communication of audio data in the
near future and it fulfills requirements such as capacity, security and robustness
to a great extend.
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Abstract. Advanced Encryption Standard (AES) block cipher system is widely 
used in cryptographic applications. A nonlinear substitution operation is the 
main factor of the AES cipher system strength. The purpose of the proposed 
approach is to generate random session keys and use these keys to generate S-
boxes. The random key generation will overcome the brute force attack and the 
key dependent S-box will make cipher resistant to linear and differential 
cryptanalysis.  

Keywords: advanced encryption standard, key dependent s-boxes, random 
session key, generation algorithm. 

1 Introduction 

Cryptography has an important role in the security of data transmission and is the best 
method of data protection against passive and active fraud. The growing number 
communication users have led to increasing demand for security measures to protect 
data transmitted over open channels [1]. A cipher system is a set of reversible 
transformations from the set M of a plaintext into the set C of a cipher text. Each 
transformation depends on a secret key and the ciphering algorithm. In the block 
cipher system, the plaintext is divided into the blocks and the ciphering is carried out 
for the whole block [2]. Two general principles of block ciphers are diffusion and 
confusion. Diffusion is spreading of the influence of a one plaintext bit to many 
cipher text bits with intention to hide the statistical structure of the plaintext. 
Confusion is transformations that change dependence of the statistics of cipher text on 
the statistics of plaintext. In most cipher systems the diffusion and confusion is 
achieved by means of round repetition. Repeating a single round contributes to 
cipher’s simplicity [3]. Modern block ciphers consist of four transformations: 
substitution, permutation, mixing, and key-adding [4].  

Cryptographic objects are private key algorithms, public key algorithms and 
pseudorandom generators. Block ciphers transform usually the 128 or 256 bits string 
to a string of the same length under control of the secret key. Private key 
cryptography, such as DES [5], 3DES, and Advanced Encryption Standard (AES) [6], 
uses the same key for the sender and receiver to encrypt the plaintext and decrypt the 
cipher text. Private key cryptography is more suitable for the encryption of a large 
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amount of data. Public key cryptography, such as the Rivest-Shamir-Adleman (RSA) 
or Elliptic Curve algorithms, uses different keys for encryption and decryption. The 
AES algorithm defined by the National Institute of Standards and Technology of the 
United States has been accepted to replace DES as the new private key encryption 
algorithm. AES overpass DES in improved security because of larger key sizes. AES 
is suitable for 8 bit microprocessor platforms and 32 bit processors. 

The use of random keys will overcome the brute force attack that can be launched 
on the AES cipher. A random key generation algorithm would take the initial 128bit 
key as input and will generate 128bit session keys. 

Block cipher systems depend on the S-boxes, which are fixed and have no relation 
with the secret key. So the only changeable parameter is the secret key. Since the  
only nonlinear component of AES is S-boxes, they are an important source of 
cryptographic strength. 

The use of key-dependent S-boxes in block cipher design has not been widely 
investigated in the literature. Research into S-box design has focused on 
determination of S-box properties which yield cryptographically strong ciphers, with 
the aim of selecting a small number of good S-boxes for use in a block cipher DES 
and CAST [7]. Some results have demonstrated that a randomly chosen S-box of 
sufficient size will have several of these desirable properties with high probability [8]. 

This paper outlines the work on design of a new random key generation and key-
dependent S-boxes. Other systems using key-dependent S-boxes have been proposed 
in the past, the most well-known is Blowfish [9] and Khufu [10]. Each of these two 
systems uses the cryptosystem itself to generate the S-boxes. Our proposed algorithm 
has good cryptographic strength, with the added benefit that is resistant to linear and 
differential cryptanalysis, which requires that the S-boxes be known. 

Along with this the random session keys generation will overcome any kind of 
brute force attack. The random session keys generated will produce different cipher 
texts for the same plain text for every session. This will lead to confusion and 
diffusion when brute force attackers try to hack it with different combination of keys. 

A new method to generate key dependent S-boxes as a function of the secret key 
and a random session key generator will be presented. In the next section, we briefly 
introduce the AES algorithm. In the following two sections, we analyze AES S-boxes, 
differential and linear cryptanalysis. A central part of the paper describes the 
randomly key-dependent S-box and inverse S-box generation algorithm.  

2 The AES Algorithm 

The AES is a private key block cipher that processes data blocks of 128 bits with key 
length of 128, 192, or 256 bits. The AES algorithm’s operations are performed on a 2-
D array of 4 times 4 bytes called the State. The initial State is the plaintext and the 
final State is the ciphertext. The State consists of 4 rows of bytes. As the block length 
is 128 bits, each row of the State contains 4 bytes. The four bytes in each column 
form a 32 bit word. After an initial round key addition, a round function consisting of 
four transformations – SubBytes, ShiftRows, MixColumns and AddRoundKey is 
applied to each data block. The round function is applied 10, 12, or 14 times  
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depending on the key length. AES-128 applies the round function 10 times, AES-192 
– 12 times, and AES-256– 14 times. The transformations are reversible linear and 
non-linear operations to allow decryption using their inverses. Every transformation 
affects all bytes of the State. The transformation SubBytes is a nonlinear byte 
substitution that operates on each byte of the State using a table (S-box). The numbers 
of the table is computed by a finite field inversion followed by an affine 
transformation. The resulting table is called an S-box. The ShiftRows transformation 
is a circular shifting operation, which rotates the rows of the State with different 
numbers of bytes (offsets). The offset equals to the row index: the second row is 
shifted one byte to the left, the third row – two bytes to the left, the fourth row – three 
bytes to the left and first row – four bytes to the left. MixColumns transformation 
mixes the bytes in each column by multiplying the State with the polynomial modulo 
x4+1. The State bytes are the coefficients of the polynomial. The AddRoundKey 
transformation is an XOR operation that adds the round key to the State in each 
round. The initial round key equals to secret key. 

3 Random Session Key Generation 

The random session keys are generated through a cryptographically generated random 
numbers. In this method we can take advantage of the encryption logic available to 
produce random numbers. 
 
                                     

                                     Counter with period N 
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                        Km 
 
 
 
 
 
 
                                     

                                         Xi=EKm[C+1] 

Fig. 1. Pseudorandom Number Generation from a Counter 
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The AES encryption algorithm is used as the heart of the pseudorandom number 
generation in Fig. 1. The procedure is to generate session keys from a master key Km, 
i.e., the 128 bit key to the main AES encryption algorithm. A counter with period N 
provides input to the encryption logic. In AES algorithm 128 bit keys are to be 
produced, so a counter with period 2128 is used. After each session key is produced the 
counter is incremented by one. Thus, the pseudorandom numbers produced by this 
scheme cycle through a full period: Each of the outputs X0, X1, X2.... XN-1 is based on 
a different counter value and therefore X0 ≠ X1 ≠ X2.... ≠XN-1. Because the master key 
is protected, it is not computationally feasible to deduce any of the secret keys 
through knowledge of one or more earlier keys. In this way the same plain text can 
generate different cipher texts using session keys. Therefore brute force attackers will 
not be able to discover the key. 

4 Substitution S-boxes 

Substitution is a nonlinear transformation which performs confusion of bits. A 
nonlinear transformation is essential for every modern encryption algorithm and is 
proved to be a strong cryptographic primitive against linear and differential 
cryptanalysis. Nonlinear transformations are implemented as lookup tables (S-boxes). 
An S-box with p input bits and q output bits are denoted p → q. The DES uses eight 
6→4 S-boxes. S-boxes are designed for software implementation on 8-bit processors. 
The block ciphers with 8→8 S-boxes are SAFER, SHARK, and AES. For processors 
with 32-bit or 64-bit words, S-boxes with more output bits provide high efficiency. 
The Snefru, Blowfish, CAST, and SQUARE use 8 → 32 S-boxes. The S-boxes can be 
selected at random as in Snefru, can be computed using a chaotic map, or have some 
mathematical structure over a finite Galois field. Examples of the last approach are 
SAFER, SHARK, and AES. S-boxes that depend on key values are slower but more 
secure than key independent ones. 

In the AES, the S-box generate two transformations in the Galois fields GF(2) and 
GF(28). S-box is a nonlinear transformation where each byte of the State is replaced 
by another byte using the substitution table. The first transformation: S-box finds the 
multiplication inverse of the byte in the field GF(28). Since it is a algebraic 
expression, it is possible to mount algebraic attacks. Hence, it is followed by an affine 
transformation. The affine transformation is chosen in order to make the SubBytes a 
complex algebraic expression while preserving the nonlinearity property. The both S-
box transformations can be expressed in a matrix form. 

S’ = M • S-1 + 1 (1)

Where the sign • is multiplication and the sign + is addition in the field GF(28).The 8 × 
1 vector S’ denotes the bits of the output  byte  after  the S-box transformations. The 

inverse S-box transformation can be get by multiplying both sides of equation (1) by 
M and it performs the inverse affine transformation followed by the multiplicative 
inverse in GF (28). 

S-1 = M-1 
• S-1 + M-1 

• S-1   (2)
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5 Linear and Differential Cryptanalysis 

Linear and differential cryptanalysis uses the input-output correlation and the 
difference propagations of the cipher in order to extract partial or whole bits of the 
secret key. Linear cryptanalysis exploits a cipher’s weakness expressed in terms of 
“linear expressions”. In Matsui’s terminology [11] a linear expression for one round is 
an equation for a certain modulo two sum of round input bits and round outputs bits 
as a sum of round key bits. The expression should be satisfied with probability much 
more than 0.5 to be useful. 

In 1991 was introduced a crypto analytic technique known as differential 
cryptanalysis [14]. It was successfully applied to attack a variety of SPNs, including 
DES. Differential cryptanalysis requires knowledge of the XOR tables of S-boxes.  
For an n × n S-box, S, the XOR table has rows and columns indexed by 0, 1,...,2n -1,  
and the table entries are defined as follows: if i, j ∈{0, 1,...,2n- 1}, position (i, j) in the 
XOR table contains value |{X ∈{0, 1}n: S(X) ⊕ S(X ⊕ i)=j}|, s-block cipher is an S-
box. To secure the cipher against these attacks, the nonlinearity of the S-box should 
satisfy: the maximum input-output correlation and the difference propagation 
probability should be minimum. 

There are two ways to fight against linear and differential cryptanalysis. One is 
built S-boxes with low linear and differential probabilities. The other is to design the 
round transformation so that only trails with many active S-boxes occur. The round 
transformation must be designed in such a way that differential steps with few active 
S-boxes are followed by differential steps with many active S-boxes. 

The object of this proposal is an AES cipher using key-dependent S-boxes. The 
fact that the S-boxes are unknown is one of the main strength of our cipher system, 
since both linear and differential cryptanalysis require known S-boxes. If the S-boxes 
are generated from the key in sufficiently random fashion, each S-box has a high 
probability of being complete, possessing fairly high nonlinearity. It is not apparent 
that the pseudorandom nature of the S-boxes introduces any weakness into the 
system. Ideal randomness of S-box cannot be achieved. Ideal randomness is not 
mathematically possible for the following reasons: the value of all elements in the S-
box difference table should be even, since a ⊕ b = b ⊕ a. Since the S-box is 
bijective, the input difference of 0 will lead to an output difference of 0. So the 
element corresponding to row = 0 and column = 0 at the difference table will be 2n 
and all other elements in row = 0 and column = 0 will be 0. 

6 A Random Key Dependent S-box and Inverse S-box 
Generation algorithm 

Input: key-dependent 176 bytes b from the output of the key expansion. 
Output: integer numbers from the interval [0, 255] of the key-dependent S-box and 
the inverse S-box [12]. 
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1: Initialization: 
                 i =0 
                 k =1 
                 l =1 
 
2: Compute the first subtotal modulo 256: 
              S(1) = (b(1) + b(2))mod 256 
                 Sbox(1) = S(1)    
 
3: while k<256 
                 i = i +1 
                 m =1+(k + i * l)mod 176 
                 S(i +1)=(S(i)+b(m))mod 256 
                 l = 0 
 
4: for j =1,...,k do 
   Compare subtotal S(i+1) with the elements Sbox(j) and                                                       
   count the number l of the S-box elements which are not equal to S(i+1) 
               end for 
 
5: if l = j 

Sbox(k +1)=S(i +1) 
k = k +1 
end if 

              end while 
 
 6: for k =1,...,256 do 
           invSbox(Sbox(k)+1)=k - 1 
             end for 
 
Here Randomness of the key-dependent S-box and inverse S-box is achieved by 

choosing the index m of the bytes b, which depends on the variables i, k, and l. 

7 Conclusion 

We presented a new approach to generate the AES random session keys and key-
dependent S-boxes. The quality of this approach is tested by changing only one bit of 
the secret key to generate new S-boxes. The randomly key-dependent S-boxes make 
our approach resistant to linear and differential cryptanalysis. This approach will lead 
of the AES block cipher system. The main advantage of such approach is that an 
enormous number of S-boxes can be generated by changing secret key. It will 
generate more secure block ciphers, solve the problem of brute force attack and fixed 
structure S-boxes, and will increase security level. 
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Abstract. Intrusion activity monitoring is a complex task to achieve. An 
intruder should not be alerted about being monitored. A stealthy approach is 
needed, that does not alert the intruder about the presence of monitoring. 
Virtual Machine based High Interaction Honeypots help achieve stealthy 
monitoring. Most of the related research work use the concept of Virtual 
Machine Introspection that relies on System Call Interception. However most of 
these methods hook the sysenter instruction for interception of system calls. 
This can be defeated by an intruder since this is not the only way of making a 
system call. We have designed and implemented a High-Interaction Virtual 
Machine based honeypot using the open source tool Qebek. Qebek is more 
effective as it hooks the actual system call implementation itself. We have 
tested its capturability by running different types of malware. The Results 
obtained show that the system is able to capture information about processes 
running on the honeypot, console data and network activities, which reveal the 
maliciousness of the activities. 

Keywords: Honeypot, Qebek, Intrusion Monitoring, Malware, System Call 
Interception. 

1 Introduction 

A honeypot is defined as 'a computational resource whose value lies in being attacked 
or compromised by intruders/invaders'. There are two important types of honeypots - 
Low Interaction, and High-Interaction. A low interaction honeypot hosts only the 
service/services that are required to be monitored. A High Interaction(HI) honeypot 
hosts a complete system with all the resources emulated. Using a high-interaction 
honeypot is more helpful in monitoring intrusions since it gives a wider perspective of 
the activities happening in the honeypot as compared to the low-interaction honeypot. 
There are many advantages of using honeypots for intrusion detection: 

1. Any traffic flowing to the honeypot/honeynet is considered suspicious since the 
honeypot do not belong to the production network of an organization. 

2. The risk of loss or damage to resources is minimal since honeypots are deployed to 
be attacked and have all the measures to revert quickly without loss of data. 

3. Information about new/persistent attacks can be gained through a honeypot. 
4. Post Intrusion activity monitoring using honeypots can be kept covert. 
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1.1 Intrusion Activity Monitoring 

The process of Intrusion Activity Monitoring begins post an intrusion. The main 
assumption in a honeypot is that every activity occurring in a honeypot is considered 
suspicious. Data collected from the honeypot is checked for malicious patterns. An 
intruder typically tries to download and run a malware in the honeypot. Information 
such as the host from which the malware was downloaded, the type of malware and 
what it is trying to do can be collected. The primary difference between Intrusion 
Detection and Intrusion Activity Monitoring is that, Intrusion Detection just gives out 
alerts on possible intrusions. Based on such alerts, certain users or applications are 
blocked. Intrusion Activity Monitoring continuously tracks and gives out alerts about 
malicious activities without blocking any user or application.  

1.2 Motivation 

Earlier work related to Intrusion Detection/ Intrusion Activity Monitoring using 
Virtualization High-Interaction Honeypots have used the approach of intercepting 
sysenter instruction to hook system calls made inside the Guest OS. However, this can 
be circumvented. If attackers/intruders gets control of OS kernel, they can 

1. Install a kernel rootkit that calls the syscall implementation. 
2. Register a new system call handler and make it a new syscall dispatcher. 
3. Register an interrupt handler to make syscall in user mode 

The challenge here is to use an approach that leverages Virtual Machine 
Introspection based HI-Honeypots that has a system call hooking mechanism that 
cannot be circumvented or is highly difficult to do so. 

This is where Qebek comes into the picture. Qebek is a Qemu based HI honeypot 
deployed on a virtual machine[1]. Qebek was developed to overcome the 
shortcomings of Sebek, an earlier version of Qebek that did not support virtualization. 
Sebek could be easily defeated since its presence could be detected by the intruder. 
However, Qebek monitoring happens in the Host machine and the honeypot is 
deployed as the guest machine. This is called `out-of-the-box' monitoring of a 
honeypot. To achieve out-of-the-box monitoring, two key concepts are required : 
System Call Interception and System View Reconstruction [5]. The hooking approach 
in Qebek is to hook the individual system call implementation directly, thereby 
making it impossible for an intruder to bypass the hooking mechanism. In this paper, 
we bring out an approach of Intrusion Activity Monitoring that uses Qebek to deploy 
a Virtualization based HI-Honeypot. 

1.3 Outline of the Paper 

The paper has been organized as follows. Section II throws light on the related work 
done in the field of Virtual machine based honeypot monitoring. Section III explains 
the design of the system. Section IV gives implementation details of the system 
including the deployment of honeypot, the database used to log data, and the 
application that gives a visualization of the captured data. Section V explains the 
results of testing the system with malware samples. Our paper concludes in Section VI. 
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2 Related Work 

Honeypots have been widely used in the area of intrusion monitoring. They provide a 
stealthy mechanism to monitor intrusions without alerting the intruder. In [3], Martim 
d'Orey et. al, have developed a mechanism for automatic digital evidence collection 
using the open source tool sebek. However, Sebek can be defeated since it is an `in-
house' monitoring tool which monitors intrusion activity within the honeypot. In [2], 
Nguyen Anh Quynh et. al, have designed a honeypot system, Xebek,  using the XEN 
technology to overcome issues posed by Sebek, a honeypot tool. Xebek is stealthier 
than sebek and far more reliable. In [4], Xuxian Jiang et. al, have developed VMscope 
which is a virtualization based approach to view system internal events from outside 
the honeypot. Their prototype leverages and extends the concept of `Binary 
Translation'. Xuxian Jiang et. al, [5] have also developed VMwatcher, which is a 
stealthy malware detection using Virtual Machine based honeypot and semantic view 
reconstruction. Tal Garfinkel  et. al, [6] have developed `livewire', a Virtual Machine 
Introspection based architecture for intrusion detection. The activity of the host is 
analyzed by directly observing hardware state and inferring software state based on a 
priori knowledge of its structure. Tamas K. Lengyel et. al,[7] have designed VMI-
Honeymon, a High-Interaction Honeypot monitor based on VMI on XEN. They have 
shown that VMI-Honeymon is is effective in capturing both known  and unclassified 
malware samples. Xiantao Zhang at. Al, [8] have implemented `vnida' which is a 
VMM based IDS. A separate intrusion detection  domain (IDD) is added to provide 
intrusion detection services for  all virtual machines. 

3 System Design 

The system is built on the architecture of Qebek so it extends the Qebek tool. Qebek 
logs mainly three types of data. 

1. Process Information - Name of Process, Process ID and Parent Process ID. 
2. Information Generated on the console by these processes. 
3. Information about Network Activities - IP:Port Pair of Source and Destination. 

The design is shown in Fig. 1. There are 5 modules of Qebek: Interception Module, 
Breakpoint System, SVR helper routines, Introspection Module and Output Module. 

The interception module intercepts all instructions that cause a jump in the control 
flow, since invoking a system call also causes a jump. The breakpoint module consists 
of a hash table of all the breakpoints applied to the system calls. The SVR helper 
routines are invoked to reconstruct high OS-level information from low hardware-
level information. The introspection module gathers required data for console 
activities, process creation and network activities. The output module outputs  
the information gathered by the introspection module onto the console. The  
Process monitor we have implemented using Qebek provides a real-time alert system. 
A Java application is built to extract data from the database and build a tree view  
of the processes, gather threat level information about each process and flag it as  
safe or unsafe and also gather domain information about the remote hosts being 
communicated by the honeypot. This system has been tested by running several 
samples of malware like backdoors, trojan, worms, rootkits etc. 
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Fig. 1. Architecture of the System Fig. 2. Flow of Events in the System 

4 Implementation 

Qebek(revision 66) is deployed on a system running Ubuntu 10.04. At the moment, 
Qebek has been successfully run only on Windows XP. Therefore, our honeypot is a 
Virtual Machine running Windows XP SP2. The database consists of three tables: 

1. EVENT : has information about each intercepted system call. 
2. IPINFO: Has domain information for each remote IP being communicated. 
3. PROCESS: Has information about the threat level of each process. 

The flow of events in the system, depicted in Fig. 2, is explained as follows: 

1. Raw data logged by Qebek is extracted and inserted into Database. 
2. Each individual Event(System call intercept) is read from the database. 
3. Based on the type of system call, only Domain information(for sys_socket) is 

extracted or domain information and threat level of process(for sys_read and 
sys_socket) is extracted. 

4. To extract domain information, whois [13] command is used. Process threat level 
information is extracted from [12]. 

5. This information is inserted into the DB for further references. 
6. Having all these information, process monitor is updated. 

Threat level of a process is decided as follows. For each entry in the process library 
website for a given process, marked as unsafe, we increment a threat value by one and 
flag it as unsafe and for each safe entry, we decrement it by 1. If there is no unsafe 
entry, it is flagged safe. Threat level ranges from a negative value(minimum of -2) to 
a positive value(maximum of 8). The values are dependent on the number of entries in 
process library. During experimental study, it was found that the values lie in the 
range -2 to 8. Threat values and their threat levels are as follows: 

1. Less than 0 and marked safe: No threat. 
2. Less than 0 and marked unsafe: Low threat. 
3. Zero and marked unknown: Uncertain Threat-level. 
4. Zero and marked unsafe: Low threat-level. 
5. Less than 2 but greater than 0: Medium Threat-level. 
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6. Less than or equal to 4 but greater than 2: High threat-level. 
7. Greater than 4: Severe threat-level. 

The process monitor is implemented as a GUI application. It has a tree view of all 
the processes running and is updated in real time. Each node of the tree is a process 
and the sub-nodes are child processes. Each process is marked safe or unsafe based on 
the threat value. Information about each process can be viewed in a separate window. 
For processes that invoked sys read system call, the console data collected is 
displayed. For processes that invoked sys socket call, domain information about the 
remote host being communicated is displayed. In both the cases, severity of threat of 
that process is also displayed. 

5 Results 

The system was tested by downloading and running malware from the malware 
repository offensive computing[11] on the honeypot. Table 1 shows the category of 
malware tested(includes split personality malware), the number of samples tested and 
the general observation about the captured activity. Split personality malware[9] 
[10]was developed to circumvent attempts of virtual machine based monitoring. Such 
a malware tries to detect the environment of the system that it is running on and tries 
to behave naive to avoid detection if it believes that it is running on a virtual machine, 
thereby being monitored.  

Table 1. Category of malware tested, the number of samples tested & detected positively and 
the general observation about the captured activity 

Category 
No. of 

Samples 
Tested 

No. of 
samples 
detected 

General Observation 

Constructors and 
Generators 

5 3 Invokes the ntvdm.exe process which is 
the windows virtual dos machine. 
Presence of the ntvdm.exe could 
indicate the execution of a constructor 
or a generator. 

Backdoors 8 4 Invokes the command prompt and other 
vital processes like net1.exe and sc.exe. 
Tries to delete itself by repeatedly 
executing the ’if exists, goto’ command 
sequence. 

Worms 5 5 Invokes one or more of the following 
processes: netsh.exe, net1.exe, 
cscript.exe, cacls.exe which are all vital 
windows processes used to monitor or 
modify ACLs, firewalls etc. 

Trojans 8 4 Invokes the command prompt and 
executes the ’if exists, goto’ command 
sequence to try and delete itself. 

Spyware 9 6 Invokes a bunch of known malicious 
processes and some unknown processes 
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Table 1. (Continued.) 

Category 
No. of 

Samples 
Tested 

No. of 
samples 
detected 

General Observation 

Exploits 2 2 Invokes ntvdm.exe and bunch of other 
unknown processes. 

Email Worms 3 3 Tries to connect to some remote hosts. 
Brontok Variants 10 8 Every variant of brontok invokes the 

at.exe which is a command that 
schedules other commands to run at 
certain points in time 

Trojan.Proxy.Bypass.A Creates a process csrse.exe which is registered on [12] as a 
backdoor. 

Heur.Trojan.Generic Creates a process that invokes sys socket which tries to 
connect to a remote host in china. (Information based on 
'whois' command) 

Net-
worm.win32.kolab.ckp 

Creates a process cPaner.com which invokes sys socket 
system call which tries to connect to a remote host in finland. 
(information from 'whois' command ) . In addition it invokes 
the command prompt where it deletes many registry entries 

Trojan.spy.win32.Banker.
pcu 

Invokes the following processes: Schtasks.exe,sc.exe,reg.exe, 
netsh.exe, svchost.exe which are all known vital windows 
processes 

Trojan 
spy.win32.bancos.zm 

Invokes the process Tasklist32.exe which is registered as an 
unsafe process 

Trojan.win32.killAV.or 
Backdoor.win32.Agobot.a
ow 
Backdoor.win32.sdbot.fm
e 
Trojandownloader.win32.
agent.acrm, 
Worm.win32.autorun.pga 

No information gathered 

Observation: It is quite clear that malware either tries to invoke a vital windows 
process like netsh.exe or cacls.exe which can alter the ACLs and firewalls, disguise 
itself into one such process, or invoke processes that is a known malicious process.  
In rare cases, it invokes processes about which there are not much information 
available. Out of 50 Samples of all categories of malware(excluding spit personality 
malware) that were tested, 35 showed positive detection. No information was 
collected in the case of 15 samples. Out of the 10 samples of Split personality 
malware that were tested, 5 showed clear signs of maliciousness in the information 
that has been gathered. 
 
Inference: An accuracy of 70% has been achieved in detecting different categories of 
malware tested. Information about fifteen of the fifty malware samples were not 
gathered by the honeypot. This can be attributed to that fact that Qebek hooks only 8 
Windows APIs at the moment.  



76 A. Gopalakrishna and A.R. Pais 

6 Conclusion 

This paper provides a solution for real-time monitoring of a High-Interaction 
Honeypot using the open source tool Qebek. We have demonstrated the effectiveness 
of this system in capturing malicious activity by testing with several categories of 
malware. Qebek is also a more secured solution as compared to other VMI - System 
call interception based monitoring approaches as it hooks individual system call 
implementations. Currently, Qebek hooks are available for only 8 windows APIs. 
Including more important APIs and extending the tool to Linux hosts will ensure 
completeness of monitoring. Our system can also be extended as a web application to 
be monitored from a remote host. 
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Abstract. The recent branch of network security is Cryptography using Elliptic 
Curve Architectures which is based on the arithmetic of elliptic curves and 
discrete logarithmic problems. ECC schemes are public-key based mechanisms 
that provide encryption, digital signatures and key exchange algorithms. Elliptic 
curve algorithms are solely based on generation of random numbers which can 
be identified by pseudo-random number generator. This paper describes the 
mechanism of deriving random number and the possibilities of random number 
generator attack on ECC algorithms. The algorithm proposed here in can be 
used for generating random numbers in ECIES or any ECC based encryption 
decryption algorithm. Through the results obtained it is proved to be better in 
comparison to other algorithms. 

Keywords: Elliptic curve cryptography, pseudo-random number generation 
algorithms (PRNG), related PRNG attacks, Elliptic curve Random Number 
Generator (ECRNG).  

1 Introduction 

PKC (Public Key Cryptography) depends on secret keys and if the adversary knew 
the secret key, it would know as much as the communicators know.  It requires the 
generation of random numbers for formulating each of the private as well as public 
key. And the security of such systems depends on the generation of quantities that are 
of random size, large period and complexity.  

Secrecy quantities - keys corresponds to the lack of information the adversary 
knows. It can be therefore assumed that keys must have certain amount of entropy 
that is to be kept secret. Entropy is the measurement of information which can be 
obtained from source node by observing mouse movements, computing resources the 
system have, disk access rate or even clock rate of system. These units are gathered, 
concatenated and stored in one pool known as entropy pool.  

At the time of quantity generation, seed is extracted from the pool and given as 
input to the function that calculates the secret key through random number generation. 
Various methods of random number generation have been proposed and proven 
secure. ECRNG – Elliptic curve random number generator [1] uses ordinary elliptic 
curves to generate keys for one time usage. When the keys are required for further  
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Fig. 1. Model of PRNG’s 

reuse, they must be stored ‘on file’ by administrator – concept of escrow keys, to 
which ECRNG does not provide solution to.  

Several pseudorandom generators have been proposed which are using the form of 
elliptic curves such as [2]. Since [3] methods, different approaches for extracting 
pseudo randomness from elliptic curves have been proposed by [4] [5] [6]. 

This paper presents the scheme for sharing entropy by generating random numbers 
based on session using ECRNG and using same for Elliptic curve cryptosystems. This 
method reduces the actual cost of computation of random numbers and thereby 
decreases the time for key generation. 

2 Related Work 

2.1 Pseudo-number Generators 

Many pseudo-number generators have been proposed and have proven to be insecure. 
Some of which are considered as follows 

2.1.1 Netscape PRNG 
Netscape used SSL to encrypt the messages. Three parameters were counted on to be 
the input for seed function: process id, parent process id and the system time. These 
factors were combined and given as input to hash function which is the seed for 
current random number generation. After each round of random number the seed is 
incremented by one. Hence if one seed is identified the rest of seeds used for 
generation can be determined. The process can be described as follows: 

ALGORITHM 1. Seed Generation 
Input: time → {sec, microsec}, ID→{process_id, parent_process_id} 
Output: Seed S 

Sysa = lcpr(microsec) 
Sysb = lcpr(process_id + sec + (parent_process_id <<12) ) 
S = MD5(Sysa, Sysb) 

     return S 
// where,  lcpr(x) = return((0xDEECE66D*x + 0x2BBB62DC) >> 1)  
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ALGORITHM 2. Pseudo-Random number generation 
Input: Seed S 
Output: Random number R 

R = MD5(S); 
S = S+1; 

    return R 
 
 

The secret key is the value R returned by the number generator algorithm. Several 
drawbacks have been encountered while implementing this algorithm. The browser’s 
time is used as one of the factor for calculating seed, which can be known from the 
attacker’s browser also. If the attacker uses UNIX system, the ps command can help 
in identifying the process_id as well as parent_process_id by listing all the respective 
processes. Again, every time the seed is incremented by 1, so if one of the seed is 
identified, then the sequence could be known easily.  

2.1.2 ANSI X9.17 PRNG 
The ANSI X9.17 PRNG generates secret key without changing the state of input to 
PRNG. For 64-bit block size, it is vulnerable to replay attacks. 

ALGORITHM 3.  Seed generation (ANSI X9.17) 
Input: Key k – generated by triple-DES 
Output: Seed s 

ti ← Ek (system’s current time) 
output[i] ← Ek(ti ⊕ s[i]) 
s[i+1] ←Ek (ti ⊕ output[i]) 

    return s 
 
 

The output s[i+1] depends on the previous output, so if the attacker knows the time 
factor and the key is compromised, the s[i+1] value is easy to recover. In other case, if 
the attacker has two outputs, and knows some of the bits of time factor, there is 
possibility of meet-in-the-middle attack because, 
 

s[i+1] ← Dk (output[i+1]) ⊕ ti+1 
s[i+1] ← Ek (output[i] ⊕ ti) 

 
The only thing left is to make a list and check the value for correct seed. Of these 

two lists of seed, the common occurrences are the seeding values. Moreover, the 
protocol does not specify the entropy requirements of generation of seed. 

2.1.3 NIST DSA PRNG 
DSA PRNG was developed to generate pseudo-random numbers for digital signature 
algorithm (DSA).One way function is constructed using SHA-1 or DES. If DES is 
used the size of seed is 160 bits. 
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ALGORITHM 4. Seed generation – DSA PRNG 
Input: changing state Xi, optional input I 
Output: Xi+1, next state seed 

output[i] = hash(I+Xi mod 2b) 
Xi+1=Xi+ output[i] + 1 (mod 2b)     

return Xi+1 
 
 

If there is a method to control the inputs sent to I, the attacker can generate the 
same state again and again and the seed value would be repeated every time 

3 Proposal 

Elliptic curves are known for its best performance in fields of cryptography. The 
public key cryptography is based on elliptic curve architecture, where finite fields are 
used to generate base points and keys. ECC is used in this research to plot the EC 
points of curve to random bits and finally generate relation between private and public 
key, which could be used as escrow key for further communication.  

3.1 Background on Elliptic Curve Cryptography 

Elliptic curves have been used to solve a range of problems by mathematicians. The 
concept was first proposed by Neal Koblitz and Victor Miller to design public-key 
cryptographic systems.  

Definition 3.1  An elliptic curve E over a field F is defined by an equation 

E : y2 +a1 xy+a3 y = x3 +a2 x
2 +a4 x +a6 

 
where, a1,a2,a3,a4,a6 ϵ K and ∆ ≠ 0, where ∆ is the discriminant of E. 

3.2 ECRNG – Elliptic Curve Random Number Generator 

In ERNG, the algorithm generates the point P on field Fq of the elliptic curve obtained 
as per the parameters of tuple. It is assumed that, 

1. the cofactor h  = E(Fq) / n ; normally has set of values {1,2,4} 
2. n is the order of point P such that n*P equates to 0. 
3. Another point Q is selected such that it is the additive multiple of point P. 

 
As per [1], the current state of iteration is maintained in k1, initially. The iteration 

index increments upon each output point of the ECRNG. The bit representation of the 

x-coordinate of point P(x,y) ϵ E(Fq) is x , which is converted into integer for further 

integral calculation purpose. The system generates Ri in 2
3 log 2 s operations. 
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ALGORITHM 5. ECRNG ALGORITHM 
Input: Seed k1 ϵ [0, max {q-1 , n-1}], Q (initialization parameter), si (bit 

representation of x), point P(x,y) 
Output: random number sequence 
 i ← 0; 
 ki+1 ← xi + i(mod p) 
 Ri ← si * Q 
 si+1 ← x(si*P); x()–transforms x-coordinate to integer 
 ri ← t(x(Ri)) ; t() – truncation function 
return ri 

  
 

Furthermore, there may be an integer f such that, Q = f *P and g * f = 1 mod n. 
Now, from algorithm, si+1 = si * P and Ri = si * Q. With integer g, it is easy to 
compute si+1 from Ri, as si+1 = g * Ri. The random number sequence ri = t(x(Ri)) and 
Ri can be known from value of ri. Once the x(Ri) is obtained, the x-coordinate is 
known to adversary and this leads to the point decompression process and 
breakthrough of the y-coordinate which implies the value P(x,y).  

3.3 Proposed ECRNG 

The proposed scheme can be described by pictorials representation as below: 
 

 

 

Fig. 2. Selecting point P(x,y) Fig. 3. Generating point Q(x,y) 

Select values of a and b 
for EC equation 

Solve for value of x and 
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No

Yes 

Apply point 
compression & 
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string T,  
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S = session parameter 

Represent H1 as a point 
of the field of the curve 
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parameters 

Does the point 
satisfy group 
properties? 
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Fig. 4. Generation and truncation of RN Fig. 5. Storing keys (key escrow) 

3.4 Mathematical Modeling of Proposed Scheme 

The EC domain parameters remain same for random number generation. RNG is here 
a sub-function used in ECC algorithms. It can be defined mathematically as follows: 

Input: EC Domain Parameters 
Processing: RN → f(x);  
where, f(x)=T (FH2(FH1 (S,P), Q)), FH1 and FH2 are hash functions (FH1 being hash for 
arbitrary string, session parameter and point P, FH2 being hash for random number) 
and T being the truncation function of the final generated random number. 
Output: Random number (RN) 

4 Proof of Rightness 

As the point P(x,y) is calculated before the generation of Q(x,y), it is clear that 
there is no dependency of point Q on point P. Thus if the public point P is known, 
there are no means to ensure determination of point Q. Though, for storing the 
keys for further use and to take advantage of unknown interdependency of P and 
Q, if there exists z ϵ Fq, such that P=z*Q, the relation z can be stored as derivative. 
In such case, z is known as escrow key and is handled and managed by 
administrator only.  
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5 Implementation Results 

Testing is done for verification of the results obtained with the help of ECRNG and 
the proposed RNG. Test data include specific datasets for key size parameter having 
different characteristics. The field size is assumed to be {163,233,283,409,571} 

 

 

Fig. 6. Graph obtained for Dataset: 01 – ECRNG 

 

Fig. 7. Graph obtained for Dataset: 01 – Proposed algorithm 
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Fig. 8. Graph obtained for Dataset: 02 – ECRNG 

 

Fig. 9. Graph obtained for Dataset: 02 – Proposed algorithm 
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Fig. 10. Graph obtained for Dataset: 03 – ECRNG 

 

Fig. 11. Graph obtained for Dataset: 03 – Proposed algorithm 
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Fig. 12. Graph obtained for Dataset: 04 – ECRNG 

 

Fig. 13. Graph obtained for Dataset: 04 – Proposed algorithm 
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Fig. 14. Graph obtained for Dataset: 05 – ECRNG 

 

Fig. 15. Graph obtained for Dataset: 04 – Proposed algorithm 

6 Analysis 

The existing ECRNG algorithm and the proposed algorithm were applied to the 
datasets given in tables in appendix. The red marks show the detection of occurrence 
of random number in both the graphs. It can be observed that the detected random 
number are more in case of existing ECRNG as compared to proposed one. Thus it 
can be proved that the proposed algorithm will provide better security as compared to 
the existing one. 



88 M. Dubal and A. Deshmukh 

 

Fig. 16. Comparative security analysis of ECRNG and proposed random number generator 
algorithm for datasets 1 to 5 

7 Conclusion 

To summarize, the paper compares different RNG algorithms giving their advantages 
and limitations, presents new concept of deriving the private encryption point without 
relating to the public point. The derived relation between points (if exists), could be 
used as escrow key for future encryption purposes. Moreover, the random numbers 
are more securely generated using the proposed algorithm. 
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Appendix 

Polynomial equation for datasets on which both the algorithms are applied to: 

1. 163 bit field size: p(t) = t 163 + t 7 + t 6 + t 3 + 1   
2. 233 bit field size : p(t) = t 233 + t 74 + 1 
3. 283 bit field size : p(t) = t 283 + t 12 + t 7 + t 5 + 1 
4. 409 bit field size : p(t) = t 409 + t 87 + 1 
5. 571 bit field size : p(t)  = t 571 + t 10 + t 5 + t 2 + 1 
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Abstract. Conventionally, automotive embedded systems are assessed
for evaluating various different aspects such as safety, functionality, and
real-time. However, the inclusion of security aspect, which indeed is be-
coming increasingly important in modern day cars, has a significant im-
pact on the above aspects, especially on functionality and real-time. This
impact would be clearly visible in the functional model of the embed-
ded system because including security features modifies the data flow in
the system. Thus, the goal of this contribution is to assess and evaluate
the security aspect in such systems by exploiting their functional mod-
els. Such an assessment further results in establishing a possible relation
between real-time formal analysis and the existing security theory. For
this, a formal approach well-known from real-time embedded domain is
utilized in here.

Keywords: Real-Time, Embedded System, Formalization, Security
Protocols, Validation.

1 Introduction

With an increased inclusion of electronics in automotive systems, they are be-
coming more and more vulnerable to attacks such as manipulation of data pack-
ets and malicious system updates. Thus, ensuring the security of such systems
is a crucial task, particularly in safety relevant systems, where unintended mod-
ifications can lead to malfunctioning of a system. To achieve this, good methods
are required to evaluate the security of a system. On the other hand, such an
evaluation should not be isolated but must be done in an integrated manner.
This means, though the system is initially modeled for functional and real-time
aspect evaluation, a possible direction for evaluating the security aspect must
further be given utilizing the same model.

In the above context, an automotive embedded sub-system, as depicted in
Figure 1, is considered as the target system here. The system comprises of a
sensor, an actuator, an Electronic Control Unit (ECU) with a processor and a
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c© Springer-Verlag Berlin Heidelberg 2013



Exploiting Functional Models to Assess the Security Aspect 91

������ �	
��
��

��

��	���
�
������

���	�����

���
��

���
��
���

��	
���

�	��	

�������
�
������

��
�

Fig. 1. An Example Embedded Sub-System with an ECU

security module, and an update server. It is a real-time system which has to
satisfy its real-time properties, such as meeting deadlines, in addition to guaran-
teeing the functional correctness. The system realizes a simple real-time control
application, where sensor data are processed by the control application in order
to operate the plant due to an actuator. Though the concrete control application
is not of interest in here, it might represent the engine control of a car or a driver
assistant system such as an Automatic Breaking System (ABS).

In specific, Figure 1 depicts the functional model i.e., the control functionality
performed by the App task and the update functionality executed by the Upd

task. Encrypted data coming from the Sensor is decrypted through SecSrv

utilizing the Dec function before feeding it to the task App. After performing
the control operation, the output is again encrypted through SecSrv utilizing
Enc block before forwarding it to the Actuator. Similarly, the update data from
the Update Server is authenticated through SecSrv utilizing Auth block before
loading into the system.

It can be seen that including the security module has a deep impact on the
functional model of the system and thus the data flow in it. For example, due to
the addition of authentication block for securing the system against malicious
updates from the update server modifies the path of the data flow in the system.
This is clearly visible in Figure 1, i.e., without an authentication block the data
from the update server would have been directly loaded into the system by the
Upd task instead of traversing through the tasks Upd, SecSrv, and the Auth

block. Further, such a modification in the data flow due to the inclusion of
security module has an impact on the real-time aspect of the system, as shown
in our previous work [12].

On the other hand, such a functional model provides the capability for the
system designer to model the possible attack points in its data flow path as
detailed below. For example, an attacker may try to intercept the data from the
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Sensor and clone it later if it is not encrypted or he may deceive the system for
being the UpdateServer to load malicious update data into the system. Given
this, the possible attack points are the communication channels between Sensor

and ECU, and UpdateServer and ECU, respectively. Thus, the goal of this
contribution is to assess the security aspect of such a system by exploiting its
functional model and the corresponding data flow. For this, a formal approach,
which is well-known for modeling the real-time systems, is utilized in here [3].

The rest of the paper is organized as follows. Section 2 gives a brief description
of the existing work in the literature. Section 3 illustrates the proposed approach
for assessing the security aspect utilizing the system functional model. We show
that our functional models can be used as the input for security analysis, while
ensuring that the semantics of both models are preserved. Section 4 sketches
further steps towards integration by showing how the functional model can be
exploited for confining the target security model. Section 5 concludes the paper
and gives some hints on future work.

2 Related Work

Real-time task networks are well-established formalisms at the considered phase
of system design, where the system functionality is mapped to a particular hard-
ware architecture, including scheduling policies provided by the operating sys-
tem(s). The relation between real-time systems and data flow models have been
intensively studied over the last decade [2,10]. On the other hand, various se-
curity models are based on the data flow paradigm, such as the one from [13],
which is mainly considered in this work. To the best of our knowledge, similar
considerations for exploiting real-time formalisms in the security domain are yet
to be made.

The authors Yip et al. in [15] proposed a new language run-time, referred to
as RESIN, that helps to prevent security vulnerabilities, by allowing program-
mers to specify application-level data flow assertions. For this, it utilizes the
mechanisms of policy objects associated with data, data tracking as data flows
through an application, and filter objects that define data flow boundaries and
control data movement. Though the goal of this work is to protect the software
applications such as PHP and python against the existing vulnerabilities, our
goal is to assess the security aspect based on data flow model in an embedded
system.

The work in [6] proposes a generic framework for evaluating whether given
information flows can cause security issues. The objective of the approach is to
ensure that data objects do not leave the security class they are assigned to,
or transitions into another class that is allowed by the information flow (→)
operator. The approach defines flows based on sequences of functions on the
data objects. There also exist various well-established formalisms such as CSP
[11] and Petri nets [5] that have been exploited for security analysis.

However, unlike the formalism utilized in here, none of the above approaches
were originally developed for an architectural design.
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3 Approach

3.1 Functional Real-Time Model

Real-time scheduling analysis [14] is an important building block in design pro-
cesses for safety relevant systems. While early design phases consider the target
hardware in a rather abstract way, if any, real-time scheduling analysis considers
applications when they are deployed onto hardware with processors, buses and
other components. Maybe the most popular formalisms to model real-time sys-
tems are so-called task networks, where tasks represent the individual software
elements of the system. The tasks are connected in a graph structure, where the
connections between tasks denote execution precedences. Typically, a real-time
model also consists of a simple notion of hardware architectures, representing
processing elements and buses in the case of distributed architectures. The tasks
are allocated to the respective processing elements, representing their execution
on the architecture elements.

In the following we introduce a particular class of task network models that
allows to characterize individual data flows in the systems. The formalism ac-
tually is a simplified version of the one discussed in [3]. Each task is equipped
with a set of input and output ports. The data flowing into and out of a task
is modeled by a set of events that may occur at the respective ports. Tasks are
connected by channels. A channel characterizes the flow of events between the
individual tasks.

Definition 1. A task network is a tuple N = (Σ,P,E, T, C) where:

– Σ is a set of events,
– P is a set of ports,
– E : Σ → P induces for each port p ∈ P a set Σ(p) ⊆ Σ of events,
– T is a set of software tasks, where t ∈ T is a tuple (Pi, ψ, Po):

• Pi, Po ⊆ P are the input and output ports of t,
• ψ :

⋃
p∈Pi

Σ(p) → Σ is the execution function of the task. We require
that ψ(σ) ∈

⋃
p∈Po

Σ(p).
– C ⊆ P × P is a set of channels. �

Note that the definition omits timing annotations, with which a task network
can be checked whether it satisfies given timing requirements, as for example
discussed in previous work [12].

The execution function ψ of a task defines the reaction of the task with respect
to its activation by an incoming data object on its input port(s). Together with
our notion of connectivity by channels, the formalism allows to model a wide
range of (deterministic) data flows in a system. This is depicted for example in
Figure 2, which illustrates the update service scenario of our initial system model
(c.f. Figure 1) in more detail. It is assumed that the update service receives two
different kinds of data packets, namely p and p′. A p packet denotes a packet
with a valid authentication, while p′ denotes a packet that has been modified by
an attacker. The execution function ψUpd (depicted below task Upd) defines that
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Fig. 2. Task Network for Update Service

such packets are simply forwarded to the security service task SecSrv. The same
forwarding takes place at task SecSrv. The authentication function, i.e., Auth,
of the security module is assumed to return whether incoming packets are valid
or not. This behavior is modeled by the execution function ψAuth that returns a
y (yes) packet when the function has been called with a p packet, and n (no)
otherwise. The answer is in advance relayed back to the update service function.

3.2 Towards Integration into Security Theory

Conventionally, a secure system is designed as follows: A set of security re-
quirements is specified along with an attacker model with its capabilities before
deploying the security protocols to achieve security. A rich set of theories exists
for the verification of security protocols [4]. For example, based on a notion of
protocols defining message transfers, term rewriting, and deduction rules; one
can specify the abilities of an attacker and formally verify in advance whether
the security protocol is vulnerable for the specified attacks [8,9].

Various well-established formalisms have been exploited for security analysis
(such as CSP [11] and Petri nets [5]). As none of them was originally developed
for architectural design, they have little relevance in actual system design for
this design phase. Hence, our aim is to exploit real-time task networks, which is
a well-established formalism that considers applications when they are deployed
to a hardware architecture, for security analysis.

In order to model system functionality correctly, this clearly must involve
the applied security protocols, as they might have a significant impact on the
functionality and timing of the system. The proposed real-time model and its
extensions [3] can be embedded in a natural way into security theories. This
indeed could be done by relating our formalism to a respective CSP program [7]
and then to apply security analysis as for example shown in [11]. For the present
work however, we directly relate our formalism to the well-established Strand
Space formalism developed in [13].

The Strand Space model exploits a basic notion of messages and message
sequences:

Definition 2 ([13]). A signed term is a pair 〈d, a〉 with a ∈ A, and d ∈ {+,−}.
We will write a signed term as +a or −a. (±A)∗ is the set of
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finite sequences of signed terms. We will denote a typical element of (±A)∗

by 〈〈d1, a1〉, . . . , 〈dn, an〉〉. �

Furthermore, the formalism defines a notion of protocols that are based on
strands, which are essentially elements of (±A)∗:

Definition 3 ([13]). A Strand Space is a set S with a trace mapping tr : S →
(±A)∗. �

Given a task network N , it is easy to see how this relates to the above definitions.
Considering the elements in the set Σ as messages that are transmitted between
the protocol agents, provides us with the ground set of a Strand Space model:
A = Σ. Whether a message is received (denoted by −) or sent (denoted by +)
can be obtained from the fact whether the message is observed at an input port
or an output port respectively:

d(a) =

{
− if ∃t = (Pi, ψ, Po) ∈ T : E(a) ∈ Pi

+ if ∃t = (Pi, ψ, Po) ∈ T : E(a) ∈ Po

The translation gives rise to the integration of various important aspects of
a system design. While the task network model is exploited for functional and
real-time analysis, the translation allows the combination with security analysis.
Based on the set (±A)∗ obtained by the translation, the security engineer is able
to define the respective strands and bundles which form the basis (together with
an understanding of the attacker capabilities) for the subsequent analysis. The
main advantage of this integration is that all participants of the design have a
common understanding of the design semantics.

The relation between the task network model and security formalisms as
shown above is however, only a small part of what is needed in order to perform
security analysis. In the following we concentrate on the notion of protocols,
which is a crucial ingredient for security protocol analysis.

As said before, the Strand Space formalism defines the protocol sessions
under consideration by finite sequences over messages, i.e., the elements of
tr(S). The causal and dependency relations, denoted by”→” and ”⇒” respec-
tively, are essential for the formalism. They are also crucial for defining se-
mantics of sending and receiving messages in a task network. Suppose a trace
〈〈d1,m1〉, . . . , 〈dn,mn〉〉 ∈ (±A)∗. The reception of messagemi at the input port
of a task, which corresponds to 〈−,mi〉 in the trace, and the corresponding mes-
sage sent by another task (which relates to 〈+,mi〉) are causal related, i.e. we
have the relation 〈+,mi〉 → 〈−,mi〉 in the corresponding Strand Space model.
Additionally, the execution function of a task gives rise to the ”⇒” relation of
the corresponding Strand Space model. Given an actor (task) t = (Pi, ψ, Po),
the dependency (⇒) relation of the strand is defined as:

〈−,mi〉 ⇒ 〈+,mi+1〉 ⇐⇒ E(mi) ∈ Pi ∧ E(mi+1) ∈ Po ∧mi+1 = ψ(mi)
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4 Protocols and Verification

The relation proposed above is indeed only an initial step towards a more deeper
integration of formal and security analyses. Nothing has been said for example
about the capabilities of the intruder. More important, whether this would be
possible without modifications of the underlying model in any case remains an
open question. Explicit modeling of an intruder is not a well-established design
step in current design processes for embedded systems.

It also remains open how the strand spaces for the security analysis of a
given system are obtained. They essentially define the domain for the particular
analysis. In the following we sketch the general approach for obtaining strand
spaces from functional models.

Embedded systems are typically static systems. Dynamic behavior such as
the addition of new functionality at run-time is rather uncommon. This is also
reflected when using security protocols. We expect to see in a typical embedded
system design only a fixed set of possibly available protocol behaviors. This fact
can be exploited for deriving the parts of a security protocol actually used in a
design in order to confine security analysis, and it should be possible to derive
the relevant protocol behavior.

The security module in Figure 1, for example, provides a large set of possible
protocol behaviors for authentication. In the depicted scenario however, only a
single protocol instance is used, which is based on authenticating each incoming
packet separately. This results in two possible protocol instances for the security
protocol employed in the update service as shown in Figure 2, consisting of either
the sequence SecSrv - p - Auth - y - SecSrv or SecSrv - p′ - Auth - n - SecSrv
between the SecSrv task (i.e., security service function) and the Auth block (i.e.,
authentication function).

The process of deriving the protocol behavior that is relevant for security
analysis can also be done by exploiting formal analysis. For example, work in
[3] proposes a translation scheme for our model into the formalism of timed
automata [1]. Based on available model-checking tools this paves the way to
obtain, for example, the relevant Strands for a given design model.

5 Conclusion

The goal of this contribution is to provide the basic notions for an integrated eval-
uation of the functional, real-time, and security aspect in the embedded system
design utilizing formal mechanisms. For this, a functional model representing an
example real-time system is considered as the target system and is modeled in
the task network formalism. Then a possible relation is drawn between this for-
malism and the existing security theory, i.e., Strand Space formalism. However,
drawing such a relation is only an initial step towards a more tighter integration
between them. At the end, the presented formal approach is analyzed with an
example to derive a protocol like behavior which is relevant for security analysis.
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9. Fröschle, S., Sommer, N.: Reasoning with Past to Prove PKCS#11 Keys
Secure. In: Degano, P., Etalle, S., Guttman, J. (eds.) FAST 2010. LNCS, vol. 6561,
pp. 96–110. Springer, Heidelberg (2011)

10. Ghamarian, A.H., Geilen, M.C.W., Basten, T., Theelen, B.D., Mousavi, M.R.,
Stuijk, S.: Liveness and boundedness of synchronous data flow graphs. In: FMCAD
2006: Proceedings of the Formal Methods in Computer Aided Design, pp. 68–75.
IEEE Computer Society, Washington, DC (2006)

11. Lowe, G.: Analysing Security Protocols Using CSP. In: Cortier, Kremer (eds.) [4]
(2011)

12. Malipatlolla, S., Stierand, I.: Evaluating the Impact of Integrating a Security
Module on the Real-Time Properties of a System. In: Schirner, G., Götz, M.,
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Abstract. To improve accessibility of Indian regional websites especially 
government websites content is offered in regional languages besides English 
language. However, these websites use CAPTCHA tests in English languages 
in regional language pages. This reduces usability and accessibility because 
non-native speakers of English language are required to pass CAPTCHA tests 
in English language. The accessibility of such websites can be improved 
substantially if secure CAPTCHA tests in regional languages are used. 
However, such an implementation is challenging as Indian regional languages 
are unique in many ways, are written differently and have different alphabets, 
glyphs, pronunciations, accents, etc. This paper reviews existing CAPTCHA 
scripts and Indian regional websites in terms of their usability, accessibility and 
multilingual support. It reports the design of CAPTCHA script in Hindi, 
Punjabi, Urdu and English languages which can be used to generate CAPTCHA 
tests in websites offering content in these languages. The designed CAPTCHA 
script offers features such as audio, localized onscreen keyboard, random 
patterns and fonts to improve usability and security.  

Keywords: Web Accessibility, Multilingual Websites, CAPTCHA, Regional 
Languages, Human Interaction Proof, HIP. 

1 Introduction 

A website may be intended for international or regional audience and may offer its 
contents in only one language (monolingual) or in more than one language 
(multilingual). International and multilingual websites have specific requirements 
with respect to design, development, and deployment, and these requirements could 
call for different technical solutions. An international website is one that is intended 
for an international audience, and a multilingual website refers to a website that uses 
more than one language. An international website may or may not be multilingual, 
just as a multilingual website may or may not be international. Multilingual sites can 
exist in different forms. A site might offer language selection and then present the 
contents in only a single language at a time. A multilingual site might also mix 
                                                           
* Corresponding author. 
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multiple languages within the same page, either because the audience is believed to be 
multilingual, or because there might be a need for embedded foreign text. An online 
foreign dictionary is a common example of such a site. A monolingual website 
presents its contents in only one language. Websites that present the same 
monolingual content to an international audience may be acceptable for a technical 
community with an agreed standard language. However it might still be useful to 
translate some types of information, such as tutorial and introductory text. A regional 
website might offer specific contents and features to its regional audience in a 
particular regional language or could simply offer translation of its offered contents 
and features in a particular regional language besides English or any other language 
considered as principal language. 

Web accessibility is the ability of a person to understand and interact with the web 
contents using hardware and/or software that render the web contents. Given the 
multi-dimensional nature of the web which acts as source of information in the form 
of texts and multimedia, as an interacting technology and as a network interconnected 
with hyperlinks. W3C within the framework of Web Accessibility Initiative (WAI) 
(http://www.w3.org/WAI/) describes web accessibility to mean that people with a 
diverse range of hearing, movement, sight, and cognitive ability regardless of their 
hardware, software, language, culture, location, physical or mental ability can use it 
without any barriers. However, when websites, web technologies, or web tools are 
badly designed, they can create barriers that exclude people from using the web.  
W3C has published a set of twelve Web Content Accessibility Guidelines (WCAG 
2.0) (http://www.w3.org/TR/WCAG20/) that are organized under four principles 
namely Perceivable, Operable, Understandable and Robust. Government of  
India (GOI) has also formulated ‘Guidelines for Indian Government Websites’ 
(http://web.guidelines.gov.in) to ensure that the websites belonging to any constituent 
of the Government of India at any level are user friendly, secure, accessible, easy to 
maintain and are in conformity to the world accepted standards. Realizing the fact that 
India is a country of diverse cultures with as many as 22 official languages, 
Government of India has issued several guidelines for inclusion of Hindi and other 
regional languages, in the websites of Government Departments. 

A website or web portal may contain simple web pages, web forms, secure content, 
contact information, e-mail addresses and other similar information. Simple web 
pages are served to the clients on request without any type of security check. Some 
areas of a website may require users to login and others may not but at the same time 
to prevent misuse, they must not be accessible to bots such as web forms and web 
pages containing e-mail and other similar information. When the server receives a 
request for a web page which is not protected, access is granted directly. In case the 
content is protected, the website takes proper measure to allow access only to humans. 
CAPTCHA [1] challenges permit websites to determine whether the user of some 
resource is a human being or a web-bot. CAPTCHA challenges can protect web 
resources and services like online polls and surveys, e-mail services, chat systems, 
blogs, discussion boards, forums, downloadable documents, grievance redressal 
system, login & registration system, etc. Generally CAPTCHA challenges are  
in English language and therefore, can cause accessibility challenges to user of  
non-English or multilingual websites who are not well versed with English language. 
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A study [2] conducted to evaluate the usability of CAPTCHA challenges has found 
that CAPTCHA challenges are not only difficult for humans to solve but non-native 
speakers of English language are slower and less accurate on solving English 
language CAPTCHA tests. The study revealed that audio CAPTCHA takes 57% 
longer time to solve for non-native speakers of English language and highly educated 
people take less time in solving Image CAPTCHA tests. Similar results have been 
found through another study [3] conducted to evaluate the effect of script 
familiarization on CAPTCHA usability. It is therefore, desirable to have alternate 
CAPTCHA challenges for regional users which are secure and usable. A review of 
different types of CAPTCHA challenges, their working, limitations, effectiveness, 
usability and security issues have been discussed in the authors earlier studies [4], [5]. 

2 Analysis of Indian Regional Websites  

To analyze and approximate the awareness, acceptance and compliance of W3C 
guidelines for websites and Indian government website guidelines, an analysis of as 
many as 150 Indian government websites and 120 non-government websites 
including corporate and society websites was carried. The result of this analysis are 
reported in table 1. The results are based on the analysis carried out on different 
browser types and versions running on different operating systems.  

Table 1. Functionalities in Indian regional websites 

Website Functionalities Govt. Websites Non-Govt. Websites 

M
ul

ti
-L

in
gu

al
 

F
un

ct
io

na
li

tie
s English 100% 95% 

Urdu 5% 10% 
Hindi 40% 5% 
Punjabi 2% None 
Other Languages 2% None 
Completeness 50% 70% 

C
A

PT
C

H
A

  
F

un
ct

io
na

li
tie

s 

Protected Feature(s) 70% 88% 
Uses CAPTCHA 47% 70% 
Localized CAPTCHA None None 

T
yp

e 

Text Image 20% 30% 
Text Math 10% 20% 
Text Question 2% 7% 
Text Image Math 10% 10% 
Other 5% 3% 

Audio Alternative 20% 25% 
Reload Button 30% 35% 
Onscreen Keyboard None None 
Help None 5% 

 
The language distribution with respect to Indian regional languages indicates that  

a good number of analyzed websites especially government websites offer their 
content in Hindi language. Nearly half of the analyzed websites protect some features 
using various types of CAPTCHA challenges while as this goes up to 70% in case of 
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non-government websites. Most of the websites that protect some resource through 
the use of CAPTCHA do not follow W3C guidelines pertaining to the use of 
CAPTCHA challenges. The completeness of multilingual features in case of 
government websites is only 50%. Localized CAPTCHA challenges have not been 
found in any analyzed website. Accessibility features like onscreen keyboard and help 
are not present in any government website. Audio alternative for CAPTCHA tests are 
present in 20% analyzed government and 25% non-government websites. The GOI 
Guidelines regarding multilingual versions are not being strictly adhered to as in some 
of the websites presentation of regional content is either very poor or cannot be 
properly displayed in current browsers. 

3 CAPTCHA Scripts 

Several open or closed source CAPTCHA scripts1 that allow website developers to 
implement easy to use and accessible CAPTCHA challenges in web forms are 
available to prevent bots from filling up forms and causing security threats. 
CPATCHA scripts producing tests in languages other than English language may also 
offer several accessibility features to design CAPTCHA test that are easy for humans 
to solve but difficult for bots to simulate. Popular open source CAPTCHA scripts 
along with their multilingual and accessibility features are listed in table 2. 

Column Legends: A-Multilingual Functionalities, B-Audio, C-Reload, D-Onscreen 
Keyboard, E-Help. 

Almost all CAPTCHA scripts mentioned in table 2 are in English language except 
BotDetech CAPTCHA. This permits designing of CAPTCHA tests in major 
international languages including Hindi and Urdu. However, this script has not taken 
into consideration Glyph for languages like Urdu and also does not allow use of other 
Indian regional languages. Table 2 also compares CAPTCHA test functionalities in 
terms of audio alternative, image refresh, onscreen keyboard, help, and type. No 
CAPTCHA script listed in table 2 permits CAPTCHA tests to show onscreen 
keyboard. Help feature is present in only one CAPTCHA script. As many as 13 
scripts do no use alternate CAPTCHA tests like audio for improving accessibility and 
14 do not permit refreshing of CAPTCHA tests. Even the promising CAPTCHA 
script BotDetech CAPTCHA which allows various non-English languages does not 
permit help, refreshing of tests and onscreen keyboard. A major limitation with these 
services is that the users are unable to type the given characters using English 
keyboard causing challenges to users who do not possess enough computer skills to 
install keyboards. Further, the characters of a word are displayed separately instead of 
using glyphs and combining the characters wherever necessary for some languages. 
Furthermore, the tests lack dynamic CAPTCHA image generation algorithms and 
often use static images for tests. This results in reuse if these images causing severe 
security challenge.  

                                                           
 1  Script is a code fragment or some code in a web page which is written in some programming 

language and executed either on the server or on the client machine. CAPTCHA script is a 
server side script which is executed on server with responses delivered to the client. 
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Table 2. CAPTCHA scripts and accessibility features offered by each 

S. Script Name A B C D E 

1 Secure Image2      
2 Cool PHP CAPTCHA3      
3 Cryptographp4      
4 WP CAPTCHA-Free5      
5 Form-to-email script protected by CAPTCHA6      
6 freeCap7      
7 Ajax Fancy CAPTCHA8      
8 JCAPTCHA (Java)9      
9 TheCAPTCHA10      
10 Visual and Audio PHP CAPTCHA11      
11 Quick CAPTCHA 1.0 PHP12      
12 JCAP (JavaScript)13      
13 Hoomantest14      
14 Confident CAPTCHA15      
15 BotDetech CAPTCHA16      
16 CAPTCHATOR17      
17 adCAPTCHER18      
18 Simple JavaScript CAPTCHA19      
19 CAPTCHA 2.020      

 
Besides the above mentioned scripts there are various other online CAPTCHA 

services that include reCAPTCHA (http://recaptcha.net) and CAPTCHAS 
(http://captchas.net/) which CAPTCHA tests to be designed in non-English languages. 

                                                           
 2 http://www. phpcaptcha.org 
 3 https://code.google.com/p/cool-php-captcha/ 
 4 http://www.captcha.fr 
 5 http://wordpress.org/extend/plugins/wp-captcha-free/ 
 6 http://www.snaphost.com/captcha/ 
 7 http://www.puremango.co.uk/2005/04/php_captcha_script_113/ 
 8 http://www.webdesignbeach.com/beachbar/ 
ajax-fancy-captcha-jquery-plugin 

 9 http://jcaptcah.sourceforge.net/ 
10 http://www.thecaptcha.com/ 
11 http://www.ejeliot.com/pages/php-captcha 
12 http://www.web1marketing.com/resources/tools/quickcaptcha/ 
13 http://www.archreality.com/jcap/ 
14 http://fragged.org/dev/hOOmanTest_captcah_for_mootools.php 
15 http://www.confidenttechnologies.com/ 
16 http://captcha.biz/ 
17 http://captchator.com/ 
18 http://www.adcaptcher.com 
19 http://sourcefirst.wordpress.com/category/javascript/ 
20 http://milki.include-once.org/captcha/ 
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However, these services and scripts are not available for designing CAPTCHA tests 
in Indian regional languages. Non-English language CAPTCHA challenges have been 
proposed in various studies e.g. Yalamanchili et al [6] proposed CAPTCHA for 
Indian regional language script Devanagari, Khan et al [7] proposed Arabic 
CAPTCHA for websites in Arabic language and Shirali-Shahreza et al in their studies 
[8], [9], [10], [11] proposed Persian, Arabic, Nastaliq CAPTCHA challenges for 
regional and illiterate users. In the current authors past study [12] an Urdu language 
CAPTCHA challenge was developed and its usability compared. The results 
suggested that accessibility of regional websites can be substantially improved by 
employing the use of secure and usable CAPTCHA challenges implemented in native 
language of the user. 

4 Proposed CAPTCHA Script 

This section describes a CAPTCHA script permitting generation of CAPTCHA tests in 
Hindi, Punjabi and Urdu languages besides English language. The script overcomes the 
challenges of existing multilingual scripts by permitting regional languages, improving 
presentation of CAPTCHA test (glyph), improving accessibility by providing onscreen 
keyboard in all permissible languages, audio alternative in all permissible languages, 
help and refreshing of CAPTCHA image. It does not use a static image set and instead 
generates images dynamically improving its security control. In the proposed script a 
CAPTCH image with a set of characters of the required language will be shown to the 
end user with a text box to fill in the given characters. A virtual keyboard is made 
available to the users by a click on the keyboard button which allows the user to enter 
the characters without requiring to install the regional language of CAPTCHA. To 
improve the accessibility, an alternate audio CAPTCHA test is also included. The user 
can also listen to the sounds of the characters present on the CAPTCHA image. The 
working of the script is detailed in figure 1.  

When a client makes a request to the protected resource protected by the 
CAPTCHA test implemented through the proposed script, the script determines the 
language of the CAPTCHA test. The Unicode character set of the detected language 
is extracted from the underlying database to generate two words of 3 to 4 characters 
each. An image of 200X50 pixels is created in random background and noise in the 
form of lines, patterns, etc. applied to it. Two randomly generated words are rendered 
on the image in a random font with required glyph to produce the final CAPTCHA 
image. The CAPTCHA words along with other state information such as IP and 
GUID address of the client are stored in the database. Icons for displaying virtual 
keyboard, help, audio and refreshing are placed on the CAPTCHA frame. An input 
box for user entry is also generated in the CAPTCHA frame. The frame is returned to 
the client in response to its request which is then rendered in the webpage. The user 
response to the CAPTCHA test is submitted by the client to the script running on the 
web server. The script extracts words stored in its database corresponding to the 
requesting client using state information and compares it with the user response 
returning a success or failure notifications.  In case user clicks on the keyboard icon a 
virtual keyboard of the CAPTCHA test language is programmatically created and 
displayed on the client. The user can enter response through this keyboard. A click on 
the help icon fetches a help file listing the help for user to solve the test. In case the 
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Fig. 1. Working of regional language CAPTCHA script 

user clicks on the audio icon, a sound file is programmatically generated, downloaded 
and played on the browser reading the CAPTCHA characters. A click on the refresh 
icon regenerates the entire CAPTCHA challenge.  

The algorithm used to generate CAPTCHA script in Hindi, Punjabi, Urdu and 
English languages is depicted in table 3. 

Table 3. Algorithm for regional language CAPTCHA script 

Step Procedure 
A) Request CAPTCHA Challenge 
1 Set CAPTCHA test language to detected/preferred language LANG. In absence of 

language information set LANG to English. 
2 Create a blank image (CAPIMG) of 200x50 pixels with 96 DPI resolution. 
3 Choose a random pattern from X predefined patterns and apply it to the CAPTCHA 

Image (CAPIMG) created in previous step. 
4 Draw N random lines in random colors on the image. 
5 Extract character set of the LANG from the database and store it into an array 

CHARS. 
6 Randomly select X characters from array CHARS and form WORD1. 
7 Randomly select Y characters from array CHARS and form WORD2. 
8 Compare WORD1 and WORD2 with M recently used words stored in the underlying 

database tables in encrypted format, if match is found discard WORD1 and WORD2 
and  return to step 6, otherwise, continue to next step. 

9 In case LANG is URDU then swap the words to display them in right to left order and 
replace the characters in WORD1 and WORD2 with proper glyphs to form properly 
connected URDU words. 

10 Render WORD1 and WORD2 on the image in a random font and store in the 
database. 

11 Store WORD1 and WORD2 along with IP address and GUID of the client and 
information in the underlying database table as a record in encrypted format. 
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Table 3. (Continued.) 

Step Procedure 
12 Retrieve Primary Key (ID) of the record from the underlying database table and 

return to client i) Primary Key (ID), ii) path to image generation script for rendering 
the CAPTCHA image, icons and user response textbox along with necessary labels, 
iii) CAPTCHA image, and, iv) icons for displaying Virtual Keyboard (ICO1), 
generating Help (ICO2), playing Audio (ICO3) and Refreshing CAPTCHA 
Challenge (ICO4). 

The client renders the CAPTCHA challenge in the webpage. 
B) Response to CAPTCHA Challenge (User enters CAPTCHA response string in the text 
box) 
1 Get the CAPTCHA response string (RES) from the client. 
2 Get the GUID along with IP address of client and primary Key ID. 
3 Verify GUID, if verified continue to next step otherwise quit with an error message. 
4 Retrieve WORD1 and WORD2 from the underlying database table using primary key 

ID. 
5 Compare response string (RES) with string formed from WORD1 and WORD2 for 

equality, if equal return test passed, otherwise, initiate steps for reloading CAPTCHA 
challenge. 

6 Remove records of the of Mth CAPTCHA test. 
The client permits access to protected area of the website or renders a new CAPTCHA 
challenge.  
C) Response to CAPTCHA Challenge (User clicks on virtual keyboard icon) 
1 Get the GUID along with IP address of client and primary Key ID.  
2 Verify GUID, if verified continue to next step otherwise quit with an error message. 
3 Return script for displaying Virtual Keyboard on the client in the language LANG. 

The language information is retrieved from the underlying database table. 
The user response to virtual keyboard is entered in user response textbox.  
D) Response to CAPTCHA Challenge (User clicks on help icon) 
1 Get the GUID along with IP address of client and primary Key ID.  
2 Verify GUID, if verified continue to next step otherwise quit with an error message. 
3 Return script for rendering help text on the client. 
The user reads the help message on the client.  
E) Response to CAPTCHA Challenge (User clicks on audio icon) 
1 Get the GUID along with IP address of client and primary Key ID.  
2 Verify GUID, if verified continue to next step otherwise quit with an error message. 
3 Retrieve WORD1 and WORD2 from the underlying database table using primary key 

ID. 
4 Retrieve sound files for WORD1 and WORD2 from the underlying database table 

using primary key ID and create a temporary sound file (AUDIO) containing sounds 
of each character in order of their appearance in the CAPTCHA string.  

5 Return the script for playing the sound file (AUDIO) which is send to the client along 
with the script.  

The user listens to the sounds of characters contained in the CAPTCHA challenge.  
F) Response to CAPTCHA Challenge (User clicks on Refresh icon) 
1 Get the GUID along with IP address of client and primary Key ID.  
2 Verify GUID, if verified continue to next step otherwise quit with an error message. 
3 Generate CAPTCHA Challenge again. 
The client renders a new CAPTCHA challenge in the webpage. 
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To strengthen the security of the proposed scheme randomization has been used in 
several steps of the algorithm. The random process of word generation is further 
strengthened by discarding use of recently generated M words. The characters, their 
number, font, font-size, and color used in each word of the CAPTCHA image is 
random thus making pattern learnability and their detection difficult by bots.  A 
random wave effect has been added to the CAPTCHA image to increase the difficulty 
of finding cut points. It makes segmentation difficult. Thick lines at random locations 
in random colors and random background color make it difficult to segment and 
recognize the characters by programs. A shadow effect added to characters produces 
collapsing effect which acts as an anti-segmentation security measure. Further, the 
OCR technologies currently available are mostly based on Latin character set thus 
cannot be used to break the regional language CAPTCHA challenges easily. To 
further improve security several measures have been taken into considerations while 
designing CAPTCHA script. The script generates a low resolution image, random 
fonts are used for each language, and CAPTCHA strings generated in recent tests are 
not used for subsequent tests from a particular client. Further, background music and 
noise has been added to audio files that prevent extraction of characters by the 
automated systems. Further, with multiple invalid response, the script increases the 
complexity of the test by making the CAPTCHA string lengthy. 

5 Implementation, Testing and User Study  

The CAPTCHA script was developed using PHP 5.3.8 on Apache Server 1.7.7 with 
the underlying database stored in a MySql 3.4.5 database. The database was used to 
store UNICODE character set of Hindi, Urdu, Punjabi and English languages, audio 
files, help text, preferences, CAPTCHA strings and images, GUID and other state 
information. Background music and noise were added to sounds of each UNICODE 
character using Audacity (http://audacity.sourceforge.net/) which is a freely available 
open source cross-platform software for recording and editing, slicing and mixing 
sounds. Five API’s namely getCAPTCHA, getKeyboard, getHelp, getAudio, 
getResult, and capReload were created to permit calls from varied programming 
environments. Calls from client to these API’s return appropriate JavaScript in HTML 
code to the client. A call to getCAPTCHA API generates a new CAPTCHA challenge 
as discussed in the previous section. It generates CAPTCHA HTML code that can be 
embedded in the web page. It contains: i) an image tag with link to the image 
generation API on the server, ii) a refresh image tag with JavaScript which links to 
the reload API on the server, iii) a sound image tag with JavaScript which links to the 
sound generation API on the server. This also includes a sound player script, iv) a 
keyboard Image tag with JavaScript which calls the keyboard API and load the same 
from the server, v) a help image tag which links to the help page on the server, and, v) 
a textbox tag which will allow user to input the code as displayed on image or in 
sound. A call to getKeyboard API executes virtual keyboard and display a virtual 
keyboard on the client permitting the CAPTCHA respondent to respond without the 
use of multilingual keyboard or language support. A call to getAudio API generates a 
sound file in MP3 format on the server which is send to the client which then plays it 
using media player script supplied through getCAPTCHA API. Call to getHelp API 
loads a help page from the server. A call to getResult API returns a success signal or 
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failure message with new CAPTCHA challenge. Clients can reload the CAPTCHA 
test with a call to capReload API.  

To verify working and correctness of the CAPTCHA script, tests were carried out 
on local network. A network of five machines was set up. A machine was configured 
as a Webserver on which Apache version 1.7.7 and PHP version 5.3.8 were installed. 
Other machines were configured as clients on which various browsers were installed 
to allow users to access websites hosted on the Webserver. A sample website with 
pages in English, Hindi, Urdu and Punjabi languages was developed and installed on 
the Webserver.  Each language page contained a web form that embedded a 
CAPTCHA challenge in respective languages using the developed CAPTCHA script. 
The website was successfully accessed through client machines using Internet 
Explorer, Google Chrome, Mozilla Firefox, and Opera browsers. A snapshot of the 
Hindi language CAPTCHA challenge embedded in a web form contained in a Hindi 
language page is shown in figure 2.  

 
Fig. 2. Hindi language CAPTCHA challenge 

Various functionalities of the CAPTCHA challenge were tested on all above 
mentioned browsers. A click on the reload button successfully reloaded the 
CAPTCHA challenge in the web form. A click on the audio icon successfully played 
the sounds in the respective language of characters in the CAPTCHA string. Virtual 
keyboard in respective language was successfully displayed and made correct entry in 
the user response text box. A sample virtual language keyboard for Hindi language 
CAPTCHA challenge as displayed by the script is shown in figure 3. A correct 
response was correctly recognized by the CAPTCHA script and the website permitted 
access to protected area of the website. An incorrect response was also correctly 
recognized by the CAPTCHA script. A message “Incorrect Security Code” was 
displayed and the CAPTCHA challenge was successfully reloaded in the web form.  

Each language page containing CAPTCHA challenge embedded web form 
produced CAPTCHA challenge in respective language. The samples of the 
CAPTCHA images in English, Urdu and Punjabi language web forms are shown in 
figure 4. In each challenge virtual keyboards were successfully displayed and 
permitted user entry in respective languages and audio player successfully played 
audio files in respective languages. The help and reload functionalities in each 
implemented language also were successfully tested.  
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To access the usability of English language CAPTCHA in websites with content in 
regional languages and to identify the advantage of using regional language 
CAPTCHA in such websites, a user study with three groups of users was conducted. 
Each group comprised of ten regional language users who were having fluency in 
either Hindi, Punjabi or Urdu languages but little knowledge of English language. 
After coaching in browsing a website on a computer, they were asked to solve 
CAPTCHA challenge in English, Urdu, Hindi, and Punjab languages. The results 
were measured in terms of accuracy and time taken to solve CAPTCHA challenges. 
The results showed that the users were able to solve the CHAPTCHA in their regional 
languages more accurately and quickly. The users found it quite difficult to solve 
CAPTCHA challenges in English language.  

 
Fig. 3. Virtual keyboard generated by the script for Hindi language CAPTCHA challenge 

 
a) English Language 

Challenge 

 
b) Urdu  Language  

Challenge 

 
c) Punjabi Language 

Challenge 

Fig. 4. CAPTCHA Images in English, Urdu, and Punjabi languages challenges 

The non-native, regional language CAPTCHA was the most difficult to solve for 
all groups of users. E.g. the users who whose native language was Urdu were able to 
solve Urdu CAPTCHA challenges with accuracy ranging from 90% to 98%. The 
same users solved English CAPTCHA with an accuracy of about 20% to 30%. 
However, CAPTCHA tests in other non-English and non-native languages were 
solved by about 5% to 7% users. Hindi language knowing user group solved Hindi 
CAPTCHA more accurately in comparison to solving English CAPTCHA. Similar 
results were obtained in the response time tests. The users were able to quickly solve 
the CAPTCHA challenges in their native languages. They took more time to respond 
to English CAPTCHA challenges. The response time was highest for attempting Non-
native regional Language CAPTCHA challenges. The use of audio and virtual 
keyboard further improved the accuracy and response time. 

6 Conclusion and Future Scope  

Usability and accessibility of regional websites offering their content in  
regional languages is reduced by the use of English languages CAPTCHA challenges. 
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The accuracy and response time in solving such challenges for non-native speakers of 
English language is reduced. Some free and open source CAPTCHA scripts permit 
CAPTCHA tests to be responded in Indian regional languages, however, these lack the 
essential accessibility features and security mechanism. A secure and usable script for 
generating CAPTCHA challenges in Hindi, Punjabi, and Urdu languages besides 
English language has been realized in this study. The script produces CAPTCHA 
challenges with accessibility features such as localized onscreen keyboard, help, and 
audio make it usable. Random image patterns, use of multiple fonts and non-repetition 
of recent challenges make it secure against bots. The script can be further extended by 
permitting its implementation in all major languages of India. Its usability and security 
can be augmented by including more fonts and patterns and by improving its interface. 
Future work can also be undertaken to build an API accessible from all major 
programming environments offering CAPTCHA challenges in all major languages of 
India.  
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Abstract. The emerging technology popularly referred to as Cloud computing 
offers dynamically scalable computing resources on a pay per use basis over the 
Internet. Companies avail hardware and software resources as service from the 
cloud service provider as opposed to obtaining physical assets. Cloud 
computing has the potential for significant cost reduction and increased 
operating efficiency in computing. To achieve these benefits, however, there are 
still some challenges to be solved. Security is one of the prime concerns in 
adopting Cloud computing, since the user’s data has to be released from the 
protection sphere of the data owner to the premises of cloud service provider. 
As more Cloud based applications keep evolving, the associated security threats 
are also growing. In this paper an attempt has been made to identify and 
categorize the security threats applicable to Cloud environment. Threats are 
classified into Cloud specific security issues and traditional security attacks on 
various service delivery models of Cloud. The work also briefly discusses the 
virtualization and authentication related issues in Cloud and tries to consolidate 
the various security threats in a classified manner. 

Keywords: Cloud Computing, Security Issues, Service Delivery Models, 
Classification. 

1 Introduction 

Cloud Computing has brought about a change in the way in which computing services 
were traditionally being delivered. Essential resources consumed by households and 
businesses such as water, electricity and gas are delivered on a requirement basis 
through faucets and outlets. The sources and delivery mechanisms of these essentials 
are not of concern to the consumers. Cloud computing introduces the same concept to 
computing technology. This new computing model offers software, platforms and 
infrastructures as services over the Internet and the cloud service consumers are not 
aware of the physical location where these services are performed.  From the plethora 
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of available definitions, we can interpret Cloud Computing as a new computing model 
that offers dynamically scalable resources such as Data, Software, and Storage as a 
service over the Internet. This computing model enables the Cloud users to increase 
their capacity and capability dynamically without investing in new infrastructure, 
training new personnel, licensing new software etc.  

1.1 Cloud Computing Architecture 

According to the National Institute of Standards and Technology (NIST), Cloud has 
four deployment models, three service delivery models and each model exhibits 
certain characteristic. Fig.1 illustrates the Cloud computing architecture. Similar to 
the classification of application software into multiple classes based on various 
parameters such as categories and intended user types, Cloud computing can also be 
divided into several service types and deployment models. Buyya et al.[1] in their 
work, divide Cloud computing services into three classes: Infrastructure-as-a-
Service(IaaS), Platform-as-a-Service(PaaS) and Software-as-a-Service(SaaS). IaaS 
forms the bottom layer which offers the lowest level of separation between what 
consumers could expect and the resources that are readily available for them to utilize 
[2]. PaaS is the middle layer and is an environment where the Cloud provider offers 
as a service those applications which are ready to be developed or deployed. SaaS,  
the top most layer, provides application software as a service on demand. Each of the 
Cloud service delivery models are utilized within a particular deployment model.  
The different deployment models are Public, Private, Community and Hybrid Cloud. 
The four delivery models of the Cloud form the core of the Cloud and they exhibit 
certain characteristics like On-demand self service, Ubiquitous network access, Rapid 
elasticity, Measured service and Resource pooling [3][4]. 

1.2 Significance of Security in Cloud Computing 

All the three layers of the Cloud promise a reduction in Capital expenditure by saving 
on hardware costs. The reductions in hardware, license and patch management costs 
contribute to lesser operational costs as well [5]. But along with these benefits, Cloud 
computing raises many security concerns, which makes potential customers think 
multiple times before they leap into the Cloud. Once the enterprise moves their data 
and execution tasks onto the Cloud which is managed by an external company, they 
lose control over their sensitive data. According to a recent survey by International 
Data Corporation (IDC), 87.5 % of the masses belonging to varied levels starting 
from IT executives to CEOs have said that security is the top most challenge to be 
dealt with in every cloud service [6]. Amongst the various threats faced by the 
different Cloud services, Security threat is considered to be of high risk [7] as 
demonstrated in the work of N.Kilari et al. [8]. These threats can be thwarted in an 
application by the introduction of some suitable elements. 
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Fig. 1. Cloud Computing Architecture 

Such an approach has been suggested by Ramgovind [9] and Nitin Singh Chauhan 
[10] in terms of six major principles of security which includes Confidentiality, 
Integrity, Authentication, Authorization, Non-Repudiation and Availability [11]. Out 
of these major principles in Cloud Security, availability which ensures continuous 
availability of resources to authorized  users [12] seems to pose a major challenge in 
achieving the full benefits of  Cloud. Cloud computing provides on-demand services 
to customers who expect minimum or no down time. Breaching such expectation 
would be detrimental to the future of Cloud [13]. 

1.3 Organization of the Paper 

The rest of the paper is organized as follows: Section 2 discusses a few works done by 
researchers in the area of Cloud Security. Section 3 briefly examines the security 
challenges preventing the wide spread adoption of Cloud. There are a few threats that 
originated due to the inherent architecture of Cloud. These threats are not faced by 
traditional systems and hence require special mention. Section 4 elaborates the Cloud 
specific security issues. Section 5 is reserved for discussing the security issues faced 
by the SaaS, PaaS and IaaS service delivery models of Cloud and Section 6 concludes 
the work done. 

2 Related Work 

In recent years, many researchers have proposed, multifarious approaches to 
investigating security issues of Cloud computing. Meiko Jensen et al. [5] consider the 
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technical security issues arising from the usage of Cloud services and the underlying 
technologies used to build these cross-domain inter-connected collaborations. But this 
work concentrates more on web services related security issues.  Hassan Takabi et al. 
[3] have identified Cloud computing as an unstoppable force because of its potential 
benefits. The authors highlight the need to have appropriate mechanisms to handle the 
security and privacy risks in Cloud. The work discusses the security challenges 
including user authentication, access control, policy integration, trust management 
and service management and proposes a comprehensive security framework for Cloud 
computing . Hsin-Yi Tsai et al. [14] in their work explores the security issues in 
different service delivery models with respect to the security bench marks of 
Confidentiality, Integrity and Availability. These issues are discussed only from the 
perspective of Virtualization. S.Subashini and V.Kavitha [15] surveyed the security 
risks faced by the service delivery models, namely, IaaS, PaaS and SaaS. Authors 
suggest a security framework for Cloud that provides data security by storing and 
accessing data based on meta-data information. Rohit Bhadauria et al. [16] 
investigated the security threats related to Cloud computing in 2011. The authors 
surveyed different security risks such as SQL injection flaws, cross-site scripting, 
insecure storage etc. But the focus is on the various network layers such as Network 
level and Application level. 

Although there is a considerable amount of ongoing research for identifying the 
security loop holes in Cloud, there is a need to consider the specific challenges faced 
by various architectural components of Cloud. Also the technologies used by Cloud 
for delivering its services raises various security issues, which needs to be identified 
and addressed. Providing a complete survey of Cloud security issues from the 
perspective of its architectural components, Virtualization technology, Technical 
issues and authentication becomes the motivation for this work. 

3 Security Issues in Cloud 

The acceptance of any new computing technology depends on the level of security it 
offers. The Cloud Service Provider’s (CSP) claim that the customer’s data is more 
secure within their data centers compared to the data residing in on-premise data 
center. These companies argue that their servers and data stored in them are 
sufficiently protected from any sort of invasion and theft [15]. But there have been 
many instances of Cloud Security breaches, bringing out the fundamental lapses in the 
security model of major CSP’s. Though the CSP’s claim that their down time is 
almost negligible, there have been instances where their security has been invaded 
and the whole system had been down for hours. Currently there are no standardized 
Cloud specific security metrics that Cloud customers can use to monitor the security 
status of their Cloud resources [5].  

The security threats explored in the paper have been categorized into Cloud specific 
security threats and traditional security threats faced by the different service delivery 
models. Cloud specific security threats are applicable only to the Cloud environment. 
These security issues arise mainly due to the architectural features of Cloud. Again, 
Cloud has Internet as its backbone and web services act as an access mechanism for 
Cloud services. Hence the traditional security issues faced by the Internet and web 



114 B. Sumitra and M. Misbahuddin 

services are also applicable to Cloud services. Traditional security issues are discussed 
in Sections 5 from the perspective of various service delivery models. 

4 Cloud Specific Security Threats and Vulnerabilities 

This section focuses on security threats and vulnerabilities that are specific to Cloud 
computing environment. These security concerns do not exist in the traditional 
application hosting and data delivery models, and requires a detailed understanding of 
how the threats are technically instigated in order to devise proper protection 
mechanisms. Fig. 2 traces out the Cloud specific security threats [2]. 

 

Fig. 2. Cloud Specific Security Threats 

4.1 Side-Channeling 

Multitenacy, which allows sharing of resources, facilitates selling of services at 
extremely low prices [17].Side-Channel attacks are launched by creating virtual 
machines on the same physical machine as that of the victim and then extracting 
sensitive information of the victim by exploiting shared CPU [18] or by examining 
traffic patterns [19]. For eg., a virtual machine-based root kit can instantiate a “rogue” 
hypervisor below the original one allowing malicious users to install unauthorized 
code into the system [20] . 

4.2 Shared Ecosystem and Fate Sharing 

A Cloud Service Provider (CSP) may provide security guidelines that come from his 
own knowledge base and best practices that are specific to the particular type of 
application the organization is deploying [21]. On the other hand, a third party’s 
intervention affecting a shared ecosystem could bring a partial or total disruption of 
service to Cloud users. In April 2009, the FBI raided data centers in Texas, as part of 
an investigation targeting a set of companies with fraud allegations, resulting in loss 
of millions of dollars to the data center owners and customers and put some customers 
out of business or at risk of closure [22].  
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4.3 Vendor Lock-In 

Vendor Lock-In or being tied with a vendor happens in two circumstances: (1) the 
cost of switching from one CSP to another surpasses the benefits of switching (2) In a 
SaaS deployment, the usage of proprietary APIs due to lack of common standards and 
protocols [23] makes it extremely difficult and complex to extract data from one 
Cloud provider and migrate to another. The worst outcome of Vendor Lock-In occurs 
when the Cloud service provider discontinues his services. When a Cloud online 
storage service, “The Link Up” shut down their services on 8th August, 2008, 
approximately 20,000 users were affected and about 45% of the customer data was 
lost [23].  

4.4 API Changes 

Cloud API’s plays a very important role of functioning as an interface between Cloud 
infrastructure, services and applications allowing them to exchange data and carry out 
internal as well as external computations. Therefore , changes in the Cloud API’s 
could result in lost connectivity, malfunctioning applications and new vulnerabilities 
exposed due to bugs introduced in the new APIs or change in Cloud configuration 
that do not provide the same level of protection as the previous version did. [24]. 

4.5 Abuse and Nefarious Use 

This Cloud specific security threat is an attack launched by malicious users to gain 
control over computing, networking and storage resources. The attack is carried out 
by taking advantage of the loopholes in automated service registration process and 
anonymous resource usage models.  

5 Security Issues as Applicable to Cloud Service Delivery 
Models 

Cloud computing utilizes three delivery models viz., SaaS, PaaS and IaaS for offering 
software, application platform and Infrastructure services to the end users. The 
various models demand different level of security requirements in the cloud 
environment. 

5.1 Security Issues in SaaS 

In SaaS model the enterprise data is stored at the Cloud service provider’s end, along 
with the data of other enterprises. Hence the confidentiality-of-data in rest is at risk 
and the SaaS vendor needs to ensure a proper boundary between the data of different 
users both at the application and physical level.  Fig. 3 neatly lays down the security 
issues in SaaS model. The different security issues of SaaS [15] and a few strategies 
for securing SaaS applications are discussed in the following paragraphs. 
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5.1.1 Data Security 
In SaaS model since the data is stored at the vendors end, it is the responsibility of the 
vendor to ensure that the stored data is not susceptible to security breaches due to 
application vulnerabilities or because of malicious employees. “A Better Practice 
Guide” by common wealth government recognizes Cloud security as a key risk factor, 
particularly when the data entrusted with the CSP is of sensitive nature and is to be 
held offshore [25]. Malicious users can launch attacks such as Cross-site scripting, 
SQL injection flaws, Cross-site request forgery by exploiting the weaknesses in the 
data security model and gain unauthorized access to data. Hence the SaaS providers 
should conduct assessment tests to validate the security of data against such attacks. 

5.1.2 Network Security  
The SaaS applications processes the sensitive data owned by enterprises, and store the 
result at SaaS vendor’s end. Network traffic encryption techniques like Secure Socket 
layer (SSL) and the Transport Layer Security (TLS) can be used to secure the data 
flowing over the network. Tests for network penetration, packet analysis, identifying 
weaknesses in session management etc. need to be done by the CSP. Proper SSL 
configuration to protect user’s credentials can be ensured by ascertaining the 
following security features [26]. i) Ensure that the certificate chain is valid ii) Use 
only secure protocols iii) Use only secure cipher suits  iv) Control cipher suite 
selection v) Disable client initiated renegotiation vi) Mitigate Known Problems. 

5.1.3 Data Locality 
The SaaS model of Cloud provides applications which are used by the end users to 
process their data and the result is stored at the SaaS vendor’s end. This means that 
many a times the customers are unaware of the location of their data, which can create 
security problems. Companies that operate in regulated industries need to consider the 
privacy laws before off-shoring their operations to Cloud. For eg, the Australian 
Banking and Insurance sectors need to abide by the terms and conditions dictated by 
the Australian Prudential Regulation Authority (APRA). The service contract in this 
case requires the service provider to comply with the Australian privacy laws, 
including the privacy act. Unfortunately, service providers based out of Australia may 
be reluctant to oblige to these rules. For a CSP, complying with privacy laws of home 
jurisdiction of each of their customers may be difficult and the laws in different 
jurisdictions may not be compatible or consistent [25].   

5.1.4 Data Integrity 
Ensuring Integrity requires the SaaS provider to implement mechanisms to protect 
data-in-transit, data-at-rest and network traffic from modification, execution etc. 
There are standards available for, managing data integrity such as WS-Transaction 
and WS-Reliability which are not mature enough. Architects and developers need to 
ensure that integrity of their database is ensured while moving to Cloud environment. 

5.1.5 Data Access 
Data of enterprises stored in the Cloud should be secured from unauthorized access. 
To restrict access to sensitive data, the different enterprises storing their data in the 
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Cloud, may have their own access control policies, and the SaaS model must be 
flexible enough to incorporate these policies.  

5.1.6 Data Segregation 
The SaaS model must ensure clear boundary, both at the application and physical 
level, between the data of different user’s. In the case of Amazon Simple Storage 
Service (S3), the customer decides and maintains full control over access to their data 
and permission to modifying the bucket’s Access Control List (ACL) is controlled by 
an ACL [27].  

5.1.7 Authentication and Authorization 
In a scenario where multiple users use the same computers but different accounts, 
there should be clear separation of user accounts to ensure the security of data, 
information and account [28]. Vast majority of SMB’s have adopted SaaS and they 
use Active Directory (AD) tool and Light Weight Directory Access Protocol (LDAP) 
for managing users [29]. With SaaS, the software is at the vendor’s end and hence to 
ensure the security of their data, the SaaS customers must remember to 
remove/disable accounts when an employee leaves the organization and create/enable 
accounts as they join.  

 

Fig. 3. Classification of Security Issues in SaaS Delivery Model 
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5.1.8 Data Confidentiality Issue 
The fact that a business, a government agency or an individual is storing their data in 
Cloud and sharing the same with another person, leads to privacy and confidentiality 
related concerns such as the CSP being able to view the customer’s data. SLA’s must 
clearly mention the confidentiality requirements of the customer. 

5.1.9 Web Application Security 
In the Cloud environment, resources which are offered as a service, resides at a 
remote location and customer’s access them via the web. One of the mandatory 
requirements of SaaS is that it has to be managed and accessed over the web [15]. 
Thus naturally, the security holes in web applications create a vulnerability to the 
SaaS applications. The SaaS vendor needs to periodically conduct assessment tests to 
evaluate the feasibility of attacks such as SQL, OS and LDAP injection flaws, Cross-
site scripting etc., on his Cloud. 

5.1.10 Data Breaches 
The effect of data breach in a Cloud environment can be disastrous, since it has the 
potential to attack the data of multiple users and enterprises hosted in the cloud. SaaS 
service providers claim that they can provide better security to customers’ data than 
by conventional means, but there are several instances of insider breaches.  

5.1.11 Virtualization Vulnerabilities 
Cloud computing uses the features of Virtualization technology to support resource 
pooling and multi-tenancy. Virtualization allows users to run multiple isolated 
machines known as Virtual Machines (VMs), on a single physical machine. 
Virtualization, one of the core components of Cloud, brings with it many security 
threats which in turn lead to virtualization vulnerabilities such as VM Hopping, VM 
mobility, VM Diversity and DOS attack [14].  

a) VM Hopping: VM hopping attack enables an attacker on one VM to gain access 
to another victim VM residing on the same host machine to monitor the flow of traffic 
and the victim VM’s resource usage. This attack belongs to the category of shared 
technology issues, which arise when the IaaS vendors deliver their services in shared 
infrastructure. [30].  

b) VM Mobility:  While moving around, the mobile VM’s require security policies 
and baseline histories, without which they become vulnerable [31]. While VM 
portability facilitates quick deployment of VM’s it could lead to security problems 
such as quick spread of vulnerable configurations designated by an attacker [14].  

c) DOS and DDOS Attacks: One common method used to launch the DOS attack is 
to overload the target machine with bogus requests which prevents it from responding 
to legitimate requests in a timely manner [32]. On the other hand, a DDOS attack 
aims to make services or resources unavailable for indefinite amount of time by 
flooding the network with useless traffic [33] thus exhausting computer resources 
making it unavailable to legitimate users .DDOS attempts to imitate, pragmatic web 
service traffic, in order to create a large group of agents called Zombies, to launch an 
attack [34]. There are continued DDOS attacks on Amazon Web Services (AWS) 
making the services unavailable for hours at a time to AWS users [35].  

d) VM Escape: Virtualization technology allows multiple guests VM’s, operating 
systems and applications to run on a single physical server without the cost and 
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complexity of running multiple machines [36]. VM’s are vulnerable as they move 
[37] and  in case of VM Escape, the attacker runs code on a VM that allows an 
Operating System running within it to break and interact directly with the hypervisor. 
In a Cloud, this would be disastrous as one tenant could affect the confidentiality and 
integrity of another tenant’s virtual machine.  

e) VM Hijack: To support the multi-tenancy characteristic of Cloud, a single server 
is made to host multiple VM’s on it. Thus the host machine serves as the common 
storage system wherein the configuration files of all VM’s are available and on 
accessing this information, an attacker can launch VM hijack attack on the VM’s 
which are hosted on the same server [6].  

f)  VM Sprawl: Sharing both the application and physical hardware may result in 
information leakage and other exploitations. An inappropriate VM management 
policy will cause VM sprawling [38], a case where a number of VM’s rapidly grow 
while most of them are idle or never be back from sleep causing resource of host 
machine being rapidly wasted . The right set of tools and expertise enables CSP’s to 
control VM Sprawl effectively [39]. 

5.1.12 Data Availability 
Availability of a SaaS offering is affected if the service/server is spoofed, penetrated 
or suspended. It is the responsibility of SaaS provider to ensure that his service 
offerings are available to the customers 24*7.  

5.1.13 Back Up 
Cloud hosts the data of multiple enterprises and the service provider needs to ensure 
that this data is available with minimum downtime in case of disasters. This is made 
possible by periodical backing up of the sensitive data.  

5.1.14 Identity Management 
Identity Management comprises of a series of activities that begins with assigning an 
ID to an individual or a process in a system , followed by checking the credentials to 
establish the identity, and controlling the access to resources in that system by 
enforcing restrictions on the established identities. S. Subashini and V. kavitha [15] in 
their work, discusses the three perspectives of Identity Management. 

5.1.15  SaaS Deployment Model 
SaaS deployment model also contributes to the security challenges faced by SaaS 
[40]. The SaaS vendors may choose to deploy their applications on a public Cloud or 
may decide to host it themselves. Public Cloud service providers such as Amazon 
AWS, IBM Smart Cloud etc. helps to secure SaaS solutions by offering infrastructure 
services that ensures perimeter and environment security. The service providers 
secure the SaaS applications using Intrusion Detection Systems (IDS), firewalls etc. 
These security services are to be built and assessed by the SaaS vendor in a self-
hosted SaaS deployment [40]. 

5.1.16  SaaS Regulatory Compliance 
The SaaS deployment must comply with certain regulatory and industry standards and 
the vendors must periodically assess their model to check the conformance [40]. The 
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SAS 70 standard governing the operating procedures for physical and perimeter 
security of data centers and service providers, Regulations such as ISO-27001, 
Sarbans-Oxley Act (SOX), Gramm-Leach-Bliley Act (GLBA), Health Insurance 
Portability and Accountability Act (HIPAA) and industry standards like Payment 
Card Industry Data Security Standard (PCI-DSS) should be followed to control and 
govern the access, storage and processing of sensitive data [27]. 

5.1.17  Data Privacy 
Privacy has emerged as a major security challenge in the Cloud environment. The 
privacy regulations of different countries may not be compatible which makes it 
difficult for the CSP to comply with these rules. These might lead to conflicts when 
the sensitive data of one country is stored within a data centre located in another 
country. The Cloud service providers may be subject to the local laws of the countries 
in which their data centers are located. Laws of certain countries allow the respective 
government authorities to access and use the data residing in their country without 
considering the ownership of the data. Customers concerned about the privacy of their 
data may not agree to this level of government intervention and may be reluctant to 
move their data into Cloud. In such cases, the Service Level Agreement (SLA) should 
clearly specify, the customers’ expectations on the privacy standards that should be 
maintained by the SaaS vendor. 

5.2 Security Issues in PaaS 

PaaS offers service that provides a complete software lifecycle management, from 
planning to design to building applications to deployment to maintenance. In PaaS, 
the provider might give some control to the people to build applications on top of the 
platform. But any security below the application level such as host and network 
intrusion will still be in the scope of the provider [15]. Fig. 4 gives an overview of the 
security issues faced by PaaS Clouds. 

The PaaS model enables the users to submit their data for storage and applications 
for execution to the Cloud through the network .The user application or data are 
envisioned in a generic structure and this structure is called the user object [41]. The 
PaaS Cloud consists of several hosts which can store multiple user objects and the 
resources are shared efficiently and elastically by the assignment of objects to hosts 
and migration of objects among hosts. The security challenges of Cloud architecture 
are mainly due to the distribution of the user objects over the hosts of the Cloud. The 
distinct features of Cloud such as resource sharing, rapid elasticity, broad network 
access and measured service of Cloud can contribute to the security issues in PaaS, if 
not properly managed. The following sections are reserved for discussing the security 
issues due to the inherent features of Cloud. 

5.2.1 Resource Pooling and Rapid Elasticity Concerns 
In the Cloud environment, heterogeneous hardware and software resources are unified 
for efficient delivery of services. Heterogeneity may cause flaws because different 
resources may have incompatible security settings [42] and sharing of resources may 
lead to information leakage as each shared resource is a communication channel [43] 
[44]. Finally protection of distributed user objects stands as the most serious concern 
of PaaS Clouds. 
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Diversity may cause a set of resources to stop working due to interoperability 
issues which can be tackled by allowing the objects to access the resources through a 
common interface that supports all possible kinds of access scenarios. In their work 
[41] the authors propose the use of Trusted Computing Base (TCB) on every host to 
support interoperability. In a Cloud environment, protection of vulnerable hosts can 
be ensured by evaluating resource access request made by every object on the host 
which is done by implementation of TCB [41]. In a PaaS Cloud, there are three 
possible ways in which the security of a user object can be breached [41]. First, the 
service provider may access any of the objects residing on their host and SLA should 
clearly mention the extent to which the accessed objects can be used by the CSP. 
Second, co-resident users may attack each other’s objects residing on the same host 
which can be eliminated by mechanisms that evaluate objects’ resource access. 
Finally, a third party may directly attack a user object which should be defended by 
the object itself, by exhibiting the ability to reveal the sensitive information only to 
authorized users 

5.2.2 Broad Network Access and Measured Service Issues 
To secure a networked system, the SaaS vendor must ensure that the communications 
through the network are confidential and access to the resources by remote entities is 
controlled by proper authentication and authorization.  

a) Communication Confidentiality: As in any other networked system, 
communication confidentiality is a key factor in PaaS Clouds. Communication 
channels which prevent eavesdropping can be established through TLS where a 
Public Key Infrastructure (PKI) exists. 

b) Authentication: Even though many of the existing two-factor and multi-factor 
authentication mechanisms may be sufficient for Cloud, there needs to be a clear 
definition of standards to be followed by the authentication mechanisms. The 
requesting parties and objects must mutually authenticate each other to eliminate 
Man-in-the-Middle attacks. 

 

Fig. 4. Classification of Security Issues in PaaS Delivery Model 
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c) Authorization: Each host maintaining the access control policies of the objects 
residing within it and keeping them up-to-date during the reconfiguration periods may 
not be viable in a dynamic Cloud. A practical solution for these requirements is 
encapsulating and carrying the policies together with the objects.  

d) Traceability: Traceability is achieved by logging the events occurring in a 
system. A PaaS Cloud must have an integrated undeniable logging mechanism and 
logging system must be protected against all kinds of users. M.T.Sandikkay and A.E 
Harmanci [41] discusses an undeniable logging protocol in their work on PaaS issues. 

5.2.3 Privacy-Aware Authentication 
Users should not leave more trace than necessary to protect their privacy in the Cloud 
where the resources are spread over several hosts [45]. Proxy certificates including 
only the required attributes of an authenticating entity and Zero Knowledge Proof 
(ZKP) mechanisms which enable an entity to prove its identity without revealing its 
Personally Identifiable Information (PII) are also proposed by researchers. 

5.2.4 Service Continuity and Fault-Tolerance Issues 
In a PaaS environment, a service may stop responding to user requests due to many 
reasons. In such a scenario, fault-tolerance and service-continuity can be achieved by 
adopting the Byzantine Quorum [46] approach. 

5.2.5 Distributed Applications 
Moving distributed applications to the Cloud environment can be a challenging task. 
In a scenario where we have an on-premise n-tier application , for security reasons we 
prefer to keep the data tier in a Private Cloud environment and migrate the business 
and presentation tier to the Public Cloud. Security challenges encountered during this 
type of migration includes authentication, replacing synchronous operations with 
asynchronous ones, performance management, exception management &error 
reporting, connectivity between services and applications.  

5.2.6 Storage and Data Security 
A public Cloud vendor stores the data in encrypted from, transports it to the customer 
systems in an encrypted form, processes it behind the firewall of the customer and 
stores the results on the public Cloud without encrypted data being exposed. 
However, applications work on unencrypted data, which means that the primary risks 
of data security come at the point of processing and not at the point of storage. 

5.3 Security Issues in Iaas 

In IaaS multiple users share the computing resources which may be residing on a 
single physical infrastructure and hence the service provider should ensure that one 
user cannot spy on the resource usage and memory status of another user. IaaS is 
susceptible to varying degrees of security threats based on the Cloud deployment 
model through which the service is being offered. The security issues applicable to 
IaaS Clouds are laid out in Fig. 5 and some of the attacks are discussed in the 
following paragraphs. 
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5.3.1 Network Security 
While providing security at the Network level the various security parameters such as 
confidentiality, integrity, access control, privacy etc. should be considered. The 
problems associated with Network level security include DNS attacks, Sniffer attacks, 
Issues of Reused IP address, BGP Prefix Hijacking etc. few of which are discussed in 
the following paragraphs. 

a) DNS Attacks: Grobauer et al. [47] in their work observes that the benefits of 
Cloud such as resource pooling and sharing of infrastructure component could 
contribute to cross-tenant attacks in IaaS. In the case of Domain Name Server (DNS) 
attacks, the attacker modifies the data on either the Authoritative Name Server (ANS) 
or the Cache Name Server (CNS).The user who calls a DNS server by name is routed 
to some other evil Cloud and accidentally reveals his credentials. A CSP that supports 
20 organizations using its CNS will be providing forged DNS data to all these 
organizations in which they operate upon [48]. 

b) BGP Prefix Hijacking: BGP prefix hijacking attack on confidentiality, initiated 
by a faulty Autonomous System (AS) involves announcing an AS address space that 
belongs to someone else without her permission. Such wrong announcements often 
occur because of a configuration mistake which might result in the non-availability of 
Cloud based resources. In the news blog of CNET, Declan McCullagh discusses such 
a misconfiguration mistake which occurred in February 2008 when Pakistan Telecom 
made an error by announcing a dummy route for YouTube to its own 
telecommunications partner, PCCW, based in Hong Kong [2] rendering YouTube 
globally unavailable for two hours. 

 

 

Fig. 5. Classification of Security Issues in IaaS Delivery Model 

5.3.2 Side-Channel Attacks 
An attacker could attempt to compromise the Cloud by placing a malicious virtual 
machine in close proximity to a target Cloud server and then launch side-channel 
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attack. Multiple VM’s sharing the same hardware resource provides malicious VM 
owners with the opportunity to extract sensitive information from other Co resident 
VM’s. In their paper, Ristenpart et al., discusses information leakage in Amazon’s 
EC2 [43].  

5.3.3 DOS Attacks 
Cloud system is more vulnerable to DOS attacks, since it supports resource pooling, 
so says security professionals. Twitter suffered a devastating DOS attack during 2009. 
The main objective of DOS attack is to overload the target machine with bogus 
service requests to prevent it from responding to legitimate requests. The server when 
it encounters the huge amount of requests will start to provide more resources such as 
virtual machine instances and service instances to handle the additional work load. 
The Cloud system, by allocating more and more resources to serve the bogus request 
is actually supporting the attacker rather than working against him.  

5.3.4 Authentication Attacks 
Authentication involves the process of ensuring that a person who presents a set of 
credentials is whom he or she claims to be and identity management aids in 
controlling access to the resources in a system by placing restrictions on the 
established identities. An authentication system should provide high security and 
more usability. Following paragraphs discuss a few attacks on authentication: 

a) Cookie Poisoning: Cookie poisoning involves the modification of cookies of an 
authorized user to gain unauthorized access to resources. This masquerading attack on 
authenticity can be prevented to a certain extent by performing regular cookie clean 
up or by encrypting the cookie data. 

b) Man-in-the-Middle Attack (MITM): MITM occurs when an attacker gains access 
to the communication channel established between two legitimate users. The attacker 
is then capable of performing unauthorized activities such as intercepting and 
modifying communications. The various types of Man-in-The Middle Attacks are as 
follows: 

Wrapping Attack: A wrapping attack can be launched by, duplicating the user 
account and password during the login phase. This causes the SOAP messages 
exchanged between the browser and the server during the set up phase to be affected 
by the attackers [50]. 

Browser Attack: This attack is committed by sabotaging the signature and 
encryption during the translation of SOAP messages in between the web browser  
and web server, causing the browser to consider the adversary as a legitimate user and 
process all requests, communicating with web server [49]. 

Phishing: In phishing attack, the attacker masquerades as someone trustworthy 
and  lure end users to select obscured links in emails by expressing some urgency, 
often ironically to protect the user’s confidential data from malicious activities. In 
November 2007, an employee of SaaS vendor, SalesForce was victimized by a 
phishing attack that captured customer contact data and using the same to obtain 
SalesForce account information [50] of the customers. 
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5.3.5 Web Application Security 
As the user community using Web 2.0 is increasing by leaps and bounds, security has 
become all the more an important issue to be immediately addressed. A few of the 
security risks faced by web applications are discussed in the following paragraphs: 

a) SQL Injection Attacks: In the case of SQL injection attacks, an attacker inserts a 
malicious code into a standard SQL code which enables him to gain unauthorized 
access to the database and access sensitive data. On 1-Aug-2012, Cloud based storage 
provider Dropbox announced the details of a security breach that led to a spamming 
campaign. The company’s investigation into the incident revealed that user names and 
passwords stolen from other web sites were used to sign into a number of Dropbox 
accounts, including one belonging to a Dropbox employee that contained a “Project 
Document” with user email addresses [51]. 

b) Insecure Cryptographic Storage: Insecure storage attack occurs due to the 
mistakes made by the developers while integrating the encryption techniques into a 
web application. The commonly made mistakes include insecure storage of keys, 
certificates and passwords, poor choice of algorithm, improper storage of secrets in 
memory etc. which can have a devastating effect on the security of the web site. 

c) XML Signature wrapping [5]: XML signature and XML encryption are applied 
to SOAP messages used for secure communication in the web. XML Signature 
enables XML fragments to be digitally signed to ensure integrity or to authenticate the 
origin. XML Signature Element Wrapping is an attack on protocols using XML 
signature. Since web services are using the same and Cloud services are accessed 
through web services, the attack is applicable to Cloud also. In this attack, an attacker 
modifies the signed request sent by a legitimate client.  

d) Browser Security [5]: In Cloud environment, computations are done on remote 
servers and the client system is used only for I/O. Modern web browsers with their 
AJAX techniques are capable of I/O but they raise many security issues. There are 
many security policies and mechanisms focusing on browser security, but still there 
are many issues requiring immediate attention.  

6 Conclusion 

The operational and economic benefits offered by Cloud have contributed to its 
adoption by many Small and Medium Business enterprises. The vast benefit of Cloud 
comes along with numerous security loop holes which questions the safety of the 
Cloud environment. Organizations before moving their data and applications into the 
Cloud environment should understand the security related intricacies behind this, 
much discussed technology. Cloud Computing is an emerging technology and any 
application relying on an emerging technology should carefully analyze the different 
threats in adopting the technology. A proper insight of security attacks on Cloud 
deployment models, service delivery models and the security issues due to the 
architectural features of Cloud is required for the development of a Security 
framework for Cloud services.  The classification of various selected threats and 
attacks on Cloud discussed in the paper exposes the limitations of Cloud from the 
security perspective. These limitations need to be immediately addressed to make 
Cloud a safer avenue for our data. 
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The work focuses on carrying out an in-depth examination of the security issues in 
various service delivery models of Cloud. We have attempted to identify the various 
Virtualization related vulnerabilities and attacks on authenticity in a dynamic Cloud 
environment and explain the same in the context of real life scenarios identified by 
researchers in the area of Cloud Security. Among all the security issues discussed in 
this paper, authentication related issues in the Cloud are the one that needs immediate 
attention because of the ever increasing rate in online frauds. Issues related to 
deployment models, virtualization related vulnerabilities etc. are discussed by many 
researchers and they have suggested many organizational means and defense 
mechanisms to address these issues. But authentication mechanisms in the Cloud have 
many security loop holes which are yet to be addressed. This paper elaborates the 
Cloud specific Security Threats and Traditional security threats faced by the cloud 
service providers and users. The work attempts to classify the threats on the basis of 
the different cloud service delivery models viz., Security-as-a-Service, Infrastructure-
as-a-Service and Platform-as-a-Service. 
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Abstract. Substitution boxes are integral parts of most of the conventional 
block ciphering techniques such as DES, AES, IDEA, etc. The strengths of 
these encryption techniques solely depend upon the quality of their nonlinear S-
boxes. Therefore, the construction of cryptographically strong S-boxes is 
always a challenge to build secure cryptosystems. In this paper, an efficient 
method for designing chaos-based cryptographic S-box is presented. The 
chaotically-modulated system trajectory of chaotic map is sampled and 
pretreated to generate an initial 8×8 S-box. Elements shuffling through random 
circular-rotation and zig-zag scan pattern are carried out to improve its quality. 
The experimental results of analyses such as bijectivity, nonlinearity, strict 
avalanche criterion, equiprobable input/output XOR distribution, etc., 
demonstrate that the proposed S-box has better cryptographic properties as 
compared to the recently proposed chaos-based S-boxes, which justify its 
effectiveness for the design of strong block cryptosystem. 

Keywords: S-box, chaotic map, block cipher, zig-zag scan, nonlinearity. 

1 Introduction 

Due to an ever increasing development and usage of digital techniques for 
transmitting, storing and editing the multimedia data, the primary concern of 
protecting the confidentiality, integrity and authenticity of sensitive data creates 
challenges for the professionals, researchers and academicians. One of the solutions to 
fulfill the need of data security is to design and deploy the effective encryption 
systems. In 1949, C. E. Shannon suggested two fundamental properties of confusion 
and diffusion for the design of cryptographically strong encryption systems [1]. The 
confusion is intended to obscure the relationship between the key and ciphertext data 
as complex as possible, which frustrates the adversary who utilizes the ciphertext 
statistics to recover the key or the plaintext. However, the diffusion is aimed to 
rearrange the bits in the plaintext so that any redundancy in plaintext is spread out 
over the whole ciphertext data. The conventional block cryptosystems achieve good 
confusion and diffusion by applying the rounds of substitution and permutation in 
their S-P networks [2]. The permutation-box (P-box) is linear; where as the 
substitution-box (S-box) is nonlinear in nature. S-boxes are the only portions which 
induce the nonlinearity to improve the statistical characteristics of the plaintext and 
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provide the property of data confusion. As a result, they constitute the core 
component of most of the well-known block ciphers such as DES, AES, IDEA, 
BLOWFISH etc [2, 3]. The strengths of these ciphers primarily depend upon the 
quality of their S-boxes. Therefore, the design of cryptographic efficient S-boxes is a 
challenging task for designing strong block cryptosystem, as the weak S-boxes can 
lead to the weak cryptosystems. The challenges in the design of S-boxes are to 
achieve balancedness and avalanche effect, keep the maximum differential 
probabilities as low as possible to resist the differential cryptanalysis [4], and raise the 
nonlinearity scores as high as possible. But, the problem is that some of them 
contradict. For example, it is impossible to reach both the balancedness and the 
highest nonlinearity. The bent-Boolean functions, of size n-bit, can provide the 
highest possible nonlinearity score of 2n-1 – 2(n/2)-1, but they are not balanced [5]. Thus, 
some tradeoffs have to be made while designing efficient S-boxes.  

Mathematically, an m×n S-box is a nonlinear mapping function S: {0, 1}m → {0, 
1}n, m and n need not be equal, which can be represented as S(x) = [bn-1(x)bn-2(x) … 
b1(x)b0(x)], where the bi (0 ≤ i ≤ n-1) is a Boolean function bi: {0, 1}m → {0, 1}. An 
S-box can be keyed or keyless and static or dynamic. In the past decade, various 
methods have been proposed to design S-boxes; they are based on polymorphic-
cipher [6], cellular automata [7, 8], bent-Boolean functions [9], evolutionary-
computing [10, 11], power-mapping technique [12] and chaos [13-19] with acceptable 
cryptographic features. The features of chaotic systems such as ergodicity, high 
periodicity, mixing, random-behaviour and high sensitiveness to initial conditions 
make them promising candidates for the design of robust security systems to protect 
images, audios, videos etc. Nowadays, they are also explored to synthesize the 
nonlinear components of block ciphers i.e. the substitution boxes (S-box). The 
researchers are attempting to construct the strong chaos-based S-boxes having 
desirable properties in order to mitigate differential, linear and other cryptanalyses. 

In this paper, chaotic systems are used to synthesize an S-box exhibiting better 
cryptographic properties than existing chaotic S-boxes. The system trajectory of the 
piece-wise linear chaotic map is chaotically modulated through chaotic logistic map 
and its modulated samples are recorded to generate an initial S-box. An efficient S-
box is obtained after shifting the elements through zig-zag scan-pattern and random 
circular rotation. The rest of the paper is organized as follows: Section 2 gives the 
basic description of chaotic systems used and proposed method of designing S-box. 
The performance of the proposed S-box is analyzed in Section 3. Finally, the 
conclusions are drawn in Section 4. 

2 Constructing Efficient Chaotic S-box 

2.1 Chaotic Logistic and PWLCM Maps 

The chaotic 1D Logistic map proposed by May [20] is one of the simplest nonlinear 
chaotic discrete systems that exhibits chaotic behavior, it is governed as: 

x(n+1) = λ.x(n).(1 – x(n))   (1)
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Where x(0) is initial condition, λ is the system parameter and n is the number  
of iterations. The research shows that the map is chaotic for 3.57 < λ < 4 and 
x(n)∈ (0, 1) for all n. 

The 1D piecewise linear chaotic map is composed of linear segments, in which 
limited numbers of breaking points are allowed. It is a dynamical system that exhibit 
chaotic behavior for all values of parameter p∈(0, 1), the system is defined as [21]: 
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Where y(0) is initial condition, n ≥ 0 is the number of iterations and y(n)∈(0,1) for 
all n. The research shows that the map has largest +ve lyapunov exponent at p = 0.5.  
Its bifurcation diagram shows that, for every value of control parameter p, the system 
trajectory of PWLCM map visits the entire interval [0, 1]. 

2.2 Chaotic Modulation of PWLCM Map 

In order to statistically improve the characteristics of the sequence generated by the 
piece-wise linear chaotic map (PWLCM), its normal system trajectory is modulated 
through chaotic logistic map. Firstly, the logistic map with appropriate initial 
conditions is iterated for to times to remove the transient effect. The current x-variable 
of logistic map is supplied to PWLCM map to generate its output y-variable, then a 
random number ni ∈ [1, 23] (i = 1 ~ 256) is extracted out of the current y(i) variable. 
Now, the logistic map is iterated for ni times to decide the next input of the PWLCM 
map which in turn produces next y-variable. The process is continued until 256 
samples of y-values are obtained. The method of chaotic modulation of PWLCM map 
is depicted in Figure 1. The 256 samples of y-variable are recorded and shown in 
Figure 3. It is evident from the Figure 2 and 3 that latter shows regularities (marked 
by the circles) in the normal trajectory of PWLCM map, but such regularities are 
alleviated in the modulated trajectory of the map depicted in Figure 3. The averages 
of the two sequences shown in Figures are 0.5245 and 0.4955 (ideal value is 0.5). 
Hence, the modulated trajectory of PWLCM map has better randomness distribution. 

2.3 Proposed Method 

The steps of the proposed method are as follows:  
 

S.1. Take proper initial conditions for x(0), λ, p and to. Iterate chaotic Logistic map for 
to times and discard the values obtained. 

S.2. Record 256 samples of chaotically modulated PWLCM map y-variables through 
the approach discussed in Section 2.2. 

S.3. Preprocess the recorded samples as: py(i) = y(i)*106 – floor(y(i)*106), i = 1 ~ 256. 
S.4. Reshape the preprocessed 1D array py(i) to a 2D matrix P(j, k),  j, k = 1 ~ 16. 
S.5. Let sy = sort(py) and reshape sorted array sy(i) to a 2D matrix S(j, k). 
S.6. Find the (raster-scan) position of element S(j, k) in matrix P and store it in new 

matrix S0(j, k), do it for all elements of S. This S0(j, k) is the initial 8 × 8 S-box. 



 A Chaos Based Method for Efficient Cryptographic S-box Design 133 

S.7. Shift the elements of S0(j, k) through the zig-zag scan pattern (see Figure 3 of 
[22]) to produce S1(j, k). Now, let mpos = 61, cnt = 1. 

S.8. Again, iterate the logistic map to generate a random number rpos ∈ [1, mpos]. 
Circularly shift (in left direction if cnt is odd, else in right) the cnt-th outer rows-
&-columns of S1(j, k) by rpos positions. mpos = mpos - 8, cnt = cnt +1. Repeat 
this random circular shifting till cnt ≤ 8. This step generates S2(j, k). 

S.9. Again, shift the elements of S2(j, k) using zig-zag pattern to produce final S-box. 

 

Fig. 1. Chaotic–modulation of piece-wise linear chaotic map 

 

Fig. 2. Normal system trajectory of PWLCM map 

 

Fig. 3. Chaotically-modulated trajectory of PWLCM map 

3 S-box Performance Assessment 

The initial values used for the simulation are: x(0)=0.73, λ=3.997, p=0.491  
and to=2500.  The S-box constructed using proposed method is depicted in Table 1. 
The performance of proposed S-box is tested under various statistical parameters to 
assess its suitableness for encryption. Performance tests such as bijectivity, 
nonlinearity, strict avalanche criteria and equiprobable I/O XOR distributions are 
applied to compare the features with few of the existing chaos-based S-boxes. 
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Bijectivity: A Boolean function fi is bijective if it satisfies the condition [13]: 
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hamming weight. It is required that every function fi basically needs to be balanced. It 
is experimentally examined that the proposed S-box satisfies the bijective property. 

Nonlinearity: A strong S-box should have high scores of nonlinearities. The 
nonlinearity Nf of Boolean function f(x) can be evaluated as: 
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S(f)(w) is the Walsh spectrum of f(x) and x.w denotes the dot-product of x and w. 
Nonlinearity scores for the eight Boolean functions of the proposed S-box are 108, 
106, 104, 106, 108, 104, 106, 104 whose mean value is 105.75. These nonlinearity 
scores are compared with that of existing chaos-based S-boxes in Table 2. It is evident 
from the values that the proposed S-box offers higher min, max and mean value of 
nonlinearity scores. Hence, the proposed S-box outperforms on the basis of 
nonlinearity criteria. 

Strict Avalanche Criteria: If a Boolean function satisfies the strict avalanche criteria, 
it means that each output bit should change with a probability of ½ whenever a single 
input bit is changed. An efficient procedure to check whether an S-box satisfies the 
SAC is suggested in [23]. Following the procedure, a dependency matrix, provided in 
Table 3, is calculated to test the SAC of the S-box. The SAC of the proposed S-box 
comes out as 0.5070 which is very close to the ideal value 0.5. Moreover, the 
comparisons drawn in Table 4 highlight that the proposed S-box provides comparable 
parameter values with respect to the strict avalanche criteria. 

Table 1. Proposed chaotic substitution-box 
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Equiprobable I/O XOR Distribution: The differential cryptanalysis, introduced by 
Biham and Shamir to attack DES-like cryptosystems in [4], exploits the imbalance on 
the input/output distribution. In order to resist the differential cryptanalysis, the XOR 
value of each output should have equal probability with the XOR value of each input. If 
an S-box is closed in I/O probability distribution, then it is resistant against differential 
cryptanalysis. The differential probability for a function f(x) is calculated as: 
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Where X is the set of all possible input values and 2n (here n=8) is the number of its 
elements. The differential probabilities (value/28) obtained for the proposed S-box are 
shown in Table 5. It is desired that the largest value of DP should be as low as 
possible. Now, it is evident that its largest element is 10 which is also the largest 
value in Tang’s, Asim’s, Wang’s and Özkaynak’s S-boxes. However, this value is 
better than the Jakimoski’s and Chen’s value of 12. This verifies that the proposed S-
box is stronger than Jakimoski’s and Chen’s S-boxes and comparable to the others 
against differential cryptanalysis. 

Table 2. Nonlinearity scores of S-boxes 

S-box 
Nonlinearities 

 1 2 3 4 5 6 7 8  Min Max Mean 

Proposed  108 106 104 106 108 104 106 104 104 108 105.75 

Jakimoski et al. [13]  98 100 100 104 104 106 106 108 98 108 103.25 

Tang et al. [14]  100 103 104 104 105 105 106 109 100 109 104.50 

Chen et al. [15]  100 102 103 104 106 106 106 108 100 108 104.37 

Asim et al. [16]  107 103 100 102 96 108 104 108 96 108 103.50 

Wang et al. [18]  104 106 106 102 102 104 104 102 102 106 103.75 

Özkaynak et al. [19]  104 100 106 102 104 102 104 104 100 104 103.25 

Table 3. Dependency matrix of proposed S-box 

0.5468 0.5000 0.5000 0.4843 0.5312 0.5156 0.5000 0.5468 

0.5468 0.5625 0.5000 0.5000 0.5156 0.4843 0.5312 0.5468 

0.4843 0.4843 0.5156 0.5312 0.4531 0.5468 0.4375 0.4843 

0.4843 0.5468 0.5312 0.5625 0.5156 0.4843 0.4843 0.4843 

0.5000 0.5468 0.4218 0.5000 0.4218 0.5312 0.5468 0.5000 

0.5312 0.5468 0.5312 0.5468 0.5468 0.4687 0.4843 0.5312 

0.5000 0.5312 0.4843 0.4218 0.5468 0.4687 0.5156 0.5000 

0.4531 0.5000 0.4843 0.5156 0.5000 0.5781 0.4843 0.4531 
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Table 4. Min-Max of dependency matrices and SAC of S-boxes 

S-box Min Max SAC 

Proposed 0.4219 0.5781 0.5070 

Jakimoski et al. [13] 0.3750 0.5938 0.4972 

Tang et al. [14] 0.3984 0.5703 0.4993 

Chen et al. [15] 0.4297 0.5703 0.4999 

Asim et al. [16] 0.3906 0.5859 0.4938 

Wang et al. [18] 0.4218 0.5681 0.4964 

Özkaynak et al. [19] 0.4219 0.5938 0.5048 

Table 5. Differential probabilities table in proposed S-box 

8 8 8 6 6 6 8 6 8 10 6 10 6 6 4 6 
8 6 6 6 6 6 8 6 6 8 6 6 6 6 8 6 
8 8 6 6 6 6 6 6 6 6 8 6 6 6 8 8 
6 6 6 6 6 6 6 6 6 6 8 6 6 6 8 8 
6 6 6 6 6 10 8 8 4 6 10 6 6 6 8 8 
8 6 6 6 4 6 10 6 6 8 6 8 6 6 8 8 
6 6 6 6 8 6 6 6 6 6 6 6 10 6 8 8 
6 6 6 6 6 6 6 8 6 6 8 6 6 6 6 6 
6 6 6 6 6 6 6 6 6 6 6 6 6 8 8 6 
6 6 6 6 6 6 8 8 6 8 6 6 8 6 6 8 
8 6 6 6 6 8 6 6 10 8 8 10 6 8 8 8 
6 6 8 6 6 6 6 6 6 8 10 6 8 8 6 6 
6 8 6 8 6 8 6 6 6 6 6 8 6 8 6 8 
6 8 8 8 8 10 8 6 6 8 6 6 8 10 8 6 
6 6 6 8 6 6 6 6 8 6 6 8 6 8 8 6 
6 6 8 8 6 6 8 8 6 6 6 6 6 8 8 - 

4 Conclusion 

In this paper, a cryptographic substitution-box is constructed by exploiting the 
random distribution characteristics of one-dimensional chaotic maps. For designing 
an efficient nonlinear S-box, the chaotically modulated trajectory of the PWLCM map 
is sampled and preprocessed to generate an initial S-box candidate. The shifting of 
whose elements through random circular rotation and zig-zag scan pattern results a 
cryptographically effective S-box. The experimental and comparative analyses show 
that the proposed S-box has better features than most of the existing chaos-based S-
boxes, which verifies its high performance and suitableness for the design of strong 
block encryption systems. 
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Abstract. In this paper, we have proposed a centralized multicast au-
thentication protocol (MAP) for dynamic multicast groups in wireless
networks. In our protocol, a multicast group is defined only at the time
of the multicasting. The authentication server (AS) in the network gen-
erates a session key and authenticates it to each of the members of a
multicast group using the computationally inexpensive least common
multiple (LCM) method. In addition, a pseudo random function (PRF)
is used to bind the secret keys of the network members with their iden-
tities. By doing this, the AS is relieved from storing per member secrets
in its memory, making the scheme completely storage scalable. The pro-
tocol minimizes the load on the network members by shifting the com-
putational tasks towards the AS node as far as possible. The protocol
possesses a membership revocation mechanism and is protected against
replay attack and brute force attack. Analytical and simulation results
confirm the effectiveness of the proposed protocol.

Keywords: Multicast Communication, Dynamic Group, Wireless Net-
works, Least Common Multiple (LCM), Pseudo Random Function (PRF).

1 Introduction

The transmission of a message from one sender to multiple receivers is termed as
a multicast. Multicast is preferable over multiple unicasts when the same mes-
sage requires to be sent to different destinations. The popularity of multicast
communication has grown considerably with the widespread use of the Internet.
Typical applications over Internet which demand multicast communication in-
cludes software updates, live multiparty conferencing, on-line video game etc.
Security issues like message authentication, secrecy, replay attack are more dif-
ficult to manage in multicast communication as compared to that in unicast or
point-to-point communication. The task becomes more challenging in wireless
networks due to constraints on the resources of nodes and their limited physical
security.

Group key management is a fundamental service required to ensure the secu-
rity of any multicast communication. As in case of a unicast, where the sender
and receiver of the communication share a secret key, in a multicast communica-
tion also, the members of the multicast group require to share a common group

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 138–149, 2013.
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key among them. Generally, a group key is generated and distributed among
the group members for each communication session. Group key management be-
comes more problematic when the group membership is dynamic. In a dynamic
group, a new member can join the group or a member can leave the group at
any time.

A lot of research has been carried out in the recent past to design efficient mul-
ticast authentication protocols in wireless networks. The existing protocols are
basically of three types: (i)the centralized schemes, with one controller managing
the entire network; (ii)the decentralized schemes, with subgroup controllers or
cluster heads managing the clusters; and (iii)the distributed schemes, with no
group controller and each group member contributing to the group key manage-
ment. In the centralized schemes, group members need to bear less computation
and storage burden, while in the distributed schemes, each group member needs
to perform the necessary operations for group key management, imposing higher
load on the group members. Performances of the decentralized schemes are in
between the above mentioned two categories of protocols.

In this paper, we have proposed a novel centralized multicast authentication
protocol (MAP) for wireless networks. The proposed protocol assumes a com-
putationally enriched and physically secure trusted authentication server (AS)
existing in the network. The protocol minimizes the load on the member nodes
of the network by shifting the maximum computational tasks to the AS as far as
possible. We use a pseudo random function (PRF) as a keyed one-way function
to bind the secret keys of the network members with their identities. In this
way, we achieve storage scalability on the AS node. In addition, we use the least
common multiple (LCM) method to generate and distribute the group key for a
multicast communication session. By doing this, we reduce both computational
and control message overhead. There is no static multicast groups or clusters in
the proposed MAP protocol. A multicast group G is specified only at the time
of the multicast communication. The scheme is protected against replay attacks
and brute force attacks. We have simulated the protocol using Castalia simu-
lator. The analytical and the simulation results confirm the effectiveness of the
proposed protocol.

The rest of the paper is organized as follows. In section 2, we give a brief
overview of the related work. In Section 3, we describe the proposed MAP pro-
tocol in details. Section 4 analyzes the correctness and the security of the pro-
posed scheme, whereas the efficiency of the MAP protocol is analyzed in section
5. Simulation results are given in section 6, and section 7 concludes the paper.

2 Related Work

The existing multicast group key management schemes in wireless networks are
basically of three types, viz., a) Distributed Schemes b) Decentralized Schemes,
and c) Centralized Schemes.
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2.1 Distributed Schemes

In the distributed schemes, there is no group controller and each group member
participates in the group key management process. Examples of such schemes
can be found in [7], [4], [8].

2.2 Decentralized Schemes

Decentralized schemes have subgroup controllers or cluster heads to manage the
multicast groups. Examples of such schemes include [9], [10], [3], [12], [13] .

2.3 Centralized Schemes

In the centralized schemes ([2], [1], [5], [11], [6]), there exists a single group
controller which manages the multicast group key management for the entire
network.

In the minimal key storage scheme given in [2], each member is allocated a
unique Key. Both group controller and group member need to store two keys.
Group member stores its individual secret key and the session group key. When
any member leaves the group, Group Controller(GC) has to encrypt the new
session key individually with the unique key of each of the group members.
Hence, the communication overhead for updating the group of n members with
the new key is O(n). To minimize the GC storage, a pseudo-random function is
used with a random seed and index of group member to generate the individual
node key. The GC has to store only two keys, the session key and the random
seed. Hence, this scheme takes minimal memory storage for both group controller
as well as group member.

Hierarchical Tree Approach, also called Logical Key Hierarchy Approach, is
used in the scalable key management schemes given by Wallner et. al.[1] and
Wong et. al.[5]. According to this scheme, each member is assigned to a unique
leaf node of the tree. Hence, it fixes the number of leaves of a tree which is equal to
the size of a group. Every node of the logical tree is assigned a Key Encryption
Key(KEK). The set of keys assigned to the nodes along the path from a leaf
node to the root are assigned to the member associated with that particular
leaf node. These KEK’s are used by a group controller(GC) to establish the
Session Encryption Key(SEK) among the members. Member storage is equal to
the depth d of a tree plus one, i.e.,d+1. As a member shares the root key and all
the intermediate KEK’s with other users, all the keys possessed by the member
except the one at the leaf node have to be updated when the member is deleted.
The number of key update messages is kd − 1 if one key is sent per message,
where k is the degree of the tree and d is the depth of the tree. In the logical key
hierarchy protocol, the group controller has to store all the keys corresponding
to the nodes of the entire tree.

An improvement over Hierarchical Tree Approach scheme is Hybrid Tree Dis-
tribution given in [2]. Its main idea is to divide the group of size n into clusters
of size m with every cluster assigned to a unique leaf node. Hence, there are n/m



A Multicast Authentication Protocol (MAP) 141

clusters as well as n/m leaves of a tree, and one will need to build a tree of depth
log(n/m). The hierarchical key tree is used as inter-cluster key management
scheme to limit key update communication, and the minimal storage scheme is
used as the intra-cluster scheme to reduce group controller storage requirement.
In this scheme, the group member storage is of the order of O(log(n/m)). The
key update overhead is of the order of O(m + log(n/m )). If m is not too large,
the key update overhead is not severe.

Chinese Remainder Theorem based Group Key Management[11] uses Chinese
remainder theorem to distribute the group session key among group members.
A re-key message X is generated to distribute group session key by using the
secrets of the group members and Chinese Remainder Theorem. The message
X is transmitted along with each encrypted message. Only users in the secure
group can find the group session key from X. Because X is common among all
valid participants, the efficiency of the transmission of the re-key message, i.e.,
number of key update messages required is of the order of O(1). Each group
member needs to store one group key and one private key.

Secure Group Key Management Scheme for Multicast Networks[6] has intro-
duced a new entity, called the Sub-Group Controller(SGC). Similar to the hybrid
tree scheme[2], a logical tree structure is constructed. All the users(N of them)
are divided into clusters. Each cluster is related to the leaf of a tree. In this
scheme, logical key tree is used for inter-cluster key management and chinese re-
mainder theorem(CRT) scheme is used for intra-cluster key management. Each
cluster is assigned an individual SGC which compute a common solution X based
on the session encryption key and the public key of the users within that cluster.
Each user after getting common solution X, applies CRT and decrypts it using
its own private key in order to get the session encryption key. The complexity
of this scheme for key update is O(N/M), where M is the cluster size. Each user
has to store its own public key and private key. Each SGC stores public keys of
users within its cluster.

3 The MAP Protocol

The proposed protocol assumes an authentication server (AS) existing in the
network, which is responsible for providing the authentication services to all the
network members. The AS is assumed to be completely secure against the per-
ceived adversary of the network, and it is a computationally powerful device. The
AS stores a secret value (α) using which the security credentials of the network
members are calculated. Each network member x possesses a unique identity
IDx, and a secret key Kx. The protocol assumes loose time synchronization
among the network nodes, and it also assumes an underlying routing protocol
using which any node can communicate with any other node in the network.

3.1 Objectives

• Each multicast group G is dynamic in the sense that it is defined only when
the corresponding multicast communication session begins.
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• The protocol should be able to support two types of multicast communication
scenarios, viz., a) from the AS to a multicast group and b) from any network
member to a multicast group.

• The protocol should be completely storage scalable.
• The protocol should be protected against replay attacks and brute force
attacks.

• Computational load should be shifted towards the AS node as far as possible.

3.2 Membership Issuance

Whenever a new user x wants to become a member of the network, it needs to
come near the physical proximity of the authentication server (AS) and submit
its request. The AS, after being satisfied about the genuineness of the user,
generates a new unique identity (IDx) for it. Next, it generates the secret key
Kx for the user using its (AS) own secret key α as follows.

Kx = fα(IDx)

The function ‘f ’ is a pseudo random number generation function (PRF) which
is used in this protocol as a keyed one-way function. α is given as the seed, and
IDx is given as the input to the PRF function. Finally, 〈IDx,Kx〉 is transferred
to the user x through a physically secure side channel. It is to be noted that, the
AS and only the AS can always calculate the secret key of any network member.

3.3 Authentication Server to a Multicast Group Communication

Suppose that the AS wants to establish a communication session s with a mul-
ticast group G to securely send a number of messages to each member of the
group. Let exp time denote the desired expiration time(absolute) for the session
s. The AS generates a session key Ks and a corresponding authenticator Xs by
executing the steps as shown below.

1. ∀i ∈ G, calculate the following values:
(a) Ki = fα(IDi)
(b) Infoi = IDi||exp time
(c) Ci = MACKi(Infoi)

2. calculate ls as the LCM of all Cis, i.e., ls = LCM({Ci|i ∈ G}).
3. select a random number rs for the session.
4. select a random session key Ks, such that, ∀i ∈ G(Ks < Ci).
5. calculate the authenticator Xs for the session key Ks as, Xs = (ls×rs+Ks).

Next, the AS multicasts the authenticator value Xs along with the expiration
time exp time to the members of the multicast group G.

• AS → G : Xs‖exp time

Each member i ∈ G, upon receiving the above information, calculates the
session key Ks using its own secret key Ki as follows.
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• Ks = XS mod (MACKi(IDi||exp time))

At this point, the session key Ks is established between the AS and the group
members of the multicast group G, using which the AS can send messages in a
secure way as shown below.

• AS → G : message‖MACKs(message)

It is to be noted that the group members would trust the session key as long
as it has not expired.

3.4 A Member to a Multicast Group Communication

Now, suppose that a network member j wants to establish a session key with
a multicast group G. For this, member j has to send a request message to the
AS. The request message contains the identity of the requester, the identities
of each of the members in G, and a time-stamp indicating the time of request.
As a function of the time-stamp given in the message, a temporary key Kt

j is
calculated by j using its secret key Kj as shown below.

• Request = IDj‖{IDi|i ∈ G}‖time stamp
• Kt

j = fKj (time stamp)

To preserve the authenticity and the integrity of the request message, it is
sent with its MAC value which is computed using the temporary key Kt

j , as
shown below.

• j → AS : Request‖MACKt
j
(Request)

The AS discards the request message if the time-stamp given on it is stale.
Otherwise, the AS first calculates the secret key Kj of j using its own secret α
as explained earlier. Using Kj , the AS calculates the temporary key Kt

j from the
time-stamp given in the request message. With Kt

j , the AS can easily check the
MAC value attached with the message.

If the server is satisfied, then it generates a session key Ks with expiration
time exp time along with its authenticator Xs, by executing exactly the same
steps (step 1-5) as described in section 4.2, except that now Infoi, for each
i ∈ G, is calculated as Infoi = IDi‖IDj‖exp time. The AS sends the generated
security credentials to the requester j encrypted by the temporary key Kt

j as
shown below.

• AS → j : encryptKt
j
(Xs‖Ks‖exp time)

The member j obtains Ks, Xs and exp time by decrypting the message with
Kt

j . It is to be noted that the encryption, in this case, not only ensures the
confidentiality of key Ks, but also ensures the authenticity and the integrity of
the message from AS to j.

Now, the member j multicasts the authenticator value Xs, the expiration time
exp time, and its own ID IDj to the members of the multicast group G.
• j → G : IDj‖Xs‖exp time
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Each member i ∈ G calculates the session key Ks using its secret key Ki as
follows.

• Ks = XS mod (MACKi(IDi‖IDj‖exp time))

The established session key Ks can be used by j to send messages securely to
the members of G until the session expires.

3.5 Membership Revocation

In the MAP protocol, each member node monitors the behaviors of its neigh-
boring nodes. When a member x detects another member y as misbehaving, it
confidentially sends a warning message to the authentication server, as shown
below.

• WarningMsg = IDx‖IDy‖time stamp
• Kt

x = fKx(time stamp)
• x → AS : encryptKt

x
(WarningMsg)

The AS keeps track of the count of warning messages against the member y, and
as soon as the count exceeds a predetermined threshold value, the AS blacklists
the member y. The AS neither sends an authenticated message nor gives any
authentication services to a blacklisted member.

4 Correctness and Security Analysis

4.1 Correctness of the Session Key

From section 3.3 we see that, ∀i(Ks < Ci). In addition, ls = LCM({Ci|i ∈ G}).
Hence, ∀i(ls mod Ci = 0). Now,

Xs mod Ci = (ls × rs +Ks) mod Ci

= ((ls × rs) mod Ci +Ks mod Ci) mod Ci

= ((ls mod Ci × rs mod Ci) mod Ci +Ks mod Ci) mod Ci

= (Ks mod Ci) mod Ci [∵ ls mod Ci = 0]

= Ks [∵ Ks < Ci]

Hence, each member i ∈ G calculates the correct session key Ks.

4.2 Security of the Session Key

In [4], the authors have analyzed the security of the LCM based key calculation
mechanism and shown that the mechanism is provably secure against a possible
brute-force attack. However, they also point out the LCM attack which says that
in some cases, LCM of a set of numbers does not change even when new numbers
are added to the set or some numbers are discarded. The proposed MAP protocol
is free from such LCM attacks, as it incorporates into the authenticator value
Xs, a random number rs for each session s, which is not dependent on the LCM
value ls.



A Multicast Authentication Protocol (MAP) 145

4.3 Security of the Secret Keys

From section 3.4 and 3.5, we can see that, a member x never uses its secret
key Kx to send any message encrypted with it, rather, a confidential message is
encrypted or attached with a MAC value which is computed with a temporary
key Kt

x, generated using the secret key of the member. Hence, in the MAP
protocol, the secret key of a member is neither sent unencrypted nor used to
encrypt a message and send it over the insecure communication channel. Thus, an
adversary is not able to obtain the secret key using brute-force attack. The only
possibility to capture the secret key of a member is to capture the member itself.
However, as explained in section 3.5, the membership revocation mechanism of
the protocol is capable of eliminating a compromised member from the network.

4.4 Security against Replay Attack

In case of the multicast communications between the AS or a network member
and a multicast group, the session keys are protected against replay attack as
they are cryptographically attached with their expiration times. We assume that
the size of the session keys and the complexity of the symmetric encryption
algorithm that would be used in a possible implementation of the MAP protocol,
are sufficiently strong enough to ensure that, the time required by the perceived
adversary of the network to deduce a session key using brute force attack on the
messages exchanged during the session is larger than the validity period of the
session keys.

For the communications between a member and the AS, the possible replay
attack is prevented by the use of time-stamps attached with the messages sent by
the member. As the temporary keys used to authenticate the messages exchanged
between the member and the server are one way functions of the corresponding
time-stamp values, an old temporary key can never be used by an adversary.

5 Efficiency Analysis

In our protocol, each network member x, needs to store two pieces of information,
viz., its identity (IDx) and its secret key (Kx). Hence, the storage requirement to
keep the security credentials of a member is not dependent on the total number
of nodes in the network. On the other hand, the authentication server is able to
calculate the secret keys of each of the members in the network with the help of
a single key α. So, unlike the other centralized schemes, in the MAP protocol the
server does not require to store per client secrets in its memory. In this way, the
protocol achieves storage scalability for both network members and the server
node.

The LCM based group key distribution mechanism used in the MAP protocol
reduces the overall message overhead of the protocol. In many other existing
schemes, each time a group key is updated, the group controller of a multicast
group needs to send a separate message to each of its group members in order to
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distribute the session key. However, in our protocol, a single message (containing
the authenticator Xs and the expiration time exp time) is multicast to all of the
group members from which each of the member can calculate the group session
key.

Table 1 shows a comparison of the storage requirement and the key update
overhead of the proposed MAP protocol with those of some of the other impor-
tant existing multicast authentication protocols in wireless networks. Here, GC
stands for group controller, which is the authentication server in our protocol,
and GM stands for group member, which is any network member in our pro-
tocol. The network size is assumed to be n and the cluster size, for the static
cluster based schemes, is assumed to be m.

Table 1. Storage Requirement and Key Update Overhead Comparisons

Storage Requirement
Protocol GC GM Key Update Overhead

Minimal Key Storage Scheme [2] O(1) O(1) O(n)

Hierarchical Tree Approach [1,5] O(n) O(log n) O(log n)

Hybrid Tree Distribution [2] O(n) O(log (n/m)) O(m+ log (n/m))

Chinese Remainder Method [11] O(n) 2 keys O(1)

Secure Group Key Management[6] O(n) 2 keys O(1 + log(n/m)

The proposed MAP Protocol O(1) O(1) O(1)

6 Simulation Results

We have further studied the performance of the proposedMAP protocol and com-
pared it with some of the other existing schemes using the Castalia simulator [14].
Simulation parameters are given in table 2. We have used the TelosB mote hard-
ware platform specifications. For multicasting of data packets from a node to a
multicast group, we have used the multicast constant bit rate (MCBR) proto-
col in the application layer of the nodes. In the network layer of the nodes, we
use the on-demand multicast routing protocol (ODMRP) to support multicast
routing. In the simulations, we have varied the group size of a multicast group
from 5 to 25.

Table 2. Simulation Configurations

Simulation Area 50m× 50m

MAC Layer Protocol IEEE 802.11 g/n

Transceiver data rate 250 Kbps

Processor Clock rate 8 MHz

RAM Size 10 Kb

Flash Memory Size 128 Kb

Battery Type 2 AA batteries

Mobility Model Random Way-Point

Avg. node speed 1− 10 m/s
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We have measured the average computational load imposed on the group
controller (GC) node and on a group member (GM) node during the group
key establishment process for one multicast session. For our protocol, the GC
is the authentication server AS itself. We have compared the performances with
the secure group key management (SGKM) protocol [6], which is a centralized
scheme and uses a similar approach as in our protocol to distribute the group
key. However, the SGKM protocol makes use of the Chinese remainder theorem
(CRT) method in place of the LCM method to distribute the session key. Figure
1 shows the average computational loads on the GC nodes, and figure 2 shows the
average computational load on the GM member nodes for both these protocols.
From the figures, we can observe that, in our protocol, the load on the GC node
is considerably lesser than that in the SGKM protocol. This is the advantage of
using the computationally cheaper LCM method over the costly CRT method.
We can also observe that the computational load on the group member nodes
in the MAP protocol is comparable to that in the SGKM protocol. For both the
protocols, the amount of load on the GM nodes is not affected when the group
size increases.
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For the proposed MAP protocol, figure 3 shows the data packet delivery time
required for a multicast from the authentication server to the group members of
a multicast group. We have measured the maximum, average and minimum case
delivery times for different values of the multicast group size. Figure 4 shows
the average session key establishment delay suffered by a network member in
our protocol. The session key establishment delay is measured as the duration of
time from the instant when a member sends a multicast authentication request to
the authentication server, to the instant when the member receives the required
security credentials from the server. The results show that the proposed MAP
protocol is computationally efficient and hence, perfectly suitable for resource
constrained wireless networks.
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7 Conclusions

The protocol proposed in this paper provides an efficient mechanism for group
key distribution among the members of a multicast group in wireless networks.
A multicast group is defined only at the time of multicasting making the scheme
completely dynamic. The scheme achieves storage scalability by using a pseudo
random function, whereas it achieves computational and communication band-
width consumption efficiency by using the least common multiple method. The
protocol possesses an efficient membership revocation component, and it is pro-
tected against possible replay attacks and brute force attacks. The protocol is
also secure against possible LCM attacks that can be launched on the other
existing LCM based schemes.
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Abstract. The nodes in Mobile ad hoc networks join and leave the networks 
dynamically. At some point of time there is a possibility of enormous increase 
in the size of the network. Handling nodes in big network may put a burden on 
network management schemes and may introduce delays in the network. 
Dividing big networks in small groups called clusters may prove to be a good 
solution for handling them in a better and efficient manner. As MANET 
(Mobile Ad hoc networks) are self organized, the challenge of achieving 
security is critical. Evolving and managing trust relationships among the nodes 
in the network are important to carry efficient transmissions. This work 
proposes a trust based clustering algorithm which forms a cluster of trusted 
nodes only. Criteria used to select the nodes are the trust value of a node, 
weight of a node and its residual energy. A trusted cluster gives a better 
performance in terms of increase in throughput of the network which is well 
supported by the results produced by this approach. 

Keywords: MANET, Security, Trust Value, Cluster. 

1 Introduction 

As the want for quicker communication with no geographical barriers is arising day 
by day, it's turning into tough job to deploy infrastructure network all over. All the 
devices of next generation demand a lot of mobility, less reliability on infrastructure 
and have reached the majority over the world. Best answer to those demands would 
be an infrastructure less ad hoc network where the nodes become a part of and leave 
the network dynamically. Nodes in ad hoc network are susceptible to attacks or could 
also be easily compromised. To achieve a definite level of security the necessity of 
recording information of nodes within the network is needed. Once the network is 
tiny, this task appears to be possible however just in case of huge networks this 
becomes tough. Increasing number of nodes within the network will be divided in 
smaller manageable groups referred to as clusters resulting in a hierarchical data 
structure of the network.  Clusters are little groups consisting of a central watching 
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node referred to as a Cluster Head (CH) and its Cluster Members (CM) .The choice of 
clusters formation is usually arbitrary and does not take security in to account. A 
malicious node in the network may claim to become a cluster head and may attract the 
nodes to join its cluster. This will create a compromised cluster and will hamper the 
network efficiency with attacks and data loss. This work tries to bring in the concept 
of trust value of a node before choosing it either as a cluster head or a cluster member. 
This approach relies on trust value (TVi), weight (Wi), which is the number of 
neighboring nodes of the claiming node, and residual energy (REi) of a node i to elect 
it as Cluster Head (CH). CH then selects the cluster members based on their trust 
value.  Using trust value as a parameter for election of cluster head and clusters 
members gives better performance than many other approaches already proposed. It 
gives a new dimension to the formation of trusted clusters.  Proposed scheme also 
uses a key management scheme for generation of a group key (GK) generated by a 
CH using its public key and its ID (Identity) and is distributed among the cluster 
members. This GK is used for encrypting and decrypting the data during transmission. 

Rest of the paper is organized in following subsections. Section 2 discusses the 
various clustering schemes used in MANET and their limitations. In section 3 the 
details of the proposed protocol, approach, and notations are given. Simulation 
environment used for this study is detailed in section 4. The results obtained and 
discussions along with concluding remarks are done in section 5. 

2 Related Work 

In recent years lot of work has been done in the area clustered mobile ad hoc 
networks. Many clustering algorithms have been proposed in the past to efficiently 
divide the network in to small groups with aim of maintaining the efficiency of the 
network. In this section the works related to clustering the MANET have been 
discussed. 

2.1 Clustering Schemes in MANET 

Clustering using trust as a metric has been a very broad area of research in recent 
years. This section briefs about few strategies used for clustering in mobile ad hoc 
networks. Work in [1] proposes an on demand Weight Clustering Algorithm (WCA) 
which elects a cluster head based on the weight of a node. Security of the network is 
not taken care in this approach it simply concentrates on cluster formation. Leader 
election algorithm [2, 3] does not have any mechanism to detect the malicious nature 
of a node in the network. Scheme in [4] puts forth a Vice Cluster Head in Cluster 
Based Routing Protocol (VCH – CBRP) which is an extended version of CBRP 
(Cluster Based Routing Protocol). In this approach when a CH becomes idle, a vice 
node in the network declares itself as a CH provided it has a bidirectional link to one 
or more neighbors. This approach may fail when a node declared as vice moves out of 
the range of CH. Highest degree algorithm proposed in [5] is based on the number of 
its neighboring nodes which is defined as the degree of a node. A node having highest 
degree becomes a cluster head. Another ID (Identity) based algorithm [6] assigns a 
unique ID to each node and a node with lowest ID is chosen as cluster head. In [7] 
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authors propose a clustering scheme based on the real distance between the nodes. 
This distance is measured on the basis of received signal strength of a message. This 
approach selects the most stable node but may not work efficiently because there is 
hardly any node in ad hoc network which is stable. Work in [8] proposed a cluster 
based trust aware routing protocol which protects the transmitted packets from the 
malicious node. This approach keeps a check on malicious node and if one is detected 
it is isolated from the network. Becheler et al. [9] uses a concept of threshold 
cryptography where a CA (Central Authority) is required to distribute the fragments of 
key to all the nodes in the cluster. This approach may be time consuming and will 
waste bandwidth of network and energy of a node when a new node tries to join the 
cluster. Approach in [10] proposes a clustering algorithm based on trust which 
overcomes the drawbacks of [9] but fails to detail the implementation of firewall in 
pure ad hoc networks. In [11] author proposed a self organized public key 
management system for fully self organized ad hoc networks. Each node here 
maintains a certificate repository before claiming to use the system but the drawback 
with this approach is that it assumes trust to be transitive which is not always true. 

3 Proposed Protocol Details 

Existing clustering algorithms discussed in section 2 concentrate on clustering the 
network by creating small groups but fail to take care of trust among the nodes while 
electing a CH. There are cases when a malicious node advertises itself to take care of 
it trust of node should be known. Many strategies check for the residual energy of all 
nodes while forming clusters but it will waste bandwidth of the network. Rather, 
checking residual energy for only those nodes which claim to be CH would be 
beneficial. Primary goal of this work is to propose and develop a trust based 
clustering algorithm which will help to enhance the performance of mobile ad hoc 
networks.  Proposed work uses Trust Value, Residual Energy and weight of a node to 
elect it as a CH. 

Trust Value of a node i can be calculated using equation (1): 

                           (1) 

Traffic statistics of a node used are number of packets dropped by a node, number of 
packets forwarded to wrong destination, number of false routing messages generated 
by a node and number of replay packets generated by a node. 

Weight of a node which is the total number of 1 – hop neighbors it has can be 
evaluated using equation (2): 

                              (2) 

Each node in the network is equipped with an energy model. Every node consumes 
energy during every transmission and reception done through it (Eloss). Energy is also 
consumed in switching on the transmitter and receiver (ETR) at a node and handling 
the overheads of the network (EO). Every node a continuously monitor its energy and 
logs it every ∆s seconds. 
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Assuming d as the distance between two nodes, the total energy (ET) consumed in 
transmitting a packet of size m to a distance d is: 

ET(m,d)=ETR*m+Eloss*m*d2                                  (3) 

Energy consumed in receiving a packet is: 

ER(m)=ETR*m                                                  (4) 

Combining equation (3) and (4) we get the total energy consumed in one transaction, 
this is given as: 

ETOTAL=ET(m,d)+ER(m)+EO                                  (5) 

Residual energy of a node can be calculated using equation 5 as: 

REnew = REold - ETOTAL                                        (6) 

REold is the Residual energy of a node till previous transaction. Using equation (1), (2) 
and (6) a cluster head which is eligible to send a claim() packet can be decided.  

                             (7) 

And operation is applied among these parameters to choose the CH. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
     Cluster Head 
 
     Cluster Member 
 

Fig. 1. Clustering in network 
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Following assumptions are made before implementing the protocol: 
 

1. All nodes in the network maintain the complete information of their 1 – hop 
neighbors. This is done by periodically broadcasting the hello packets. 

2. A classical routing algorithm AODV [12] is running in the network. 
3. Every node has a self generated key pair consisting of a secret key (SK) and 

a public key (PK) 
4. Each cluster consists of a Cluster Head (CH) and its 1 – hop Cluster 

Members (CM). 
5. All the nodes in a cluster once it is formed are trusted. 

 
Figure 1 shows the architecture of a clustered network which is obtained during 

this work. It consists of Cluster heads and Cluster members and bidirectional links 
joining them.  

Proposed approach uses trust as a basic metric for making a cluster. Trust is the 
degree of belief that one node has on another. It is assumed that a TMS (Trust 
Management System) [13] is running at every node. Each node uses this TMS to 
evaluate its trust value and stores it in its routing table along with the trust values of 
all its 1 – hop neighbors. Nodes share this information in the network.  Trust 
Management system allows forming three different trust relationships among the 
nodes in the network and categorizing the nodes on the basis of their trust values as 
given in Table 1: 

Table 1. Trust Relationships 

Nodes trust relationship Trust Value
Fully Trusted (FT) TVmax = 1

Partially Trusted (PT)   TVavg = 0.5
Not Trusted (NT) TVmin = 0

 
Trust of a node is evaluated based on the traffic statistics of a node. When a new 

node y enters the network, it sends a join() massage to its nearest Cluster Head. CH 
checks for its TV and if TVy >= TVthreshold it is allowed to be a member of the cluster. 
At this stage the trust value assigned to y is TVmin and eventually with every successful 
transaction done by y this value is incremented. 

3.1 Cluster Head Election 

Cluster control architecture used in this work is one hop clustering. For formation of a 
cluster the routing table of all the nodes which has recorded the details of its 1 – hop 
neighbors are read. Based on this weight of every node i, (Wi) is calculated which is 
the total number of 1 – hop neighbors of a node. A node having maximum weight  
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claims to be a cluster head and broadcasts claim() to all its neighbors. Every neighbor 
receiving this claim() message will check the TV of the member who claims to be a  
cluster head in their surroundings and their respective routing tables and if TV >= 
TVthreshold, then the residual energy of the claiming node is evaluated. If this energy is 
found to be at some satisfactory level then the claiming node is declared as a cluster 
head.  

 
Algorithm Cluster Head Election 
N – Total number of nodes in the network 
x, n – a node in the network 
Wn – weight of a node n 
TVn – Trust value of node n 
CH – ith cluster head 
nnode – neighboring node  
TVnnode – trust value of neighboring node 
CM – cluster member 
RT – Routing table 
REx – Residual energy of x 
 
1. For every node n ϵ N, Calculate Wn 
2. For a node x ϵ N 

 If Wx = max (W1, W2, ………Wn) 
 Then node x broadcasts claim() message 
3. For all 1 – hop neighbors receiving claim() 

 Check TVx in RT of nnode of x. 
4.  If TVx >= TVthreshold Then check REx 
5. If REx is >> Min energy required for  transmission 
6. Then set a FT relationship between node x and 

evaluating nnode 
7. Else if  TVx = TV threshold and REx = min(energy) 

set a PT relationship between node x and evaluating 
node. 

8. Else set a NT relationship between x and evaluating 
node. 

9. all nodes having FT or PT relation with claiming 
node x jointly declare x as a cluster head (CH) 

10. This election is broadcasted in the network. 

3.2 Cluster Member Selection 

The 1 – hop nodes which receive claim() from elected CH send the join() message to 
the elected cluster head. The CH before allowing a node to be its cluster member 
checks for their TV and then allows it to be a CM. 

 
 
 



156 P. Khatri, S. Tapaswi, and U.P. Verma 

Algorithm election Cluster member 
NNODE: set of all 1 hop neighbors 
 
1. For every node having a FT or PT relation with 

elected CH 
2. send join() message to respective CH 
3. for every nnode ϵ NNODE sending join() 
4. check TVnnode in RT(CH) and 

 RT(NNODE - nnode) 
5. if TVnnode >= TVthreshold then  

nnode = CM (CH). 

3.3 Cluster Group Key Generation 

All the Cluster Members of a cluster self generate their public keys and submit it to 
their respective Cluster Heads. Using these keys the CH computes a group key (GK) 
is distributed among all the cluster members of a specific cluster forming a key 
agreement zone between the Cluster head and its Cluster Members. All the cluster 
members contribute towards the computation of the GK. This GK is used for 
encryption / decryption of message exchanges within a group. 

                              (8) 

 

Algorithm Cluster Group Key Generation. 
1. For all CM ϵ CH 
2. Generate a key pair (SK,PK) 
3. Submit the public keys PK of all nnode to CH 
4. CHi generates a group key (GKi) for ith cluster 
5. Distribute GKi in all CM of ith cluster. 

3.4 Recomputation of Group Key 

A group key needs to be recomputed in the following cases. 

1. Non Trusted nnode detected: Trust relationships among the CHs and CMs are 
periodically checked and till anode is having a FT or PT relationship with its CH it 
is allowed to be a part of this cluster. When a CH detects a non trusted neighbor it 
broadcasts this in the cluster and is excluded from the cluster. At this stage a new 
GK is computed and redistributed in the cluster. 

 
2. Mobility / Death of a nnode: A node apart from being malicious can also move out 

of the RF (Radio Frequency) range of the cluster head due to mobility or may have 
died because of exhausted battery. A CH if not gets any hello packet from a 
specific CM after a specific interval tries to search for the CM through nnode. If 
CM is found it tries to establish a link with this node, else considering it as moved 
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to another cluster or dead its respective RT (Routing Table) entries are removed 
from CHs Routing table. At this stage a new GK is computed. 

3. New nnode sends a join() : when a new nnode tries to join the cluster , sends its 
key to the CH. CH then computes a new GK and distributes it in the group. 

3.5 Certificate Computation for nnode 

Once all the cluster head have been elected they establish a session key among 
themselves using their key pair for inter cluster communication. Intra cluster 
communication takes place using Cluster Group key. CHs also generate a certificate 
for their respective CMs and broadcast it to all CHs or pass it them whenever 
required. The certificate CERT is computes as: 

CERTCH

nnode = SKCH (PKCH, PKnnode, IDCH, IDnnode, validity)                  (9) 

  CERTCH

nnode – certificate computed by CH for nnonde. 

  SKCH – Secret Key of CH 

  PKCH – Public Key of CH 

  PKnnode –Public key of nnode 

  IDCH   – Identity of CH 

  IDnnode – ID of nnode 

  validity – Validity period of Certificate 

4 Simulation Environment 

Simulation of the proposed protocol has been done on NS – 2.34 (Network Simulator) 
[14] and the results are produced and analyzed using tracegraph 2.02 [15] analyzer 
with the parameters given in Table 2. 

Table 2. Simulation Parameters 

Simulation Parameter Value
Channel Type Wireless Channel

MAC Type 802.11
Number of nodes 15
Routing Protocol AODV

Dimension 500*500 m
Simulation Time 20s

Data Interval 0.5 s
 
Initial weight and initial energy of every node in the network is calculated. Using 

TMS in [13] the initial trust values of all the nods is evaluated and nodes are 
categorized as fully trusted (FT), partially trusted (PT) or non trusted (NT). Various 
initial node parameters are given in Table 3. 
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Table 3. Node Parameters 

Node 
Number 

Corresponding 
Weight 

Initial 
Energy 

Initial 
TV 

0 5 64 0
1 4 192 1
2 5 110 0.5
3 2 127 0
4 1 154 1
5 3 131 0.5
6 4 56 0.5
7 3 90 0
8 4 31 0
9 5 168 1
10 1 82 0
11 2 87 0
12 3 166 0.5
13 1 150 1
14 1 127 1

 
Figure 2 shows the network scenario after all the clusters were formed. 

 

 

Fig. 2. Network Scenario 

Applying algorithms for CH and CM four clusters were formed with CHs being 
node 1, 9, 6 and 12. The cluster members list is as given in Table 4. 
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Table 4. Cluster Details 

Cluster Head Cluster Members
Node 1 3,10,14
Node 6 7,11
Node 9 0,2,4,5,8

Node 12 13

5 Results and Conclusion 

The proposed protocol is being compared with classical AODV protocol running for 
the same simulation environment and following results were obtained which prove the 
benefit of clustering in the network. At the same time the results also support the trust 
criteria used in forming the clusters by improving the network parameters.  

Figure 3 gives the initial parameters of the nodes in the network which are used in 
deciding the first Cluster head of the network and gives node 1, 6, 9 and 12 as the 
initial CHs of the system. 

 
 

 

Fig. 3. Cluster Election Parameters 
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Fig. 4. Performance Metrics 

Figure 4 show the improvement in the network parameters when trust based 
clustering is used. It clearly shows that average end to end delay of the network is 
decreased as the group to which a node transmits data is small. Average simulation 
time at every node also decreases. The trust incorporated in the network reduces the 
packet drop percentage in the network and as a result the packet delivery ratio of the 
network improves when trust based clustering scheme is used. 
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Abstract. Over the past few years the attacks on Software systems is increasing 
at an astonishing rate resulting in high revenue losses. Hence, Cyber/Digital 
forensics plays an important role by providing methods to acquire, asses, 
interpret, and use digital evidence to fetch conclusive details of cyber crime 
behavior. Recent trend in cyber crimes is the use of Anti-Forensic attacks to 
thwart the process of digital investigation by tampering the evidences. 

The said system focuses on monitoring the Anti-Forensic attacks in the 
process of Digital Forensic Investigation. The system first identifies the 
different Anti-forensic attacks (Deletion /Modification /Hiding /Addition of 
evidences) by using a pattern matching algorithm, Finally the system effectively 
generates the reports and suggestions in accordance with the attacks. This 
system will prove helpful to the digital forensic investigators as well as other 
Government organizations in collecting post crime evidences and trace the 
identities of the attackers. 

Keywords: Digital Forensics, Anti-Forensic attacks, Pattern Matching. 

1 Introduction 

Forensics, is the use of science to investigate and establish facts in a criminal or civil 
court. Physical evidence (e.g., bullets) and medical evidence (e.g., blood and DNA) 
are popular and well accepted in courts as well as the minds of the law enforcement 
community and the public. Less popular and much less well comprehended is the role 
of computer forensics and digital investigations. 

Digital Forensics/Computer forensics is the acquirement, assessment, and reporting 
of information found on computers and networks that concern to a criminal or civil 
investigation. Almost every activity that someone does on a computer or a network 
leaves traces e.g. the deleted files, registry entries, Internet history cache and 
automatic Word backup files. E-mail headers and instant messaging logs give clues as 
to the intermediate servers through which information has traversed. Server logs 
provide information about every computer system accessing a Website [1]. 
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The term anti-forensics (AF) has recently been added into the language of digital 
investigators. While the digital forensic investigation aims at the analysis of digital 
evidence be accurate and provides an appropriate result, attackers try to defeat the 
process of investigation by making it difficult, challenging, or even impossible. A set 
of anti-forensic techniques and tools can be used to thwart the process of forensic 
investigation and also digital investigators [2]. 

Anti-Forensics Attacks refer to the use of tools and techniques that frustrate 
forensic tools, investigations and investigators [3]. 

Following are the primary goals of Anti-Forensic attacks [2]: 

i. Evade detection by hiding, modifying, or wiping the traces generated by security 
solutions. 

ii. Disconcert the collection of evidence from the compromised systems. 
iii. Increase the effort required for the collection, analysis, and presentation of 

digital evidence. 

2 Need of the System 

Recently the attacks on IT systems are increasing at an alarming rate. The spectrum of 
these systems is very wide including servers to mobile devices and the losses caused 
as a consequence are in billions of dollars. Though, many criminals/offenders are 
successful to elude the responsibility due to the lack of supporting evidence to convict 
them [4]. So, under such circumstances, Cyber/Digital forensics plays a vital role by 
providing scientifically verified methods to acquire, assess, and report the cyber crime 
activities. 

However the attackers are working on finding new ways of evading the 
investigation process. Recent trend in cyber crimes is the use of Anti-Forensic attacks 
to thwart the process of digital investigation by tampering the evidences. In spite of 
the fact that the incidents of cyber attacks on IT systems have increased tremendously 
and the losses are in millions of dollars there is not much research done in this area. 
Limited number of techniques are available to combat this problem. 

So there is a need to devise a system that will facilitate the Digital Investigation 
Process by monitoring the Anti-Forensic Attacks. Hence an attempt is made to firstly 
identify the different Anti-forensic attacks (Deletion/Modification/Hiding/Addition of 
evidences). Finally the system effectively generates the reports and suggestions in 
accordance with the attacks. 

This system will aid the digital forensic investigators as well as other government 
organizations in collecting post crime evidences and trace the identities of the 
attackers. 

3 Related Work 

As Digital Forensics has gained importance in recent years, Rekhis and Boudriga in 
[2] proposed an approach for digital investigation aware of anti-forensic attacks. 
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There are many techniques used for anti-forensic attacks which are highlighted in [3] 
by Garfinkel. It also mentions the novel detection techniques and countermeasures. 

Arasteha et al describe a model checking approach to the formalization of the 
forensic analysis of logs in [4]. R.Harris in [5] made an attempt to arrive at a 
standardized method of addressing anti-forensics by defining the term, categorizing 
the anti-forensics techniques and outlining general guidelines to protect forensic 
integrity. 

The anti forensics problem in various stages of computer forensic investigation 
from both a theoretical and practical point of view is explored in [6] by Pajek and 
Pimenidis. Different software tools and techniques that aid the Anti-Forensic attacks 
are also described. 

Peron and Legary in [7] focused on what methods can be used to deceive someone 
who is in an investigative role into trusting an object which has been exploited. 

Cesar Cerrudo in [8] describes the techniques  security professionals  can  use  to  
perform forensics  analysis  after  a  database  attack. The author focuses specifically 
on Microsoft SQL Server 2005, however the information presented is also relevant to 
other database versions. The work gives the description of SQL Error Logs and 
Transaction logs in detail and also states the different queries to fetch these log 
records. 

A new algorithm that searches multiple patterns simultaneously was proposed in 
[9] by Alqadi et al. The proposed algorithm is simple and can suit for multiple 
patterns matching in a file with unlimited size.  

4 Overview of the System 

With the rapid increase in the incidences of computer attacks, and the attackers 
getting smarter with the use of Anti-Forensic attacks it is necessary to design a system 
that will efficiently monitor the anti-forensic attacks and help keeping the system safe 
and secure. 

The said system focuses on monitoring the Anti-Forensic attacks in the Digital 
Forensic Investigation. The input dataset for the system comprise of the log records 
obtained by firing queries in SQL Server 2005. 

Outline of the proposed system is as follows: 

i. The dataset is obtained by using different queries that generate log files in SQL 
Server 2005. 

ii. The generated evidences are encrypted and securely preserved.  
iii. Patterns are generated from these evidences for further investigation. 
iv. The Anti-Forensic attack monitoring system takes the known patterns and the 

generated evidences under investigation as input. Pattern Matching algorithm like 
Multiple Skip Multiple pattern Matching Algorithm (MSMPMA) is applied to 
compare these inputs resulting in the detection and analysis of the Anti-Forensic 
attacks.  

vi. The final step is the reporting and presentation of the investigation. Also some 
suggestions could be generated to help the administrator to keep the system safe and 
secure. 
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5 System Design 

Fig. 1 illustrates the overall design of the said system.  The system is divided into 
three principal modules viz. the Evidence generator module, the encryption 
decryption module and the anti-forensic attack monitoring module. 

 

Fig. 1. System Design 

6 System Description 

6.1 Data Collection 

The data set required as an input to the system is the log files referred to as evidences.  
The required log files are generated by firing different queries in SQL server 2005. 
The output of these queries will be the necessary log records.  

 

6.2 Module Specification 

Evidence Generation Module 

Evidences in the form of log records are obtained by using different queries whose 
results are the required log records. 

Encryption- Decryption Module 

The evidences thus generated are encrypted using a standard encryption algorithm 
(e.g.RSA) and saved at a remote location to keep it safe and secure. Different patterns 
are generated from these evidences for further processing. 
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Anti-Forensic Attack Monitoring Module 

Pattern Matching 

The patterns of the generated evidences under investigation are compared with the 
known patterns using an effective pattern matching algorithm like Multiple Skip 
Multiple Pattern Matching Algorithm (MSMPMA) [9]. This will result in the 
detection of the Anti-Forensic attacks. 

Detection and Analysis 

The comparison between the generated and the stored evidences through the pattern 
matching algorithm results in the detection of the Anti-Forensic attacks. The detection 
requires analysis of the attacked system for further investigation. 

Presentation and Reporting 

The final step is to prepare the report of the attack, its consequences and probable 
solutions which will guide the administrator to combat such attacks in future.  

7 Result Analysis 

The implementation of the first two modules viz. the evidence generation module and 
the encryption-decryption module is successfully completed with desirable 
performance.  

 

Fig. 2. Generated Log record 
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Fig.2. shows one of the six different log records generated by the first module.  
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Fig. 3. Performance of Query Execution Fig. 4. Performance of Encryption 

Further Fig.3. shows the performance of the system in generating the required log 
records. In Fig.4. the performance of the encryption is illustrated. It compares the time 
taken for the encryption of the generated log records. 

8 Conclusion 

The first two modules of the system viz. the evidence generation module and the 
encryption decryption module are implemented with satisfactory performance. 
Further work is to complete the implementation of the anti-Forensic attack monitoring 
module and hence generate the reports and suggestions for the administrator. The 
system will definitely aid the entire process of digital forensic investigation and hence 
prove effective to the Cyber crime experts and other government organizations. The 
reports and suggestions generated by the system will assist the administrator in 
keeping the system safe and invulnerable.   
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Abstract. This paper proposes a Binary Particle Swarm Optimization
(BPSO) and scene change based watermarking algorithm where BPSO
is used to identify the robust pixels into which the watermark is to be
inserted. Different watermarks are inserted into frames belonging to dif-
ferent scenes identified using a scene change detection algorithm. The
watermarked video is obtained by inserting the singular values of Dis-
crete Wavelet Transform (DWT) + Discrete Fourier Transform (DFT)
sub-bands of the watermark into the singular values of Discrete Wavelet
Transform + Discrete Fourier Transform sub-bands of video frames. Ex-
perimental results show the promising performance of the proposed al-
gorithm for watermarking. Peak Signal to Noise Ratio (PSNR) values
for the watermarked video in the range of 45 dB to 50 dB and maximum
correlation of 0.9998 are achieved.

Keywords: Binary particle swarm optimization, Discrete wavelet trans-
form, Discrete fourier transform, Singular value decomposition.

1 Introduction

In recent years there has been an explosion over the use and transfer of dig-
ital multimedia over the internet which has resulted in illegal access, use and
modification of digital multimedia raising requirements of efficient techniques to
be developed to protect digital content. Watermarking is a method of protect-
ing digital multimedia (video, audio, text) from illegal access and tampering by
embedding digital data known as watermark into it using a suitable algorithm.

Video watermarking poses greater challenges compared to image watermark-
ing and is just not a mere extension of it since it involves lots of data and
redundancy between frames. It can encounter inter-frame attacks such as frame
averaging, frame dropping, statistical analysis and intra-frame attacks such as
geometrical, noise and illumination attacks. Different watermarks can be inserted
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into different scenes of the video as proposed by Ref. [1] to counter inter-frame
attacks. Watermark can be embedded into the video in time domain (spatial
domain watermarking) or frequency domain (frequency domain watermarking).

Ref. [2] proposed watermarking in wavelet domain where video frames are
transformed from RGB to YCbCr colorspace and watermark is inserted into the
luminance component Y of frames. Watermarking in DWT+SVD domain was
proposed by Refs. [3], [4], [5] where the watermark is embedded onto the singular
matrices of the SVD decomposed wavelet coefficient of the luminance component
Y of the video frames. H.264 compressed domain watermarking was proposed
by Ref. [6], [7], [8] which exploits the specific characteristics of the compression
standard and inserts the watermark in the I-frame. Refs. [9], [10], [11] proposed
video watermarking scheme based on principal component analysis and wavelet
transform where the watermark is inserted in the principal components obtained
from LL and HH sub-bands of video frame.

The rest of the paper is organized as follows:- Section 2 reviews particle swarm
optimization (PSO) and binary particle swarm optimization (BPSO), Section
3 describes the proposed watermarking algorithm including scene change de-
tection, BPSO based robust video pixels identification algorithm, watermark
embedding and watermark extraction. In Section 4 experimental results of the
proposed algorithm are presented and Section 5 includes concluding remarks.

2 Particle Swarm Optimization (PSO)

Particle swarm optimization was proposed by Dr. Eberhart and Dr. Kennedy in
1995 Ref. [12]. It is a computational method based on the idea of collaborative
behavior and swarming in biological populations inspired by the social behavior
of bird flocking or fish schooling. Computation in PSO involves a collection of
processing elements called particles which together are referred as a swarm. Each
particle in the swarm is initialized with a random solution and the algorithm
tries to find the optimum solution by updating it’s generations and sharing of
information between the particles.

Each particle in swarm is initialized with two variables position and velocity.
The position and velocity of ith particle can be represented asX = {xi1, xi2, .., xiN}
and V = {vi1, vi2, .., viN} respectively where N in the number of dimensions in the
search space.

PSO has two primary operations, velocity update and position update. During
each iteration, fitness value of each particle is computed which is compared to it’s
previous best fitness value and the best fitness value of particle among the swarm.
If the fitness value exceeds it’s previous best fitness value, then it’s personal best
(pbest) is updated to particle’s current position and if the fitness value exceeds best
fitness value of particle among the swarm, then global best (gbest) is updated to
particle’s current position else both pbest and gbest are retained as before. Velocity
and position of particle are updated using Eqs. [1,2] respectively.

Vt+1
i = w×Vt

i + r1 × c1 × (pbesti−Xt
i)+r2 × c2×(gbest−Xt

i) (1)
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Xt+1
i = Xt

i +Vt+1
i (2)

Where w is a constant which determines the contribution of previous velocity
on current velocity of a particle, r1 and r2 are random numbers, c1 is a cognitive
parameter and c2 is a social parameter.

2.1 Binary Particle Swarm Optimization (BPSO)

In 1997 Dr. Eberhart and Dr. Kennedy released the binary version of PSO called
as Binary Particle Swarm Optimization. In BPSO the position of the particle
can take binary values i.e 0 or 1 in the N dimensional search space. Velocity
of particle is updated using the same equation whereas position of particle is
updated according to Eq. [3]

If r < 1/(1 + exp(−V
t+1
i )) then Xt+1

i = 1 else Xt+1
i = 0 (3)

3 Proposed Watermarking Algorithm

In the proposed algorithm, different scene’s (collection of similar frames) in a
video are identified by subjecting the video to scene change detection algorithm.
For each scene identified, BPSO is applied to identify the robust pixels into which
watermark has to be embedded. After identifying the robust pixels, frames are
extracted from a video and one of the channels of frame is selected which is
converted into a reduced robust channel by retaining only the identified robust
pixels and removing other pixels from the channel. Four different frequency sub-
bands are obtained by applying single level DWT to the reduced channel from
which LH and HL sub-bands are chosen to which DFT is applied which are
decomposed using Singular Value Decomposition (SVD) to obtain the singular
matrices.

Similar procedure is applied to watermark i.e watermark is DWT+DFT+SVD
transformed to obtain the singular matrices. Then the singular values of the wa-
termark are inserted into the singular values of the reduced channel to obtain the
watermarked reduced channel from which the watermarked channel is obtained
by combining the watermarked pixels of the channel with unaltered pixels of
original channel. Watermarked channel is combined with other channels to ob-
tain watermarked frame which is combined with other watermarked frames to
obtain the watermarked video.

3.1 Scene Change Detection

Scene change detection helps to identify different scene’s in a video, hence differ-
ent watermarks can be inserted into different scene’s of a video which provides
robustness against inter-frames attacks such as frame averaging, frame dropping
and statistical analysis as mentioned in Ref. [1]. Scene change detection func-
tion provided by Matlab [13] has been used. In this method the edges in two



Robust BPSO and Scene Change Based Watermarking 171

consecutive video frames are computed which makes the algorithm less sensitive
to small changes and then blocks of edges of the video frames are compared to
one another. If the number of different blocks exceed a specified threshold, it is
inferred that the scene has changed.

3.2 BPSO Based Robust Video Pixels Identification Algorithm

In order to identify the pixels which can be watermarked, initially a database
is created from the frames belonging to the same scene. The first frame and
few other frames belonging to a scene are extracted. Let the number of frames
extracted be m. To each frame extracted different types of geometrical attacks
such as rotation, filtering attacks such as gaussian filter, averaging filter and
illumination attacks such as histogram equalization, gamma intensity correc-
tion are applied and difference image between the original frame and attacked
frame is obtained. let the number of attacks applied to each frame be n. These
attacks are applied to obtain modified frames which are used in determining
the robust pixels through BPSO. In each iteration of BPSO, fitness value of
each particle is computed which depends on particle’s current position and cre-
ated database. Base on fitness value obtained, gbest and pbest are updated. Let
R1, R2, R3, ....., Rm represent the different classes each containing n number of
difference frames represented as S1, S2, S3, ....., Sn. Let M1,M2,M3, .....,Mm be
the difference means of m classes and G represent the global difference mean of
all the classes. The difference mean and global difference mean are calculated as
in Eq. [4] respectively.

M i=
1

n

n∑
j=1

(Xi × Sj) and G =
1

m

m∑
i=1

Mi (4)

where i = 1, 2, 3, ...........,m and Xi is the position of the particle. The fitness
value F is calculated using Eq. [5]

F =
1

m∑
i=1

(
(G−Mi)(G −Mi)

t
) (5)

3.3 Watermark Embedding

The robustness of the algorithm is further increased by using a combination of
DWT, DFT and SVD. By combining these transforms their individual proper-
ties of robustness to different types of attacks are exploited. The properties of
DFT such as shift invariance, scaling are used and its less interpolation error
compared to other transforms serves as an advantage to preserve the quality
of the video. The Figs. [1,2] show the block diagram of Watermark Embedding
and Watermark Extraction respectively. Watermark embedding is a process of
inserting the watermark into host video to obtain the watermarked video. Steps:-
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1. Scene change detection is performed on the video to identify different scenes.
2. BPSO is applied to each scene to obtain the pixels into which the watermark

has to be embedded.
3. Video frames are extracted and one of the channels (R,G,B) is selected.
4. The selected channel is converted into a reduced robust channel by retaining

only the identified robust pixels and removing the other pixels.
5. 2D-DWT (Haar) is applied to the reduced channel to obtain the four fre-

quency sub-bands (LL,LH,HL,HH).
6. Apply 2D-DFT to LH and HL sub-bands and then SVD to the resulting

2D-DFT transformed sub-bands to decompose it into U, S and V matrices.
Ak = UkSkVk

T where k = 1, 2 (6)

7. Apply 2D-DWT (Haar) to the watermark to obtain four sub-bands.
8. Apply 2D-DFT to LH and HL sub-bands and then SVD to obtain U, S and

V matrices. Bk = U1kS1kV1k
T where k = 1, 2 (7)

9. Insert the singular values of the watermark into the singular values of the
host frame using the Eq. [8]

S2k = Sk + αS1k where k = 1, 2 (8)

and α is the scale factor which controls the strength of the watermark to be
inserted into the reduced channel.

10. Combine Uk, S2k and Vk according to Eq. [9] to obtain Ck.
Ck = UkS2kVk

T where k = 1, 2 (9)

11. Obtain watermarked LH and HL sub-bands by applying 2D-IDFT to C1 and
C2.

12. Obtain the watermarked reduced channel by applying 2D-IDWT using the
two non modified sub-bands and two watermarked sub-bands.

13. Obtain the watermarked channel by combining the watermarked pixels with
the other unmodified pixels which is combined with the other two channels
to obtain the watermarked frame.

14. Repeat steps 2 through 13 to obtain the watermarked frames for other scene
of the video by embedding a different watermark.

15. Finally combine the watermarked frames to obtain the watermarked video.

3.4 Watermark Extraction

Watermark Extraction is a process of extracting the watermark from the water-
marked video. Steps:-

1. Frames from the watermarked video are extracted and the scene to which
the frame belongs is identified.

2. Channel into which the watermark was embedded is obtained and it is con-
verted to reduced channel by retaining only the watermarked pixels.

3. Apply 2D-DWT (Haar) to the reduced watermarked channel which could be
distorted due to the various attacks to obtain the four frequency sub-bands.
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Fig. 1. Block diagram of Watermark Embedding

4. Apply 2D-DFT to LH and HL sub-bands in which the watermark was in-
serted during watermark embedding.

5. Apply SVD to the 2D-DFT transformed LH and HL sub-bands from step
(4) to obtain U, S and V matrices.

A∗
k = U∗

kS
∗
kVk

∗T where k = 1, 2 (10)

6. Obtain the singular matrix of LH and HL sub-bands of watermark using the
Eq. [11].

S∗
1k =

(S∗
k − Sk)

α
where k = 1, 2 (11)

7. Combine S∗
1k with U1k and V1k

T according to the Eq. [12] to obtain B∗
k

B∗
k = U1kS

∗
1kV1k

T where k = 1, 2 (12)

8. Obtain the LH and HL sub-bands of the watermark by taking 2D-IDFT to
B∗

1 and B∗
2 .

9. Obtain the watermark by applying 2D-IDWT to 2 sub-bands obtained above
and other 2 sub-bands.

4 Analysis of Proposed Method and Experimental
Results

In order to evaluate the algorithm MATLAB [13] is used as a platform and the
proposed algorithm is applied to wildlife video. The size of the video considered
is 512×512 (color video) and size of the watermark is 256×256. The Figs. [3a,3b]
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Fig. 3. (a) First frame of scene 1 (b) First frame of scene 2 (c) Cameraman (Watermark-
256 × 256) (d) Watermarked frame of scene 1 (e) Histogram of Original Frame (f)
Histogram of watermarked frame.

show the first frame of two different scenes extracted from the video and the Figs.
[3c,3d] show Cameraman image as watermark and resulting watermarked frame
of first frame of scene 1. The Figs. [4h,4i] show the R channel of video frame with
robust pixels identified and reduced R channel containing only robust pixels with
zeros padded at the end to accommodate the row with maximum pixels. The
Figs. [3e,3f] show the histograms of host frame and watermarked frame which are
similar which shows that by watermarking the host video’s perceptual quality is
slightly changed.

Two parameters correlation and PSNR are used to evaluate the proposed
method. PSNR is calculated using Eq. [14] to evaluate the quality of the wa-
termarked video and correlation between the original watermark and extracted
watermark is calculated using Eq. [13] which shows the similarity between the
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original watermark and the extracted watermark and acts as a measure of the
amount of information of the watermark which is unaltered.

corr(X,Y ) =

M∑
i=1

N∑
j=1

(
Xij −X

) (
Yij − Y

)
√√√√(M∑

i=1

N∑
j=1

(
Xij −X

)2 M∑
i=1

N∑
j=1

(
Yij − Y

)2) (13)

where X and X are the watermark and its mean respectively and Y and Y are
the extracted watermark and its mean respectively.

PSNR = 10 log
(

255
RMSE

)
(14)

RMSE =

√√√√ 1
MN

(
M∑
i=1

N∑
j=1

(
I (i, j)− I (i, j)

)2)
(15)

Where RMSE is root mean square error, I (i, j) is the original host frame and
I (i, j) is the watermarked frame.

In order to test the robustness of the proposed method, watermarked video
is subjected to different types of intra-frame attacks such as geometrical, noise
and illumination attacks. Geometrical attacks such as rotation (Rot), cropping
(Crop) and compression (Comp), filter attacks such as gaussian filtering (Gaus),
averaging (Avg), sharpening (Sharp), blurring (Blur) and motion blur (MB) and
illumination attacks such as histogram equalization (Hist) and gamma intensity
correction (GIC) are applied. The Figs. [4a,4b,4c,4d,4e,4f] show the frame of
watermarked video subjected to motion blur, histogram equalization, rotation
and extracted watermark from watermarked video frames respectively. To make
the algorithm robust against inter-frame attacks such as frame averaging, frame
dropping etc different watermarks are inserted into frames belonging to different
scenes as proposed by [1].

In the proposed algorithm scale factor alpha was varied from 1 to 10 with
increments of 1 and average values of PSNR between host frame and water-
marked frame and correlation between watermark and extracted watermark are
tabulated for watermark inserted in LH and HL sub-bands of host frame.

Table 1. PSNR values in dB of the watermarked frames

Scene Frame Pepper Cameraman Airplane House Boat

Scene 1 Frame 1 47.20 48.19 48.39 46.74 46.87
Frame 10 47.13 48.08 48.30 46.67 46.76
Frame 20 46.94 47.90 48.10 46.51 46.57
Frame 30 46.93 47.90 48.13 46.48 46.57
Frame 40 46.90 47.85 48.08 46.46 46.53

Scene 2 Frame 125 46.18 46.79 47.16 45.96 45.80
Frame 135 46.16 46.78 47.16 45.94 45.79
Frame 145 46.17 46.78 47.15 45.94 45.78
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Table 2. Correlation coefficients of extracted watermark from R channel of water-
marked video frames

Scene Frame Watermark GIC Hist Rotation Comp Crop Blur Sharp Avg MB Gaus

Scene 1 Frame 1 Pepper 0.9998 0.9419 0.9902 0.9831 0.9995 0.9417 0.9307 0.9860 0.9858 0.9865
Frame 10 0.9997 0.9422 0.9907 0.9832 0.9995 0.9420 0.9311 0.9858 0.9853 0.9863
Frame 20 0.9997 0.9426 0.9912 0.9837 0.9993 0.9424 0.9293 0.9852 0.9844 0.9857
Frame 30 0.9997 0.9441 0.9910 0.9843 0.9993 0.9439 0.9292 0.9856 0.9851 0.9861
Frame 40 0.9997 0.9457 0.9912 0.9854 0.9991 0.9455 0.9287 0.9856 0.9854 0.9861

Scene 2 Frame 125 Cameraman 0.9998 0.9464 0.9917 0.9826 0.9998 0.9462 0.8977 0.9785 0.9802 0.9789
Frame 135 0.9993 0.9464 0.9917 0.9825 0.9998 0.9462 0.8987 0.9786 0.9803 0.9790
Frame 145 0.9997 0.9467 0.9918 0.9826 0.9998 0.9465 0.8992 0.9788 0.9807 0.9792

Table 3. Correlation coefficients of extracted watermark from R channel of water-
marked video frames

Scene Frame Watermark GIC Hist Rotation Comp Crop Blur Sharp Avg MB Gaus

Scene 1 Frame 1 Airplane 0.9986 0.9182 0.9873 0.968 0.9993 0.9178 0.9219 0.9854 0.9848 0.9860
Frame 10 0.9986 0.9192 0.9884 0.9687 0.9992 0.9188 0.9227 0.9850 0.9842 0.9857
Frame 20 0.9986 0.9201 0.9889 0.9696 0.9989 0.9197 0.9200 0.9843 0.9829 0.9850
Frame 30 0.9986 0.9222 0.9889 0.9707 0.9989 0.9219 0.9201 0.9849 0.9839 0.9855
Frame 40 0.9987 0.9248 0.9891 0.9726 0.9986 0.9244 0.9189 0.9850 0.9844 0.9856

Scene 2 Frame 125 House 0.9984 0.9185 0.9876 0.977 0.9998 0.9183 0.8441 0.9664 0.9691 0.9670
Frame 135 0.9984 0.9186 0.9877 0.9769 0.9998 0.9184 0.8452 0.9665 0.9693 0.9672
Frame 145 0.9984 0.9191 0.9879 0.9771 0.9998 0.9188 0.846 0.9668 0.9698 0.9675

(a) (b) (c) (d) (e) (f)

(g) (h) (i)

Fig. 4. (a) Motion blurred Frame (b) Extracted watermark from motion blurred frame
(c) Hist-equalized Frame (d) Extracted watermark from Hist-equalized frame (e) Ro-
tated frame (45o) (f) Extracted watermark from rotated frame g) Comparison of PSNR
of watermarked frames (h) R channel of first frame with robust pixels identified (i) Re-
duced R channel
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Table 1 shows the average value of PSNR obtained for watermark inserted
in R channel of frames of the video. In most of the watermarking schemes the
value of α is restricted to 1, but in the proposed algorithm higher value of α
(scale factor) is used since here the watermark is not directly embedded into the
frames of video instead the singular values of two of the sub-bands are inserted
into the frames due to which the video frames gets affected slightly. The Fig.
[4g] shows the variation of PSNR for α varied from 1 to 10 for frame 1, 50 and
125 of the watermarked video which indicates that as the scale factor α increases
PSNR decreases since with increase in α the weight of the watermark inserted
also increases.

Tables 2 and 3 display the correlation coefficients obtained for watermark
inserted in R channel of video frames. Sufficiently high correlation values are
obtained as it can be observed from the table which indicates the robustness of
the algorithm against different types of intra-frame attacks.

5 Conclusions

In this paper BPSO and scene change based video watermarking algorithm was
proposed where BPSO is used to identify the robust pixels of video frames and
scene change detection is used to insert different watermark in frames belonging
to different scenes. The watermarked video is obtained by inserting the singular
values of DWT+DFT transformed sub-bands into singular values of DWT+DFT
transformed sub-bands of reduced video frames. The proposed method has been
found to outperform both in terms of PSNR and correlation values compared to
existing methods.
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Abstract. In this paper we analyze two iterated Hill Cipher variants
due to Sastry et al. The designers claim that their modifications to the
classical Hill Cipher provide a high level of resistance to cryptanalysis.
However, we describe how to break these iterated Hill Ciphers using a
standard slide attack, and we present computational results from the
implementation of our attack that confirm its effectiveness.

Keywords: cryptography, cryptanalysis, Hill Cipher, slide attack.

1 Introduction

This paper concerns the cryptanalysis of Hill Cipher variants. The Hill Cipher
is a classical symmetric-key algorithm published by Lester Hill in 1929 [3]. In
the Hill Cipher, each plaintext is a vector of integer values, and a plaintext is
encrypted via a single multiplication with a square key matrix. This has the
advantage of simplicity, but renders the cipher vulnerable to a straightforward
known-plaintext attack based on linear algebra [15]. Despite this weakness (or
perhaps because of it), the Hill Cipher is often described in cryptography text-
books, where it serves to introduce students to a number of important concepts,
including simple block ciphers, modular arithmetic, linear algebra, and basic
cryptanalysis.

A number of researchers have presented variants of the Hill Cipher that at-
tempt to correct its security flaws [4, 11, 17, 18]. However, many of these ciphers
have been subsequently attacked [5, 6, 8]. Modifications to the Hill Cipher are
based on a variety of techniques, but one common approach is to add features
borrowed from modern symmetric-key ciphers such as the Advanced Encryption
Standard (AES) [2] — in particular, the iteration of a simpler encryption step
called a round. Each round typically involves two or more internal stages, at
least one of which is matrix multiplication (hence the connection to the original
Hill Cipher).

This use of iterated rounds is the approach taken by Sastry et al. in a series
of recent papers introducing several Hill Cipher variants [12–14]. Keliher noted
that the cipher in [13] involves only simple bitwise operations in every stage,
and can be trivially broken using a linear algebraic attack similar to the attack

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 179–190, 2013.
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against the original Hill Cipher [7]. In contrast, the ciphers in [12, 14] contain
rounds with stages that involve operations at both the bit level and the byte
level, which appears to make them resistant to straightforward attacks such as
the one in [7]. However, in the current paper we show that the modified Hill
Ciphers in [12, 14] can be broken using a slide attack, a known/chosen-plaintext
attack published by Biryukov and Wagner in 1999 [1].

For convenience we refer to the two Hill Cipher variants in [12, 14] as the
Sastry et al. Hill Ciphers #1 and #2, shortened to SHC1 [12] and SHC2 [14].
Since these two ciphers are very similar, we focus primarily on SHC1. At the
end of the paper we explain how our cryptanalysis of SHC1 also applies to SHC2
(and to a large family of related ciphers).

The remainder of this paper is organized as follows. In Section 2 we define
some basic concepts from cryptanalysis. In Section 3 we present the Hill Cipher,
and in Section 4 we give the structure of SHC1. In Section 5 we outline the slide
attack. In Section 6 we describe how to use a slide attack against SHC1, and
we summarize computational results from our implementation of the attack. In
Section 7 we explain how our slide attack against SHC1 also works against SHC2
and closely related ciphers, and in Section 8 we conclude.

2 Basic Cryptanalysis Concepts

The primary goal of cryptanalysis applied to a symmetric-key cipher is to gain
the ability to decrypt any ciphertext. Typically this involves learning the secret
key, although sometimes an attacker can construct an algorithm that decrypts
any ciphertext without determining the key (see [7], for example).

There are four standard general categories of attacks on symmetric-key ci-
phers, based on the type of data the attacker is able to obtain/capture:

1. ciphertext-only: attacker can obtain one or more ciphertexts
2. known-plaintext: attacker can obtain one or more plaintexts and the cor-

responding ciphertexts
3. chosen-plaintext: attacker can choose one or more plaintexts and obtain

the corresponding ciphertexts
4. chosen-ciphertext: attacker can choose one or more ciphertexts and obtain

the corresponding plaintexts

A well-designed cipher should be able to resist attacks in any of these cate-
gories (see [9] for additional categories). The data complexity of an attack is the
number of plaintexts/ciphertexts that must be obtained in order for the attack
to succeed, and the time complexity is the number of operations that must be
performed. (There is no fixed definition of “operation,” but often a natural unit
of computational work, such as a single encryption, is used.)

The simplest attack is exhaustive search of the key space (also known as brute
force). This is a known-plaintext attack in which the attacker first obtains a
small number of plaintext-ciphertext pairs, (P1,C1), (P2,C2), . . . , (PN ,CN),
and then systematically tries all possible cipher keys until one is found that
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encrypts each Pi to the corresponding Ci. With high probability, a candidate
key that passes this test is the correct key. The data complexity of exhaustive
search is small (often N = 2 or N = 3 is sufficient), but the time complexity
is approximately equal to the size of the keyspace (the set of all keys), denoted
#K, which is prohibitively large for most modern ciphers.

Exhaustive key search is viewed as a “baseline”—that is, an attack is consid-
ered to be significant if it has a lower time complexity than exhaustive search
(but possibly a higher data complexity). This leads to another useful distinction:

– a practical attack is one that can be carried out in a reasonable amount
of time using the computational resources available to the attacker

– an academic attack (or theoretical attack) has a data complexity or
a time complexity that is too large to be practical, but still represents an
improvement over exhaustive search

3 The Classical Hill Cipher

For the classical Hill Cipher, each plaintext is a vector X = (x1, x2, . . . , xn)
T

(T denotes transposition) of length n ≥ 2, where each xi is an integer (mod m),
with m ≥ 2 (traditionally m = 26, since there are 26 letters in the English al-
phabet). A plaintext P is encrypted to the corresponding ciphertext C through
multiplication with an n×n invertible key matrix K, that is, C = KP (mod m).
The ciphertext is decrypted by computing P = K−1C (mod m). In most situa-
tions, K is known only to the sender and the receiver.

The Hill Cipher is categorized as a block cipher because each plaintext consists
of a fixed-size vector, or block, of values, and every block is encrypted in an
identical fashion. In contrast, a stream cipher encrypts a continuous stream of
smaller plaintext units such as bits or bytes, and the encryption operation can
vary from unit to unit [9].

Here is the standard known-plaintext attack against the Hill Cipher: If an
attacker can obtain n or more plaintext-ciphertext pairs such that n of the the
plaintexts are linearly independent, the attacker places the linearly independent
plaintexts in the columns of an n × n matrix U, and places the corresponding
ciphertexts in the columns of an n × n matrix W. It follows that KU = W,
and therefore K = WU−1. Since the attacker knows U and W, and can com-
pute U−1 (U is guaranteed to be invertible because its columns are linearly
independent), the attacker can determine the key K, so the cipher is broken.

4 Sastry et al. Hill Cipher #1 (SHC1)

In SHC1, the key is also an invertible n×n matrix K with integer entries in the
range 0 . . . (m − 1) (since all operations are performed (mod m)). A plaintext
or ciphertext is an n × 2 matrix (i.e., with two columns), also with entries in
0 . . . (m − 1). Sastry et al. use m = 27 = 128, which allows 7-bit values to
be stored in each plaintext/ciphertext entry, but in general it is better to use
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m = 28 = 256, since this allows any 8-bit value (byte) to be stored in each entry
(this does not significantly alter the cipher). For n = 8 (an example value used
in [12]), each plaintext/ciphertext contains 16 bytes = 128 bits, which is exactly
the block size of standard symmetric-key ciphers such as the AES [2].

Let P denote a plaintext, and let C denote the corresponding ciphertext.
SHC1 encrypts P through R rounds (the value R = 16 is used in [12]), each of
which consists of two stages:

1. multiplication of the current block with the key matrix K
2. permutation of the bits in the current block — Sastry et al. refer to this as

interlacing (details below)

The last round is followed by a final multiplication with K to produce the ci-
phertext. Here is the pseudocode for encryption:

P0 = P
for r = 1 to R
{

Pr = KPr−1 (mod m)
Interlace (Pr)

}
C = KPR (mod m)

And here is the pseudocode for decryption:

PR = K−1 C (mod m)
for r = R down to 1
{

Un-Interlace (Pr)
Pr−1 = K−1Pr (mod m)

}
P = P0

At any point in the encryption process, the current block Pr is an n× 2 matrix.
Since each entry consists of 8 bits, the left column of Pr can be represented as⎛

⎜⎜⎝
a11 a12 a13 a14 a15 a16 a17 a18
a21 a22 a23 a24 a25 a26 a27 a28

. . .
an1 an2 an3 an4 an5 an6 an7 an8

⎞
⎟⎟⎠ (1)

and the right column of Pr can be represented as⎛
⎜⎜⎝

b11 b12 b13 b14 b15 b16 b17 b18
b21 b22 b23 b24 b25 b26 b27 b28

. . .
bn1 bn2 bn3 bn4 bn5 bn6 bn7 bn8

⎞
⎟⎟⎠ (2)



Slide Attacks against Iterated Hill Ciphers 183

where aij and bij are individual bits. The Interlace( ) operation permutes the
bits of Pr by alternating bits from the left and right columns. For n = 8, the
resulting left column of Interlace (Pr) is⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a11 b11 a12 b12 a13 b13 a14 b14
a15 b15 a16 b16 a17 b17 a18 b18
a21 b21 a22 b22 a23 b23 a24 b24
a25 b25 a26 b26 a27 b27 a28 b28
a31 b31 a32 b32 a33 b33 a34 b34
a35 b35 a36 b36 a37 b37 a38 b38
a41 b41 a42 b42 a43 b43 a44 b44
a45 b45 a46 b46 a47 b47 a48 b48

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3)

and the resulting right column of Interlace (Pr) is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a51 b51 a52 b52 a53 b53 a54 b54
a55 b55 a56 b56 a57 b57 a58 b58
a61 b61 a62 b62 a63 b63 a64 b64
a65 b65 a66 b66 a67 b67 a68 b68
a71 b71 a72 b72 a73 b73 a74 b74
a75 b75 a76 b76 a77 b77 a78 b78
a81 b81 a82 b82 a83 b83 a84 b84
a85 b85 a86 b86 a87 b87 a88 b88

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

The Un-Interlace( ) operation is simply the inverse (reverse) of Interlace( ). For
other values of n and m, Interlace( ) can be generalized in an obvious way.

5 The Slide Attack

It is easy to see that exhaustive key search is not effective against SHC1 when
reasonable parameters are chosen. For example, when n = 4 and m = 256, it
follows from [10] that the number of keys is

#K = 27×16
3∏

t=0

(24 − 2t) ≈ 1.05× 1038 (5)

This is impractically large, so exhaustive search is impossible. Therefore, we look
for other attacks that can break SHC1 with a much lower time complexity. One
such attack is the slide attack.

Biryukov and Wagner introduced the slide attack in 1999 [1]. It is a known-
plaintext or chosen-plaintext attack that targets iterated block ciphers in which
all rounds are identical, including the key values used inside each round. Most
iterated block published since 1999 have been designed to defend against slide
attacks by ensuring that no two rounds are exactly the same, but this is not the
case for SHC1/SHC2. One of the main observations of this paper is that the use
of identical rounds in SHC1/SHC2 is a significant design flaw.
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5.1 Attack Details

For a cipher with identical rounds, let round() denote a single round. The slide
attack is based on the following assumptions:

– Assumption 1: The attacker can capture a set of plaintext-ciphertext
pairs (P1,C1), . . . , (PN ,CN ), where N may be large.

– Assumption 2: There exist pairs of pairs (PA,CA) / (PB ,CB), with
1 ≤ A,B ≤ N and A �= B, for which encrypting PA through exactly one
round produces PB, i.e., PB = round (PA). Such a pair of pairs is called a
slid pair.

– Assumption 3: If the attacker can obtain an input X and the correspond-
ing output Y for a single round, then this information can be exploited to
find the key used inside that round (and hence inside every other round).

P
A

C
A

P
B

C
B

Fig. 1. Schematic of slide attack

From now on we refer to any pair of pairs (including a slid pair) as a POP. The
idea behind the slide attack is illustrated in Figure 1. We make two observations:

1. If (PA,CA) / (PB ,CB) is a slid pair, then by definition PB = round (PA),
so PA and PB can be used to obtain the key used in a single round (based
on Assumption 3 ).

2. If (PA,CA) / (PB,CB) is a slid pair, then the encryption of PB through
R rounds is essentially the same as the encryption of PA through R rounds,
except that the encryption of PB is shifted (slid) one round to the right. It
follows that CB = round (CA), and therefore CA and CB can also be used
to obtain the key used in a single round.

In keeping with Assumption 3, given any two block-sized values X and Y, define
key (X,Y) to be the key that is needed to map X to Y through a single round.
(Note that such a key may not always exist.) Clearly if (PA,CA) / (PB ,CB) is
a slid pair, then key (PA,PB) = key (CA,CB) is the correct key K used inside
each round. On the other hand, given a random POP (Pi,Ci) / (Pj ,Cj), in
general the attacker cannot know for certain that this POP is a slid pair since
this would require being able to encrypt Pi through one round to see if the result
is Pj , which the attacker cannot do without knowing K. However, the attacker



Slide Attacks against Iterated Hill Ciphers 185

can use the following test to determine whether or not (Pi,Ci) / (Pj ,Cj) is
probably a slid pair:

TEST: For any POP (Pi,Ci) / (Pj ,Cj), if key (Pi,Pj) and key (Ci,Cj) both
exist, and if key (Pi,Pj) = key (Ci,Cj), then this POP is very likely a slid pair.

The reason this test works is that if (Pi,Ci) / (Pj ,Cj) is a randomly chosen
POP that is not a slid pair, then even if key (Pi,Pj) and key (Ci,Cj) both
exist, they should be uncorrelated (for a reasonably strong cipher), and therefore
the probability that they are equal is very small. If key (Pi,Pj) does equal
key (Ci,Cj), then with high probability (Pi,Ci) / (Pj ,Cj) is a slid pair and
k = key (Pi,Pj) = key (Ci,Cj) is the correct key K used inside each round
(we call k a guess for K). The attacker can “double check” k by encrypting
two or three plaintexts through the full cipher (R rounds) using k as the key.
If these plaintexts encrypt to the corresponding ciphertexts, the attacker can be
confident that k = K, and the cipher is broken.

Note that in describing the slide attack, we have not made use of the number
of rounds, R, because the slide attack is equally effective no matter how many
rounds the cipher has. This is interesting in light of a standard design assumption
for symmetric-key ciphers, namely that the strength of a cipher increases as the
number of rounds increases [9].

5.2 Attack Pseudocode

The above discussion leads to the following simple slide attack pseudocode:

Data Collection Phase:
capture N plaintext-ciphertext pairs (P1,C1), . . . , (PN ,CN )

Data Processing Phase:
for all i, j with 1 ≤ i, j ≤ N and i �= j
{

let k = key (Pi,Pj)
let k∗ = key (Ci,Cj)
if k and k∗ both exist, and if k = k∗

{
k is a guess for K, so double check k
(if k passes the double check, terminate the
algorithm, since with high probability k = K)

}
}



186 L. Keliher and S. Thibodeau

5.3 Data and Time Complexity

According to Biryukov and Wagner, the probability that the slide attack will
succeed in finding the key increases as the number of plaintext-ciphertext pairs,
N (the data complexity), increases. In particular, if N =

√
#P, where #P is

the total number of plaintexts, then the probability of success is approximately
50% [1]. Since the time complexity is proportional to the number of POPs, and
since the number of POPs is approximately N2, it follows that when N =

√
#P ,

the time complexity is in the order of N2 =
(√

#P
)2

= #P . This will be better
than exhaustive key search when #P is less than #K.

It follows from the above that if Assumptions 1, 2, and 3 hold, and if the
attacker is able to perform roughly N2 = #P operations, then the slide attack
is a practical attack (with success rate approximately 50%). For many ciphers
with identical rounds, #P is prohibitively large, and therefore the slide attack
is at best an academic attack, but for other ciphers it is practical. This is the
case for SHC1/SHC2 with certain choices of parameters.

6 Applying the Slide Attack to SHC1

We now demonstrate how to use the slide attack as a known-plaintext attack
against SHC1. One important problem is that Assumption 3 does not hold for
most values of n ≥ 2. In fact, Assumption 3 only holds fully when n = 2 (in
general, we ignore n = 1 for Hill Ciphers variants). This is because in order
to find the value of an unknown n × n invertible matrix such as K, we need n
linearly independent input vectors and their corresponding output vectors [16].
When n = 2, if X is an input and Y is an output for one round of SHC1, and if
X is invertible (note that X and Y are square), then the two columns of X are
n linearly independent input vectors for K, and the columns of Un-Interlace (Y)
are the matching output vectors.

On the other hand, when n ≥ 3, the two columns of X do not give us the
n input vectors we need. However, we can still adapt the basic slide attack to
work against SHC1 when n = 3, 4, because for any slid pair (Pi,Ci) / (Pj ,Cj),
the columns of Pi and the columns of Pj together give us four input vectors for
K (we elaborate on this in Section 6.2). This approach fails for n ≥ 5, though,
since in this case a POP no longer contains enough information to determine K.

On the basis of the above discussion, we present two versions of our attack.

6.1 Attack Version 1 (n = 2)

When n = 2 and m = 2B, it follows that #P = 24B, so the slide attack has
data complexity

√
24B = 22B and time complexity 24B for a success rate of

approximately 50%. Let X and Y be an input and an output, respectively, for
one SHC1 round. We know that

Y = Interlace (KX) (6)
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so
Un-Interlace (Y) = KX (7)

and therefore
Un-Interlace (Y)X−1 = K = key (X,Y) (8)

as long asX is invertible. It follows that any POP (Pi,Ci) / (Pj ,Cj) that passes
the test in Section 5.1 satisfies

k = Un-Interlace (Pj)P
−1
i = Un-Interlace (Cj)C

−1
i = k∗ (9)

Here Pi and Ci are playing the role of X, and Pj and Cj are playing the role
of Y. Clearly this requires that both Pi and Ci be invertible, which means that
we will reject any POP for which this is not the case. However, we can loosen
this restriction so that we reject fewer POPs by considering three cases:

– Case 1: If Pi and Ci are both invertible, compute k and k∗ and test if
k = k∗ as usual. If so, double check k (see Section 5.1).

– Case 2: If Pi is invertible but Ci is not, let k = Un-Interlace (Pj)P
−1
i .

Now test k by encrypting Ci through one round using k as the key. If the
resulting output is Cj , then k passes the test (this is the counterpart of
testing if k = k∗ in Case 1). If so, double check k.

– Case 3: This case is the mirror image of Case 2, with Pi and Ci inter-
changed, and with Pj and Cj interchanged.

As we will see in Section 6.3, Version 1 of our attack works as predicted. The main
deficiency of Version 1 is that the time complexity (24B) is the same as the time
complexity of exhaustive key search, since it is also the case that #K = 24B,
which means that the attack is not significant. We rectify this by moving to
n = 3, 4 in Version 2.

6.2 Attack Version 2 (n = 3, 4)

As noted earlier in Section 6, when n = 3 or n = 4, although we can no longer
compute key (Pi,Pj) and key (Ci,Cj), a slid pair may still contain enough
information to determine K. For each POP (Pi,Ci) / (Pj ,Cj) in the data
processing phase of the slide attack (Section 5.2), we carry out the steps below.
For compactness, let U (Z) = Un-Interlace (Z) for any n×2 matrix Z. As before,
T denotes transposition.

1. Form the following 4× 2n matrix:

M =

(
PT

i U (Pj)
T

CT
i U (Cj)

T

)
(10)

2. Using Gaussian elimination [16], attempt to transform the top n rows of the
left half of M into the n× n identity matrix (with all operations performed
(mod m)), and let M′ be the resulting 4×2nmatrix. If this transformation is
impossible, proceed to the next POP. If this transformation succeeds, there
are three cases (these are the only possibilities):
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– Case 1: If n = 4, let k be the transpose of the 4× 4 matrix in the right
half of M′. Then k is a guess for K, so double check k.

– Case 2: If n = 3, and if the entire bottom (fourth) row of M′ contains
zeros, let k be the transpose of the 3× 3 matrix in the top three rows of
the right half of M′. Then k is a guess for K, so double check k.

– Case 3: If n = 3, and if the left half of the bottom row of M′ contains
only zeros, but the right half of the bottom row contains at least one
nonzero entry, proceed to the next POP.

Rationale: If the current POP is a slid pair, then the left half of M contains
four input (row) vectors for K, and the right half contains the corresponding
output (row) vectors. In this case, Gaussian elimination will enable us to find
K unless the four vectors in the left half of M are not sufficiently linearly in-
dependent, i.e., if the rank of the left half of M is less than n. We will detect
this because it will be impossible to transform the top n rows of the left half of
M into the n × n identity matrix. If the current POP is not a slid pair, then
in general there is no simple correlation between the left and right halves of
M, so the probability is extremely low that the above process will produce a
correct guess for K. (Note that Case 3 represents a situation in which, first, the
POP (Pi,Ci) / (Pj ,Cj) is not a slid pair, and, second, some of the informa-
tion placed in M corresponds to an inconsistent system of linear equations [16].)

Unlike Version 1, Version 2 of our attack has lower time complexity than exhaus-
tive key search. For example, if n = 3 and m = 256, #P = 248 and #K = 272.
In general, if n = 3 or n = 4, and m = 2B,

#P = 22nB < #K = 2n
2B (11)

6.3 Computational Results

We first implemented SHC1, and then implemented Version 1 and Version 2 of
the slide attack as described above. All code was written in C++, compiled using
GNU g++ with optimization switch -O3, and executed on a Dell Optiplex 790
with four 3.4 GHz cores running Ubuntu. Since the slide attack is computation-
ally intensive, we used values of m less than 28 = 256. Each time we carried out
the attack for a particular choice of parameters, we ran multiple trials, and each
trial used its own randomly generated key and plaintext-ciphertext pairs.

Version 1 Results. For m = 25 (so #P = 220), we ran 100 trials. The attack
succeeded in finding the correct key in 46 of these 100 trials, which closely
matches the predicted 50% success rate. Each trial took an average of 2.25
seconds. We then increased N from 210 to 211, and ran another 100 trials. This
time the attack was successful in 93 out of 100 trials, and each trial took an
average of 9.27 seconds. This larger number of successful trials supports the
theory of Biryukov and Wagner that the success rate of the slide attack increases
as the data complexity increases [1].
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Version 2 Results. For Version 2, we restricted our attention to n = 3, since
n = 4 became too computationally demanding for short trials. For m = 25 (so
#P = 230), we ran 20 trials. The attack was successful in 9 of these 20 trials, and
each trial took an average of 2.7 hours. We then reduced m to 24 (so #P = 224)
and ran 100 trials. The attack was successful in 51 of these 100 trials, and each
trial took an average of 148 seconds.

Overall, our experimental results confirm that the slide attack works against
SHC1 as predicted, despite the claims of Sastry et al. that SHC1 is able to resist
existing cryptanalytic techniques [12].

7 SHC2 and Related Ciphers

SHC2 is identical in structure to SHC1, except that instead of the Interlace( )
step in each round, SHC2 uses another bitwise permutation called Interweave( ).
The Interweave( ) operation involves placing the bits of the current block in a
binary matrix, and then circularly shifting every second column upward (begin-
ning with the first column) and circularly shifting every second row to the left
(starting with the second row). Note that this has no effect on the resistance of
SHC2 to the slide attack, since we can simply use Un-Interweave( ) in place of
Un-Interlace( ) in our attack. In fact, replacing Interlace( ) in SHC1 with any
invertible bitwise permutation produces a cipher in the same “family” as SHC1
whose vulnerability to the slide attack is exactly the same as that of SHC1.

8 Conclusion

In this paper we have shown that two very similar iterated Hill Cipher variants
due to Sastry et al. (SHC1 and SHC2) can be broken with slide attacks, despite
the designers’ claims that these ciphers are resistant to known cryptanalytic
techniques. To support our claim, we implemented a slide attack against SHC1,
and we presented the computational results of our work. We also explained why
SHC2 (or any of a large number of related ciphers) has the same vulnerability
to the slide attack as SHC1.
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Abstract. In this paper, we propose a hierarchical key management
scheme based on polynomial interpolation technique. We review the ex-
isting hierarchical key management schemes based on polynomial inter-
polation technique for public space, private space, key derivation cost and
forward/backward security requirements. The proposed scheme has sev-
eral features. Only one key is stored by the user of any security class. The
key derivation process requires only one polynomial evaluation and hash
computations. We compare the proposed scheme with the schemes based
on polynomial interpolation and show that our scheme is efficient. Our
proposed scheme satisfies backward secrecy and forward secrecy require-
ments upon new class addition and existing class deletion respectively.
Only one polynomial construction is required for rekeying during new
class addition and existing class deletion. The proposed scheme is secure
against common subordinate and collaborative attacks.

Keywords: Hierarchical, Key management, Polynomial Interpolation,
Rekeying.

1 Introduction

Suppose C = {C1, . . . , Cn} be the disjoint set of security classes. A security class
can represent a person, a department or a user group in an organization.Apartially
ordered set (POSET) is a pair (C,≤). The relation “≤ ” is reflexive, anti-symmetric
and transitive defined on C. The relation Ci ≤ Cj between security classes Ci

and Cj specifies that the users in security class Ci have higher clearance than the
users in Cj . In other words, the users in Ci can access the data of users in Cj but
the vice versa is not allowed. Ci is the predecessor of Cj and Cj is the successor
of Ci. If Cj ≤ Ck ≤ Ci, then Ck is the immediate successor of Ci and Cj is the
immediate successor of Ck. A hierarchy with the partially ordered relation can be
represented by a directed graph G, where nodes corresponds to security classes
and edges indicates the ordering. A user who is entitled to have access to certain
class obtains access to that class and its descendants (successors) in the hierarchy.
Figure 1 shows a hierarchy of 10 security classes. The following are the relations in
the hierarchy; SCj ≤ SC1 for j = 2, . . . , 10, SCj ≤ SC2 for j = 5, 6, 8, 9, SCj ≤
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Fig. 1. A hiearchy with 10 security classes

SC3 for j = 6, 7, 8, 9, 10, SCj ≤ SC4 for j = 7, 10, SC8 ≤ SC5, SC8 ≤ SC6,
SC9 ≤ SC6, SC10 ≤ SC7, and for i = 1, . . . , 10, SCi ≤ SCi. For the relation
SC8 ≤ SC1, there is a path of length 3 in Figure 1. The users of the class SC1 can
access the data of the class C8 but the users of class C8 cannot access the data of
C1. Consider the relation C7 ≤ C3 ≤ C1. Class C7 is the successor and class C3 is
the immediate successor of class C1.

A hierarchical key management scheme assigns keys to the security classes and
distributes the subsets of the keys to a user, which permit the user to obtain
access to the objects in his/her class and the all of the descendant classes. The
hierarchical key management schemes are usually evaluated by the number of
total keys the system must maintain, the number of keys each user receives, the
size of the public information, the time required to derive keys of security classes,
and the work needed when the hierarchy or the set of users change. Hierarchies
of classes are used in many domains. Role Based Access Control (RBAC) models
[14] are the traditional examples using the hierarchies. Hierarchies find useful in
applications like content distribution wherein the users receive the content of
different quality, cable TV, project development, defence in depth, military etc.
Broadly, hierarchical access control is used in operating systems [7], databases
[6] and in computer networking [12,13].

2 Security Requirements

In this section, we define the security requirements that a secure hierarchical
key management scheme should satisfy upon new security class addition to the
existing hierarchy and existing security class deletion from a hierarchy. Consider
a POSET hierarchy with n security classes.

2.1 Backward Secrecy

Consider an event of adding a new security class to an existing hierarchy. Suppose
Cj ≤ Ci, i, j ∈ [1, n], i �= j be the existing relation. Let Si and Sj be the set
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of successor classes of Ci and Cj respectively. Consider addition of new class
Ck, k /∈ [1, n] such that Cj ≤ Ck ≤ Ci. Providing backward security means that,
when a new class Ck is added, the users of Ck should not be able to access the
past communications of Cj and classes in Sj .

2.2 Forward Secrecy

Consider an event of deleting an existing security class from a hierarchy. Suppose
Cj ≤ Ck ≤ Ci where, i, j, k ∈ [1, n], i �= j �= k be the existing relation. Let Si and
Sj be the set of successor classes of Ci and Cj respectively. Consider deleting
class Ck such that the relation Cj ≤ Ck ≤ Ci becomes Cj ≤ Ci. Providing
forward security means that, when a new class Ck is deleted, the users of Ck

should not be able to access the future communications of classes in Sj .

3 Related Work

There are several hierarchical key management schemes based on the polynomial
interpolation technique. Chang et al. [2] and Liew et al. [11] proposed schemes
based on Newton’s polynomial interpolation method and one-way functions. The
key derivation process in [2] is inefficient as it requires a user of any class to
carry out iterative (repeated) polynomial interpolations and one-way function
evaluations. Suppose the length of the path from a class to a target successor
class is l, then the scheme requires l polynomial interpolations followed by l
one-way function evaluations to derive the key of the target successor class. The
scheme in [11] follows the same approach of repeated polynomial interpolations
and one-way function evaluations as in [2]. Therefore, the key derivation process
is inefficient. Chang et al. [3] also uses the polynomial interpolation method
for hierarchical key management; However, their scheme requires users of each
class to store 2 keys and prior to construction of a polynomial of degree t for
each class (assuming that each class has t successors) central authority (CA)
should carry out 2t modular exponentiation operations. To derive the key of any
successor class a user needs to carry out 3 modular exponentiations followed by
a polynomial evaluation. Therefore, this key derivation process is also inefficient.
Shen et al. [15] proposed a scheme based on polynomial interpolation and discrete
logarithms. Hsu and Wu [10] pointed out a security weakness of Shen et al.
scheme; where, the users in a class can have access to the data of classes which
are not its successors. Precisely, if the two classes in the hierarchy have the
same immediate successor, then the data owned by the successor is accessible
to class which is not authorized to access it. Thus, the scheme is insecure. Also,
the scheme suffers from large computational overhead. Das et al. [5] proposed
a scheme based on polynomial interpolation. However, each user of a class has
to store n + 1 secret keys, where n is the number of successors. Though, it
is mentioned that there is no need of public information, the scheme inherently
requires the public information proportional to the number of edges in the graph
representing hierarchy. The scheme also uses encryption for assigning the keys
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to the classes. So, to assign the keys to the n security classes, it requires n
encryption operations. Also, the scheme does not satisfy the forward secrecy
and backward secrecy requirements upon new class addition and existing class
deletion. In [16], each user of a class needs to store O(n) secret keys (n is the
number of nodes in the hierarchy). Giri et al. [8] have proposed a scheme based on
Newton’s polynomial interpolation technique where, the number of polynomial
interpolations for a class is proportional to the number of successors of the
class. Also, modular exponentiations are required for generating the keys and
for computing the points for polynomial interpolations. The key derivation is
inefficient as it requires 3 multiplications, 2 modular exponentiation, a hash
computation, a decryption operation and a polynomial evaluation.

3.1 Our Contribution

We propose a hierarchical key management scheme based on the polynomial in-
terpolation technique. In our proposed scheme, each user of a class stores only
one key and one polynomial evaluation and only few hash function computations
(bounded by the position of the target successor class in the level order traversal
of the subtree rooted at a class to which user belongs in a hierarchy) are required
to derive the key of any successor class. For each class, the public information is
proportional to the number of it’s successors. Our scheme is efficient compared
to the other hierarchical key management schemes based on polynomial interpo-
lation technique. Our scheme does not use any costly encryption, decryption or
modular exponentiation during key computation and key derivation. Also, the
scheme does not use any additional public information other than the public
polynomials. We have compared our scheme with the other schemes existing in
the literature and show that our scheme is efficient. Our proposed scheme han-
dles the dynamic operations of new class addition to the hierarchy and existing
class deletion from the hierarchy. We have commented on the security of the pro-
posed scheme and show that indeed the proposed hierarchical key management
scheme is secure.

We also provide a scheme that satisfies the forward and backward security re-
quirements in hierarchical group communication. Only one polynomial construc-
tion is needed for rekeying upon new class addition and existing class deletion.
We show that the proposed scheme is secure against collaborative and common
subordinate attacks.

4 The Lagrange Form of the Interpolation Polynomial

Given a set of k points, {(x1, y1), . . . , (xj , yj), . . . , (xk, yk)} where no two xj are
same, the interpolation polynomial in the Lagrange form is the linear combina-
tion,

P (x) =
k−1∑
j=1

yjlj(x) (1)

of Lagrange’s basis polynomials
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lj(x) =
∏

1≤i≤k,i�=j

x− xi

xj − xi

The degree of the polynomial P (x) is less than or equal to k − 1.
Lagrange’s form of polynomial interpolation and the complexity details are

provided in [1,4,9].

5 Proposed Hierarchical Key Management Scheme

Our scheme uses a central authority (CA) who is responsible for managing the
hierarchy of a set of disjoint classes C1, . . . , Cn. GF (p) be the Galois Field, where
p is a large prime, and h be the cryptographic hash function. We use the notation
hi(x) = hi−1(h(x)), i > 1. For example, h3(x) is h2(h(x)) which is h(h(h(x))).
All the polynomials are constructed using Lagrange’s interpolation method given
in section 4 using equation 1. The scheme consists of following phases.

1. Key Generation and Key Assignment: For each class Ci, CA chooses
a distinct key Ki randomly from GF (p) and securely distributes it to users
of Ci.

2. Public Information Generation: For each class Ci, CA does the fol-
lowing. Let Si = {Cj : Cj ≤ Ci} − {Ci}. Let k = |Si| be the size of
Si. Let Cj1 , . . . , Cjk be the classes in Si. Let Kj1 , . . . ,Kjk be the corre-
sponding keys of classes in Si. If k > 1, CA constructs a polynomial Pi(x)
with the points {(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
k(Ki),Kjk)} using La-

grange’s polynomial interpolation equation 1. If k = 1, then CA randomly
chooses a point (p1, p2) and constructs a polynomial Pi(x) with the points
{h(Ki),Kj1), (p1, p2)} (it should be noted that CA may pick more points
randomly by fixing the degree of the polynomial). If k = 0, then Ci will
have no outgoing edge and CA does not construct the polynomial Pi(x). CA
publishes the polynomial Pi(x).

3. Key Derivation: Let Si = {Cj : Cj ≤ Ci} − {Ci}. Let Cj1 , . . . , Cjk be the
classes in Si. The user of class Ci can derive the key corresponding to class
Cjl for 1 ≤ l ≤ k by computing Pi(h

l(Ki)).

For instance, Figure 1 shows a hierarchy with 10 security classes. CA chooses
K1, . . .K10 randomly from GF (p) and securely sends to users of C1, . . . , C10 re-
spectively. Here, S1 = {C2, . . . , C10}. CA constructs the polynomial P1(x) with
the points (h(K1),K2), (h

2(K1),K3), . . . , (h
9(K1),K10) using Lagrange’s polyno-

mial interpolationmethod andCApublishesP1(x). ForC2,S2 = {C5, C6, C8, C9}.
CA constructs the polynomial P2(x) with the points (h(K2),K5), (h

2(K2),K6),
(h3(K2),K8) and (h4(K2),K9) and publishes it. Likewise, CA constructs polyno-
mials P3(x), P4(x) and P6(x). To construct P7(x), CA chooses randomly a point
(p1, p2) and constructs P7(x) with points (h(K7),K10) and (p1, p2). CA publishes
P7(x). Likewise, CA constructs P5(x).

To derive the key of the class C2, the users of class C1 compute P1(h(K1)).
To derive the key of class C8, users of C2 compute P2(h

3(K2)). The level order
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Fig. 2. Hierarchy after addition of security class

traversal of the subtree rooted at C2 consists of the classes C5, C6, C8, C9 (ex-
cluding C2). The position of the class C8 is 3. So, three hash computations are
required followed by a polynomial evaluation to get the key K8.

5.1 Adding a New Class to an Existing Hierarchy

To add a new class Ct to the existing hierarchy, such that the relation Cj ≤
Ct ≤ Ci holds, CA does the following.

1. CA chooses a distinct key Kt randomly from GF (p) and securely gives it to
users of Ct.

2. CA adds a node Ct between the classes Ci and Cj in the hierarchy.
3. For each predecessor Ci in S = {Ci : Ct ≤ Ci}, CA does the following.

(a) Let Cj1 , . . . , Cjk be the classes in Si where Si = {Cj : Cj ≤ Ci}. Let
Kj1 , . . . ,Kjk be the corresponding keys of classes in Si. CA computes the
polynomialPi(x) using Lagrange’s interpolation techniquewith the points
{(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
k(Ki),Kjk)}. CA publishes Pi(x).

4. For the class Ct, CA does the following.
(a) Let Cj1 , . . . , Cjk be the classes in St where St = {Cj : Cj ≤ Ct}. Let

Kj1 , . . . ,Kjk be the corresponding keys of classes in St. CA computes the
polynomialPt(x) usingLagrange’s interpolation technique with the points
{(h(Kt),Kj1), (h

2(Kt),Kj2), . . . , (h
k(Kt),Kjk)}. CA publishes Pt(x).

For example, consider and event of addition of a new class C11 to an existing
hierarchy (refer Figure 1), such that the relation C4 ≤ C11 ≤ C1 holds. CA
adds the class C11 to hierarchy as shown in Figure 2. CA chooses K11 ran-
domly from GF (p) and gives it securely to the users of C11. The class C1 is
the predecessor of C11. CA constructs the polynomial P1(x) with the points
(h(K1),K2), (h

2(K1),K3), (h
3(K1),K11), (h

4(K1),K5), (h
5(K1),K6), (h

6(K1),
K7), (h

7(K1),K4), (h8(K1),K8), (h
9(K1),K9) and (h10(K1),K10) using

Lagrange’s polynomial interpolation technique and publishes the new polyno-
mial P1(x).
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The successors of the newly added class C11 are classes C4, C7 and C10. CA
constructs the polynomial P11(x) with the points (h(K11),K4), (h

2(K11),K7),
and (h3(K11),K10) using Lagrange’s polynomial interpolation technique. As ex-
plained earlier the users of a class can derive the successor class keys using their
own key.

5.2 Deleting a Class from the Existing Hierarchy

To delete a class Ct from the existing hierarchy where Cj ≤ Ct ≤ Ci, CA does
the following.

1. For each predecessor Ci in S = {Cj : Cj ≤ Ci}, CA does the following.
(a) LetCj1 , . . . , Cjk be the classes inSi whereSi = {Cj : Cj ≤ Ci}−{Ct}. Let

Kj1 , . . . ,Kjk be the corresponding keys of classes in Si. CA computes the
polynomialPi(x) using Lagrange’s interpolation techniquewith the points
{(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
k(Ki),Kjk)}. CA publishes Pi(x).

2. CA removes Kt.

6 Proposed Scheme with Forward and Backward Security

In this section, we modify the basic scheme described above such that the back-
ward secrecy and forward secrecy of the classes is maintained when a new class
is added to an existing hierarchy and an existing class is deleted from the hi-
erarchy respectively. Our scheme employs a central authority (CA) who is re-
sponsible for managing the hierarchy of the set of disjoint classes C1, . . . , Cn.
Let Si = {Cj : Cj ≤ Ci} − {Ci}. All the polynomials are constructed using the
Lagrange’s polynomial interpolation method. The scheme consists of following
phases:

1. Key Generation and Key Assignment: For each class Ci, CA chooses
a distinct keys Ki, Ri randomly from GF (p) and securely distributes it to
users of Ci. We call the key Ki as the class key and Ri as the class rekeying
key. All the users in class Ci communicate securely using Ki.

2. Public Information Generation: For each class Ci, CA does the follow-
ing. Let Si = {Cj : Cj ≤ Ci}. Let k = |Si| be the size of Si. Let Cj1 , . . . , Cjk

be the classes in Si. Let Kj1 , . . . ,Kjk be the corresponding keys of classes in
Si. If k > 1, CA constructs a polynomial Pi(x) using Lagrange’s interpolation
technique with the points {(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
k(Ki),Kjk)}.

If k = 1, then CA randomly chooses a point (p1, p2) and constructs a poly-
nomial Pi(x) with the points {h(Ki),Kj1), (p1, p2)} (it should be noted that
CA may pick more points randomly by fixing the degree of the polynomial).
If k = 0, then Ci will have no outgoing edge and CA does not construct the
polynomial Pi(x). CA makes Pi(x) public.

3. Key Derivation: Let Si = {Cj : Cj ≤ Ci} − {Ci}. Let Cj1 , . . . , Cjk be the
classes in Si. The user of class Ci can derive the key corresponding to class
Cjl for 1 ≤ l ≤ k by computing Pi(h

l(Ki)).
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It should be noted the given a relation Cj ≤ Ci, the users of Ci can derive
Kj. And, the users of class Ci do not have access to Rj . Rj is secret with only
users of Kj and is not accessible to any other classes in the hierarchy.

6.1 Adding a New Class to an Existing Hierarchy

To add a new class Ct to the existing hierarchy such that the relation Cj ≤ Ct ≤
Ci holds, CA does the following.

1. CA chooses distinct keys Kt, Rt randomly from GF (p) and securely dis-
tributes it to users of Ct.

2. Let St = {Cj : Cj ≤ Ct} − {Ct} be the successors of Ct. Let Kjl be the
current key of class Cjl , where 1 ≤ l ≤ |St|. For each class Cjl in St for 1 ≤
l ≤ |St|, CA chooses a new key K

′
jl
and constructs a public polynomial Ps(x)

with the points (Kj1 ,K
′
j1
), . . . , (Kjl ,K

′
jl
). CA does as above for providing

backward secrecy to the classes in St.
3. The users of each class Cjl in St evaluate Ps(x) at Kjl to get the new key

K
′
jl
. W l.o.g and for notational convenience we denote new key K

′
jl
as Kjl .

4. For each predecessor Ci in Si = {Ci : Ct ≤ Ci}, CA does the following.

(a) Let Cj1 , . . . , Cjk be the classes in Si where Si = {Cj : Cj ≤ Ci}. Let
Kj1 , . . . ,Kjl be the corresponding keys of classes in Si. CA computes the
polynomialPi(x) using Lagrange’s interpolation techniquewith the points
{(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
l(Ki),Kjl)}. CA publishes Pi(x).

5. For the class Ct, CA does the following.

(a) Let Cj1 , . . . , Cjl be the classes in St. Let Kj1 , . . . ,Kjl be the correspond-
ing keys of classes in St. CA computes the polynomial Pt(x) with the
points {(h(Kt),Kj1), (h

2(Kt),Kj2), . . . , (h
l(Kt),Kjl)} using Lagrange’s

interpolation technique CA publishes Pt(x).

6.2 Deleting a Class from the Existing Hierarchy

To delete a class Ct from the existing hierarchy where Cj ≤ Ct ≤ Ci, CA does
the following.

1. Let St = {Cj : Cj ≤ Ct} − {Ct} be the successors of Ct. Let Kjl be the
current key of class Cjl , for 1 ≤ l ≤ |St|. Note that the users of Ct have
access to the keys of the classes in St along with class key of Ct. For each
class Cjl in St for 1 ≤ l ≤ |St|, CA chooses a new key K

′
jl

and constructs a

public polynomial Ps(x) with the points (Rj1 ,K
′
j1
), . . . , (Rjl ,K

′
jl
). It should

be noted that the key Kjl cannot be used for constructing the polynomial as
the users of class Ct have access to it. However,the users of Ct do not have
access to Rjl . This ensures the forward secrecy.

2. The users of each class Cjl in St evaluate Ps(x) at Kjl to get the new key

K
′
jl
. W l.o.g and for notational convenience we denote new key K

′
jl
as Kjl .

3. For each predecessor Ci in S = {Cj : Cj ≤ Ci}, CA does the following.
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(a) LetCj1 , . . . , Cjl be the classes inSi whereSi = {Cj : Cj ≤ Ci}−{Ct}. Let
Kj1 , . . . ,Kjl be the corresponding keys of classes in Si. CA computes the
polynomialPi(x) using Lagrange’s interpolation techniquewith the points
{(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
l(Ki),Kjl)}. CA publishes Pi(x).

4. CA removes Kt.

7 Analysis of the Proposed Scheme

Storage Cost. Consider a class with t ≤ n successors. Each user of class should
store only one secret key. The public information of the class is the size of the
constructed polynomial which is t. CA has to store the secret keys of n security
classes of the hierarchy. Each user of a class in the second scheme should store
two secret keys.

Computation Cost. CA should construct the polynomial for each class whose
degree depends on the number of successors of the class. The cost of polynomial
interpolation is O(n log2 n) for degree n. The key derivation cost of user of a
class requires hash computations equal to the position of the target successor
class in the level order traversal of the subtree rooted at a class to which user
belongs in a hierarchy and a polynomial evaluation (whose cost is O(

√
n)).

8 Comparison

In this section, we compare our proposed scheme with the existing schemes by
Chang et al. [3], Shen et al. [15], Das et al. [5] and Giri et al. [8] for public
information storage, private information storage at user, private information
storage at CA, Key generation and distribution cost per class, key derivation
cost and for satisfying security requirements (forward and backward secrecy)
upon new class addition and existing class deletion.

The comparison is given in Table 1. In Table 1, k is the security parameter
(size of an element of GF (p)), E for exponentiation, cH denotes computation
cost of a hash function, cD the cost of decryption, cE the cost of encryption, cM
the cost of multiplication and n is the number of nodes in the hierarchy.

In Table 1, public space denotes the public information collectively for all the
n nodes in the hierarchy. We have considered the case where a node can have
n relations. The n2 factor is a upper bound but given a partially ordered set,
where relation is anti-symmetric, all the nodes will not have n relations, So,
the public information in our proposed scheme is less than O(n2k). The public
information in our proposed scheme is exactly the number of relations present
in the hierarchy. We have considered private space per class (at a user). In our
proposed scheme a user of any class stores only one key. A user of any class in
Chang et al. [3] scheme stores 2 keys. The schemes of Shen et al. [15] and Das
et al. [5] the key of order O(n) is stored at the user. Shen et al. scheme is shown
to be insecure and the scheme of Das et al. does nt satisfy the forward and
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Table 1. Comparison with the existing schemes

Chang et al. [3] Shen et al. [15] Das et al. [5] Giri et al. [8] Ours

Public Space O((n2 + 3)k) O(nk) O(nk) O(n2k) O(n2k)

Private space at user 2k O(nk) O((n + 1)k) k k

Private space at CA 2nk O(n2k) O(n2k) 2nk nk

Key Distribution n2E + O(n2) O(n2) n(cE + cH ) + O(n2) 2nE + ncE + O(n2) ncH + O(n log2 n)

Key Derivation 3E + O(n) 2E + O(n) cH + O(n) 3cM + 1E + cH cHl + O(
√

n)
+cD + O(n)

Forward Secrecy - No No No Yes

Backward Secrecy - No No No Yes

backward secrecy requirements. The private storage at CA is nk in our scheme
and is less compared to other schemes. So, our scheme requires the user and the
CA to store only 1 and n keys respectively which can be the lower bound on
key storage. We have considered the key generation and distribution cost per
class with the assumption that the class has n successors. The key generation
and distribution is costly in other schemes as they require modular exponenti-
ation followed by polynomial interpolation. The scheme in [8] requires number
of polynomial interpolations equal to the number of successors of a class. Also,
it requires O(n) number of exponentiations and encryptions for key generation.
Our scheme requires only one polynomial interpolation per class. Using FFT
polynomial interpolation requires O(n log2 n) (where n is the degree) [9]. A user
of a class requires hash computations and a polynomial evaluation to derive the
key of any successor class. The number of hash computations varies depending
on the number of successor classes of a class of which the user is part. In Ta-
ble 1, l specifies position of the target successor class in the level order traversal
of the subtree rooted at a class to which a user belongs. in a hierarchy. The
other schemes use, costlier operations like modular exponentiations, encryption
and decryption operations. As given in Table 1, key derivation cost is efficient
in our proposed scheme.

9 Security Analysis

In this section, we provide insight into the security of the proposed scheme.

9.1 POSET Property

Consider any class Ci in the hierarchy with Si = {Cj : Cj ≤ Ci} − {Ci} and
k = |Si| be the size of Si. Let Cj1 , . . . , Cjk be the classes in Si. Let Kj1 , . . . ,Kjk

be the corresponding keys of classes in Si. Suppose k > 1. CA constructs
a polynomial Pi(x) using Lagrange’s interpolation technique with the points
{(h(Ki),Kj1), (h

2(Ki),Kj2), . . . , (h
k(Ki),Kjk)}. CA publishes the polynomial

Pi(x). Consider the relation Cj1 ≤ Ci. The users of Ci have the secret key Ki.
So, they can compute h(Ki) and Pi(h(Ki)) to get Kj1 . However the users of Cj1

cannot get the key Ki. The probability that the users of Cj1 get Ki is
1
p . So, the

hierarchical key management maintains the POSET properties of the relations.



Efficient Hierarchical Key Management Scheme 201

9.2 Collaborative Attack

In collaborative attack, two or more classes at lower level in the hierarchy coop-
eratively wish to derive the key of the superior class. Consider two classes Ci and
Cj with the common parent class Cp. The keys are Ki, Kj and Kp respectively.
Given Pp(x), it is hard to derive Kp. The probability with which they can get
Kp is 2

p . For larger p, this is negligible.

9.3 Common Subordinate Attack

In common subordinate case, when the subordinate class Cj is accessible by
two or more superior classes Ci and Ck, then the class Ci may gain access to
the secret key of Ck through the common subordinate Cj . For the class Cj ,
the polynomials Pi(x) and Pk(x) are constructed at the points (h(Ki),Kj) and
(h(Kk),Kj) respectively. Due to the one way property of hash function it is hard
to get Kk.

9.4 Forward and Backward Secrecy

When a class is added, the class keys of all the successor classes are changed to
prevent the new users from accessing the past communications of the successor
classes. The same process is carried out when an existing class is deleted to
prevent the deleted users from accessing the future communications.

10 Conclusion

We have proposed an efficient hierarchical key management scheme based on
polynomial interpolation method. We have reviewed the existing polynomial
based hierarchical key management schemes and highlighted the disadvantages
of those schemes. In the proposed scheme, the key derivation process is efficient
as any user of a class does only one polynomial evaluation and computes the
number of hash operations bounded by the position of the target successor class
in the level order traversal of the subtree rooted at a class to which user belongs
in a hierarchy. The user of any class stores only one key in the basic scheme and
two keys in the scheme providing forward and backward secrecy. The proposed
scheme is secure against collaborative and common subordinate attacks. We have
compared the proposed scheme with the existing schemes and shown that our
scheme is efficient. As a future work, we try to reduce the key derivation cost by
keeping the same amount of public information and storage at user and CA as
that of the proposed scheme.
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Abstract. This paper presents an efficient authentication system based on hand 
vein pattern. The stages involved in vein pattern authentication system are 
image acquisition, Region of Interest (ROI) Extraction, image enhancement, 
binarization, thinning, feature extraction and matching. We propose an 
algorithm for extraction of dynamic ROI from the hand vein image. The 
advantage of dynamic ROI extraction is that, ROI extracted for different hand 
images varies in size as the size of the hand varies and is possible to extract 
more features from a larger hand which otherwise is not possible with fixed 
ROI. A new thinning algorithm is used to extract one pixel thick medial axis 
vein network from the dynamic ROI and compared the results with matlab’s 
thinning algorithm. The resulting thinned image may contain some artefacts, 
and we propose an algorithm to remove these artefacts. The minutiae features 
that represents the geometric information of the vein pattern is extracted which 
are bifurcation and ending points. Finally a matching algorithm is applied for 
authentication. The proposed system is efficient and got the lowest error rate. 

Keywords: Hand vein, finger web, region of interest, thresholding, 
binarization, bifurcation, endpoint. 

1 Introduction 

A biometric system is basically an automated pattern recognition system that either 
makes identification or verifies an identity by establishing the probability that a 
specific physiological or behavioral characteristic is valid [1].  Biometrics plays a 
major role in today’s security applications, including commercial (e.g. e-commerce, 
welfare-disbursement), various forms of access control (e.g. ATM’s, boarder control, 
PC login), and so on. Various types of biometrics such as iris, face, fingerprints, hand 
geometry and vein patterns are being used for real-time identification and identity 
verification applications [14]. Among the various biometrics that can be used to 
identify a person, human hand veins exhibits some distinct advantages like ease of 
feature extraction, spoofing resistant, high accuracy, liveness detection and 
noncontact etc. Fig. 1 illustrates the generic vascular structure found on the back of 
the hand. 

The human vascular structure is individually distinct and appears to be time 
invariant [12]. Human blood vessels are formed during the embryo stage with a 
variety of differentiating features, rendering each pattern unique, and their patterns 
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remain relatively constant over one’s lifetime except in the case of injury or decease. 
An individual’s identity can be authenticated using vein patterns in one’s hands, and 
those patterns are located just under the surface of the skin and are invisible to the 
human eye, therefore vein patterns are much harder for intruders to copy [8].  

The typical phases involved in the vein pattern authentication system are image 
acquisition, ROI extraction, binarization, thinning, feature extraction and matching. 
The acquisition of hand veins is generally done using infrared (IR) imaging. The IR 
imaging for veins is of two types namely near infrared (NIR) in the range of 0.75μm 
to 2μm and far infrared (FIR) in the range of 6μm to 14μm. After obtaining the 
images, the authentication system extracts the ROI from the hand to increase the 
accuracy and reliability of the system. The ROI is processed to increase the quality 
and then, the vein skeleton is extracted by a series of steps: normalizing, binarizing, 
filtering, smoothing, thinning, and pruning. Finally, the system extracts the features 
that represent the geometric information of the vein pattern, and matching is 
performed to authenticate the user.  

Rest of the paper is organized as follows: section 2 describes the overview of the 
current development in hand vein pattern biometric. Section 3 presents the proposed 
dynamic Region of Interest (ROI) extraction. Noise removal, binarization of the ROI 
and the thinning is described in section 4. The feature extraction and matching of the 
key features are explained in section 5. The experiments and results from this work 
are presented in Section 6. Conclusions are described in section 7. 

 

Fig. 1. An example vein patterns on the back of the hand 

2 Related Work 

In recent years, personal authentication using vein pattern has gained more and more 
research attention. It seems the first known work in the field of hand vein pattern was 
reported in 1990s [4], but it is not attracted much attention in that decade. Cross and 
Smith [9] have investigated the personal verification using hand vein patterns 
acquired using NIR camera. Authors used the medial axis representation as the feature 
of the vein pattern, and apply the constrained sequential correlation to match the vein 
signatures. Tanaka and Kubo [10] also employed the NIR images for personal 
verification and used phase only correlation technique to match the patterns. Lin et al 
[7] have detailed the usage of FIR imaging for the extraction of hand vein patterns 
and uses the combination of multi-resolution representations of the processed vein 
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patterns for personal verification. Wang et al [8] present another approach for 
personal authentication using FIR hand vein images. Authors used the minutiae 
features of the vein pattern and employed the modified hausdorff distance to measure 
the similarity between the patterns.  

Kumar et al [6] presents a new approach to authenticate individuals using NIR 
hand vein images that uses triangulation of minutiae features and knuckle shape 
information of the hand. The knuckle tips are used as key points for the image 
normalization and extraction of region of interest. The matching scores are generated 
in two parallel stages: hierarchical matching score from the four topologies of 
triangulation in the binarized vein structures, and from the geometrical features 
consisting of knuckle point perimeter distances in the acquired images. The weighted 
score from these two matching scores are used to authenticate the individuals. Yang  
et al [11] present a skeleton extracting algorithm for hand vein images. After a series 
of pre-processing: normalizing, filtering, segmenting, thresholding, smoothing, 
thinning, and pruning, the authors acquires clean and smooth vein pattern skeleton. 
Crisan et al [13] uses a new approach, where the vein detection process consists of an 
easy to implement device that takes a snapshot of the subject's veins under a source of 
near infrared radiation. Authors used the relative angles between vein segments, the 
number of end and bifurcation points, and the neighbors of each point for personal 
authentication. 

3 Dynamic ROI Extraction 

To increase the accuracy and reliability of the authentication system, the features of 
vein patterns extracted should be from the same region in different hands. The region 
to be extracted from the hand is known as ROI. ROI extraction can be either fixed  
[6, 7] or dynamic. The advantage of dynamic ROI is that ROI extracted for different 
hand images varies in size as the size of the hand varies and the extracted ROI’s 
reference to the same region in the hand image irrespective of the size of the hands. 
So, it is possible to extract more features from the larger hand which otherwise is not 
possible with fixed region of interest extraction. 

The process of dynamic ROI extraction is shown in Fig. 2. Firstly, the image I is 
binarized using a global thresholding method in order to extract the hand boundary. 
As shown in Fig. 2(b) global thresholding creates binary images from grey-level 
images by turning all pixels below some threshold to zero and all pixels above that 
threshold to one.  Let  I΄ is the binarized image of I, the global thresholding process is 
expressed using Eq. (1), where I (x, y)   denote the intensity value at position (x, y)   in 
the image I and I΄(x, y)  denote the value at position (x, y)   in the image  I΄.  

 

   1   if I (x, y) ≥ threshold 
              I΄(x, y)   =  
    0   otherwise 

(1)
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Then the boundary of the hand is extracted using morphological operators [2] on 
the binary image. An image A, and its boundary is denoted by β (A), can be obtained 
by first eroding A by B and then performing the set difference between A and its 
erosion. The boundary extraction process is defined using Eq. (2), where B is a 
suitable structuring element. A 3×3 matrix with element values 1 is used as the 
structuring element in the experiment. 

β (A) = A - (AƟ B) (2)

 

Fig. 2. Extraction of dynamic ROI: (a) hand vein image, (b) hand after binarization, (c) 
extracted hand boundary, (d) hand boundary distance profile, (e) locating the region of interest 

The extracted boundary can be seen from the Fig. 2(c). Then for each boundary 
pixel, the Euclidean distance from the wrist middle point is calculated. Using these 
distances, a distance distribution diagram as shown in Fig. 2(d) is constructed whose 
pattern is similar to the geometric shape of the hand. In the diagram five local maxima 
(which resemble the five finger tips) and four local minima (which resemble the 
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finger webs i.e. valley between fingers) can be seen. The line joining the finger webs 
fw1 (the valley point between the small finger and ring finger) and fw3 (the valley 
point between the middle finger and the index finger) is made parallel to the 
horizontal axis to make the images rotation invariant. The ROI is a rectangular region 
R P1 P2 P3 P4, and defined using Eq. (3), where L represents the length, A is the distance 
between fw2 and the line joining fw1 fw3, c1 and c2 are two constants. 

L P1 P2 = L fw1 fw3 + c1 × A 
  (3) 

L P1 P3 = L P1 P2 + c2 – A        

The dynamic ROI located on the hand can be seen from the Fig. 2(e). It is observed 
that maximum possible region from the hand is extracted as ROI, which is not 
possible with fixed ROI. The main advantage to locate the ROI in this manner will 
increase the tolerance of the authentication system against hand rotation. 

4 Binarization and Thinning 

After obtaining the ROI, image enhancement techniques are applied in order to 
increase the quality of the ROI, as the images are low quality far infrared images. The 
first step in enhancement is applying histogram equalization technique [2] on the ROI 
to increase the contrast of the image and to reduce the possible imperfections in the 
image. The resultant ROI can be seen from the Fig. 3(b) and is subjected to 
binarization, to separate the vein structure from the image background. In order to 
binarize the image a locally adaptive threshold method has been applied. Due to small 
gray scale variations across the image, a global threshold method will not be a good 
choice to apply on the image. In contrast to the global threshold method which uses a 
single threshold, the adaptive threshold method [2] chooses different threshold value 
for every pixel in the image based on the mean value of all the pixels in the 
predefined neighborhood.  The thresholding process is expressed using Eq. (4), where 
µxy is the mean value of the 31×31 neighborhood, for a pixel (x, y).  

 1   if I (x, y) ≥ µxy 

              I΄(x, y)   =  
    0   otherwise 

(4) 

After thresholding process, connected noisy regions are identified in the binarized 
ROI and are eliminated which are below a predefined threshold value. There are some 
obvious protuberances and many spurs at the boundary (called boundary noise) of 
vein pattern, especially in horizontal. Median filter [2] of size 5×5 is used to reduce 
that noise. It preserves edges while removing noise. Then, a morphological opening 
operation is applied that smoothes the contour of object, breaks narrow isthmuses, and 
eliminates thin protrusions.  The segmented ROI after noise reduction and smoothing 
is shown in Fig. 3(c).The resulting binary image is subjected to a thinning algorithm 
which generates the vein pattern structure of one pixel thick.  

A thinning algorithm transforms a binary image into a skeleton and the skeleton is 
topologically equivalent to the image. Maintaining connectivity and ability to handle 



208 M.V.N.K. Prasad, I. Kavati, and K. Ravindra 

vein pattern boundary noise are the properties desired in thinning algorithms. Most of 
the thinning algorithms keep the connectivity of the region, but they cannot always 
get one-pixel thick skeleton and contains many spurs in the outline of the skeleton i.e. 
boundary noise. We use the thinning algorithm proposed by Ng et al [5] to handle 
these problems. It uses a flag map and smoothing templates for detecting thinned lines 
with multiple pixels thick and spurs with small connectivity.  

 

Fig. 3. Extraction of vein structure from the ROI: (a) extracted ROI, (b) after histogram 
equalization, (c) extracted vein patterns after noise removal and smoothing 

However, the resulting image may also contain small unconnected and connected 
objects called thinning artefacts. A pruning technique is then applied to eliminate 
these false segments. Starting from every termination in the skeleton of the vein 
pattern, the technique tracks along the one pixel thick vein line until it reaches a 
crossing point or another termination. If the tracking length is less than a predefined 
threshold, the tracking line is marked as spur and deleted from the skeleton. The 
skeleton of the image is shown in Fig. 4(b). 

5 Feature Extraction and Matching 

After thinning the ROI, the key features which are relatively stable, unique and that 
represent the geometric information of the vein pattern are extracted. The minutiae 
features (vein ending and bifurcation) are considered as key features. A vein 
bifurcation is defined as vein point where vein forks or diverges into branch veins, 
and the vein ending is the point at which vein ends or disappears abruptly. This 
disappearance could be due to the abrupt ending of blood vessels or their poor 
visibility from the imaging system. In order to extract the minutiae points from the 
skeleton image, we examine the local neighborhood of every pixel P in a 3×3 window 
centered at P using cross number concept [3]. The cross number concept can be 
expressed using Eq. (5).  

8

1

1

0.5 | |i i

i

B P P+

=

= − ,   Where P9 = P1 (5)
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For a pixel P on the vein skeleton, its eight neighboring pixels are scanned as 
follows, 

 

 
 
 
 
 
 
 

 

A pixel P is termed as bifurcation point if the value of B for the pixel is three or 
more. If the value of B is equal to one, the pixel P is an end point. A minutiae mi can 
be represented by its position and type i.e., mi = (xi,yi,ti) where (xi,yi) denotes the 
position and ti is the type ( vein bifurcation or ending)  of the minutiae mi.  The 
extracted features are in Fig. 4(c). 

 

Fig. 4. Thinned images: (a) using MATLAB’s ‘skel’ function (artefacts are highlightened), (b) 
using thinning algorithm [5], (c) extracted minutiae features (round symbol for bifurcation 
point and square symbol for end point) 

Matching is the last phase in the vein pattern authentication system. Matching is 
used to authenticate the user i.e., to know whether the user is genuine (already 
registered) or imposter.  Matching is done by comparing the minutiae features of a 
query template with the already stored templates. Let M = {m1, m2, …, mp} and N = 
{n1, n2, …, nq} are the two templates having p and q minutiae features respectively.   
We consider that a minutiae point mi = (xi,yi,ti) of query template M is matched to a 
minutiae point nj = (aj,bj,tj) of stored template N, if they satisfy the following set of 
conditions. 

ti  = t j 

(6) 
2 2( ) ( )i j i jx a y b Threshold− + − <  

Match score of a query image against an enrolled image is defined using Eq. (7), 
where count is the number of query image minutiae features matched with the 
enrolled image, and p is the total number of query minutiae features. More the match 
score between two images, greater is the similarity between them. 

P1 P2 P3 

P8 P P4 

P7 P6 P5 
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Match score   =   
count

p
× 100 (7)

6 Experiments and Results 

The experiments are conducted on a far infrared hand vein pattern database of 178 
images, approximately 3 prints each of 60 distinct hands and extracted the dynamic 
ROI’s for these images.  In the experiment, for extraction of dynamic ROI, the values 
of c1 and c2 in Eq. (3) are chosen empirically as 4 and 10 respectively. We got the 
smallest ROI size of 107×111 and largest ROI size of 137×141. We conducted an 
experiment using matlab’s ‘skel’ function for the extraction of the vein skeleton. The 
resulting image is shown in Fig. 4(a) and contains some artefacts which are 
highlightened. It can be observed from Fig. 4 that the thinning algorithm [5] used in 
this work performs well as it extracts the vein skeletons successfully and the shape of 
the vein pattern is well preserved.  

The performance of the proposed authentication system is determined by False 
Acceptance Rate (FAR), False Rejection Rate (FRR) and Equal Error Rate (EER) 
[15]. FAR is the frequency that a non authorized person is accepted as authorized 
while FRR is the frequency that an authorized person is rejected access. The EER 
refers to a point where the FAR equals the FRR; a lower EER value indicates better 
performance. Fig. 5 shows the FAR and FRR at various thresholds and it can be seen 
that the Equal Error Rate (EER) is 0.05.  

The genuine and imposter match scores distributions [15] are shown in the Fig. 6, 
it is observed that they are well separated, and maximum of the genuine scores are 
greater than threshold (T) and maximum of the imposter scores are less than T. 

 

Fig. 5. Error rate curves for the proposed method at different thresholds (EER = 0.05 where the 
threshold is observed to be 42) 

EER 
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Fig. 6. The genuine and imposter match score distributions 

7 Conclusion 

This paper proposes a new dynamic ROI extraction method and implemented an 
efficient thinning algorithm [5] with artifact removal for vein pattern authentication. 
The dynamic ROI extraction made it possible to grab more features from the hand and 
made the system almost rotation invariant. The skeleton produced by the thinning 
algorithm is not only one-pixel thick, perfectly connected, but also has the desired 
property of handling boundary noise. 
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Abstract. In biometric identification systems, the identity corresponding to the 
query image is determined by comparing it against all images in the database. 
This exhaustive matching process increases the response time and the number 
of false positives of the system; therefore, an effective mechanism is essential to 
select a small collection of candidates to which the actual matching process is 
applied. This paper presents an efficient indexing algorithm for vein pattern 
databases to improve the search speed and accuracy of identification. In this 
work, we generate a binary code for each image using texture information. A 
hierarchical decomposition of Delaunay triangulation based approach for 
minutiae is proposed and used with binary code to narrow down the search 
space of the database. Experiments are conducted on two vein pattern 
databases, and the results show that, while maintaining 100% Hit Rate, the 
proposed method achieves lower penetration rate than what existing methods 
achieve. 

Keywords: Hand vein, indexing, binary code, hierarchical decomposition, 
Delaunay triangulation, bifurcation, end point. 

1 Introduction 

A biometric system is essentially a pattern recognition system that recognizes a 
person based on physical and/or behavioral characteristics possessed by that person 
[10]. Authentication based on biometric technology has been an active area of 
research recently in security systems, because conventional means such as tokens, 
passwords have problems in terms of theft, loss, and reliance on the user’s memory. 

Biometric authentication can be achieved by either verification method or 
identification method. In verification mode, a quick response can be expected because 
the matching is executed only once, though the claimer has to enter his/her identity 
for every authentication session [14]. In identification mode, the user does not provide 
any identity claim, but recognition of a single query requires searching through the 
entire database containing a large collection of biometric images [15]. Since entire 
database is searched, the required processing will have longer response times and the 
identification performance is expected to suffer. Hence an effective and efficient 
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indexing mechanism is essential to select a small collection of candidates to which the 
actual matching process is applied. However, as the biometric data is unstructured, 
they cannot be indexed into alphabetical or numerical order [9]. The indexing method 
not only deals with unstructured data, but also has to deal with the challenges of intra-
class natural variations and inter-class similarities.  

The biometric indexing methods are generally based on either point [8,11] or 
triplets of points [1,2,12]. The authors in [11], extracted the minutiae points of the 
fingerprints and mapped them into a hash table using geometric hashing [7]. 
Similarly, Hunny et al. [8] extracted the key features of iris using Scale Invariant 
Feature Transform [6] and mapped them with the help of geometric hashing. 
However, the above methods require high computational and memory costs as each 
feature is inserted multiple times into the hash table to handle the intra class natural 
variations.  

The triplets have been successfully used in biometric application to index 
biometric databases [1,2,12]. The triplets based techniques have proven more 
powerful than point based techniques, as the uncertainty of feature points and  
intra class natural variations do not affect the angles of a triangle [2].  In 1997, 
Germain et al. proposed an indexing scheme for fingerprint based on all possible 
triplets of minutiae that uses “Fast Look-up Algorithm for String Homology 
(FLASH)” [1] to generate the index and match. In this approach, length of each side 
of the triangle, local orientation and ridge count between vertices are used for flash 
index. Bhanu and Tan improved the work on minutiae triplets [2]. In their work, they 
used additional features such as triangle angles, handedness, type, and direction. 
However, the methods based on all possible triplets lead to high computational cost 
and possibility of mismatch as there are totally O(n3) triangles (where n is number of 
minutiae). Bebis et al. applied Delaunay triangulation instead of all triplets of the 
minutiae set [12] and experiments showed this approach had a better performance.  

In this paper, we propose two invariant features to make the indexing algorithm 
more robust: texture binary code and hierarchical decomposition of Delaunay 
triangulation. Binary code is extracted for each image and is used to filter out the 
wrong correspondences during identification i.e. select genuine image from  
the database. The hierarchical decomposition of Delaunay triangulation classifies the 
triplets based on the combination of minutiae. The classified Delaunay triplets are 
used with the binary code that further reduces the search space of the database.  

Rest of the paper is organized as follows. The proposed indexing scheme which is 
based on binary code and hierarchical decomposition of Delaunay triangulation  
has been described in section 2. Experimental results and analysis are presented in 
Section 3. Section 4 is the conclusion. 

2 Proposed Indexing Approach 

This section proposes an efficient indexing scheme for vein pattern images which is 
based on a binary code obtained from the texture and classified Delaunay triplets of 
the minutiae. The proposed approach follows these steps. 1) Computing binary code 
from the texture information, 2) Extraction of minutiae features, 3) Computing  
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Delaunay triplets from the extracted minutiae and hierarchical classification of 
triplets, 4) Index table generation, and 5) retrieval of candidate images which are 
similar to the query image. 

2.1 Computing Binary Code from the Texture Information 

The vein pattern image as shown in Fig.1 is segmented into n non overlapping sub 
images of size x×y, and then the mean (µi) grayscale values of each sub image i (1 ≤ i 
≤ n) is calculated. The method assigns a binary digit (bi =1 or 0) to each sub image i 
using Eq. (1), where T1 is threshold. 

   1   if µi > T1 
              bi   =  
    0   otherwise 

   (1) 

 
Accumulate the bits of sub images in raster scan order to generate a binary code  

B = {b1, b2,.. bn} of the image.  If two vein images belong to the same user their 
texture information is similar, and also the binary codes. During identification, the 
Hamming distance (the Hamming distance between two strings of equal length is  
the number of positions at which the corresponding symbols are different) between 
the binary codes is used to find out the potential list of candidate matches from the 
database and is described in Algorithm 1. 

 

Fig. 1. Segmented Hand Vein image 

Algorithm 1. Selection of potential candidates using binary code 

Let Bq be the binary code of the query image q and Bx be the binary code 
of an image x from the database.  

1. Compute the Hamming distance d = Dh ( Bq, Bx). 
2. Select image x as potential candidate if d ≤ T2. 

where T2 is a predefined threshold. 
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2.2 Extraction of Minutiae Features 

This section describes the extraction of minutiae features from the vein pattern images 
using image processing algorithms. The proposed algorithm extracts the minutiae of 
the vein pattern after a series of preprocessing steps such as image contrast 
enhancement, noise removal, binarization and thinning [13]. To enhance the contrast, 
the vein images are subjected to adaptive histogram equalization. The adaptive 
histogram equalization increases the contrast of the image and reduces the possible 
imperfections in the image. A vein image and its enhanced image are shown in Fig. 
2(a) and Fig. 2(b). The enhanced images are further processed with median filter to 
suppress the noise content. The resulting image is binarized using locally adaptive 
threshold method [17] and finally thinning is performed to obtain the skeletons of the 
vein image. The binarized vein image is shown in Fig. 2(c). Then, the minutiae 
features are extracted using cross number concept [5]. The proposed system 
represents vein patterns in terms of their minutiae. The two most prominent minutiae 
used here are vein endings and vein bifurcations. Each minutiae is represented by its 
coordinates (x,y). The extracted minutiae of the thinned image are shown in Fig. 2(d). 

 

Fig. 2. Preprocessing of a vein image: (a) Cropped hand vein image from FIR database, (b) 
enhanced image, (c) binarized image, (d) minutiae of the thinned vein image (round symbol for 
bifurcation point and square symbol for end point) 

2.3 Hierarchical Decomposition of Delaunay Triangulation 

Once the minutiae have been extracted, their Delaunay triangulation is computed.  
Fig. 3 shows the Delaunay triangles of the minutiae for one of the vein pattern images 
in our database. The motivation of using Delaunay triangulation in this work is that 
the Delaunay triplets possess certain unique properties compared to other topological 
structures [12][16], including: (1) Delaunay triangulation partitions a whole region 
into many smaller pieces and exactly describes the closest neighbor structures of 
minutiae; (2) Insertion of a new point in a Delaunay triangulation affects only  
the triangles whose circum circles contain that point. As a result, noise affects the 
Delaunay triangulation only locally [12]; (3) The Delaunay triplets are not skinny 
which is desirable as the skinny triangles lead to instabilities and errors [3]; (4) The 
Delaunay triangulation creates only O(n) triangles whereas, the approaches in [1, 2] 
uses all possible triangles of minutia set in an image and therefore, O(n3) triangles 
have to be compared during indexing. The computing cost greatly decreases using 
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Delaunay triangulation; (5) Compared to other topological structures, the Delaunay 
triangulation is less sensitive to distortion [4]. 

 

Fig. 3. Delaunay triangulation of set of minutiae 

The triplets of the vein image are classified based on the combination of minutiae 
at the vertices of the triangle [18].  Fig. 4 shows an example of Delaunay triangle. Let 
Ɵmin, Ɵmed and Ɵmax are the minimal, medial and maximal angles in the triangle 
respectively. The vertices of angle Ɵmax, Ɵmed, Ɵmin are labeled as V1,V2,V3 
respectively. Then, based on the combination of types of minutiae at the vertices 
V1,V2,V3 of the triangle, the Delaunay triplets are classified as eight types and is 
depicted in Table 1. 

 

Fig. 4. Definition of minutiae triangle 

2.4 Index Table Generation 

This section explains the method of generating an index table for storing the classified 
minutiae triplets of the vein images.  A 3D index X = (t, Ɵmed, Ɵmax) is formed for 
each triplet of the vein image, where t (1 ≤ t ≤ 8) is the triplet type. We use the (t, 
Ɵmed, Ɵmax) of the triplet as index into a 3D index table A of size 8×180×180. In the 
experiment, we use only two angles (Ɵmed, Ɵmax) of the triangle as index elements, 
because the third angle (Ɵmin = 180 - ( Ɵmed + Ɵmax )) can be easily determined if we 
know any two. Each triplet of the vein image is inserted into the index table as 
follows, 

A (t, Ɵmed, Ɵmax) = (I, BI) (2)
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where A (t, Ɵmed, Ɵmax) is the index table segment, I is the image identity to which the 
triplet belongs, and BI is the binary code of the image. For each vein image in the 
database, same process is repeated and inserted into the index table. However, some 
segments of the index table may receive more than one entry. As a result, each bin 
may contain a list of entries of the form (I, BI). The insertion of binary code along 
with image identity into the index table is used to filter out the wrong 
correspondences during identification. Algorithm 2 lists the process of indexing the 
vein images. 

Table 1. Hierarchical Decomposition of Delaunay Triplets 

Triplet Type Vertex Minutiae Type* 

t V1 V2 V3 

1 e e e 

2 e e b 

3 e b e 

4 e b b 

5 b e e 

6 b e b 

7 b b e 

8 b b b 

*e – end point, b – bifurcation point 
 
 

Algorithm 2. Indexing 

For each vein image I in the database,
1. Compute binary code BI. 
2. Extract the minutiae features after a series of preprocessing steps. 
3. Apply Delaunay triangulation on the extracted minutiae set and classify the 

triplets according to Table 1 
4. For each triplet in vein image I, do 

a. Compute 3D index (t, Ɵmed, Ɵmax) and access the Index table and 
put image identity I and binary code BI into the indexed location. 

              End For 
End For 

2.5 Retrieval of Candidate Images 

Given a query and a large database, our objective in an indexing mechanism is to 
effectively retrieve a small set of candidates, which share topological similarity with 
the query. First, the query image binary code is computed as explained in section 2A. 
Then, its Delaunay triplets are generated and classified based on the minutiae that 
constitute the triplet. 
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For each triplet of the query image a 3D index (t, Ɵmed, Ɵmax) is computed and used 
to access the index table. Let X = (ti, Ɵmed, Ɵmax), X

΄ = (t΄i, Ɵ
΄
med, Ɵ

΄
max) be the indexes 

of the triplets for query and database image respectively, and let d be the hamming 
distance between their binary codes B and B΄. The triplets X and X΄ are considered as 
matched, only if they satisfy the following set of conditions: 

i. ti  =    t
΄
i 

(3) 

ii. |Ɵmed - Ɵ
΄
med| < TƟ 

iii. |Ɵmax  - Ɵ΄max| < TƟ 

iv. d  ≤ T2 

where TƟ and T2 are the thresholds. The triplets in the database that satisfy the 
conditions given in Eq. (3) are taken as successful correspondence for the query 
triplet and the corresponding image identity I is given a vote. This process is repeated 
for all the query triplets. Accumulate all the votes of the database images and declare 
the top N images as candidates whose vote scores are greater than a threshold T3. The 
vote score of a database image against query image is given as, 

Vote score   =   
count

p
 × 100 (4)

where count is the number of query triplets matched with the database image, and p is 
the total number of query triplets. Algorithm 3 lists the process of retrieving candidate 
images during identification. 

3 Experiments and Results 

Experiments have been carried out on NTU-NIR vein pattern database that consists of 
738 images, 3 prints each of 246 distinct hands.  In addition, we also conducted 
experiments on NTU-FIR vein pattern database consists of 194 images, 
approximately 3 prints each of 60 distinct hands.  The first of these prints is used to 
construct the database, while the other two images are used to test the indexing 
performance. The images are cropped (NIR images: 320 × 248 pixels and FIR 
images: 120 × 120 pixels) to extract the features from the same region for different 
hands. In the experiments, binary code length and thresholds are selected empirically 
depending on the quality and size of the respective database images, and they are 
different for the two databases: for NIR database, binary code length = 16, T1 = 125, 
T2 = 4, T3 = 70% and TƟ = 8°; for FIR database, binary code length = 12, T1 = 125, T2 

= 3, T3 = 75% and TƟ = 6°. 
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Algorithm 3. Retrieval 

For Query image Q,  
1. Compute binary code BQ. 
2. Extract the minutiae features after a series of preprocessing steps.  
3. Apply Delaunay triangulation on the extracted minutiae set and classify the 

triplets according to Table 1. 
4. For each triplet of query image Q, do  

a. Compute 3D index (t, Ɵmed, Ɵmax) and access the table. 
b. Take the triplets that satisfy the conditions given in Eq. (3) as 

successful correspondences and cast vote to respective image 
identities. 

             End for  
5. Accumulate the votes of all the database images and declare the top N 

images as best matches whose vote scores are greater than a threshold T3. 
End for. 
 

 
The performance of the proposed algorithm is evaluated using two measures, 

namely Hit Rate (HR) and Penetration Rate (PR), where HR is defined as the 
percentage of test images for which the corresponding genuine match is present in the 
candidate list and PR is the average percentage of comparisons needed to identify a 
test image.  Experiments have been carried out to evaluate the performances of the 
proposed algorithm, algorithm based on Delaunay triplets and algorithm based on all 
possible triplets. All the techniques have been implemented using MATLAB. The 
performance curves plotting the HR against PR at various thresholds are shown in 
Fig. 5, 6.  

Fig. 5 shows the average percentage of database to be searched to identify a test 
image with the proposed method and the method using Delaunay triangulation for 
both the databases. It is observed that for FIR database, to achieve 100% hit rate, the 
search space of the proposed algorithm is 11.75%, which is around 7% less than the 
space of Delaunay triplet based algorithm whose search space is 18.22%. For NIR 
database, the search space of the proposed algorithm is 17.99%, which is around 15% 
less than the space of Delaunay triplet based algorithm whose search space is 32.99%. 
From the results it is evident that the performance of the proposed algorithm is better 
compared to Delaunay approach. 

The performance of proposed algorithm against algorithm based on all possible 
triplets can be seen from the Fig. 6 for both FIR and NIR databases.  The proposed 
method creates only O(n) triplets which is very less in number compared to O(n3) 
triplets created by the all possible triangles algorithm.  In all possible triangles 
approach, the presence of redundant triplets causes higher possibility of mismatch 
with wrong correspondences. This increases the size of the candidate set to which the 
actual matching has to be done and leads to more computing cost and search space 
compared to our method. It is seen from the Fig.6 that our algorithm performs better 
as it compare with less number of images to identify a test image. 
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Fig. 5. Comparison of the proposed algorithm and the algorithm based on Delaunay triplets 
[16] on (a) FIR database, (b) NIR database 

 

Fig. 6. Comparison of the proposed algorithm and the algorithm based on all possible triplets 
on (a) FIR database, (b) NIR database 

4 Conclusion 

In this paper, an efficient indexing algorithm using texture binary code and 
hierarchical decomposition of Delaunay triplets for minutiae of vein patterns are 
proposed. It has been shown that the proposed algorithm performs better for the vein 
pattern databases. The texture binary code proposed in the algorithm efficiently filter 
out the wrong correspondences i.e. inter-class similar images during identification, 
lead to significant decrease in the number of potential candidates to be matched. The 
decomposition of Delaunay triplets provides better classification in the database, and 
further reduces search space. The use of Delaunay triangulation reduces the 
computation cost, increase the response time as it produces only O(n) triplets and is 
less sensitive to distortion compared to all possible triplets method. 
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Abstract. Attribute Based Group Signature (ABGS) scheme is a kind
of group signature scheme where the group members possessing certain
privileges (attributes) only are eligible for signing the document. There
are ABGS schemes secure under random oracle models, have signature
length linear in terms of number of attributes and do not provide attribute
anonymity. We have come up with an ABGS scheme which provides
attribute anonymity, has short signature length independent of number
of attributes and proven that it is secure under the standard model.

Keywords: Attribute based, group signature, attribute anonymity,
standard model, short signature.

1 Introduction

Group signature (GS) allows a member of a group to sign a message anonymously
so that outsiders and other group members cannot see which member has signed
the message. The group is controlled by a group manager that handles enrollment
of members and also has the ability to identify the signer of a message. Group
signature schemes find several applications like company authenticating price
list, press releases, digital contracts, anonymous credit cards, access control, e-
cash, e-voting, e-auction.

Group signatures were first introduced by Chaum and van Heyst in [11], since
then many other schemes were proposed secure in the random oracle model [7,12]
and in the standard model [2,4,17,10,23]. In [2] Bellare et al. have given the formal
definitions of the security properties of the group signature scheme, namely Full-
Anonymity andFull Traceablity. Futhermore, in [4] Bellare et al. have strengthened
the securitymodel to include dynamic enrollment ofmembers.Boyen et al. [10] and
Liang et al. [23] given a group signature schemes that are secure in a restricted
version of the BMW-model [2], where the anonymity of the members relies on the
adversary can not make any query on the tracing of group signature.

Attribute Based Group Signature (ABGS) scheme is a group signature scheme
where the group members satisfying the predicate with their assigned attributes
are only eligible for signing the document [22]. In ABGS, each member is assigned
a subset of attributes, verifier accepts the signed document only if the associ-
ated signature proves that it is signed by the member who possess sufficient

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 223–235, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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attributes to satisfy the given predicate. The predicates in terms of attribute
relationships (the access structures) are represented by an access tree. For ex-
ample, consider the predicate Υ for the document M : (Institute = Univ. A)
AND (TH2((Department = Biology), (Gender = Female), (Age = 50’s)) OR
(Position = Professor)), TH2 means the threshold gate with threshold value 2.
Attribute A1 of Alice is ((Institute := Univ. A),(Department := Biology), (Posi-
tion := Postdoc), (Age := 30), (Gender := Female)), and attribute A2 of Bob is
((Institute := Univ. A), (Department := Mathematics), (Position := Professor),
(Age := 45), (Gender := Male)). Although their attributes, A1 and A2, are quite
different, it is clear that Υ(A1) and Υ(A2) hold, and that there are many other
attributes that satisfy Υ. Hence Alice and Bob can generate a signature on this
predicate, and according to anonymity requirement of ABGS, a signature should
not reveal any information except that the attribute of the signer satisfies the
given predicate Υ.

Fig. 1. Predicate example in Tree Structure

Thus the ABGS Scheme is a kind of group signature scheme where an user
with a set of attributes can prove anonymously whether he possess these at-
tributes or not [14]. The first ABGS was proposed by Dalia Khader [22] and
listed attribute anonymity - the verifier should be able to verify whether the
signer has required attributes without learning which set of attributes he used
for signing, as a desirable feature to achieve. Later Dalia Khader proposed the
ABGS scheme [21] with member revocation feature without achieving attribute
anonymity. Emura et al. proposed the dynamic ABGS scheme [14], which is effi-
cient when there is a frequent change in attribute’s relationships but it does not
provide attribute anonymity. Moreover the signature size in both the schemes
depend on the number of attributes.

Attribute anonymity is as necessary as anonymity property and in certain
cases it is mandatory. Consider the case where there is a unique attribute which
belongs to only one group member along with other attributes and whenever the
verifier finds that attribute in the signature then he can conclude that the signa-
ture is signed by that particular group member who alone owns that attribute;
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thus anonymity itself is not preserved which is the basic security requirement in
any group signature scheme. Many similar cases exist. Thus attribute anonymity
is as important as anonymity property and we name anonymity property as a
user anonymity property.

Maji et al. in [24] have introduced an Attribute-Based Signatures (ABS),
where a signer can sign a message with any predicate that is satisfied by his
attributes. Here, the signature reveals no information about the signer’s identity
or the attributes he holds but guarantees that the signer possesses the required
attributes. Many ABS schemes in standard model have been proposed [24,20,15],
among which the scheme presented by Herranz et al. [20] has constant length
signature but for the threshold predicates and for general predicate (a monotone
predicate), Escala et al. [15] have given the ABS scheme whose signature size
is linear in terms of the size of the predicate. Notice that to build an ABGS
scheme with attribute anonymity in standard model one can also combine an
ABS scheme [20] with a group signature scheme [23], but it incurs additional
cost of both the schemes.

Our Contribution. We propose a constant size ABGS scheme with attribute
anonymity and proven that it is secure in the standard model. Our construction is
based on the two-level signature scheme from [23] and the technique to build the
access trees from [14]. We use non-interactive proof system technique [18] to hide
the values in the group signature. We prove that our scheme preserves attribute
anonymity unconditionally, user anonymity in CPA attacks under Subgroup De-
cision assumption, traceability under 	-MOMSDH and attribute unforgeability
under DL and KEA1 assumptions, in the standard model. In contrast to other
existing ABGS schemes [22,21,14] our scheme is built in standard model and
achieves a constant size signature independent of number of attributes.

In Section 2, preliminaries are given and the formal definition and security
model of ABGS scheme is described in Section 3. The proposed scheme is given
in Section 4 followed by security analysis and comparison with previous schemes
in Section 5. We conclude in Section 6.

2 Preliminaries

2.1 Bilinear Maps and Complexity Assumptions

Let G and GT be cyclic groups of composite order n, where n = pq, p, q are large
primes of k bit length and p �= q. Let g be a generator of G. Let Gp and Gq be
a subgroups of G of respective orders p and q.

Definition 1 (Bilinear Map). The bilinear map e is an efficiently computable
function, e : G×G → GT with the following properties.

– Bilinearity : For any h ∈ G, and a, b ∈ Zn, e(g
a, hb) = e(g, h)ab.

– Non-degeneracy: e(g, h) �= 1GT whenever g, h �= 1G.
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Definition 2 (Subgroup Decision Assumption [8]). For all PPT algorithm
A, the probability

|Pr[w = gr ∧ A(n,G,GT , e, g, w) = 1]− Pr[w = gpr ∧ A(n,G,GT , e, g, w) = 1]|

is negligible function in k, where r ∈R Z
∗
n.

Definition 3 (	-SDH Assumption [6]). For all PPT algorithm A, the prob-
ability

Pr[A(v, vx, v(x
2), ..., v(x

�)) = (v
1

x+c , c) ∧ c ∈ Zp]

is negligible function in k, where v is the generator of Gp and x ∈R Z∗
p.

Definition 4 (	′-Modified One More Strong Diffie-Hellman Assump-
tion (	′-MOMSDH) [23]). For all PPT algorithm A, the probability

Pr[A(v, vx, u, c1, v
1

x+c1 , c2, v
1

x+c2 , ..., c�′ , v
1

x+c
�′ ) =

(vc, v
1

x+c , u
1

c+m ,m) ∧ c �= ci, for i = 1, ..., 	′]

is negligible function in k, where u, v are the generators of Gp, x ∈ Z∗
p, ci ∈ Zn

and m ∈ Zn.

Definition 5 (DL Assumption). For all PPT algorithm A, the probability

Pr[A(v, v′ = vξ) = ξ]

is negligible function in k, where v ∈R Gp and ξ ∈R Z∗
p.

Definition 6 (Knowledge of Exponent Assumption 1 (KEA1) [19,3]).
For any adversary A that takes input q, v, va, where v is a generator of a cyclic
group Gq of order q and returns a pair of elements v′, v′a from Gq, there exists
an extractor Ā, which given the same inputs as A returns ξ such that vξ = v′.

KEA1 has been shown to hold in generic groups (i.e., it is secure in the generic
group model) by A. Dent [13] and independently by Abe et al. [1].

Definition 7 (Access Structure [21]). Let Att = {att1, att2, ..., attm} be a set
of attributes. For Γ ⊆ 2Att\{Ø}, Γ satisfies the monotone property if ∀B,C ⊆
Att,B ∈ Γ and B ⊆ C, then C ∈ Γ holds. An access structure (respectively,
monotone access structure) is a collection (respectively, monotone collection) Γ
of non-empty subsets of Att, i.e., Γ ⊆ 2Att\{Ø}.

2.2 Access Tree

An access tree T is used for expressing an access structure (predicate Υ) by
using a tree structure. An access tree T consists of threshold gates as non-leaf
nodes and attributes as leaves. Let lx be the number of children of node x,
and kx (0 < kx ≤ lx) be the threshold value on the threshold gate of node x.
A threshold gate represents the number kx of lx children branching from the
current node x need to be satisfied in order to imply that the parent node is
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satisfied. Note that if number of children is equal to threshold value it indicates
an AND gate and if the threshold value is one then it indicates an OR gate.
Satisfaction of a leaf is achieved by owning an attribute.

3 Attribute-Based Group Signatures: Definitions and
Security

In this section, we give some basic models and security definitions which are
similar to the one given in papers [22,14,23,9] with added attribute anonymity.
Notations: Let k be the security parameter, Att be the universal set of at-
tributes, Υ used to denote the predicate, TΥ be an access tree representing the
predicate Υ, TΥ the public values associated with TΥ, gpk the group public key
used to verify the validity of the group signature, ik the issuing key used for
issuing private keys to users, ok the opening key used for opening the signer’s
identity from the given group signature, id ∈ {0, 1}k represents the user identity,
kid be the user’s private key, Aid ⊆ Att the attributes of the user with identity
id. Υ(ζ) = 1 denotes that the attribute set ζ satisfies the predicate Υ.

Definition 8 (ABGS). An ABGS scheme consists of the following six algo-
rithms. Unless specified all the algorithms are probabilistic.

– params ← Setup(1k): It takes the security parameter k as an input and
generates system parameters params.

– (gpk, ik, ok) ← KeyGen(params): It takes the system parameters params as
an input and outputs group public key gpk, an issuing key ik for enrolling
group members and an opening key ok for identifying the signers.

– kid ← Join(gpk, ik, id,Aid): This algorithm generates the private key for the
user with identity id. It takes ik, user identity id and subset of attributes
Aid ⊆ Att, and outputs a user private key kid which is to be given to the
user.

– σ ← Sign(gpk, kid, ζ,M,Υ): It takes gpk, kid, an attribute set ζ ⊆ Aid, a
message M and a predicate Υ, and outputs a group signature σ.

– 0/1 ← Verify(gpk,M,Υ, σ): This is a deterministic algorithm which outputs
a boolean value. If it is 1 it claims that σ is a valid group signature on M
with respect to Υ, otherwise invalid.

– id/⊥ ← Open(gpk, ok, σ) : This is a deterministic algorithm which takes an
opening key ok and a group signature σ, and outputs either id or ⊥. If id
then the algorithm claims that the group member with an identity id has
produced σ, and if ⊥, it claims that no group member produced σ.

There are three types of entities in ABGS scheme:

– The group manager GM, who sets up the group by running the Setup and
KeyGen algorithms. GM keeps issuing key ik and opening key ok secret. Using
issuing key GM enrolls an user into the group by allotting some privilege (in
terms of attributes) say Aid ⊆ Att and issuing a user’s private key kid, by
running the Join algorithm. GM runs Open algorithm to reveal the signer’s
identity from the group signature.
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– Group members, or signers, who are having their private keys kid’s. They
run Sign algorithm to produce a group signature on a document M with
predicate Υ; if they possess valid attribute set which satisfies the predicate.

– Outsider, or verifier, who can only verify the group signature using the group
public key, gpk.

Definition 9 (Correctness). We call an ABGS scheme is correct if for
all honestly generated (gpk, ik, ok) ← KeyGen(params), for all kid ←
Join(gpk, ik, id,Aid) the following equations hold.

1 ← Verify(gpk,M,Υ, Sign(gpk, kid, ζ,M,Υ))

: ζ ⊆ Aid and Υ(ζ) = 1

id ← Open(gpk, ok, Sign(gpk, kid, ζ,M,Υ))

We write Sign(gpk, ik, id, ζ,M,Υ) (i.e., in place of user private key kid, we
use issuing key ik and user identity id) to denote the following task: pick
the corresponding kid from the list (we assume that a list {(id, kid)} is main-
tained) and returns the group signature σ ← Sign(gpk, kid, ζ,M,Υ), and if
the related kid is not present in the list (i.e., kid is not generated yet) then
choose Aid ⊆ Att randomly such that ∃ζ ∈ Aid,Υ(ζ) = 1 and gets kid ←
Join(gpk, ik, id,Aid), stores it in a list and finally returns the intended group
signature σ ← Sign(gpk, kid, ζ,M,Υ).

For convenience, in the definitions below we denote sign oracle as
Sign(gpk, ik, ., ., ., .) to generate the group signature requested by an adversary
with the query that includes user identity id, a message M and a predicate
Υ. And we denote join oracle as Join(gpk, ik, ., .) to generate a user private key
kid ← Join(gpk, ik, id,Aid) upon input id and an attribute set Aid ⊆ Att queried
by the adversary.

Definition 10 (User Anonymity (CPA1)). We say that the ABGS scheme
preserves User Anonymity if for all PPT A , the probability that A wins the
following game is negligible.

– Setup : The simulator B generates (gpk, ik, ok) ←
KeyGen(params). B gives gpk to A .

– Phase1 : A is given access to the oracles Join(gpk, ik, ., .) and
Sign(gpk, ik, ., ., .).

– Challenge : A outputs M∗,Υ∗ and two identities ID1, ID2 : ∃ζ1 ⊆
AID1 , ζ2

2⊆ AID2 and Υ∗(ζ1) = Υ∗(ζ2) = 1 to be challenged. The simu-
lator B randomly selects x ∈R {1, 2} and responds with a group signature
σ∗ ← Sign(gpk, kIDx , ζx,M

∗,Υ∗). The constraints are the private keys of
ID1 and ID2 to the join oracle, and group signatures on (M∗,Υ∗, ID1) and
(M∗,Υ∗, ID2) to the sign oracle should not be queried before.

1 Note: If we provide Open oracle to the adversary then the User Anonymity will be
enhanced to CCA-security notion.

2 ζ2 can be equal to ζ1. Since we are concerned only about the user anonymity the
attribute anonymity is separately considered in Attribute Anonymity definition.
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– Phase2 : A can make all queries similar to Phase1 under the constraints
mentioned above.

– Output : A outputs a bit x′, and wins if x = x′.

The advantage of A is defined as AdvA = |Pr(x = x′)− 1
2 |.

Thus there should not exists any PPT adversary to distinguish the two group
signatures with non negligible probability.

Definition 11 (Attribute Anonymity). We say that the ABGS scheme
preserve Attribute Anonymity if, for all honestly generated (gpk, ik, ok) ←
KeyGen(params), for all predicates Υ, for all attribute sets Aid ⊆ Att
such that there exist ζ1, ζ2 ⊆ Aid and Υ(ζ1) = Υ(ζ2) = 1, for
all kid ← Join(gpk, ik, id,Aid) and all messages M , the distributions
Sign(gpk, kid, ζ1,M,Υ) and Sign(gpk, kid, ζ2,M,Υ) are identical.

In other words, even the computationally unbounded adversary cannot link a
signature to a set of attributes used to generate it.

The Traceability definition is same as given in [2].

Definition 12 (Attribute Unforgeability). We say that the ABGS scheme
preserves Attribute Unforgeability if for all PPT A , the probability that A wins
the following game is negligible.

– Setup : The simulator B generates (gpk, ik, ok) ←
KeyGen(params). B gives gpk to A .

– Queries : A is given access to the oracles Join(gpk, ik, ., .) and
Sign(gpk, ik, ., ., .).

– Output : A outputs a message M∗, a predicate Υ∗ and a group signature σ∗.

A wins if (1) Verify(gpk,M∗,Υ∗, σ∗) = 1,
(2) Open(gpk, ok, σ∗) = id and
(3) �ζ ∈ Aid : Υ(ζ) = 1.

Thus it should be impossible for any PPT adversary to satisfy the predicate with
invalid set of attributes.

Definition 13 (Collusion resistance of Attributes). We say that the ABGS
scheme preserves Collusion resistance of Attributes if for all PPT A , the prob-
ability that A wins the following game is negligible.

– Setup : The simulator B generates (gpk, ik, ok) ←
KeyGen(params). B gives gpk to A .

– Queries : A is given access to the oracles Join(gpk, ik, ., .) and
Sign(gpk, ik, ., ., .).

– Output : A outputs a message M∗, a predicate Υ∗ and a group signature σ∗.

A wins if (1) Verify(gpk,M∗,Υ∗, σ∗) = 1, and (2) A has obtained kid1
, ..., kidk

:
Υ∗(∪k

j=1Aidj
) = 1 and Υ∗(Aidj

) �= 1 for j = 1, ..., k.

Thus the users with invalid set of attributes each, cannot collude with each other
to pool a valid attribute set for producing a valid group signature.
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4 Short Attribute Based Group Signature Scheme with
Attribute Anonymity

In this section, we propose our short attribute based group signature scheme
with attribute anonymity. First we present the Two-level signature scheme [23]
and Assignment of Secret Values to Access Trees [14] which are used in our
proposed scheme.

4.1 Two-Level Signature Scheme

We use the two level signature scheme proposed by Liang et al. in [23] which
is existential unforgeable against chosen message attacks under 	-SDH and 	′-
MOMSDH assumption. In the first level, the certificate is signed by the group
manager and in the second level a short signature on message M is produced.
This signature scheme is based on the short signature proposed by Boneh et al.
in [5].

4.2 Assignment of Secret Values to Access Trees

We use the Bottom-up Approach for the construction of access tree of the pred-
icate given by Emura et al. in [14]. This includes the following three functions:

1. AddDummyNode(T ): This algorithm takes as input an access tree T, adds
dummy nodes to it and returns the extended access tree T ext.
Let DT be a set of dummy nodes added. Let sj ∈ Z∗

q be a secret value for
an attribute attj ∈ Att. Let S = {sj}attj∈Att.

2. AssignedValue(S, T ext): This algorithm takes as input S and T ext and re-
turns a secret value for each dummy node {sdj}dj∈DT ∈ Z∗

q and a root secret
sT ∈ Z∗

q .
3. MakeSimplifiedTree(Leaves, T ext): This algorithm takes as input the at-

tributes set Leaves ⊆ Att satisfying the tree T, and returns the product of
Lagranges coefficients Δleaf (∀leaf ∈ Leaves ∪DLeaves

T ), Such that∑
attj∈Leaves

Δattjsj +
∑

dj∈DLeaves
T

Δdjsdj = sT (1)

holds, where DLeaves
T ⊆ DT is the set of dummy nodes related to Leaves.

For details of these algorithms we refer readers to [14].

4.3 Proposed ABGS Scheme

– Setup(1k): It takes the security parameter k as an input and output the
system parameters.
1. Select the primes p and q of size k. Let the groups G and GT be of order

n = pq for which there exists a bilinear map e from G × G to GT . Let
Gp and Gq be the subgroups of G of order p and q, respectively.
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2. Define the universal set of attributes, Att = {att1, ..., attm},m = O(k).
3. Define Collision resistant hash function, H : {0, 1}m′ → Zn, m

′ = O(k).
4. Output the system parameters,

params = (n, p, q,G,GT , e,Gp,Gq, Att,H)

– KeyGen(params): It takes the system parameter params as an input and
output the group public key gpk, issuing key ik and the opening key ok.
1. Select the generators g, u ∈ G and h ∈ Gq.
2. For each attribute atti select the attribute secret si ∈ Z∗

q . Let S =
{si}atti∈Att.

3. Compute the public values of the attributes {hatti = hsi}atti∈Att.
4. Select the secret z ∈R Z∗

n and compute Z = gz.
5. Output the group public key,

gpk = (g, u, h, Z, {hatti}atti∈Att)

The issuing key ik = (z, S) and the opening key ok = q.
The gpk also include the description of (n,G,GT , e), Att,H.

– Join(gpk, ik, id, Aid): It takes group public key, issuing key, user identity id
and subset of attributes Aid ⊆ Att, and outputs user private key kid.
1. Select the unique identifier sid ∈ Z∗

n.

2. Compute gid = g
1

sid+z .
3. Compute the attribute certificates {gid,i = gsiid}atti∈Aid

.
4. Output the user private key,

kid = (k
(1)
id , k

(2)
id , k

(3)
id ) = (sid, gid, {gid,i}atti∈Aid

)

– BuildTree(gpk, ik,Υ): It generates a public values for the predicate Υ.
1. Let TΥ be the tree that represents the predicate Υ.
2. Get extension tree T ext ← AddDummyNode(TΥ).
3. Get secret values for each dummy node and the secret value of root of

T ext using ({sdj}dj∈DT , sT ) ← AssignedVaule(S, T ext).
4. Output the public values of tree TΥ.

TΥ = ({sdj}dj∈DT , hT = hsT , gT = gsT , T ext)

– Sign(gpk, kid, ζ,M,Υ): It generates a group signature σ on message M ∈
{0, 1}m′

with user private key kid who satisfy the predicate Υ with his subset
of attributes ζ ⊆ Aid : Υ(ζ) = 1.
1. Get the public values of Υ from the public repository3.

2. Compute ρ = (ρ1, ρ2, ρ3) = (gsid , gsTid , u
1

sid+H(M) )
where ρ2 = gsTid is computed as follows,
• Select ζ ⊆ Aid : Υ(ζ) = 1.

3 GM runs BuildTree algorithm to generate the public values of the predicate Υ and
stores it in a public repository. Note that if the public values of the required predicate
is present in the public repository then the user will not approach GM.
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• Get ({Δattj}(∀attj∈ζ), {Δdj}(∀dj∈Dζ
T )) ←

MakeSimplifiedTree(ζ, T ext).

• Compute ρ2 = Πatti∈ζg
Δatti

id,i g
(Σ

dj∈D
ζ
T

Δdj
sdj )

id =

g
Σatti∈ζΔatti

si
id g

Σ
dj∈D

ζ
T

Δdj
sdj

id = gsTid .
Hiding the ρ values.

3. Choose t1, t2, t3 ∈R Zn, and compute σ1 = ρ1h
t1 ,

σ2 = ρ2h
t2 and σ3 = ρ3h

t3 .
4. Compute π1 = ρt12 (Zρ1)

t2ht1t2 ,
π2 = ρt13 (gH(M)ρ1)

t3ht1t3 .
5. Output a group signature: σ = ({σi}3i=1, π1, π2) ∈ G5

Notice that the attribute certificates are only used in computing ρ2. Also
notice that the signature size is independent of number of attributes |ζ|.

– Verify(gpk,M,Υ, σ):

1. Compute T1 = e(σ1Z, σ2)e(g, gT )
−1 and T2 = e(σ1g

H(M), σ3)e(g, u)
−1

2. Verify the following equations:

T1
?
= e(π1, h) (2)

T2
?
= e(π2, h) (3)

Returns 1 if the above equations holds, else return 0.

Equation (2) establishes that the signer is a valid member holding re-
quired attributes that satisfies the predicate Υ and equation (3) establishes
that the group signature is on message M .

– Open(gpk, ok, σ): Parse the signature and get σ1. Calculate (σ1)
q and test:

(σ1)
q = (gsidht1)q

?
= (gsid)q

All the (gsid)q can be pre-computed and stored as a list by the opener. It
returns the corresponding id if it matches any such value from the list, else
returns 0. Time to find the identity id is linearly dependent on the number
of initial users.

5 Security Analysis

Theorem 1. The proposed ABGS scheme is correct, preserves attribute
anonymity, preserves user anonymity under subgroup decision assumption, is
traceable under the chosen message existential unforgeability of the two-level sig-
nature scheme, preserves attribute unforgeability under DL and KEA assump-
tions, and preserves collusion resistance of attributes.

Proof. The proofs will appear in full version of this paper. ��
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5.1 Comparison

In the proposed scheme, the group signature contains 5 elements from Gn. In
Table 1 we compare our proposed scheme with the existing ABGS schemes.
Let φ = |ζ|, where ζ be the set of attributes associated with a signature and
m = |Att|. Let m′ ≤ m be the number of attributes assigned to any user and r be
the number of revoked members. Let RO denotes the Random oracle model, SGD
denotes the Subgroup Decision assumption, (	,m, t)-aMSE-CDH denotes the
(	,m, t)- augmented multi-sequence of exponents computational Diffie-Hellman
and let e represents the bilinear operation. In Table 1, we compare our scheme
with the other schemes proposed in [21], [14] and [20,23]. Also note that the
verification cost of the proposed scheme is constant, where as other schemes
verification cost is linear in terms of attributes.

Table 1. Comparison with other schemes

Dalia Khader [21] Emura et al. [14] Herranz et al. [20] +Liang et al. [23] Our Scheme

User Anonymity CPA CCA CPA CPA

Attribute Anonymity no no yes yes

Signature Length O(φ) O(φ) 15|Gp|+ 5|Gn| = O(1) 5|Gn| = O(1)

User’s Signing Key Length (m′ + 1)|Gp|+ |Z∗
p| (m′ + 1)|Gp|+ 2|Z∗

p| (m+m′)|Gp|+ |Gn|+ |Zp| (m′ + 1)|Gn|+ |Z∗
n|

Assumptions DLDH, �-SDH DDH, �-SDH, DL DLin ,(�,m,t)−aMSE−CDH
SGD, �′−MOMSDH

SGD, �−SDH, �′−MOMSDH,
DL, KEA

Model RO RO Standard Standard

Signing (7+2φ)Gp+(5+φ)GT

+(φ+1)e
(9+3φ)Gp+(1+φ)Gp

+8GT +3e
(6m+6m′+φ(φ−1)+14)Gp

+(m′+22)Gn
(22 + 2φ)Gn

Verification (6+2r)Gp+(8+2φ)GT

+(φ+2r+1)e
(11+2φ)Gp+(φ+1)G2

+14G3+6e
((4m+6m′)Gp+33e+21GT )

+((3)Gn+6e+2GT )
3G + 2GT + 6e

6 Conclusion

We have proposed an ABGS scheme having the attribute anonymity with the
constant size signature, and proven that it is secure under standard model. Also
the scheme reduces the computational cost on both signer and verifier side.
Further, to make our scheme more practical, a user as well as attribute revocation
feature need to be added and need to enhance the security of user anonymity to
CCA security notion. Our scheme is better than the existing ABGS schemes in
terms of efficiency along with additional features viz. attribute anonymity and
constant size signature, in the standard model.

Acknowledgments. This work was supported by Ministry of Human Resource
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Abstract. In a remote user authentication scheme, a remote server ver-
ifies whether a login user is genuine and trustworthy. Several remote user
authentication schemes using the password, the biometrics and the smart
card have been proposed in the literature. In 2012, Sonwanshi et al. pro-
posed a password-based remote user authentication scheme using smart
card, which uses the hash function and bitwise XOR operation. Their
scheme is very efficient because of the usage of efficient one-way hash
function and bitwise XOR operations. They claimed that their scheme
is secure against several known attacks. Unfortunately, in this paper we
find that their scheme has several vulnerabilities including the offline
password guessing attack and stolen smart card attack. In addition, we
show that their scheme fails to protect strong replay attack.

Keywords: Cryptanalysis, Password, Remote user authentication,
Smart card, Security, Hash function.

1 Introduction

Remote user authentication plays an important role in order to identify whether
communicating parties are genuine and trustworthy where the users are authen-
ticated by a remote server before allowing access to services. Several password-
based schemes (for example [4], [7], [9]) or biometric-based schemes (for example
[2], [3], [6]) have been proposed for remote user authentication. As pointed out
in [7], an idle password-based remote user authentication scheme using smart
cards needs to satisfy the following requirements: (1) without maintaining veri-
fication tables; (2) a user can freely choose and update password; (3) resistance
to password disclosure to the server; (4) prevention of masquerade attacks; (5)
resistance to replay, modification, parallel session and stolen-verifier attacks;

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 236–242, 2013.
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(6) a easy-to-remember password; (7) low communication cost and computation
complexity; (8) achieve mutual authentication between login users and remote
servers; (9) resistance to guessing attacks even if the smart card is lost or stolen
by attackers; (10) session key agreement; (11) resistance to insider attacks; and
(12) prevention of smart card security breach attacks.

In 2012, Sonwanshi et al. proposed a remote user authentication scheme based
on passwords using the smart card [9]. Their scheme is based on the one-way
hash function and bitwise XOR operation. Due to efficiency of the hash function
as well as bitwise XOR operation, their scheme is very efficient in computation.
They claimed that their scheme is secure against various known attacks such as
(i) resilient to Denial-of-Service (DoS) attack; (ii) resilient to offline password
guessing attack; (iii) resilient to impersonation attack; (iv) resilient to parallel
session attack; and (v) resilient to stolen smart card attack. However, in this
paper we show that their scheme is insecure. We show that their scheme is
vulnerable to the offline password guessing attack and stolen smart card attack.
In addition, we show that their scheme fails to protect strong replay attack.

The rest of this paper is organized as follows. In Section 2, we review Sonwan-
shi et al.’s remote user authentication scheme using smart card. In Section 3, we
show that Sonwanshi et al.’s scheme is vulnerable to offline password guessing
attack and stolen smart card attack. In this section, we also show that their
scheme fails to protect strong replay attack. Finally, we conclude the paper in
Section 4.

2 Review of Sonwanshi et al.’s Smart Card Based
Remote User Authentication Scheme

In this section, we briefly review the recently proposed Sonwanshi et al.’s scheme
[9]. Their scheme consists of four phases: registration phase, login phase, authen-
tication phase and password change phase. For describing this scheme, we use
the notations given in Table 1.

Table 1. Notations used in this paper

Symbol Description

Ui User
Sj Remote server
IDi Identity of user Ui

PWi Password of user Ui

X Permanent secret key only known to the remote server Sj

h(·) Secure one-way hash function (e.g., SHA-1 [1])
A||B Data A concatenates with data B
A⊕B XOR operation of A and B
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The different phases of Sonwanshi et al.’s scheme are described in the following
subsections.

2.1 Registration Phase

In this phase, the user Ui needs to register with the remote server Sj providing
his/her own identity IDi and hashed password h(PWi) via a secure channel.
This phase has the following steps:

Step R1. Ui first selects IDi and PWi. Ui then sends the registration request
message 〈IDi, h(PWi)〉 to Sj via a secure channel.

Step R2. After receiving the message in Step R1, Sj computes Ai = h(X ||IDi)
and Bi = Ai ⊕ h(IDi||h(PWi)), and issues a smart card containing the
information (Ai, Bi, h(·)) and sends the smart card to Ui via a secure channel.

2.2 Login Phase

If the user Ui wants to access services from the remote server Sj , Ui needs to
perform the following steps:

Step L1. Ui inserts his/her smart card into a card reader of the specific terminal
and inputs his/her identity ID∗

i and password PW ∗
i .

Step L2. The smart card then computes B∗
i = Ai ⊕h(ID∗

i ||h(PW ∗
i )) using the

stored value of Ai in its memory, and then verifies the condition B∗
i = Bi. If

they do not match, it means that Ui enters his/her IDi and PWi incorrectly
and this phase terminates immediately. Otherwise, the smart card executes
Step L3.

Step L3. The smart card uses the current system timestamp Tu to compute
CID = h(PW ∗

i )⊕ h(Ai||Tu) and Ei = h(Bi||CID||Tu), and sends the login
request message 〈IDi, CID,Ei, Tu〉 to Sj via a public channel.

2.3 Authentication Phase

In this phase, Sj authenticates Ui. For this purpose, after receiving the login
request message 〈IDi, CID,Ei, Tu〉 from Ui, Sj executes the following steps:

Step A1. Sj verifies the format of the message and IDi. Sj then checks the
validity of the timestamp by |Tu − T ′

u| < �T , where T ′
u is the current sys-

tem timestamp of Sj and �T is the expected transmission delay. If these
conditions are valid, Sj computes A∗

i = h(X ||IDi) using its secret key X ,
h(PW ∗

i ) = CID ⊕ h(A∗
i ||Tu), and B∗

i = A∗
i ⊕ h(IDi||h(PW ∗

i )). Sj then
computes E∗

i = h(B∗
i ||CID||Tu) and checks whether E∗

i = Ei. If it does
not hold, Sj rejects the user Ui as an illegal user and the phase terminates
immediately. Otherwise, Sj goes to execute Step A2.

Step A2. Sj computes Fi = h(A∗
i ||B∗

i ||Ts), where Ts is the current system
timestamp of the remote server Sj . Sj sends the acknowledgment message
〈Fi, Ts〉 to the user Ui via a public channel.
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Step A3. After receiving the acknowledgment message in Step A2, Ui checks
the validity of the timestamp by |Ts − T ′

s| < �T , where T ′
s is the cur-

rent system timestamp of Ui and �T is the expected transmission delay. If
this is valid, Ui further computes F ∗

i = h(Ai||Bi||Ts) and checks whether
F ∗
i = Fi. If it holds, Ui computes a secret session key shared with Sj as

SKUi,Sj = h(Ai||Tu||Ts||Bi). Similarly, Sj also computes the same secret
session key shared with Ui as SKUi,Sj = h(A∗

i ||Tu||Ts||B∗
i ) for their future

secure communications.

The registration, login and authentication phases of Sonwanshi et al.’s scheme
are summarized in Table 2.

Table 2. Summary of message exchanges during the registration phase, the login phase
and the authentication phase of Sonwanshi et al.’s scheme [9]

User (Ui) Remote server (Sj)

Registration phase
〈IDi, h(PWi)〉−−−−−−−−−−→ 〈SmartCard(Ai, Bi, h(·))〉←−−−−−−−−−−−−−−−−−−−−
Login phase
〈IDi, CID,Ei, Tu〉−−−−−−−−−−−−−→
Authentication phase

〈Fi, Ts〉←−−−−

2.4 Password Change Phase

For security reasons, it is expected that the user Ui needs to change his/her
password at any time locally without contacting the remote server Sj . This
phase consists of the following steps:

Step P1. Ui inserts his/her smart card into a card reader of the specific terminal
and inputs identity IDi and old password PW old

i . The smart card then
computes B∗

i = Ai ⊕ h(IDi||h(PW old
i )), and verifies the condition B∗

i = Bi.
If the condition does not hold, this phase terminates immediately.

Step P2. The user Ui is asked to input his/her chosen new changed password
PWnew

i . The smart card then computes B∗∗
i = Ai ⊕ h(IDi||h(PWnew

i )).
Finally, the smart card updates Bi with B∗∗

i in its memory.

3 Cryptanalysis on Sonwanshi et al.’s Scheme

In this section, we show that Sonwanshi et al.’s scheme is insecure against dif-
ferent attacks, which are given in the following subsections.
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3.1 Offline Password Guessing Attack

As in [9], we also assume that if an adversary (attacker) gets the user Ui’s smart
card, the attacker can retrieve all sensitive information stored in the smart card’s
memory by monitoring the power consumption of the smart card [5], [8]. Thus,
the attacker knows the values Ai and Bi. By eavesdropping the login request
message 〈IDi, CID,Ei, Tu〉 during the login phase, the attacker also knows IDi

containing in the message, since the message is sent via a public channel.
Note that Ai = h(X ||IDi) and Bi = Ai ⊕ h(IDi||h(PWi)). X is a secret

number kept to the server Sj only and it is usually a 1024-bit number. So,
deriving X from Ai is a computationally infeasible problem for the attacker due
to the one-way collision resistant property of the hash function h(·). However,
knowing Ai, Bi, and IDi, the adversary executes an offline password guessing
attack and then derives the user Ui’s password PWi iterating on all possible
choices of PWi. Our attack has the following steps:

Step 1. The adversary computes h(IDi||h(PWi)) = Ai ⊕Bi.
Step 2. The adversary selects a guessed password PW ′

i .
Step 3. Knowing IDi from the login request message 〈IDi, CID,Ei, Tu〉, the

adversary computes the hash value h(IDi||h(PW ′
i )).

Step 4. The adversary compares the computed hash value h(IDi||h(PW ′
i )) with

the derived hash value h(IDi||h(PWi)) = Ai ⊕Bi.
Step 5. If there is a match in Step 4, it indicates that the correct guess of the

user Ui’s password PWi. Otherwise, the adversary repeats from Step 2.

As a result, the adversary can succeed to guess the low-entropy password PWi

of the user Ui. The detailed steps of the offline password guessing attack of
Sonwanshi et al.’s scheme are illustrated in Table 3.

3.2 Stolen Smart Card Attack

Suppose the user Ui’s smart card is lost/stolen by an attacker. The attacker
can then extract the information (Ai, Bi, h(·)) from the memory of the smart
card using the power analysis attacks [5], [8], where Ai = h(X ||IDi) and Bi =
Ai ⊕ h(IDi||h(PWi)). Again the attacker knows the identity IDi of the user Ui

from the login request message eavesdropped by that attacker. The attacker can
derive the hash value h(IDi||h(PWi)) = Ai⊕Bi using the extracted Ai and Bi.
Using the offline password guessing attack as stated in Section 3.1, the attacker
can retrieve the password PWi of the user Ui. As a result, once the attacker
knows IDi and PWi of the user Ui, the attacker can use this smart card in order
to successfully login to the remote server Sj . Hence, Sonwanshi et al.’s scheme
fails to protect stolen smart card attack.

3.3 Fails to Protect Strong Replay Attack

Suppose an adversary intercepts the login request message 〈IDi, CID,Ei, Tu〉
during the login phase, and replays the same message to the remote server Sj
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Table 3. Summary of offline password guessing attack on Sonwanshi et al.’s scheme [9]

User (Ui) Attacker Remote server (Sj)

1. Obtain Ui’s smart card and gets the
information (Ai, Bi).

2. 〈IDi, CID,Ei, Tu〉−−−−−−−−−−−−−→
3. Eavesdrops the login request message
in Step 2 and stores IDi of Ui.
4. Knowing Ai and Bi, computes
h(IDi||h(PWi)) = Ai ⊕Bi.
5. Guesses a password PW ′

i .
6. Computes h(IDi||h(PW ′

i )) using
IDi from Step 3.
7. Compares h(IDi||h(PW ′

i )) with
h(IDi||h(PWi)). If there is a match,
PWi is derived. Otherwise, the attacker
executes from Step 5 to guess another
password.

within a valid time interval. Then Sj treats this message as a valid message,
because the condition |Tu − T ′

u| < �T will be satisfied, where T ′
u is the current

system timestamp of Sj and �T is the expected transmission delay.
Similarly, the attacker can intercept the message 〈Fi, Ts〉 during the authen-

tication phase and replay the same message within a valid time interval. In this
case, Sj also treats this message as valid as the condition |Ts−T ′

s| < �T will be
satisfied, where T ′

s is the current system timestamp of Ui and �T is the expected
transmission delay. Of course, this attack depends on the expected time interval
�T . If this interval is very short, then the attacker could not succeed. Thus, this
attack is weak.

To overcome such weakness, one can adopt the similar strategy as suggested
in [2], where instead of using timestamp one can use random nonce for this
purpose.

4 Conclusion and Future Works

Recently Sonwanshi et al. proposed an efficient smart card based remote user
authentication using the one-way hash function and bitwise XOR operation.
Though their scheme is efficient in computation, in this paper we have shown
that their scheme is still vulnerable to offline password guessing attack and stolen
smart card attack. Further, their scheme fails to protect strong replay attack. In
future work, we aim to propose an improved scheme which needs to be secure
and efficient. We also encourage the readers to come up with their proposed
improvements in order to remedy these weaknesses found in Sonwanshi et al.’s
scheme.
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Abstract. In 2012, Das et al. proposed a new password-based user au-
thentication scheme in hierarchical wireless sensor networks [Journal of
Network and Computer Applications 35(5) (2012) 1646-1656]. The pro-
posed scheme achieves better security and efficiency as compared to those
for other existing password-based user authentication schemes proposed
in the literature. This scheme supports to change dynamically the user’s
password locally at any time without contacting the base station or gate-
way node. This scheme also supports dynamic node addition after the
initial deployment of nodes in the existing sensor network. In this paper,
we simulate this proposed scheme for formal security verification using
the widely-accepted Automated Validation of Internet Security Protocols
and Applications (AVISPA) tool. AVISPA tool ensures that whether a
protocol is insecure against possible passive and active attacks, includ-
ing the replay and man-in-the-middle attacks. Using the AVISPA model
checkers, we show that Das et al.’s scheme is secure against possible
passive and active attacks.

1 Introduction

A wireless sensor network (WSN) consists of a large number of tiny computing
nodes, called sensor nodes or motes. These sensor nodes are small in size and
they have very limited resources such as small memory storage, low computing
processor, short communication range, and also they run in battery power. After
deployment of sensor nodes in a target field (deployment field), they form an
adhoc infrastructure-less wireless network, where nodes communicate with each
other within their communication ranges and data are finally routed back to the
nearby base station(s) via multi-hop communication path. In recent years, WSNs
have drawn attention in several applications including military (for example,
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battlefield surveillance), healthcare applications and other real-time applications.
A large number of nodes could be dropped on a particular area from truck/plane
and there after each node coordinates with their neighboring nodes and together
they form a network which is finally linked to the nearby base station (BS).
Information gathered from the area of deployment are then passed on to the
base station, where the base station performs costly operations on behalf of
sensor nodes. A survey on WSNs can be found in [6].

User authentication is one of the primary services required to provide security
in WSN applications. Consider the scenario where the information from nodes
are gathered periodically in the BS. The gathered information may not be always
real-time data. Thus, if we allow the base station to wait for next read cycle,
the information gathered from the nodes may not be real-time and as a result,
appropriate decisions could not make quickly for critical real-time applications.
To access the real-time data from nodes inside WSN, the users (called the ex-
ternal parties) should be allowed so that they can access directly the real-time
data from nodes and not from the BS as and when they demand. In order to get
the real-time information from the nodes, the user needs to be first authorized
to the nodes as well as the BS so that illegal access to nodes do not happen. In
2012, Das et al. proposed a new password-based user authentication scheme in
hierarchical wireless sensor networks [15]. The proposed scheme achieves better
security and efficiency as compared to those for other existing password-based
user authentication schemes proposed in the literature. This scheme supports to
change dynamically the user’s password locally at any time without contacting
the base station or gateway node. This scheme also supports dynamic node addi-
tion after the initial deployment of nodes in the existing sensor network. In this
paper, we validate the formal security of Das et al.’s scheme using the widely-
accepted AVISPA tool. Using the AVISPA model checkers, we show that Das et
al.’s scheme is secure against possible passive and active attacks, including the
replay and man-in-the-middle attacks.

The rest of this paper is organized as follows. In Section 2, we review Das
et al.’s novel dynamic password-based user authentication scheme in HWSNs.
In Section 3, we simulate Das et al.’s scheme for the formal security verification
using AVISPA tool. In this section, we first give an overview of AVISPA tool and
then give details of implementation aspects and analyze the simulation results.
Finally, we conclude the paper in Section 4.

2 Review of Das et al.’s Scheme

In this section, we briefly review the recently proposed Das et al.’s scheme
[15]. We describe the different phases related to this scheme. For describing
this scheme, we use the notations given in Table 1.

In this scheme, a hierarchical wireless sensor network [10], [14] is considered,
which consists of two types of sensors: a small number of powerful High-end sen-
sors (called the H-sensors) and a large number of resource-constrained Low-end
sensors (called the L-sensors). The H-sensors have much larger radio transmis-
sion range and also larger storage space than the L-sensor nodes, whereas the
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Table 1. Notations used in this paper

Symbol Description

Ui User
BS Base station
Sj Sensor Node
CHj Cluster head in the j-th cluster
PWi Password of user Ui

IDi Identity of user Ui

IDCHj Identifier of cluster head CHj

h(·) A secure one-way hash function (e.g., SHA-1 [4])
E Symmetric key encryption algorithm (e.g., AES [1])
D Symmetric key decryption algorithm (e.g., AES [1])
Xs A secret information maintained by the base station
XA A secret information shared between user and base station
y A secret random number known to user
T Timestamp
A||B Data A concatenates with data B
A⊕B XOR operation of A and B

L-sensors are extremely resource-constrained. For example, the H-sensors can be
PDAs and the L-sensors are MICAz/IRIS sensor devices [5]. The target field is
considered as two dimensional and is partitioned into a number m of equal-sized
disjoint clusters so that each cluster consists of a cluster head CHj (here it is an
H-sensor node) and a number ni of L-sensor nodes. An L-sensor node is called a
regular sensor node and an H-sensor node as a cluster head (CH). The number
ni of regular sensor nodes is taken in each deployment cluster in such a way that
the network connectivity in each cluster is high so that every sensor node can
communicate securely among each other and finally with their neighbor cluster
head in that cluster. The sensors are deployed randomly in each cluster and each
cluster head is deployed in that cluster around the center of that cluster. Finally,
the base station (BS) can be located either in the center or at a corner of the
network depending on the situation and application.

Das et al.’s scheme consists of the following phases: pre-deployment phase,
post-deployment phase, registration phase, login phase, authentication phase,
password change phase and dynamic node addition phase. For the purpose of
formal security verification using AVISPA tool, first five phases are described
briefly in the following subsections.

2.1 Pre-deployment Phase

The (key) setup server (the base station) performs the following in offline before
deployment of the sensor nodes and cluster heads in a target field (deployment
field). The setup server assigns a unique identifier, say IDCHj and selects ran-
domly a unique master key, say MKCHj to each cluster head CHj . Similarly,
for each deployed regular sensor node Si, the setup server also assigns a unique
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identifier, say IDSi and a unique randomly generated master key, say MKSi .
Once all the cluster heads and sensors are assigned to their corresponding iden-
tifiers and master keys, the setup server loads the following information into
the memory of each cluster head CHj (j = 1, 2, . . . , m): (i) its own identifier,
IDCHj and (ii) its own master key MKCHj . The setup server also loads the
following information into the memory of each deployed regular sensor node Si

in the cluster Cj : (i) its own identifier, IDSi and (ii) its own master key MKSi .

2.2 Post-deployment Phase

In this phase, after deployment of regular sensor nodes in their respective clus-
ters and the cluster heads in their respective clusters, they locate their physical
neighbors within their communication ranges. For secure communication be-
tween regular sensor nodes, and between regular sensor nodes and cluster head
in a cluster, nodes require to establish pairwise secret keys between them. The
unconditionally secure key establishment scheme [14] for pairwise key establish-
ment between nodes in each cluster and between cluster heads is used in this
scheme for establishing the secret keys between neighbors in the network.

2.3 Registration Phase

In this phase, the user Ui needs to register with the base station (BS). For this
purpose, the user Ui and the base station (BS) need to perform the following
steps:

Step R1: Ui first selects a random number y, its identifier IDi and password
PWi. Ui then computes the masked password RPWi = h(y||PWi). After
that Ui provides the computed masked password RPWi and IDi to the base
station via a secure channel.

Step R2: After receiving the information from Ui, BS computes fi =
h(IDi||Xs), x = h(RPWi||XA), ri = h(y||x), and ei = fi⊕x = h(IDi||Xs)⊕
h(RPWi||XA). The secret information Xs is only known to the BS, whereas
the secret information XA is shared between Ui and BS.

Step R3: BS selects all m deployed cluster heads, CH1, CH2, . . ., CHm,
which will be deployed during the initial deployment phase in the network,
and computes the m key-plus-id combinations {(Kj, IDCHj ) | 1 ≤ j ≤ m},
where Kj = EMKCHj

(IDi||IDCHj ||Xs) is computed using the master key

MKCHj of CHj .
Step R4: For dynamic cluster head addition phase, assume that another m′

cluster heads, CHm+1, CHm+2, . . ., CHm+m′ will be deployed later after
the initial deployment in the network in order to deploy some nodes due to
some compromised cluster heads, if any, and add some fresh cluster heads
along with sensor nodes.

For this purpose, the BS computes another m′ key-plus-id com-
binations {(Km+j, IDCHm+j ) | 1 ≤ j ≤ m′}, where Km+j =



A Dynamic Password-Based User Authentication Scheme 247

EMKCHm+j
(IDi||IDCHm+j ||Xs). Note that IDCHm+j is the unique identi-

fier generated by the BS for the cluster head CHm+j to be deployed during
the dynamic node addition phase and MKCHm+j the unique master key ran-
domly generated by the BS for CHm+j , which is shared between it and the
BS.

Step R5: Finally, the BS generates a tamper-proof smart card with the fol-
lowing parameters: (i) IDi, (ii) y, (iii) XA, (iv) ri, (v) ei, (vi) h(·), and (vi)
m+m′ key-plus-id combinations {(Kj, IDCHj ) | 1 ≤ j ≤ m+m′}, and sends
the smart card with these information to the user Ui via a secure channel.

Note that m+m′ encrypted keys are stored into the memory of the smart card
of a user Ui, which are different from those for another user Uj , because these
keys are encrypted using the master keys of cluster heads along with the different
identifiers of users, the identifiers of cluster heads and the secret information Xs.

2.4 Login Phase

In order to access the real-time data from nodes inside WSN, the user Ui needs
to perform the following steps:

Step L1: Ui first inserts his/her smart card into the card reader of a specific
terminal and provides his/her password PW ′

i .
Step L2: The smart card then computes the masked password of the user Ui as

RPW ′
i = h(y||PW ′

i ) using the stored secret number y. Using the computed
masked password, the smart card further computes x′ = h(RPW ′

i ||XA) and
r′i = h(y||x′), and then verifies whether the condition r′i = ri holds. If this
condition does not hold, this means that the user Ui has entered his/her
password incorrectly and the phase terminates immediately. Otherwise, the
following steps are executed.

Step L3: Using the system’s current timestamp T1, the smart card computes
the hash value Ni = h(x′||T1).

Step L4: The user Ui then selects the cluster head, say CHj from which
the real-time data can be accessed inside WSN. Corresponding to CHj , the
smart card selects the encrypted master key of CHj ,Kj from its memory and
computes the ciphertext message EKj (IDi||IDCHj ||Ni||ei||T1). Finally, the
user Ui sends the login request message 〈IDi||IDCHj || EKj (IDi||IDCHj ||Ni

||ei||T1)〉 to the BS, via a public channel.

2.5 Authentication Phase

After receiving the login request message 〈IDi||IDCHj ||EKj (IDi||IDCHj ||Ni

||ei||T1)〉 from the user Ui, the BS needs to perform the following steps in order
to authenticate the user Ui by the BS and the cluster head CHj :

Step A1: The BS computes the key K using the stored master key MKCHj

of the cluster head CHj as K = EMKCHj
(IDi||IDCHj ||Xs). Using this com-

puted key K, the BS decrypts EKj (IDi||IDCHj ||Ni||ei||T1) in order to
retrieve the information IDi, IDCHj , Ni, ei, and T1.



248 A.K. Das, S. Chatterjee, and J.K. Sing

Step A2: The BS checks if retrieved IDi is equal to received IDi and also if
retrieved IDCHj is equal to received IDCHj . If these hold, the BS further
checks if | T1 − T ∗

1 | < �T1, where T ∗
1 is the current system timestamp of

the BS and �T1 is the expected time interval for the transmission delay.
Now, if it holds, the BS further computes X = h(IDi||Xs), Y = ei⊕X , and
Z = h(Y ||T1). If Z = Ni, then the BS accepts Ui’s login request and Ui is
considered as a valid user by the BS. Otherwise, the scheme terminates.

Step A3: Using the current system timestamp T2, the BS computes u =
h(Y ||T2) and produces a ciphertext message encrypted using the master key
MKCHj of the cluster head CHj as EMKCHj

(IDi||IDCHj ||u||T1||T2||X ||ei).
The BS sends the message 〈IDi||IDCHj ||EMKCHj

(IDi ||IDCHj ||u||T1||T2||
X ||ei)〉 to the corresponding cluster head CHj .

Step A4: After receiving the message in Step 3 from the BS, the cluster head
CHj decrypts EMKCHj

(IDi ||IDCHj ||u||T1||T2||X ||ei) using its own master

keyMKCHj to retrieve IDi, IDCHj , u, T1, T2, X , and ei. CHj then checks if
retrieved IDi is equal to received IDi and also if retrieved IDCHj is equal to
received IDCHj . If these hold, CHj further checks if | T2−T ∗

2 | < �T2, where
T ∗
2 is the current system timestamp of the CHj and �T2 is the expected

time interval for the transmission delay.

If this verification holds, CHj computes v = ei ⊕ X = h(RPWi||XA),
w = h(v||T2) = h(h(RPWi||XA)||T2). CHj further checks if w = u. If it
does not hold, this phase terminates immediately. Otherwise, if it holds, the
user Ui is considered as a valid user and authenticated by CHj .
CHj also computes the secret session key SKUi,CHj shared with the user Ui

as SKUi,CHj = h(IDi||IDCHj ||ei||T1). Finally, CHj sends an acknowledg-
ment to the user Ui via other cluster heads and the BS and responds to the
query of the user Ui.

Step A5: After receiving the acknowledgment from CHj , the user Ui com-
putes the same secret session key shared with CHj using its previous system
timestamp T1, IDi, IDCHj and ei as SKUi,CHj = h(IDi||IDCHj ||ei||T1).
Note that both user Ui and cluster head CHj can communicate securely in
future using the derived secret session key SKUi,CHj .

The summary of message exchanges during the registration phase, the login
phase and the authentication phase of Das et al.’s scheme [15] is provided in
Table 2.

3 Formal Security Verification of Das et al.’s Scheme
Using AVISPA Tool

In this section, we first describe in brief the overview of AVISPA tool along
with the high-level protocol specification language (HLPSL). We then give the
implementation details of Das et al.’s scheme in HLPSL. Finally, we discuss the
analysis of the simulation results using AVISPA back-end.
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Table 2. Summary of message exchanges during the registration phase, the login phase
and the authentication phase of Das et al.’s scheme [15]

Entity Entity

Registration phase

Ui BS

〈IDi, RPWi〉−−−−−−−−−→ 〈SmartCard(IDi, y,XA, ri, ei, h(·),
{(Kj , IDCHj ) | 1 ≤ j ≤ m+m′})〉
←−−−−−−−−−−−−−−−−−−−−−−−−−−

Login phase

Ui BS

〈IDi||IDCHj ||EKj (IDi||IDCHj ||Ni||ei||T1)〉−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Authentication phase

BS CHj

〈IDi||IDCHj ||EMKCHj
(IDi

||IDCHj ||u||T1||T2||X||ei)〉−−−−−−−−−−−−−−−−−−−→ 〈acknowledgment to BS〉←−−−−−−−−−−−−−−−−−−〈query response/data to userUi〉←−−−−−−−−−−−−−−−−−−−−−−−−

3.1 Overview of AVISPA

AVISPA (Automated Validation of Internet Security Protocols and Applica-
tions) is a push-button tool for the automated validation of Internet security-
sensitive protocols and applications, which provides a modular and expressive
formal language for specifying protocols and their security properties, and inte-
grates different back-ends that implement a variety of state-of-the-art automatic
analysis techniques [2], [7]. We have used the widely-accepted AVISPA back-
ends for our formal security verification [9], [11], [12], [13]. AVISPA implements
four back-ends and abstraction-based methods which are integrated through the
high level protocol specific language, known as HLPSL [17]. A static analysis
is performed to check the executability of the protocol, and then the protocol
and the intruder actions are compiled into an intermediate format (IF). The
intermediate format is the start point for the four automated protocol analysis
techniques. IF is a lower-level language than HLPSL and is read directly by
the back-ends to the AVISPA tool. The first back-end, the On-the-fly Model-
Checker (OFMC), does several symbolic techniques to explore the state space
in a demand-driven way [8]. The second back-end, the CL-AtSe (Constraint-
Logic-based Attack Searcher), provides a translation from any security protocol
specification written as transition relation in intermediate format into a set of
constraints which are effectively used to find whether there are attacks on pro-
tocols. The third back-end, the SAT-based Model-Checker (SATMC), builds a
propositional formula which is then fed to a state-of-the-art SAT solver and
any model found is translated back into an attack. Finally, the fourth back-end,
TA4SP (Tree Automata based on Automatic Approximations for the Analysis of
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Security Protocols), approximates the intruder knowledge by using regular tree
languages.

Protocols to be implemented by the AVISPA tool have to be specified in
HLPSL (High Level Protocols Specification Language) [17], and written in a file
with extension hlpsl. This language is based on roles: basic roles for representing
each participant role, and composition roles for representing scenarios of basic
roles. Each role is independent from the others, getting some initial information
by parameters, communicating with the other roles by channels. The intruder is
modeled using the Dolev-Yao model [16] (as in the threat model used in Das et
al.’s scheme) with the possibility for the intruder to assume a legitimate role in
a protocol run. The role system also defines the number of sessions, the number
of principals and the roles.

The output format (OF) of AVISPA is generated by using one of the four
back-ends explained above. When the analysis of a protocol has been successful
(by finding an attack or not), the output describes precisely what is the result,
and under what conditions it has been obtained. In OF, the first printed section
SUMMARY indicates that whether the tested protocol is safe, unsafe, or whether
the analysis is inconclusive. The second section, called DETAILS either explains
under what condition the tested protocol is declared safe, or what conditions
have been used for finding an attack, or finally why the analysis was inconclusive.
Other sections such as PROTOCOL, GOAL and BACKEND are the name of the
protocol, the goal of the analysis and the name of the back-end used, respectively.
Finally, after some comments and statistics, the trace of an attack (if any) is
also printed in the standard Alice-Bob format.

3.2 Specifying the Protocol

We have implemented Das et al.’s scheme [15] in HLPSL language. In our im-
plementation, we have three basic roles: alice, bs and bob, which represent the
participants: the user Ui, the base station (BS) and the cluster head CHj , re-
spectively. We have further specified the session and environment in our imple-
mentation.

In Figure 1, we have implemented the role for Ui in HLPSL. During
the registration phase, the user Ui sends the registration request message
〈IDi, RPWi〉 securely to the BS with the help of the Snd( ) operation. Here
the type declaration channel (dy) indicates that the channel is for the Dolev-
Yao threat model. Ui waits for the smart card containing the information in
the message 〈IDi, y,XA, ri, ei, h(·), {(Kj , IDCHj ) | 1 ≤ j ≤ m + m′}〉 se-
curely from the BS from the Rcv( ) operation. The intruder has the abil-
ity to intercept, analyze, and/or modify messages transmitted over the inse-
cure channel. In the login phase, the user Ui sends the login request message
〈IDi||IDCHj ||EKj (IDi||IDCHj ||Ni||ei||T1)〉 to the BS. The user then waits for
an acknowledgment regarding successful authentication from the cluster head
CHj via the BS.

Figure 2 shows the implementation for the role of the BS in HLPSL. During
the registration phase, after receiving the message 〈IDi, RPWi〉 securely from
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role alice (Ui, CHj, BS   : agent,
            MKchj   : symmetric_key,
            SKubs : symmetric_key,
            H : hash_func,
            Snd, Rcv: channel(dy))

played_by Ui
def=
 local State  : nat,
       RPWi, PWi, Xs, Xa, Yy, ACK,
       T1, T2, IDi, IDchj:  text
       
 const alice_server,  server_bob, subs1,
       subs2, subs3, subs4, subs5 : protocol_id

init  State := 0

transition
 1. State = 0 /\ Rcv(start) =|>
    State’ := 1 /\ RPWi’ := H(Yy.PWi)
                /\ Snd(Ui.BS.{IDi.RPWi’}_SKubs)
/\ secret({Xs}, subs1, BS)
                /\ secret({PWi}, subs2, Ui)
                /\ secret({MKchj}, subs3, {BS,CHj})
                /\ secret({SKubs}, subs4, {Ui,BS})
                /\ secret({Xa,Yy}, subs5, {Ui,BS})  
 2. State = 1 /\ Rcv(BS.Ui.{IDi.Yy.Xa.H(Yy.H(H(Yy.PWi).Xa)).
             xor(H(IDi.Xs),H(H(Yy.PWi),Xa)).H.
                     {IDi.IDchj.Xs}_MKchj.IDchj}_SKubs) =|>
      State’ := 2  /\ T1’ := new()
           /\ Snd(Ui.BS.IDi.IDchj.
                         {IDi.IDchj.H(H(H(Yy.PWi).Xa).T1’)
                         .xor(H(IDi.Xs),H(H(Yy.PWi),Xa)).
                  T1’}_({IDi.IDchj.Xs}_MKchj))
                   /\ witness(Ui, BS, alice_server, T1’)
                   
3. State = 2 /\ Rcv(BS.Ui.ACK) =|>
   State’ := 3 
end role

Fig. 1. Role specification in HLPSL for
the user Ui

played_by BS
def=
 local State  : nat,
       PWi, Xs, Xa, Yy, ACK,
       T1, T2, IDi, IDchj:  text
  

            

              

               

         Snd, Rcv: channel(dy))
         H : hash_func,
         SKubs : symmetric_key,
         MKchj   : symmetric_key,

role bs (Ui, CHj, BS   : agent,

 const alice_server,  server_bob, subs1,
       subs2, subs3, subs4, subs5 : protocol_id

init  State := 0

transition
1. State   = 0  /\ Rcv(Ui.BS.{IDi.H(Yy.PWi)}_SKubs) =|>

   State’:=1    /\ secret({Xs}, subs1, BS)

                /\ secret({PWi}, subs2, Ui)

                /\ secret({MKchj}, subs3, {BS,CHj})
                /\ secret({SKubs}, subs4, {Ui,BS})

                /\ secret({Xa,Yy}, subs5, {Ui,BS})

                /\ Snd(BS.Ui.{IDi.Yy.Xa.H(Yy.H(H(Yy.PWi).Xa)).
             xor(H(IDi.Xs),H(H(Yy.PWi),Xa)).H.

                     {IDi.IDchj.Xs}_MKchj.IDchj}_SKubs)

2. State = 1   /\ Rcv(Ui.BS.IDi.IDchj.

                      {IDi.IDchj.H(H(H(Yy.PWi).Xa).T1’)
                      .xor(H(IDi.Xs),H(H(Yy.PWi),Xa)).

               T1’}_({IDi.IDchj.Xs}_MKchj)) =|>

   State’ := 2 /\ T2’ := new()
              /\ Snd(BS.CHj.IDi.IDchj.{IDi.IDchj.

                     H(xor(xor(H(IDi.Xs), H(H(Yy.PWi).Xa)),

                     H(IDi.Xs)).T2’).T1.T2’.H(IDi.Xs).
                     xor(H(IDi.Xs), H(H(Yy.PWi).Xa))}_MKchj)

              /\ witness(BS, CHj, server_bob, T2’)

3. State = 2  /\ Rcv(CHj.BS.ACK) =|>

   State’ := 3 /\ Snd(BS.Ui.ACK)

               /\ request(Ui, BS, alice_server, T1)
end role

Fig. 2. Role specification in HLPSL for
the base station, BS

the user Ui from the Rcv( ) operation, the BS sends a smart card containing
the information in the message 〈IDi, y,XA, ri, ei, h(·), {(Kj , IDCHj ) | 1 ≤ j ≤
m +m′}〉 securely to the user Ui. In the login phase, the BS receives the login
request message 〈IDi||IDCHj ||EKj (IDi||IDCHj ||Ni||ei||T1)〉 from the user Ui.
During the authentication phase, the BS sends the authentication request mes-
sage 〈IDi||IDCHj || EMKCHj

(IDi||IDCHj ||u||T1||T2||X ||ei)〉 to the cluster head

CHj . BS then waits for an acknowledgment regarding successful authentication
from the cluster head CHj .

In Figure 3, we have implemented the the role of the cluster head CHj in
HLPSL. During the authentication phase, after receiving the authentication re-
quest message 〈IDi||IDCHj || EMKCHj

(IDi||IDCHj ||u||T1||T2||X ||ei)〉 from the

BS, the cluster head CHj sends an acknowledgment regarding successful au-
thentication to the BS. In HLPSL specification, witness(A,B,id,E) declares for a
(weak) authentication property of A by B on E, declares that agent A is witness
for the information E; this goal will be identified by the constant id in the goal
section. request(B,A,id,E) means for a strong authentication property of A by
B on E, declares that agent B requests a check of the value E; this goal will be
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played_by CHj
def=
 local State  : nat,
       PWi, Xs, Xa, Yy, ACK,
       T1, T2, IDi, IDchj:  text
  

          

          Snd, Rcv: channel(dy))
  H : hash_func,

          SKubs : symmetric_key,
          MKchj   : symmetric_key,
role bob (Ui, CHj, BS   : agent,

 const alice_server,  server_bob, subs1,
       subs2, subs3, subs4, subs5 : protocol_id

init  State := 0

 transition

1. State   = 0 /\ Rcv(BS.CHj.IDi.IDchj.{IDi.IDchj.
                     H(xor(xor(H(IDi.Xs), H(H(Yy.PWi).Xa)),

                     H(IDi.Xs)).T2’).T1’.T2’.H(IDi.Xs).

                     xor(H(IDi.Xs), H(H(Yy.PWi).Xa))}_MKchj)  =|>  

  State’ := 1 /\ secret({Xs}, subs1, BS)

              /\ secret({PWi}, subs2, Ui)

              /\ secret({MKchj}, subs3, {BS,CHj})

              /\ secret({SKubs}, subs4, {Ui,BS})

              /\ secret({Xa,Yy}, subs5, {Ui,BS})

              /\ Snd(CHj.BS.ACK)  

             /\ request(BS, CHj,  server_bob, T2’)  
end role

Fig. 3. Role specification in HLPSL for
the cluster head CHj

role environment()
def=
  const ui, chj, bs: agent,
        mkchj: symmetric_key,
        skubs : symmetric_key,
        h   : hash_func,
        ack, pwi, xs, xa, yy, t1, t2, 
        idi, idchj:  text,
        alice_server,  server_bob,
        subs1, subs2, subs3, subs4, subs5 : protocol_id

  intruder_knowledge = {ui, chj, bs, idi, idchj, h}

  composition
   session(ui, chj, bs, mkchj, skubs, h) 
/\ session(ui, chj, bs, mkchj, skubs, h) 

end role

goal
  secrecy_of subs1
  secrecy_of subs2
  secrecy_of subs3
  secrecy_of subs4
  secrecy_of subs5
  authentication_on alice_server
  authentication_on server_bob
end goal
environment()

        /\ session(ui, chj, bs, mkchj, skubs, h) 

Fig. 4. Role specification in HLPSL for
the environment and goal

identified by the constant id in the goal section. The intruder is always denoted
by i.

We have given the specifications in HLPSL for the role of session, goal and
environment in Figures 4 and 5. In the session segment, all the basic roles:
alice, bs and bob are instanced with concrete arguments. The top-level role
(environment) defines in the specification of HLPSL, which contains the global
constants and a composition of one or more sessions, where the intruder may play
some roles as legitimate users. The intruder also participates in the execution
of protocol as a concrete session. The current version of HLPSL supports the
standard authentication and secrecy goals. In our implementation, the following
five secrecy goals and two authentications are verified:

– secrecy of subs1: It represents that Xs is kept secret to the BS.

– secrecy of subs2: It represents that PWi is kept secret to the user Ui.
– secrecy of subs3: It represents that MKCHj is secret to BS and the cluster

head CHj .
– secrecy of subs4: It represents that SKubs is secret to Ui and BS.

– secrecy of subs5: It represents that Xa and y are secret to Ui and BS.

– authentication on alice server: Ui generates a random timestamp T1, where
T1 is only known to Ui. If the BS gets T1 from the message from Ui, the BS
authenticates Ui on T1.

– authentication on server bob: BS generates a random timestamp T1, where
T2 is only known to BS. If the cluster head CHj receives T2 from the message
from the BS, CHj authenticates BS on T2.
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3.3 Analysis of Results

We have chosen the back-end OFMC for an execution test and a bounded num-
ber of sessions model checking [8]. For the replay attack checking, the back-end
checks whether the legitimate agents can execute the specified protocol by per-
forming a search of a passive intruder. After that the back-end gives the intruder
the knowledge of some normal sessions between the legitimate agents. For the
Dolev-Yao model check, the back-end checks whether there is any man-in-the-
middle attack possible by the intruder.

We have simulated Das et al.’s scheme under the back-end OFMC using the
AVISPA web tool [3]. The simulation results are shown in Figure 6. The formal
security verification analysis of Das et al.’s scheme clearly shows that this scheme
is secure against active attacks including replay and man-in-the-middle attacks.

role session(Ui, CHj, BS: agent,
     MKchj  : symmetric_key,
             SKubs : symmetric_key,
             H : hash_func 

def=

  local  SI, SJ, RI, RJ, BI, BJ: channel (dy)
  
  composition
            alice(Ui, CHj, BS, MKchj, SKubs, H, SI, RI)
        /\  bs(Ui, CHj, BS, MKchj, SKubs, H, BI, BJ)
        /\  bob(Ui, CHj, BS, MKchj, SKubs, H, SJ, RJ)
        

)

end role 

Fig. 5. Role specification in HLPSL for
the session

% OFMC
% Version of 2006/02/13
SUMMARY
  SAFE
DETAILS
  BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL
  /home/avispa/web−interface−computation/
  ./tempdir/workfileOORcJO.if
GOAL
  as_specified
BACKEND
  OFMC
COMMENTS
STATISTICS
  parseTime: 0.00s

  visitedNodes: 55 nodes
  depth: 6 plies

  searchTime: 0.58s

Fig. 6. The result of the analysis using
OFMC back-end

4 Conclusion

We have reviewed the recently proposed Das et al.’s password-based user authen-
tication scheme for large-scale hierarchical wireless sensor networks. We have
then simulated Das et al.’s scheme for the formal security verification using the
widely-accepted AVISPA tool. We have implemented the roles for the user, the
sensor and the base station (gateway node) using the HLPSL language, which is
a role-oriented language. We have also implemented the roles for the session, goal
and environment using the HLPSL language. We have finally executed this pro-
tocol under the OFMC back-end. The results of the analysis using the OFMC
back-end clearly shows that Das et al.’s scheme is secure against passive and
active attacks.
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Abstract. Cloud computing is a well-known internet platform based technology 
that provides access to rented, remotely located and distributed IT resources 
such as computing infrastructure, storage, online web and utility application on 
a pay per usage model.  As it is a widely used service by individual users to 
corporate organizations and contains valuable data and applications, it is known 
to be vulnerable to risks and threats such as network level threats, host level 
threats and virtualization layer vulnerabilities etc. However for counterattacking 
these vulnerabilities traditional defense measures exists but are not efficient, 
scalable and optimized to be used in cloud. The paper identifies the drawbacks 
in the current schemes used for handling network attacks (primarily DDOS) and 
provides a new direction in which the same level of security capabilities for 
network can be obtained with minimal expense of resources which is the prime 
requirement for any scheme for being applicable in cloud environment. The 
paper describes a prototype implementation of the concept with details of 
experimental setup and initial results. 

Keywords: Cloud, DDoS, VM, Profile, IDS, Detection, Network, Attacks, 
Vulnerability, defense, security, threats. 

1 Introduction 

Cloud computing is a current buzz word in the area of computing and data storage.  
It provides network based access to a shared pool of resources on a pay per usage 
model [1]. The resource’s includes utility applications, word processing software’s, 
remote code execution platforms (backend supports for user’s own created 
applications), remote data storage facilities, computing infrastructure etc [2]. The 
important point that makes everything easy in cloud is that virtual replicas of physical 
resources can be dynamically created according to cloud user needs and can be 
allocated, managed and released with minimal managerial efforts from cloud service 
providers [3]. Cloud provides services at three layers of computing which includes 
SaaS (Software as a Service), PaaS (Platform as a Service) and IaaS (Infrastructure as 
a Service) [4]. As user’s secret data is stored on cloud, which provide shared resource 
usage between several cloud users (that can include internal adversaries and external 
attackers) Information security and trust establishment is an immediate need in cloud 
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[5]. Some of the security concerns need stronger access control and logging 
requirements in cloud, network security establishments for thwarting well known 
cloud network attacks including DDOS [6], stronger host based security measures for 
detection of malicious programs and security from virtualization layer based attacks 
including VM hoping, VM Escape etc. [7]. This paper focuses on security of cloud 
from network layer DDOS attacks with proposal and experimental results of an 
efficient technique to thwart such attacks and which is based on network profile 
information of virtual machines. The motivation of the research lies in the fact that 
there is an alarming rate of network layer attacks [8] [9] on cloud since past and there 
is an immediate need of optimized defense measures for thwarting them in Cloud 
environment. The proposed solution provides new lightweight and VM profile based 
approach for network attack pattern detection in cloud. The prototype implementation 
has been tested with a set of attack patterns and initial results show it to be efficient 
and optimized.  

2 Related Work 

Because of the potential threats to cloud infrastructure from network based  
attacks, such as DDOS, researchers have started looking into prevention and defense 
measures to thwart them. However the analysis for a perfect Network IDS that will 
work specifically for cloud in terms of efficiency and completeness is still under 
discussion. Traditional methods for network intrusion detection that are used in 
certain specific environments as well are proved computationally complex to be used 
in cloud. Hai Jin et al. [10] Proposed VMFence which is used to monitor network 
flow and file integrity in real time. But this architecture is computationally complex as 
it checks for attack patterns from data coming from all VM’s connected to the central 
domain. Daniel Smallwood et al. [11] described the effectiveness of a utility that was 
developed to improve retrospective packet analysis and which was tested with data 
Centre traffic from a ISP providing cloud services. There results indicate that they 
outperformed existing techniques in terms of query function performance. However 
the concept of deep packet inspection for network intrusion detection works 
efficiently for small and simpler enterprise networks, but in the case of distributed and 
complex network topologies like cloud, deep packet inspection schemes will demand 
noticeable amount of resources. Chi-Chun Lo et al. proposed an idea of cooperative 
IDS [12] on cloud computing region. These IDSs cooperate with each other with 
exchange of alerts to reduce the impact of a DoS attack. But this architecture demands 
extra communication cost in cooperation and delays. S. Roschke et al. proposed 
extensible intrusion detection system management architecture in the cloud [13]. This 
architecture consists of several sensors which report back alerts to a central 
management unit. As the sensors are distributed and resides over VM’s a higher level 
of trust cannot be expected from the data coming from them. C. Mazzariello [14], et 
al. proposed a network based IDS for cloud computing environment in which the 
issue of detecting DoS attacks on services hosted in a cloud is addressed. The system 
is able to detect the flooding attack but in this architecture the overloaded cluster 
controller comes as a bottleneck. S.N. Dhage, et al. [15] proposed intrusion detection 
system in cloud computing environment in which each instance of the IDS has to 
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monitor a single user. But here host can subvert the individual IDS deployed at a VM 
and hence after then the system will not be able to detect network intrusions correctly. 
From the knowledge gained from above related work done in the area of IDS in 
Cloud, we identified that the schemes proposed are good but they lacks two important 
thing which are trust and efficiency. The schemes do not perform optimized detection 
which is an immediate need for their applicability in cloud i.e. they search the patterns 
in network traffic even after knowing that some systems are not a severe victim of it 
in the past and will have a negligible probability in near future. The techniques also 
decrease the trust of detection when they run in a distributed way on VM’s instead on 
a centralized domain. Also cooperation based techniques are good but increase 
communication cost and delays in detection. Our proposed scheme runs on a 
privileged central domain and performs optimized rule matching with the use of VM 
profile’s that describe a VM network characteristic information and is described in 
section 3. 

3 Proposed Work 

The proposed scheme has specific characteristics such as: It classifies the network 
traffic coming from various VM’s in cloud computing environment. Hence network 
traffic of cloud is viewed as traffic coming from individual physical network interfaces. 
The approach creates individual profiles for each VM for all possible attacks patterns. 
The profile of a VM contains the attack pattern (the rule) and the threshold that needs to 
be tested. (We have currently focused on detection of TCP SYN flooding attacks). The 
technique decreases the computational resources needed for attack patterns detection 
exponentially based on VM network behavior which provides a lightweight but 
complete method for packet inspection based network intrusion detection in cloud. The 
scheme description is as follows: While initializing a VM to a cloud user, the process of 
initial rule creation, establishes the set of rules and their thresholds. In this step we run 
the rule pattern detection over a period of N packets and the same process is repeated M 
times. N is defined as the number of packets (basically a period) over which we are 
looking for rule matching packets (which are TCP SYN packets in our prototype 
implementation). M is the repetition value of the rule that determines how many times 
the same process over N packets is followed to gain the correct network behavior of a 
rule (TCP SYN flooding detection rule). Our rule based detection follows the steps for 
detection which are as follows: 

 
1. It extracts the threshold for the rule pattern from initial rule establishment phase. 

It runs the rule matching operation over N packets i.e. accumulate number of rule 
matched patterns per N packets and match it with the threshold P to determine 
whether there is an ongoing DDOS attack or not. This is as per traditional 
schemes for detecting TCP SYN DDOS attacks based on threshold. 

2. If during the first run of the rule over the network, the traffic reveals that there is 
no ongoing attack (i.e. threshold is not crossed) the detection frequency is 
decreased by a power of 2. This means now the attack pattern is searched (rule 
matching) once after every second packet. If the same happens for the second 
time the detection is again decreased with the same ratio. Now the pattern is 
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matched once after the 4th packet. Similarly in the first case when the threshold is 
not exceeded by the network traffic, the period of threshold detection, which is N 
packets is moved to a period of 2N packets while in the next case it is moved to 
4N packets.  

3. This exponential decrease of attack pattern detection is performed till a limit 
which depends upon the limit up to which the decreased speed of detection is 
accepted. But the decrease in speed of detection is acceptable because of these 
reasons: In case of DDOS attacks such as TCP SYN floods the rate in which 
packets are sent is too high and hence if a correct value of N is chosen it will not 
create noticeable delay in detection even if the attack matching is decreased S 
times. Also the detection rate vibrates between the specified limit. The detection 
is exponentially decreased until a limit which is S after which it again starts with 
normal detection strategy and again detection schemes decrease its matching for 
attack pattern exponentially. This is followed until the attack is detected. Hence 
the speed of detection doesn’t get decreased for always. But it moves to its 
normal speed 1/S times. 

4. However if the rule matching packets crosses the attack detection threshold in 
any of the detection stage the detection is moved to the traditional detection 
strategy that is rule detection per packet with threshold detection every N packets 
and will remain in the stage till a period of Y*N times before exponentially 
decreasing the attack pattern detection. This is to ensure that the attack which is 
detected has been properly tackled and verified for its non-existence. When TCP 
SYN flood is detected then after moving to the base speedy detection strategy, it 
collects IP addresses from where the SYN packets are coming. Then the 
communication with the IP addresses is stopped for a period of t seconds. The 
rule for which is as follows: Let’s suppose there are Z Source IP addresses from 
which TCP SYN flooding packets are received during attack. We sort IP address 
based on the number of TCP SYN packets obtained in N packets. So we stop 
communication with the IP address if: #TCP SYN packets = P/Z +- d, where d is 
the variation parameter defined as Max (#TCP SYN from an IP)/Z.      

 
The communication is stopped by rule creation in IP tables for the attacking IP 
addresses. The scheme not only identifies TCP SYN flooding from external IP 
addresses, but it also identifies VM that are launching TCP SYN flooding attacks to 
the external world. For example if a VM user is trying to launch TCP SYN flooding 
attack to other VM or to other external system the event is logged and the 
communication of the System is disconnected from the external world for a period of t 
seconds. During Network behavior based rule updation the VM after a predefined 
period of time or packets (dependent upon dynamicity of network behavioral 
conditions it can be small or large and is a customizable parameter) is again put to 
initial rule establishment step in background with rule based detection. But now the 
rule is updated with the network conditions and VM behavior. VM network behavior 
for the rule is updated from the values obtained by again applying the initial rule 
creation. After M times, the values obtained are looked for the most frequent highest 
value (for say h). The threshold is updated only if the value is higher than present 
threshold and which is as follows: Threshold = Threshold + f * (Threshold-h). Where 
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f is a small value, generally 0.125, which steadily changes the threshold according to 
current network conditions but also does not disturb it in case of short dynamic busty 
traffic. The implementation of the scheme is done as a prototype for TCP SYN 
flooding attack detection technique. 

4 Implementation Details, Results and Discussions 

Network traffic is sniffed from the Ethernet interface of the central privileged domain 
by setting it to promiscuous mode. After sniffing the packets the traffic is classified 
based on the VM’s from which it is obtained. Each of the VM has a separate database 
that stores behavior of TCP SYN packet per N number of packets. We identified that 
each VM has different Network usage scenarios. On the initial run and looking for 
TCP SYN packets per 50 TCP Packets we identified that each individual VM has a 
different behavior and is dependent upon VM usage scenario. The value of N = 50 is 
chosen taking into account The TCP backlog value that is 128 for slow connections 
and 1024 normally. We want that the TCP SYN flooding should be detected timely 
even if we exponentially decrease the detection of rule to an extent. By setting value 
to 50 we can move towards decreasing the detection speed to a value of period 4N. 
Even then we are sure that if TCP SYN flood happens in this case it will not fill the 
TCP queue fully as the value of 4N will be 200 less than 1024 which is normal case of 
TCP backlog value. And when the Flood is detected it can be handled gracefully with 
an acceptable detection speed. For each VM the threshold for TCP SYN flooding 
attack detection is identified by storing the #TCP SYN packets per N (50) packets 
1000 times and then identifying the maximum value from the 1000 runs. The 
maximum value is set as the attack detection threshold for TCP SYN flooding attack 
detection. During initial rule creation stage of a particular VM we found this value of 
threshold as 20, hence we set threshold P=20. During rule based detection we 
identified the optimization in rule pattern matching operation. We have taken the 
value of S=4 hence the pattern will be matched once every 4th packet and with 
effective N = 4N =200. The optimization in terms of rule matching operations is 
shown below. The total number of TCP packets over which the rule is fired is 20 
million. In case of our scheme in which the detection is optimized by varying the 
detection strategy the amount of rule pattern searches in N+2N+4N+2N+N packets 
(which are 500 packets) will be 5N(200 packets). While in case of traditional method 
of attack detection through rule pattern searching in a continuous way for detecting 
SYN flooding attack will be  10N (500 packets). Hence the amount of pattern matches 
will be decreased and will be equal to: (10N – 5N)/10N * 100 = 50%. According to 
the proposed dynamicity of the attack pattern searching strategy the probability of 
detection of attack at the same time as with traditional measures on N packets will be: 
Probability of timely detection = (2/5)*100 = 40%.This is because of the fact that the 
detection comes to normal detection strategy two times every cycle, when it moves 
from N to 4N period and back to N. The tradeoff of speed of detection with the 
proposed technique is also defended by the fact that denial of service attacks such as 
TCP SYN flood has aim of overloading the system with enormous number of attack 
packets so as to fill the TCP connection queue making it unable to handle any 
incoming valid TCP connection packet. Hence in such cases even with big period of 
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detection (up to a limit) the attacks can easily get detected because of the huge 
frequency in which they are fired. And it is a fact that a system remains more time in 
its normal mode of operation compared to the time it is in attack hence decreasing the 
detection speed in this manner will eventually save computation resources needed for 
rule matching operations. A snapshot of working is shown in figure1. 

 

Fig. 1. The Intrusion Detection Scheme GUI in its Normal Run 

5 Conclusions 

Paper describes a very lightweight and complete approach for rule based DDOS 
network intrusion detection in Cloud. The scheme is centralized and hence does not 
suffers from overloading as it keeps minimal information about communicating 
entities and do minimal analysis for the detection. It saves huge amount of resources 
that are wasted for continuous rule based pattern matching for network intrusion 
detection. As the scheme does not have any dependency on VM’s and runs on 
centralized domain it has higher trust compared to other distributed schemes and also 
it does not incurs delay in detection. With proper parameters used for detection in a 
specific cloud environment a higher value of optimization can be achieved with what 
is reported in our analysis and results. The scheme not only stops DDOS attacks from 
external VM;s but also stops malicious entities that uses cloud resources for such 
attacks to the outside world. A complete implementation with other rule for detection 
of various other DDOS attacks in cloud is under progress.  
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Abstract. Internet has become the essential requirement of modern society. 
People using Internet frequently for their day to day work includes online 
banking transaction, email and online chat with friends etc. Malwares are very 
light programs, they are designed to cause harm to your system. Hackers can 
steal the credentials of your online banking account by the help of spyware (a 
kind of malware). Malware attacks are very often in Cyber World such kinds of 
attacks are very difficult to detect and defend. Keylogger spyware is a 
combined script attack. A keylogger spyware contains both scripts keylogger 
and spyware in a single program. A hacker can steal the credentials and 
confidential information from the infected user’s system by performing this 
attack. In this paper we have implemented a prevention mechanism for 
keylogger spyware attacks. It contains three phases keylogger spyware attack, 
honeypot based detection and prevention of keylogger spyware. The detection 
of keylogger spyware is performed by the help of honeypot. There is a 
honeypot agent program deployed in client’s system monitors malicious 
activities and reports them to the honeypot. All keylogger spyware attack 
related information sent by honeypot agent program is stored in the database 
maintained at honeypot. If a keylogger spyware program is detected in a system 
then it will be permanently removed by the help of prevention server. The 
implemented mechanism is capable to prevent such kind of attacks using a 
combination of malwares. 

Keywords: Keylogger, Spyware, Keylogger Spyware Algorithm, Honeypot 
Agent Algorithm, Honeypot Algorithm,  Keylogger Spyware Inspection 
Algorithm, Prevention Algorithm at Client Side, Prevention Algorithm at 
Prevention Server.  

1 Introduction 

Malwares are designed to cause harm to a system, to steal confidential information from 
a system, they can also be used to earn revenue. Type includes keylogger, spyware, 
adware, rootkit etc. They are very light in nature. A system user can not feel their 
presence. In short we can say that they are programs that are intentionally developed to 
cause harm to a system. It has become essential to provide efficient security solution to 
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those systems which are used in day to day online banking transaction. A keylogger 
spyware is a different kind of malware attack which uses two malware programs in a 
combined script. A keylogger which captures all the key strokes in a log file and other is 
spyware which emails this to hacker’s specified address. So all the credentials can be 
easily stolen using keylogger spyware. In this paper we have implemented a prevention 
mechanism for keylogger spyware attacks. The detection is performed by honeypot, 
there is a honeypot agent program deployed in client’s system detects the presence of 
keylogger spyware and reports anomaly data to the honeypot. All keylogger spyware 
attack related information sent by honeypot agent program is stored in the database 
maintained at honeypot. It will be inspected by the administrator to check presence of 
keylogger spyware program in a client’s system. If a keylogger spyware program is 
detected in a system then it will be permanently removed by the help of prevention 
server. The overall paper is organized as: in Section 2 we have discussed related work. 
Section 3 defines problem definition followed by the methodology of work in Section 4 
contains the methodology of this work. Section 5 contains various proposed algorithms 
for keylogger spyware detection and prevention. The work done is concluded in section 
6 along with the discussion of future work. 

2 Literature Survey  

In paper [1] authors have proposed a framework for detection and prevention of 
keylogger spyware attack. It is capable of defending against such kind of attacks using 
a combination of malwares. The paper [2] focuses on the honeynet technology used for 
network security. It provides new powerful means, the optimization of system to 
improve the honeypot for target, integrity from system detection rate and safety. 
Experiments show that the improved honeypot system achieves higher detection rates 
and higher safety. In paper [3] an intrusion detection module based on honeypot 
technology is presented. This detection technique makes use of IP Trace back 
technique. The use of mobile agents provides it with the capability of distributed 
detection and response. This module by making the use of honeypot technology traces 
the intrusion source farthest. In paper [4] both honeypot client and server technologies 
are used in combined way of malware collection and analysis. The main objective of 
this paper was the analysis of collected malwares from honeypots. Classification of 
honeypots is done as server honeypots and client honeypots. In paper [5] authors 
presented the four main methodologies that are used in intrusion detection and 
prevention systems (IDPS/IPS). The discussed methodologies are: anomaly based, 
signature based, stateful protocol analysis and hybrid based. In paper [6] a 
distributed intrusion detection system based on honeypot is proposed. It can detect 
intruders not only outside but also inside the system. The system provides a complete, 
controllable, reliable proactive protection for computers and network. For the 
shortcoming of traditional intrusion detection system (IDS) in complex and unknown 
attack detection. In paper [7] authors explain a new generation of malware attack for 
VoIP infrastructures and services. If strong security measures are not deployed then 
these malwares produces a real threat to the deployed VoIP architectures. The 
proposed bot architecture stack of different protocols provides the bot with an 
application interface to use these protocols. The introduced “VoIP bots” support a wide 
set of attacks ranging from Spam Over Internet Telephony (SPIT) to distributed denial 
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of service attack (DDoS). They are tested against several VoIP platforms. In paper [8] 
authors discuss some problems (i.e. Gap between spamtraps and phoneytokens, online 
verification of phoneytokens etc) of existing anti phishing solutions based on 
honeypots. A framework is proposed which can transform the real e-banking system 
into a honeypot having honeytokens to deal with the above mentioned problems. In 
paper [9] authors proposed a worm detection and defense system named bot-honeynet 
which combines the best features of honeynet, anomaly detection and botnet. Bot-
honeynet is designed to not only detect worm attacks but also defend against malicious 
worms. In paper [10] authors propose a hybrid and adaptable honeypot-based approach 
that improves the currently deployed IDSs for protecting networks from intruders. The 
main idea of this paper is to deploy low-interaction honeypots that act as emulators of 
services and operating systems and have them direct malicious traffic to high-
interaction honeypots, where hackers engage with real services. 

People have discussed about malware attacks, some of them provide the intrusion 
detection and prevention systems for these kind of attack. But nobody has provided an 
effective solution for joint script malware attacks. 

3 Problem Definition  

Malware can be of many types i.e. keylogger, spyware, rootkit etc. We can use them 
in a combination i.e. keylogger spyware as a common program. In this paper we have 
implemented a prevention mechanism for keylogger spyware attacks. It is based upon 
honeypot, there is a honeypot agent program deployed in client’ system reports 
anomaly data to the honeypot. The reported information will be stored in the 
maintained database at honeypot contains all the entries of the malicious activities 
taking place in client’s system. It contains Timestamp, IP address of the client and the 
process ID of the email sending process. The presence of keylogger spyware program 
is detected during an inspection process. If keylogger spyware program is detected in 
a client’s system then that can be removed by the help of prevention server. The 
implemented prevention mechanism is capable to detect and defend such kind of 
attacks using a combination of malwares. 

4 Methodology 

The malware attack becomes very deadly if they are used in a combination. In this 
work we have designed an attacking scenario for keylogger spyware, a combination 
of keylogger and spyware program. The keylogger script stores every keystroke into a 
file and generates a log file then the spy script email this log file to the designer’s 
specified address. 

The implemented prevention mechanism is divided into three phases keylogger 
spyware attack, honeypot based detection and prevention of keylogger spyware 
program. 

4.1 Keylogger Spyware Attack 

We have designed an attacking scenario for keylogger spyware attack on user’s 
system as shown in figure 1. There are 2 users, accessing various services via Internet 
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i.e. online banking, email etc. A malicious server hosting keylogger spyware enters 
into the system in the form of application software as it appears useful software to a 
user which he is in need of leading him to download it. Once the downloaded 
program is installed, it starts capturing every keystroke. A log file is generated 
corresponding to each keystroke (i.e. asd file) included spy script within the installed 
malicious software email this log file to the specified address of the hacker. 
 

 

 
Fig. 1. Keylogger Spyware Attack Fig. 2. Email Process: Transfer of 

confidential information from user’s system 

The red colored arrows in figure 1 show the entry of keylogger spyware program 
into user’s system. Figure 2 shows automatic email process performed by the spyware 
script periodically i.e. after every 1 minute. It is shown by blue colored arrows in 
figure 2.   

 

 

Fig. 3. Email sent by Mohammad Wazid Fig. 4. Snapshot of spylog file received at 
robhack7@gmail.com 

Mohammad Wazid a system user sends an email to rsachan28@gmail.com at 7:54 
pm on 28th March, 2013, as shown in figure 3.The keylogger spyware generated a log 
file (asd) as shown in figure 4 corresponding to each keystroke. The information 
contains in generated log file has the important credentials of the user i.e. for 
Mohammad Wazid the username is wazidkec2005 and password is jp@050124. Thus 
the credentials and entire message both are leaked. 

Figure 5 shows the snapshot of email received at hackers specified address i.e. 
robhack7@gmail.com. The log file (asd) shown in figure 4 are received at this email 
id at 7.54 PM on 28th March, 2013. 
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Fig. 5. Spyware log file received at hacker’s email account 

4.2 Honeypot Based Detection 

It has become essential to detect the existence of keylogger spyware program in a 
user’s system. For detection purpose we have used honeypot agent program deployed 
in client’s system and a honeypot, both are communicating to each other. Honeypot 
agent program deployed in client’s system detects the malicious activity being 
performed by the keylogger spyware if present. This information is reported to the 
honeypot appliance having honeypot program and a database. The maintained 
database has having all the entries of the malicious activities taking place in client’s 
system. The database contains three fields i.e. Timestamp, IP address of the client 
system and the Process ID of the email sending process. 

Figure 6 shows keylogger spyware monitoring process performed by deployed 
honeypot agent. The red arrows show the entry of keylogger spyware into the user’s 
system having honeypot agent program. Figure 7 shows the communication between 
honeypot agent program and honeypot appliance. The information sent by the 
honeypot agent program is entered in the database maintained at honeypot appliance. 
The maintained database is further used in the inspection process of malicious 
programs. 

Figure 8 shows the snapshot of database containing information sent by the 
honeypot agent program to the honeypot appliance. This database is having three 
columns Timestamp, IP address and Process ID of the email sending process. The 
PID 2856 of an email sending process is detected again and again in a system having 
IP address 121.245.65.202. 
 

 

Fig. 6. Deployment of Honeypot Agent Fig. 7. Communication between Honeypot 
agent and Honeypot 
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Fig. 8. Entries in the maintained database at Honeypot 

4.3 Prevention of Keylogger Spyware 

The prevention of keylogger spyware is performed by the help of deployed prevention 
server. 
 

 

Fig. 9. Prevention of malicious program
performed by Prevention Server 

       Fig. 10. Prevention of Keylogger Spyware 

If the existence of keylogger spyware is detected in a system, it can be resolved by 
the help of deployed prevention server. The performed prevention process of 
keylogger spyware is shown in figure 9. Figure 10 shows, how a keylogger spyware 
program is removed from the infected system. We have used wmic command to get 
the information of running executable programs in a system with their PIDs and their 
location on hard disk drive. We run a prevention program at prevention server in 
which we enter the IP address (i.e. 121.245.65.202) of infected system and the PID 
(i.e. 2856) of keylogger spyware program. When prevention program successfully 
executed it will completely remove that keylogger spyware from the infected system 
and a message will be shown on the screen of prevention server “PROCESS 
TERMINATED SUCCESSFULLY AND EXE DELETED FROM THE LOCATION 
C:\\Users\\Admin\\AppData\\Running\\Microsoft\\Windows\\Start 
Menu\\Programs\\Startup\\system.exe” as shown in figure 10. 



268 M. Wazid et al. 

5 Proposed Algorithms 

For the proposed mechanism following algorithms are designed: 

5.1 Keylogger Spyware Algorithm [1] 

Keylogger_Algorithm ( ) 
{       
 //Algorithm for keystroke capturing 
     While (true) 
 { 

• Open the log file in write mode.  

• Get the system time using time.h API in C and enter that time in log 
file.               

• Append the time in the log file.             

• Get the activity by tapping the keystrokes and mouse clicks. It can 
be done in using windows.h and Winuser.h API available in C 
compilers.  

• Enter the activity into log file as soon as the valid status of 
particular key is pressed or mouse click is observed. 

• Close the file and terminate all the file pointers.  

• Open the file in append mode to avoid the overwriting and 
synchronization problem. 

 }    
      }   

Spyware_Algorithm ( ) 
{   
//Algorithm for sending periodic emails 
     While (true) 
      { 
 Keylogger_Algorithm ( )  

• Make the program to sleep for sometime so that keylogger can tap 
sufficient data and log into log file. The time period can be 1 minute 
or 5 minute or anything as per requirement. 

• Get the system name.  

• Select that log file.   

• Perform the attachment and send the email to specified email 
address with system name written in subject or body of email. 

• Terminate keylogger process.  
 Keylogger_Algorithm ( ) 
      } 
  }   
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5.2 Honeypot Agent Algorithm 

Honeypot_Agent_ Algorithm ( ) 
 
// TCP processes are those processes that are using the TCP protocol at transport 

layer in the layered architecture of the network 
   // APPL_SMTP processes are those processes that are using SMTP protocol at   
//Application Layer 

// BUFFER is a Buffer having PIDs that can be implemented by using 
BufferedReader Class of JAVA at Client side 

// sleep (2):  go into sleep mode for 2 seconds 
 
1. Get the PID’s of all the TCP processes by using the COMMAND  netstat –o –p. 
2.  Store the PID’s of the APPL_SMTP processes in a BUFFER. 
3. if the result of Step-2 is NULL then 
 Sleep (2) 
 GOTO step-1 
otherwise 
 GOTO step-4 
4. Using TCP Socket establish the connection with honeypot.  
5. Send the BUFFER content with the time stamp and client’s IP address to 

honeypot.  
6. Close the connection with honeypot and GOTO step-1.  
 

This program runs in client’s system. 

5.3 Honeypot Algorithm 

Honeypot_Algorithm ( ) 
 

// BUFFER is a Buffer having PIDs that can be implemented by using 
BufferedReader Class of JAVA at Client side 

 

1. Open TCP connection with honeypot agent. 
2. Get the BUFFER content with time stamp and IP address.  
3. Maintain the log information at honeypot and insert BUFFER|| time stamp || IP 

address in this log. 
4. Close the connection with honeypot agent. 
5. Goto step-1. 
 

This program runs at honeypot appliance and communicates with honeypot agent 
program. 

5.4 Keylogger Spyware Inspection Algorithm   

Keylogger_ Spyware_ Inspection_ Algorithm ( ) 
 
// detected_IP_address is IP address of client’s system stored in database 

maintained at honeypot 
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// detected_PID is the process ID of email sending process stored in database 
maintained at honeypot 

// time_stamp is a time when email was sent from user’s system 
 
if detected_IP_address & detected_PID is same after every nT time_stamp value 

then 
 keylogger spyware is present in the user’s system 
otherwise 
 System is safe 
 

This program runs at honeypot appliance to check the existence of a keylogger 
spyware program in a client’s system.  

5.5 Prevention Algorithm at Client Side 

Client_ Prevention_Algorithm ( ) 
       { 
 // Client side prevention algorithm 
 //PID: Process ID of processes running on a machine 
 //HDD: Hard Disk Drive 

• Open the TCP Socket and bind with any port number available. 
• Wait for Server side program to respond. 
• After getting the Server response with a PID of malicious program, 

save that PID into a variable. 
• Run the wmic command to get the list of all the processes with their 

executable location on HDD and their PID. 
• Filter the above output and get the location of the executable of the 

malicious program with the help of its PID send by Server side 
program. 

• After getting the location, delete the file from the location. 
• Send message to Prevention Server that program has been deleted. 
• Close the TCP connection with Prevention Server. 

 } 
This program runs in client’s system. 

5.6 Prevention Algorithm at Server Side   

Server_Prevention_Algorithm ( ) 
 { 
 //Server side prevention algorithm 
 //PID: Process ID of processes running on a machine 

• Connect to Client side program running in Client system.  
• Send the PID of malicious process to Client side program. 
• Wait for termination message coming from Client side program. 
• As soon as message is received, close the TCP Connection with 

Client.  
 } 
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This program runs at prevention server and communicates with the prevention 
program running in client’s system. 

6 Conclusion 

We have implemented a prevention mechanism for keylogger spyware attack. If a 
keylogger spyware is detected in a client’s system then the work of prevention is 
started. The keylogger spyware can be completely removed by the help of prevention 
server. During the experimentation it has observed that proposed prevention 
mechanism is capable to prevent the keylogger spyware attacks. 

In future we can design some other kind of cyber attacks by using different 
malwares (i.e. hijacker with rootkit) and we can provide the solution to those attacks. 
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Abstract. The popularity of social network sites has increased extremely during 
the previous years. Social network sites provide an intimacy interactive 
platform on the Internet for exchanging information among users. Users may 
disclose their ideas, comments, pictures or videos, secrets about their business 
or other private information that may be used by inappropriate user to threaten 
users’ future decisions or positions. Thus, the goal of this paper is to explain 
how users’ data can be anonymized to mitigate privacy concerns through 
information dissemination. The results depicts that although anonymization of 
data cannot protect the privacy of data completely, it can reduce the possibility 
of re-identification.   

Keywords: Social network sites, privacy, anonymity. 

1 Introduction 

Social Network Sites (SNSs) are web-based services that allow users to make profiles, 
make relationships, share information such as photos, interests and activities or go 
through other users’ information and activities [1].There are four subjects that define 
the structural differences among SNSs [2]. First, profile visibility that includes the 
amount of information which users can make public or private on the site. Second, 
self-presentation that contains styles of using profiles such as professional or social by 
users to present themselves on the site. Third, the profile customization that 
differentiates users based on their likes, dislikes and so on. Forth, privacy policies that 
forms social settings which can be specified by the site or users.  

Social network sites (SNSs) databases store huge quantity of personal data either 
sensitive or non-sensitive. In compare with other websites, SNSs seems to be of 
interest to attackers due to the large number of users and the abundance availability of 
personal information that whereby mutual trust is common among users. SNSs do not 
have enough privacy protection tools [3] plus with majority of users lack the 
awareness in handling privacy issues [4] for the information protection. Most of 
privacy settings need to be configured manually and most of users do not mind to 
configure them.  

SNSs release users’ data to the public for various reasons such as research 
objectives or advertisements purposes.  Google, Microsoft, Yahoo and American 
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Online (AOL), the biggest players on the Internet expend billions of dollars in new 
advertising technologies [5] by mining the data from social networks. SNSs facilitate 
information sharing across infinite distances and provide easy access to the shared 
information for users [6]. Thus, as a result of that privacy becomes a prominent issue 
among SNSs users.  

Private information can be access by unauthorized people when large amount of 
data is published through data mining techniques such as web crawlers. Data 
gathering through SNSs can be destructive for users’ privacy. Users may lose control 
over their personal information, despite observing privacy setting options set by the 
specific SNS. Hence, such unawareness may result to unwanted information 
dissemination, and also improper use of information by unauthorized users. This 
provides the necessity to do further work in investigating how information disclosure 
by users can be anonymized to mitigate privacy concerns of users. 

Thus, the rest of the paper is organized as follows. Conceptualizations of privacy 
are defined in section 2. Privacy on social network sites is described in section 3. The 
role of data anonymization is explained in section 4. Then, the proposed 
anonymization algorithm is presented in section 5 and the results of the evaluation are 
discussed respectively. In section 6, we summarize and in section 7 we conclude the 
comprehensive concept of the paper.  

2 Conceptualizations of Privacy 

Privacy has been studied in relationship development [7] and in interpersonal 
relations, trust and identity in mediated environments [8]; and in a digital realm [9]. 
Privacy is a dominant topic in psychology, sociology and communication [10]. 
Although privacy has deep historical roots and worldwide concept, it has fuzzy 
definitions. 

The ability of an individual or group to isolate themselves or their information in 
order to reveal them selectively is privacy in general [11]. The right of not being 
attacked by the government, corporations or individuals is part of many countries 
privacy laws such as the Data Protection Directive in Europe which control 
processing of personal data within the European Union [12]. Privacy laws include the 
basic concepts of consent, control and disclosure. 

Privacy view has changed by the technologies which have designed to enable the 
collection and manipulation of personal data of the Internet [13]. The designs are 
based on the accepted definition of privacy which sheds light on the value of privacy 
in the context of digital technologies and the Internet. 

3 Privacy on Social Network Sites 

Social networking sites accumulate hundreds of millions users personal data under a 
single administrative domain and they are under the control of their host servers 
regulatory and policy domains [14]. This provides a significant target for attackers to 
analyze privacy vulnerabilities with the intention to compromise privacy. In general, 
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privacy is the ability of an individual or group to isolate themselves or their 
information to reveal them selectively. Users’ privacy will be vulnerable to privacy 
violations via security attacks and unintentional disclosures. SNSs give the provider 
rights to reuse users’ data such as sharing data with third-party advertisers and 
websites [15]. This may results in identity fraud by use of users’ profiles data and 
unlimited default access that is provided by SNSs [16]. Users may lose control of data 
once their profiles are downloaded and stored by site operators to create a digital 
dossier of personal information. Thus, Users’ privacy may be violated by users’ 
improper behaviors such as teenagers’ sexting.  

According to the Altman, people are eager to have private spaces [17] and SNSs 
connect users in networked spaces. Not all users have enthusiasm to share any 
information with everyone at all the time [18].  Structure of SNSs is comparable with 
structure of physical spaces [2] as they also have equivalent spaces that shape users 
environment for online transactional behaviors [19].  

Information dissemination on SNSs should be controlled to preserve privacy [20]. 
Preserve users’ privacy and control users personal information is complicated once 
they disperse information on public domains. Privacy settings which are provided by 
social networking sites are not adequate to protect users as most of users place private 
and sensitive personal information without any concerns on their profiles. Therefore 
there is an urgent need which should consider by owners and administrators of social 
networking sites to diminish the occurrence of pornographers, identity theft and other 
privacy concerns.  

4 Data Anonymization 

Data publishing to the public is required for various types of analysis such as public 
health [21]. Although many benefits can be gained from dissemination of collected 
data, many privacy concerns can be created for users. The privacy concerns are as 
significant especially for micro-data as they encompass detailed personal data in its 
original form such as social security number or name.  

User or enterprise micro- data need to be protected when it released or shared to 
the public. Many privacy protection techniques have been done on certain datasets 
[22]. Among these privacy protection techniques, anonymity is popular because of 
two main reasons as follows. First, contrarily to any privacy protection such as secure 
multi-party computation, implementation of anonymization is easier and less 
expensive. Second, anonymized data disclosure of sensitive data is acceptable by 
privacy laws that should be considered while data publishing [23].  

There are various ways for anonymizing users by hiding the attributes. 
Conventionally, some of these methods have been used in order to anonymize 
customers’ information that should be stored on micro data strips.  However, since the 
advent of online social networks in recent years, these methods have got the attention 
of researchers more than any other times.    
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Anonymization is to publish publicly user personal and private information 
unknown and with some information masked [24]. By applying anonymization, 
people can study and use real data with less concerns of users’ privacy. It will also 
persuade third-parties to use new mining techniques to gain access to real data. The 
utility of data is the main point that should be considered during anonymizing. Thus, 
to protect privacy of data, information loss should be measure to reduce distortion of 
data. Although anonymization adds uncertainty to data, it is one of the best techniques 
to preserve partially users’ privacy especially on social network sites.    

5 The Proposed Anonymization Algorithm 

Social network can be considered as a graph G (N, E, A). N is the number of nodes 
that indicates a user and E is the number of edges which indicates the relation 
between nodes. Each node has some attributes that are represented by A. The 
attributes in graph G are identifiers (ID), quasi-identifiers (QS) and sensitive (S) (A= 
{ID, QS, S}). Identifiers are those attributes that can be used uniquely to identify a 
user such as name or social security number (SSN). Quasi-identifiers are those 
attributes which their combination can be used to identify a user such as age or zip 
code. Sensitive attributes are very private and personal such as disease or hobby.  

The most popular concepts for providing anonymity are namely k-anonymity [25], 
ℓ-diversity [26] and t-closeness [27].  Despite their popularity, these three concepts 
have some weaknesses. In k-anonymity, although released data cannot be re-
identified from at least k-1 other released data, there are vulnerable to two types of 
attacks background knowledge and homogeneity of data. To cover k-anonymity 
limitations, ℓ-diversity was proposed and it provided sufficient diversity among 
sensitive attributes. Due to ℓ-diversity, semantic relationships among the attribute 
values and different levels of privacy because of the same level of diversity were 
occurred. Another algorithm that is called t-closeness insures ℓ-diversity 
shortcomings. According to t-closeness, the distribution of sensitive attributes in same 
class cannot be match with the distribution of sensitive attributes in the whole data 
set, but it provides lack of definite measure to estimate the distance between multiple 
sensitive attributes that makes the relationship between t and the level of privacy more 
difficult. Hence, this paper will explore these three basic concepts in capitalizing their 
strengths and proposing the new algorithm to cover their weaknesses. 

Results from previous researches have shown that just removing identifiers from 
the disseminated data is inadequate to preserve privacy as quasi-identifiers attributes 
can be used to re-identify the users in the disseminated data by linking to the 
outsources information such as public voting or registration data. Thus, 
anonymization technique is required to preserve privacy of users wherever data is 
diffused such as social network sites.  

The proposed anonymization algorithm performs anonymization according to the 
following technique. Three different levels should be considered for the set of 
attributes as follows. 
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Table 1. Attributes level 

Level Attributes 
={ I ,I  , ..., I , Q ,Q ,   …,Q , S ,S ,…,S } 

 

 

 

I ,I  , ..., I   Q ,Q ,   …,Q } S ,S ,…,S  

 

={ Q ,Q , …,Q ,S ,S ,…,S } 

 

Q ,Q , …,Q } S ,S ,…,S  

 

={ Q ,Q , …,Q } Q ,Q , …,Q } 

 
Level (1) contains all three sets of attributes. In this level, identifiers will not be 

removed. This level is considered for requests from those Third-parties who have high 
authorization for full access to the data such as government. These third-parties can 
send request for different combinations of attributes. In this set, the attributes 
selection can be categorized as two types: the one in which sequence of selection is 
important and another one in which sequence of selection is not important. Sequence 
of selection is important as it varies the level of anonymization. The total number of 
attributes combination from set L , important sequence of attributes selection and 
Unimportant sequence of attributes selection can be calculated according to the 
formulas that are shown in Table 2.  

In order to calculate the level of anonymization, it is required to measure the 
amount of information sharing (IS) and the likelihood of information sharing ( . 
These two metrics can be calculated based on the following formula (1) and (2). 

               | *m                            (1) 

 

                                      |                                                              (2) 

 m indicates the number of selected attributes from the attributes set L .The 
amount of information sharing and its likelihood provide the required level of 
anonymization according to the requested attributes. If the amount and likelihood be 
high, it requires more anonymization. Otherwise less anonymization is required to 
protect data.  
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Table 2. Required Formula 

 
Level Total number of 

attributes 
combination 

Important sequence 
of attributes 
selection 

Unimportant 
sequence of attributes 
selection 
 

Level (1) =
!I ! Q ! S !    ! !        ! ! !   

Level (2) =
! Q !  S !     ! !    ! ! !   

Level (3) =2 1   ! ! !   
  
Level (2) contains quasi-identifiers and sensitive attributes. In this level, identifiers 

will be removed. This level is considered for requests from those Third-parties who 
have medium authorization for medium access to the data such as analyst. These 
third-parties can send request for different combinations of attributes. Similar to the 
level (1), the attributes selection has two types: the one in which sequence of selection 
is important and another one in which sequence of selection is not important. The 
total number of attributes combination from set L , important sequence of attributes 
selection and Unimportant sequence of attributes selection can be calculated 
according to the formulas that are shown in Table 2. It is required to measure amount 
of information sharing and the likelihood of information sharing to calculate the level 
of anonymization. These two metrics can be calculated based on the following 
formula (3) and (4). 

                                               

                      |
*m                    (3) 

 

        |
                                                          (4) m indicates the number of selected attributes from the attributes set L .Similar to 

level (1), the amount of information sharing and its likelihood provide the required 
level of anonymization according to the requested attributes. If the amount and 
likelihood be high, it requires more anonymization. Otherwise less anonymization is 
required in order to protect data.  
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6 Summary  

The paper presents an approach in providing anonymity for users’ data on social network 
sites. The anonymization of attributes can be according to three different levels. The 
main objective of the data anonymization is to provide anonymity for social network 
users to preserve privacy and anonymity of users through social interactions; and protect 
users from being re-identified. Therefore, once users’ data is used by the government, 
advertisers and the third parties, the user identity cannot be revealed from it. 

7 Conclusions 

In this paper, we describe that social network sites release users’ data to the public for 
various reasons as the nature of activities on social network sites are sharing 
information and traversing through other users’ information. Distinguishing the final 
audience of social data is difficult, as well as controlling the social contexts which 
transfers among individuals are not completely possible.  Whether it is enterprise data 
or personal data, the need to be protected is of utmost important. Private realm of 
users should be keep away from public knowledge in order to prevent information 
leakage. However, these privacy concerns are not completely covered by SNSs, thus 
effects the preservation of users’ privacy and anonymity.  To achieve this, we propose 
an anonymization algorithm which provides anonymity for users’ data in order to 
mitigate privacy concerns through data publishing. This study can be useful for 
designing secure social networks for future usage. It is expected the provided level of 
anonymity could mitigate the possibility of information leakage and re-identification 
in order to preserve users’ identity. 
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Abstract. Distribution and sharing of multimedia contents is extensively higher 
in number as compared to other applications in Peer-to-Peer network. The prior 
work in the same issues is conducted to explore that there are comparatively 
few work done when it comes to ensuring security over transmitting multimedia 
contents over highly vulnerable P2P network. Therefore, this paper introduces a 
cost-effective and trivial model using recurrence relation of degree 2 and evolu-
tionary algorithm for performing multimedia content encryption. A novel tech-
nique of performing encryption using a simple partitioning technique is used to 
ensure the security of the transmitted frames over any types of network. The 
novelty of the proposed system is that evolutionary algorithm is used for streng-
thening the encryption process further and final results were evaluated with re-
spect to maximized entropy of frames, minimized Pearson Product Moment 
Correlation Coefficient (PPMCC) among the adjacent pixels and key analysis. 

Keywords: P2P Network, Multimedia Security, Evolutionary Algorithm,  
Recurrence Relation. 

1 Introduction 

The area of modern communication system using Peer-to-Peer (P2P) network is cur-
rently adopted by many user for the multimedia sharing purpose [1]. The evolution to 
streaming and multicast (e.g., TV) was just a consequence. The P2P (Peer-to-Peer) 
technology is now well-known by the public, mainly because of the great success of 
some applications, such as file sharing applications (Kazaa, eDonkey, BitTorrent, 
etc.) but also more recently such as video streaming applications (PPLive, PPStream, 
UUSee, SopCast, etc. [2][3]). However, the P2P networks still suffer from bad reputa-
tion because of the large number of illegal contents that are distributed by those  
applications. The usage of the social networking applications [4] e.g. (Facebook and 
MySpace) are also on rise as the user find broader set of tools to perform highly cus-
tomized communication as well as it also enable the user to share their personal data 
over the internet. Such application has also higher versions of accessibility from vari-
ous computing devices. Usually social networking applications are client (browser) 
specific application that permits the user to share their multimedia (image and video) 
data as well as it also allows the other end of recipient to perform downloading too. 
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Usage of such application also involves cost of maintenance from server viewpoint. 
Therefore, a peer-to-peer based techniques is the best alternative solution to overcome 
such load of networking and thereby minimizes cost of maintenance too. But, as peer-
to-peer architecture is basically an overlay architecture on top of internet protocols, 
thereby the communication usually takes place directly from one peer to another peer 
in absence of any intermediate server. Due to this design of peer-to-peer system, it 
poses potential threats from security viewpoint in terms of secure communication and 
accessing confidential data [5]. Such types of application using peer-to-peer network-
ing system are usually shared on public network where the vulnerability of transmit-
ted data (especially over wireless network) poses a potential threat to confidentiality, 
privacy, as well as integrity as shown in Fig.1. Excavating the history will highlight 
multiple formats of attacks in the work of Information Technology [6] introduced by 
P2P network. The popular product of P2P i.e. Napster has already witnessed such 
intrusions. Hence, there is a critical need of more investigation towards research do-
main in order to furnish a better security protocols for preventing unauthorized intru-
sions or attacks in such P2P networks.  

 

Fig. 1. Vulnerabilities of P2P network 

Due to absence of web or application server to monitor the communication systems 
in P2P, it basically allows the intruders to formulate various versions of attacks e.g. 
break-in attack, malicious mischief, espionage etc to name a few. Usage of P2P net-
work allows the user to download various application that may be pirated or malicious 
in nature completely harming the entire traffic system routing towards the user and its 
connected network peripherals too. Hence, security policies are highly vulnerable and 
susceptible for network breach in P2P applications [7]. Not only security aspect, con-
sistent usage of P2P networks like BitTorrent, Kazaa, etc renders the network com-
pletely slow due to high bandwidth consumption. Such issues also give rise to Quality 
of Service (QoS) problems over internet usage. Unfortunately, the existing P2P net-
working system resists the corporate network security by furnishing decentralized 
security administration, decentralized shared data storage system, and a method to 
prevent critical perimeter defences e.g. Firewalls, AntiRootKits etc. 
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In the proposed method, the recurrence relation of degree 2 and a key extracted 
from the multimedia contents are used to encrypt the image. The technique discussed 
is used to generate a number of encrypted digital contents that are almost near to im-
possible to decrypt by intruder. These encrypted multimedia contents are considered 
as the initial population for the evolutionary algorithm which is considered for dep-
loyment in the study for the purpose of optimizing the encryption to higher degree. In 
the end, the best cipher-frame is chosen as the final encryption frame. Section 2 dis-
cusses about the prior research work. Section 3 highlights about the proposed system 
followed by research methodology in Section 4. Section 5 discusses about the perfor-
mance analysis followed by conclusion in Section 6.  

2 Related Work 

Muller et al. [7] have presented experiments with efficient Content Based Image Re-
trieval in a P2P environment, thus a P2P-CBIR system. Although according to the 
work, peer data summaries can be used within the retrieval process for increasing 
efficiency, but security aspects are ignored. Jung and Cho [8] have proposed a water-
marking platform for protecting unauthorized content distribution in P2P networks. 
The proposed platform dynamically generates 2D barcode watermark according to 
consumer’s data and inserts the watermark into downloaded audio source in wavelet 
domain. However, the proposed watermarking platform is not able to prohibit illegal 
usage of digital audio content. 

Chu et al. [9] have investigated the requirements for multimedia content sharing 
among Peer-to-Peer (P2P) networks and proposed a novel business models along with 
Digital Rights Management (DRM) solutions. The aim of this DRM research is to set 
new business models for content owners to benefit from the massive power of content 
distribution of P2P networks with least intrusion and interference to end consumer’s 
privacy and anonymity. 

Kumar and Sivaprakasam [10] have proposed a new encryption mechanism is  
included in which a message is transformed into a binary image which cannot be 
identified as a cipher text or stegno object. The approach is very much better  
for transmitting a confidential data from client to server. However, P2P network  
reliability is not ensured as the experiments were performed on adhoc network. 

Mathieu et al. [11] have proposed a P2P system that ensures the security of con-
tents, by controlling that only authorized contents are exchanged between peers and 
by being able to identify the people that redistribute illegal contents if it happens. This 
is mostly addressed by the use of watermarking functions in the video contents 
processing and by the deployment of specific peers that can monitor and detect  
misbehavior of the peers. 

Meddour et al. [12] have performed a study where the authors have investigated 
various available techniques that use the potential features of P2P techniques for en-
hancing the existing multimedia streaming protocols. The author specified that current 
open issues in multimedia P2P streaming are a) appropriate video coding scheme, b) 
managing peer dynamicity, c) peer heterogeneity, d) efficient overlay network con-
struction, e) selection of the best peers, f) monitoring of network conditions, and g) 
incentives for participating peers. 
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Berson [13] has discussed the security aspects of Skype. Tang et al. [14] have pro-
posed their work on real-time P2P application for live multimedia streaming termed 
as GridMedia that was used for broadcasting real-time events over the internet. 
Hughes and Walkerdine [15] have discussed their work on distributed multimedia 
encoding techniques as a tool to exploit the extra-computational resources of standing 
computing devices using P2P network. 

Reforgiato et al. [16] have presented their work that uses multiple point for broad-
casting their multimedia contents over heterogeneous content distribution P2P net-
working system. The authors have used MPEG-4 encoder without any losses at the 
base layer stream.  

Hagemeister [17] has described the framework for a distributed censorship-
resistant policy drafting system. By relying on a DTN as well as a P2P network, the 
system can work even without internet access. 

We have attempted to explore some prior work done towards securing image or 
video contents over P2P network and examined some attacks and issues with P2P 
networks. In the multimedia content distribution scenario, this server is usually hosted 
and maintained by the content providers. This results in peer user’s anonymity interfe-
rence and content provider’s efforts in server maintenance. It was found that majority 
of the work done past is either on cryptography or using DRM or watermarking, 
where the prime concern is the privacy and anonymity issues of content consumers. 
Since DRM systems track user transactions, purchases, and access history, end con-
sumers’ detail activities are recorded at content retailer’s database and thus raise di-
vergences regarding multimedia content protection versus privacy protection. Due to 
the inherent charecteristics of decentralization, P2P network suffers from security 
loopholes as there is no central monitoring or control system to mitigate the online 
threats or attacks. No much work towards securing image or video content while 
transmission is explored very recently or even in past. 

3 Proposed System 

The proposed system introduces a novel framework of secure multimedia transmis-
sion in P2P network. The system uses the potentials of recurrence relation of degree 
2. Recurrence relation [18] were applied in various fields in past as it basically defines 
recursively a sequence once one or more initial terms are given where  each further 
term of the sequence is defined as a function of the preceding terms. The recurrence 
relation is represented as: 

 Xn+1=rxn(1-xn)  (1) 

Where, xn is a number with a range of 0-1 and it signifies the ratio of current popula-
tion to the highest potential population at year n, r is a positive number that represents 
a combined rate for reproduction and starvation.  Equation (1) shows a nonlinear dif-
ference equation that is intended to encapsulate two impacts e.g. a) reproduction 
where the population will increase at a rate proportional to the current population 
when the population size is small and b) starvation (density-dependent mortality) 
where the growth rate will decrease at a rate proportional to the value obtained  
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by taking the theoretical "carrying capacity" of the environment less the current  
population. 

Recurrence relation is applied over the encryption process to generate certain ini-
tial values that will be used further for optimization of encryption processes. As the 
optimization technique will require a population (scores of best encryption), hence, 
recurrence relation formulation assists in generation those initial values that will be a 
part of computation for best population selection (strongest encryption over the mul-
timedia contents) using a fitness function. 

The proposed system uses recurrence relation of degree 2 and a key extracted from 
the extracted multimedia contents are used to encrypt the file. The proposed technique 
using recurrence relation is used to generate quantity of the population (encrypted 
digital of multimedia files to be transmitted). These encrypted digital contents are 
considered as the initial population for the evolutionary algorithm. Then, the evolu-
tionary algorithm is used to optimize the encryption process as much as possible. At 
the end, the optimal ciphered multimedia content is selected as the final encryption 
content. The paper also discusses the techniques deployed in use of recurrence rela-
tion and evolutionary algorithms and consecutively, the accomplished results were 
analyzed with concluding remarks. Therefore, the prime aim of the proposed study is 
to formulate a secure, efficient, and computationally less expensive process that en-
sures safer protection of multimedia contents. In order to accomplish the proposed 
aim, following objectives needs to be considered: 

• To design 2 modules to implement the proposed system e.g. Peer-1 for performing 
encryption and peer 2for performing decryption module. 

• To design a framework for accepting the input frames and perform portioning to 4 
equal parts based on the specified dimension of the frames 

• To implement recurrence relation of degree 2 by selecting specific pixels as en-
cryption key for forming the initial value and for performing encryption towards 
the input frames. 

• To estimate the initial value of the recurrence relation. 
• To strengthen the encryption technique using secret key. 
• To optimize the encryption method using Evolutionary algorithm. 
• To restore and access the encrypted frames for performing decryption operation by 

peer-2 client. 
• To perform the entire operation considering image entropy, correlation coefficient, 

and key analysis. 

4 Research Methodology 

The proposed system assumes a highly vulnerable P2P connectivity on either wired 
network or in wireless network. However, the current work only emphasizes on the 
security aspect of the multimedia contents to be transmitted by Peer-1 to Peer-N. The 
current work considers a frame as an input towards the framework which it partitions 
in 4 equal quadrants based on the cumulative dimension of input frame. To make the 
computation easier, the colored frames are converted to grayscale that is subjected to 
the actual algorithm. The proposed system considers using recurrence relation for 
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performing encryption on all the pixels presents in each of the 4 partitioned image 
blocks. The proposed system considers the input of video file of MP4 format of size 
268 KB as shown below in Figure 2, which is finally converted to grayscale for ease 
in computation. 

  

Fig. 2. Extracted frames for the input to the model 

Step-1: The system considers 5 pixel selections from each parts of image as the 
encryption key for designing the initial value of recurrence relation of degree 2 and 
for performing encryption on that partitioned part. The selections of such pixels are 
based on the quantity of the population being formed. 
Step-2: The preliminary value of the recurrence relation of degree 2 is evaluated from 
the following equation by using the values of the gray scales of the five pixels in step-1. 

 { }( )decimalinPPPPPPx 5,4,3,2,1 ×××××=  . (2) 

Where Pi represents an 8-bit block. Then the following equation is used to convert Px 
into ASCII number. 

{ } )(8,5,7,5...2,2,1,2....3,1,2,1,1,1 inASCIIPPPPPPPB = . 

Here, Pi,j represents jth bit of the ith block. After Px is converted into an ASCII 
number, the string B with length of 40 bits is generated. Therefore, by using the fol-
lowing equation, the preliminary values for starting the execution of the recurrence 
relation of degree 2 is extracted, 
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Where, k is set of integers for the purpose of indexing each multimedia packets to be 
used in encryption process. By deploying this relation, the preliminary value of the 
recurrence function (Uo,k), which lies in the interval 0 to 1 is obtained. 

Step-3: The previous step is iterated for each part of the plain frames. Hence, at the 
end, there will be 4 distinct preliminary values for each portioned portion of the 
frames. 

Step-4: For encryption the pixels in each part of the image, the preliminary value 
of that part and following equation is deployed, 

OldValuexUroundueCurrentVal ki ⊗= )255( , .                            (4) 
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In the above equation, XOR operation is performed, and OldValue represents the exist-
ing value of the pixel and CurrentValue represents the new value of the pixel after it is 
encrypted. The value of Ui,k refers to the ith value of the recurrence relation in the kth 
part of the original frame that is determined for each step by using equation (1). 

All the pixels in each part, except the 5 pixels used as the key, are sequentially 
(row by row) encrypted in this way. Finally, the first member of the population is 
built.  These steps are repeated for the entire partitioned image to get the rest of the 
population.  

5 Performance Analysis 

With the application of a multimedia encryption algorithm to any multimedia con-
tents, its pixels values change when compared with the original frames. The proposed 
framework was design to make such alterations in pixel values in extremely irregular 
and sophisticated fashion for maximizing the higher degree of pixel differences be-
tween the original and encrypted multimedia contents. The core of the technique con-
siders the higher flexibility in encryption by creating maximum random patterns that 
have no chance of disclosing any private charecteristics of the original multimedia 
contents. However, it should be noted that there should not be any sorts of dependent 
between the encrypted and original multimedia contents. The encoded multimedia 
content should have very low value of correlation compared to original multimedia 
content. Another critical factor in evaluating an encrypted multimedia content is the 
visual inspection process. 

The proposed study has also considered diffusion as one of the significant factor 
for measuring the randomization of the encryption process. It is strongly believed that 
if the proposed algorithm has better diffusion features than the correlation between 
the original and encrypted multimedia contents will be very much complex and there-
by highly unpredictable. In order to scale up the diffusion charecteristics of the pro-
posed study, a bit of pixel is changed in source content and the error estimation be-
tween the encrypted multimedia contents accomplished from original source content 
were evaluated. The parameters for evaluation of the proposed security process are 
discussed below: 

Estimating Entropy for Frames:-Entropy is one of the prominent features in ran-
domization and is basically a mathematical modelling for data communication and 
storage systems. Equation 1 is introduced for obtaining entropy. 
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In which, N is the number of gray levels used in the multimedia contents, and P(si) 
illustrates the probability of having a ith gray level in the multimedia contents. In mul-
timedia contents that are generated in a completely random way, the proposed formu-
lation considers N as 8 to be an ideal value.  
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Pearson Product-Moment Correlation Coefficient:-A good encryption algorithm is 
one in which the correlation coefficient between pairs of encrypted adjacent pixels in 
the horizontal, vertical, and diagonal positions are at the least possible level. The cor-
relation coefficient is calculated by using equation 5 
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In the above relation, x and y are the gray levels in two adjacent pixels of the frames. 
In calculating the correlation coefficients, the following equations are employed: 
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To test the correlation coefficient between two adjacent vertical pixels, two  
adjacent horizontal pixels, and two adjacent diagonal pixels in a cipher-frame, the 
following procedure is used: first, 2500 pairs of pixels are randomly selected, and 
then the correlation coefficient is obtained by using equation5 (the results of which 
are shown in Table 1). 

Table 1. PPMCC of two adjacent pixels in two images 

 Plain-Frame Cipher-Frame 

Vertical 0.9711 0.0093 
Horizontal 0.9445 -0.0054 
Diagonal 0.9217 -0.0009 

 
C. Key analysis: - A suitable encryption algorithm must be sensitive to small 

changes in keys. Moreover, the key must be long enough to resist against brute-force 
attacks. In this work, a 40-bit long key is suggested which produces a key space 
equivalent to 240 (and hence this key seems to be long enough).To test the sensitivity 
of the key in the proposed method, first the frame is encrypted using the proposed 
method. Then, this same frame is encrypted once again using the proposed method, 
with the difference that this time, in the stage of producing the initial population 
(when each member of the population is being produced), one bit of the key of the  
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member is changed; and the population is formed in this way. After this new popula-
tion is formed, the rest of the proposed method is executed, and in the end final frame 
is obtained. The experiment also shows the similarity of the two encrypted images 
(the white points are the common points of the two encrypted frames). The two en-
crypted frames are about 99.76% different. 

A. Results Obtained: After forming the initial population, the evolutionary algo-
rithm is used to optimize the encrypted images. The evolutionary algorithm intro-
duced in this study uses the crossover operation. The proposed system is experi-
mented on 32 bit Windows OS with 2.84 GHz Intel core i3 processor considering 
Matlab as the programming tool. The proposed system considers frames (still image) 
and converts it in grayscale in case the origin image is colored as shown in Figure 
3(a). The input frame is then partitioned into 4 equal quadrants (portions) as seen in 
Figure 3(b). The preliminary values are estimated exactly after that along with im-
plementation of recurrent relation and secret key which is user defined. 
 

 

Fig. 3(a). Input Fig. 3(b). Partitioning into 4 equal quadrants 

 

Fig. 4. Process of performing encryption in each partitioned frames portion 

Finally a decryption mechanism is performed considering the encrypted image  
as input image along with previously used secret key. Following are the results  
accomplished. 
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Fig. 5. Input Image (previously encrypted) 

 

Fig. 6. Partitioning into 4 equal quadrants 

 

Fig. 7. Process of performing decryption in each partitioned (encrypted frames) 

The proposed study considers correlation coefficient between the pairs of adjacent 
pixel value of each frames extracted from video as the fitness function. At each stage, 
the new generations produced and the previous ones are evaluated using the fitness 
function and 50% of the population with the minimum PPM-correlation coefficient 
and 10% of the remaining population is selected for the next generations. In every  
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generation, the initial values and correlation values that are considered as encryption 
parameters are checked during optimization internally by the evolutionary algorithm. 
This is an iterative process until it finds the best correlation coefficient as the best 
generation when it doesn’t show much significant change in dual successive stages of 
iterations. Followed by the previous step, the generation with minimum correlation 
value is finally considered for encryption. 

6 Conclusion 

The proposed system highlights a new method for performing encryption over the 
multimedia contents by using recurrence relation of degree 2 and evolutionary algo-
rithm. The system uses recurrence relation for the preliminary encryption and the 
evolutionary algorithm is deployed to strength then encryption process in P2P net-
work further more secure. The accomplished results from correlation coefficients and 
the entropies of the images also prove the high efficiency of this method. 
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Abstract. The explosive growth of Information Technology in the last few 
decades has resulted in automation in every possible field. This has also led to 
electronic fund transfers and increased usage of credit cards and debit cards. 
Credit card fraud costs consumers and the financial industry billions of dollars 
annually. In this paper we propose a hybrid approach to credit card fraud 
detection, where a combination of supervised and unsupervised approaches was 
used to detect fraudulent transactions. This includes a behaviour based 
clustering approach where we use patterns from collective animal behaviours to 
detect the changes in the behaviour of credit card users to minimize the false 
positives. This approach also opens the avenue to predict the collective 
behaviours of highly organized crime groups involved in credit card fraud 
activities which as an option is not explored so far.  

Keywords: Credit card fraud detection, SVM, Collective animal behavior. 

1 Introduction 

1.1 Need for Credit Card Fraud Detection Systems 

The necessity for a credit card system could be avoided if the user reports missing 
cards or anomalies in the transaction. But according to information from credit card 
incidents and control measures [1] [2] it is given clearly with proof that it is not 
possible for users to detect all types of credit card frauds. Though physical card theft 
could be reported, it is just very meagre and the actual loss is because of highly 
organized theft of card credentials and its use for funding illegal activities. The 
control system currently in place requires a lot of human work involving the analyst. 
This approach may not be welcome by the customers of the banking system as they 
may have to undergo several verifications even if it a genuine transaction. A hybrid 
approach [3] could enhance the predicting ability of the system thereby minimizing 
the analysis and the time required for processing the fraudulent transactions. 
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1.2 The Need for a Hybrid Approach 

Hybrid approach [3] [4] is the process of combining multiple approaches into a single 
problem for improving the accuracy of the system. In general, machine learning 
techniques are classified into two broad categories, and each has their own positives 
and negatives. The proposed data-customised approach combines elements of 
supervised and unsupervised methodologies aiming to compensate for the individual 
deficiencies of the methods. 

A supervised learning algorithm analyzes the training data and produces a function, 
which has the maximum probability of predicting the output. The problems 
encountered by the supervised learning techniques are bias and variance provided by 
the function and data complexity, dimensionality of the input space, noise in the 
output values, etc. Unsupervised learning refers to the problem of trying to find 
hidden structure in unlabeled data [7]. Since the examples given to the learner are 
unlabeled, there is no error or reward signal to evaluate a potential solution. 
Synergistic Hybrid option of using supervised followed by unsupervised or vice versa 
can be used for achieving better accuracy.   

Here we use a unsupervised approach at the beginning followed by a supervised 
approach and then another stage of analysis for predicting. The hybrid approach though 
effective must be used properly as each method will have its own advantages and 
disadvantages. In this approach the usage of behaviour based systems in the first level 
for predicting the fraudulent transactions based on the past data using a clustering 
approach that involves multilevel clustering, which is a kind of unsupervised approach. 
[10] [11] Then we apply the SVM based classification approach which is basically a 
supervised learning approach which is best suited for the binary classification. Then we 
go for the cluster analysis based on collective animal behaviour where we try and find 
out patterns in the natural behaviour of various animals and create a model that is 
analogous to that in predicting the change in the behaviour of each of the user’s 
behaviour [12]. This method helps us to eliminate the false positives[9]. Pre-processed 
must be performed without affecting the quality of the data, to make it suitable for the 
second level processing. [5] Especially the requirements of the SVM [13] approach for 
data input format is different from that of others. 

Collective animal behaviour [14] describes the coordinated behaviour of large 
groups of similar animals and the emergent properties of these groups. Determining 
the rules by which an individual animal navigates relative to its neighbours in a group 
can lead to advances in the deployment and control of groups of swimming or flying 
micro-robots such as UAVs. [15] In our process we can use this collective animal 
behaviour to determine if an outlier is actually a fraudulent transaction or a legitimate 
transaction occurring during certain predefined occasions.  

Multi-clustering is the process of performing clustering on a single data from 
different points. Multiple views are considered and clustering is performed on the 
basis of each of these views. The views are determined by the user and Clustering is 
performed on the basis of all the available views.  

Support vector machine is a method used in pattern recognition and classification. 
It predicts or classifies patterns into two categories; fraudulent or non fraudulent. It is 
well suited for binary classifications. As any artificial intelligence tool, it has to be 
trained to obtain a learned model. SVM is correlated to and having the basics of non-
parametric applied statistics, neural networks and machine learning. [20][21][22][23]. 
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2 Fraud Detection Process 

2.1 Pre-processing the Dataset 

The available data might not be in the format that can be directly used by the system, 
hence pre-processing becomes a basic necessity for the process. The highly 
imbalanced state of data might result in a biased result. Preventing the fraud data that 
is very minimal from being eliminated as noise during the data cleaning approach is 
also an important use of pre-processing. [26] Derived attributes and their usage should 
be initially determined and their state should be properly maintained. The data 
transformation techniques are used for achieving precise results. 

 

Fig. 1. A Sample Preprocessed Data 

The actual data collected from the data set is in the format represented in Figure 1. 
We analyze the available attributes and prepare a dataset that could be made usable. 
The SVM requires a special format for reading the data. The expected format of input 
for an SVM is 

[label] [index1]:[value1] [index2]:[value2] ... 

Where label represents the final classified label, index values range from 1,2...n 
and value1, value2.... represents the corresponding column values. 

Hence the data provided in the Figure1 is further processed and is converted into 
the form usable by the SVM. 

 

Fig. 2. Input Data for SVM 

2.2 Multi-clustering  

The user provides properties that have a high probability of affecting the buying 
behaviour. The processed data is then clustered from the point of view of each of 
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these probabilities. Hence every single data is added to multiple clusters. This helps is 
a behaviour based organization of data. [19] 

The data sample depicted in Figure 1 is provided as the input for multi-clustering. 
The attributes that are to be used for clustering is selected by the user. We use the, K-
mean Clustering algorithm [17 multi clustering], which is a simple and fast clustering 
method, which has been popularly used. So we apply it to group the items. Firstly, 
items are grouped into a given number of clusters. After completion of grouping, the 
probability of one object j to be assigned to a certain cluster is calculated as follows 

( , )
( , ) 1

( )

Ec j k
P j k

MaxEc k
= −  

where P(j,k) means the probability of object j to be assigned to cluster k; the Ec(j,k) 
means the function to calculate Euclidean distance between an object j and cluster k; 
MaxEc(k) means the maximum Euclidean distance  from centered point of cluster k. 
Mean Absolute Error (MAE) [19]  is a measure of deviation of predicted ratings from 
their actual ratings. 

The MAE is represented as follows 
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where pi is a predicted rating, ri is the actual ratings and n is the number of actual 
ratings in the test set. 

The lower the MAE, the more accurate the predictions are permitting to provide 
better recommendations. 

2.3 SVM Based Approach 

SVM is a supervised approach that is best suited for binary classification.  

The problem taken in hand is a binary classification problem and it can be 
defined as  

Given l samples: (x1 , y1 ), (x2 , y2 ),… (xl , yl ) 
Where  xi ∈Rd , for i = 1,2,...l is a feature vector of length d and yi = {+l,-l} is the 

class label for data point xi, 
We find a classifier with the decision function f(x) such that y =f(x), where y is the 

class label for x. These l samples are called “training data”. The performance of the 
classifier is measured in terms of classification error on unseen “testing data” which is 
defined in the equation below 

{ }0 ( ),
1( , ( )) if y f x

otherwiseE y f x ==
 

The SVM is provided the appropriate training data and the classifier function is 
determined. Data is passed from the pre-processing phase to the SVM. The classifier 
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function is applied on this data and the result is obtained. If this result is found to be 
positive, i.e. if the record is classified as a legitimate record, the analysis ends. If the 
record is classified as a fraudulent record, then it is passed on to the next phase for 
verification. Since an SVM can be applied to only two-class tasks, uncertainty is 
classifications exist and the parameters of the solved model are difficult to implement. 
[25] [27] 

2.4 Collective Animal Behaviour Approach 

The collective animal behaviour approach is the process of finding the co-ordinated 
behaviour of a group of a similar species. Hence, in our approach we can say that 
users under the same category demonstrate a similar behaviour. All clusters that 
contain the currently analyzed user are considered for evaluation. All users under the 
each cluster are analyzed for a similar behaviour. [16] 

If the users behaviour in any one of the clusters matches and exceeds the provided 
threshold, then the transaction is labelled as legitimate. This helps providing a higher 
level of accuracy in labelling a fraudulent transaction. In the problem at hand, false 
positives pose a great threat in degrading the goodwill of an organization; hence accuracy 
in predicting a fraudulent transaction should be maintained very high. [17] [18] 

3 Analysis of the Results 

The current process is evaluated with various sets of data containing different number 
of data items and the obtained values are recorded in a confusion matrix. 

Table 1. Confusion Matrix 

 Predicted 

Positive Negative 

Actual  Positive  TP  FP 

Negative TN FN 

 
Where, 
TP - True positive, FP- False positive, TN – True Negative and FN – False 

Negative. 
The two performance measures, sensitivity and specificity are used for evaluating 

the results. 
Sensitivity is the accuracy on the positive instances. 

Sensitivity=TP/TP+FN  
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where TP is True Positive Rate and FN is False Negative Rate.  
Specificity is the accuracy of the negative instances  

Specificity=TN/TN+FP  
where TN is True Negative Rate and FP is False Positive Rate.  

 

Fig. 3. A sample confusion matrix set with TPR and FPR 

The simulation is conducted with a dataset containing a total of 690 records. The 
Australian credit approval dataset was used for the processing. The process was 
broken at regular intervals to find the values of TP, FP, TN and FN. These function as 
the basis for calculating the TPR and FPR. These readings are tabulated and the ROC 
is plotted. 

From the figure, we can see that during the initial stages, when the number of 
entries are minimal, the plots point to 0,0 and 0,1 points. As the number of entries 
keep increasing, we can see that the plotted points are clustered towards the northwest 
corner and are above the diagonal. This proves that our process provides a high level 
of accuracy, almost meeting the perfect standard of 0,1. 

Precision is the fraction of retrieved instances that are relevant, while recall is the 
fraction of relevant instances that are retrieved. Both precision and recall are therefore 
based on an understanding and measure of relevance. Hence we can use this measure 
to find the relevance of the readings. 
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Fig. 4. ROC Plot 

Accuracy is determined by the location of the points in the PR space. As the points 
move towards the top right, we can guarantee better accuracy. In Figure 5, a dense 
concentration of points is observed, which implies that our process provides better 
accuracy. 

 

Fig. 5. PR Curve 
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Usually, precision and recall scores are not discussed in isolation. Instead, either 
values for one measure are compared for a fixed level at the other measure or both are 
combined into a single measure, such as their harmonic mean the F-measure, which is 
the weighted harmonic mean of precision and recall. 

2.
recall

recall

precision
F

precision

⋅=
+

 

This is also known as the  measure, because recall and precision are evenly 
weighted 

. 

Fig. 6. Precision, Recall and F-Measure – Sample values 

Here, the F-Measure of our values shows a rate of 0.869341 and we obtain an 
average accuracy rate of 0.892489. The MAE is calculated to be 0.3334, hence the 
performance during multi-clustering is also found to be efficient. Hence we can prove 
that our process shows a higher accuracy rate and better performance.  



 Hybrid Approach for Improvising Credit Card Fraud Detection 301 

4 Conclusion and Future Enhancements 

The process described [28] is mostly supervised and hence need to be fine-tuned 
according to the application data that is being considered for analysis, while [29] uses 
only SVM, which is a binary classifier. The false positive rates in SVM are found to 
be higher, which is not acceptable in real time-scenarios. The current process is found 
to improve the accuracy rate of prediction, especially in the areas of false positives, 
further the generalized structure helps in faster incorporation towards any dataset. The 
process could be made better if the output is in a human readable form because the 
actual output from a SVM based output is not human interpretable in nature. Since 
this particular application requires that the fraud data be considered for further 
analysis by the analysts it is better if we can use some fuzzy based approach where we 
can use natural languages for labelling the data. Further, this process can also be used 
for finding the patterns in organized crime and hence help in predicting the behaviour 
of malicious users. 
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Abstract. Digital forensics helps an investigator to find traces of any malicious 
activity of user, done by using a particular piece of software. In recent years, 
analysis of computer software products has been done for collection of 
forensics artifacts, using traditional digital forensic approach. But as the 
traditional forensics has now been established as a standard, more people are 
familiar with the forensic processes. They know where traces can be left behind 
and how to get rid of them so as to eliminate possible evidence. Thus anti 
forensic techniques are imposing as disruptive challenge for investigators. In 
this paper we discuss recent trends in the field of artifacts collection and 
highlight some challenges that have made finding and collecting forensics 
artifacts a very hard job. We examine whether it is possible for a forensics 
investigator to rely on old traditional approach or not. Furthermore in 
conclusion we suggest possible solutions and new areas where we can find 
evidences. 

Keywords: Cyber Forensics, Digital Evidence, Information Security, Software 
artifact Forensics, Recent Trends. 

1 Introduction 

Nowadays various software products (both free and priced) are available out of which 
some of them are being used either to carry out malicious activity or assisting in doing 
it. For example downloading pornographic content using any download assisting 
software, bullying or harassing someone over internet using Skype or other chatting 
software is direct use of software in cyber crime. While opening any pirated archive 
files using WinRAR or WinZip is considered as assisting in carrying malicious 
activity. Software artifacts are kind of by-products produced during installation and/or 
use of software products. Forensics of Software Artifacts is collection of these 
byproducts during cyber investigation to relate with crime. 

But unfortunately in today’s changing scenarios, there are various ways available 
by which these artifacts can be modified, tempered or erased. That makes collection 
of evidences very hard or futile exercise. Automatic, Selective and Secure Deletion of 
digital evidence [1] explains mechanism to delete data or evidences in such a manner 
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that no forensic investigation can detect or retrieve it. It makes our job futile exercise. 
This paper explores some areas where investigators search for evidences and then 
discuss challenges in collection of these evidences. 

The rest of the paper is organized as follows. In Section 2, we discuss recent 
trends in artifacts collection and give overview of some very frequently examined 
areas by forensics investigators to extract artifacts from a computer. In Section 3, we 
discuss various challenges that make collection of these artifacts a hard job. Then in 
Section 4, we will demonstrate some experimental results and show how these issues 
are affecting investigation process. Finally the conclusion of this work is given in 
Section 5. 

2 Recent Trends in Software Artifact Collection 

In the last two decades many techniques as well as tools are being presented for 
collection of digital forensics artifacts. Apart from simply stored data, investigators 
search some specific areas that users generally are unaware of, and provide some very 
crucial information during digital crime investigation process. In recent years various 
papers have been published which discuss about finding digital forensics artifacts of 
different software products. Usually these software products are widely used and can 
assist someone in carrying out malicious activity. For example Paper [2] and [3] talks 
about various artifacts left by tools Download accelerator and Internet Download 
manager which are widely used to manage download from internet. Paper [4] talks 
about Windows 7 registry forensic evidences created by 3 popular BitTorrent clients. 
[5] Talks about forensic artifacts created by opening of “.zip” archive files opened 
using WinRAR. While another paper [6] analyze artifacts left by Window Live 
Messenger, also known as MSN messenger that is an instant messaging client. 

Similarity among all these recently published papers is that they all use similar 
traditional forensics approach in which all investigate same areas like windows 
registry, log files, temporary files and AppData folder to identify and collect various 
artifacts. Here we are giving overview of some of these fields which are being 
investigated very often by forensic investigators for artifacts. 

2.1 Windows Registry 

Windows registry stores configuration database of Microsoft Windows operating 
system. This storage includes settings and options. Registry contains lots of crucial 
information that is very much valuable to a forensic investigator [7]. Registry can be 
used to fetch information like personal settings, programs executed, passwords, 
preferences, most recently used files. This editor is divided into 2 panels where left 
panel displays entire registry tree and right panel shows individual values. In windows 
7, this left panel will show 5 hives that are  

• HKEY_CLASSES_ROOT contains file name extensions associations and COM 
class registration information such as programmatic identifier, class identifier and 
interface identifier 
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• HKEY_CURRENT_USER contains the user profile for the user who is currently 
logged on to the computer. that includes various information like program 
installed, desktop settings, network connections, printers, and application 
preferences 

• HKEY_LOCAL_MACHINE contains all information about the hardware and 
software settings being used for all users of the same machine 

• HKEY_USERS contains user-specific configuration information for all currently 
active users on the computer 

• HKEY_CURRENT_CONFIG contains all information about the current hardware 
configuration 

During collection of software forensic artifacts we can fetch information like 
which software was recently executed, list of uninstalled software, files recently 
saved/downloaded, location of software and many more. 

2.2 AppData Folder Analysis 

The AppData folder in new version of windows is more equal to the Documents and 
Settings folder in Windows XP. This AppData folder is a hidden folder in windows 
that contains user data and settings and protects them from unwanted changes. It 
contains many valuable artifacts such as program settings, IE cookies, toolbar 
settings, browsing history, temporary files created by applications, libraries; send to 
items, templates and many more. This folder contains 3 sub folders inside it, namely 
Local, LocalLow and Roaming. Each folder has its own significant. 

• Local Folder mainly contains folders related to installed programs. Also there is 
a folder of Microsoft where history of Windows activities can be found. There is 
a temp folder which stores all the temporary files. 

• LocalLow is mainly for IE, Java and Adobe protected mode data. 
• Roaming folder contains machine independent application specific data. The 

data stored in this folder, roam around with the user profile. 

2.3 System Event Logs 

Event logs are special files that record significant events on computer [8], such as 
when a user logs on to the computer or when a program encounters an error. This 
event log service stores event related to application security and system event. These 
logs can be used to trace any user activity on particular system components. Windows 
typically stores these logs in a machine. 

• Application event log contains the data generated from any installed application 
• System event log stores messages generated from windows services. They are 

divided as error, warning and information 
• Security log contains security related events that are generated from auditing 

policy 
• Setup logs are additional logs in Computers that are configured as domain 

controllers. 
• Forwarded Events log contains log forwarded by other computes 
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2.4 Temporary Files 

Mostly temporary files [9] are created by computer programs. There could be various 
reasons behind creation of these files. For example when a program need to store data 
temporarily it creates a temporary file or when an executable cannot allocate enough 
memory to its task it stores the data in temporary files. Many times even after the 
completion of their task many applications leave these files undeleted. Now these files 
can come in handy for an investigator during investigation as these files hold so much 
information without user’s knowledge of their existence. 

2.5 Web Browsing Activity 

Most of us use web browsers like internet explorer, Mozilla Firefox, Apple safari to 
access internet in daily life. We access various important websites such as online 
banking, emails, social networking, keyword search and many more. The information 
related to these sites along with our personal information like passwords, cart 
information is being stored as internet history and cookies by these web browsers. 
This information can be accessed by any investigator [10]. Even after you delete the 
history, temporary files and cookies, these can be recovered and evidences can be 
found. So investigation can fetch information like list of files downloaded, websites 
visited and passwords using web browser forensics.   

2.6 Deleted Data 

After simply deleting the data by using delete button doesn’t actually mean that the 
data is forever gone and nobody can get their hands on that information. What 
actually happens is that when we delete a file, you are removing it from the directory 
and flagging this part of drive as available for new data. So by using any data 
recovery tool investigator can recover your deleted data [11]. And by this investigator 
can retrieve lots of crucial artifacts. 

3 Challenges in Artifacts Collection 

So far we have discussed about various areas from where investigators search for 
artifacts. Now we’ll talk about some challenges that are making our job of retrieving 
these artifacts really tough. 

3.1 Encryption 

The very simple way to irritate a forensic investigator is by hiding your files, 
partitions or complete hard disk using encryption. Encryption is the process of 
encoding message in such a way that no authorize person can read it [12]. It is in 
fashion for a very long time and with time it is continuously evolving. Nowadays 
instead of just encrypting single files, some new trends like complete hard disk or 
specific partition encryption is being faced by investigator very often. Various 
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powerful encryption tools are freely available over internet like crypt4free, 
TrueCrypt, which are being used in hiding data. 

Nowadays software like SafeHouse creates hidden storage area (also called as 
virtual drive that is more like an encrypted volume within a volume) that allows 
storing all private files and folders. Volume size can also be adjusted according to 
user’s requirement. That makes our job more challenging. Although it is possible to 
break the encryption but still it takes great load of time and processing power to break 
this encryption and time is luxury in investigation process that we can’t afford to lose. 

3.2 Artifacts Contraception 

Trail contraception methods prevent artifacts generation by interfering with the 
normal process of windows of storing data. There are different kinds of artifact 
contraception method that works differently and prevent traces to be created. Some of 
them are discussed here: 

3.2.1 Use of Portable Software 
Portable software is an executable program that runs independently without any need 
of installation. These kinds of applications can be stored on removable storage media 
such as USB flash drive or portable hard disks. So once after storing a portable 
application in portable device it can be used in any number of compatible machines. 
These applications don’t leave program files or data on host system. Generally they 
also don’t write to windows registry or configuration files on user’s profile in system. 
There are lots of portable tools available on internet for various functionalities. For 
example Firefox portable and chrome portable are for web browsing, μTorrent 
portable version for P2P sharing is available and distributed freely.  

So by using portable application one can get rid of various artifacts like registry 
data, temporary files configuration files, etc. 

3.2.2 Sandbox Environment 
Sandbox is an isolated environment initially used by software developers to text new 
programming code. But nowadays various software products like Sandboxie create 
isolated environment to general users. So what it does is to run various computer 
programs in an isolated environment and prevent them from making any permanent 
change to other programs and data in computer. Once we sandbox is closed along 
with the program running, it’ll automatically dump all the changes made by that 
program in such manner that it is not reflected anywhere in computer. 

So by using sandbox environment one can avoid various traces like browsing 
history, cookies, cache temporary files and many more 

3.2.3 Virtual Machines 
The very basic meaning of virtual machine is simulation of a computer within a 
physical computer. A virtual machine also referred as “VM” is kind of a computer 
application that creates a virtual environment, also referred as "virtualization". This 
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allows a user to run any number of operating systems on a single computer at the 
same time. As a VM is a file or say set of files, it can be carried on a removable media 
and can be accessed on nearly any computer. These VMs can be encrypted and 
disposing them is really very easy task. 

When a person wants to carry any malicious intent, it simply setup a VM and 
performs all activities using this VM only. Once he is done, he can dispose it using 
any secure deletion software. Or if VM resides in any portable device, then his only 
task is to hide this device from investigator. 

Forensic analysis of VM is still a challenging job for an investigator [13] as first it 
has to find the traces of VM’s existence. And even after finding the traces of 
existence, he can’t tell what activities were being done using this VM until unless he 
gets his hands on that VM. 

So by using virtual machines and disposing it successfully one can skip mostly all 
the artifacts that leads him to crime. 

3.2.4 Use of Live OS 
A live OS also referred as a live CD, live DVD, live USB or live disc is a bootable 
computer operating system that runs in the computer's memory, Rather than loading 
from the hard disk drive. So without even installing an OS, live disc allow users to 
work on an operating system. It runs without making any changes to the existing 
operating system on the computer. 

The key trick is that the live environment runs completely in RAM so artifacts like 
cookies, registry, and temporary files don’t get saved in secondary storage. So 
creation of various artifacts can be avoided using live OS. 

3.2.5 Private Browsing 
Private Browsing allows user to browse Internet without saving any personal 
information like which sites and pages visited, cookies, passwords, Search bar entries, 
download list entries, and cache web content.  

So if a user used private browsing to surf internet, then it’s really challenging task 
for an investigator to track and find artifacts related to his web activity. 

3.3 Artifacts Deletion 

The next challenge for an investigator is artifacts deletion, in which various artifacts 
that we have discussed in section 2 are being deleted either manually or using some 
tools. Here we are discussing some common artifacts deletion. 

3.3.1 Deleting Event Logs 
Event logs deletion is really very easy task. It can be done manually as well as by 
using some freely distributed tools. There are several ways to do it manually, for 
example one is to simply clear all logs from Event viewer that resides in 
“Administrative tools” in control panel.  
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In the same way there is large number of freely distributed software products are 
available over internet to perform this task very easily and user friendly. For example 
CCleaner is very useful and widely used tool that delete all the logs with one click of 
mouse. 

3.3.2 Cleaning Windows Registry 
Windows registry is another artifact that can be tempered, modified and cleaned. As it 
stores so many crucial information like list of all installed and uninstalled software 
product, recently save files, it impose as a real challenge is somebody modified the 
registry keys. This registry Cleaning can be done by both manually as well as using 
some tools. Although manually tempering with registry is very risky as any mistake 
can cause whole windows to crash down but still it is being done widely. It can be 
done manually by opening the registry editor and modifying or deleting the specific 
registry key value.  

To automatically clean registry we have large number of software available like 
CCleaner, AML registry cleaner.  

3.3.3 Cleaning Internet History and Temporary Program Files 
As we discussed in section II, internet history, and cookies can reveal a great load of 
private information of user’s web activity. Cleaning internet history is relatively very 
easy task. All you have to do is open your web browser find the location of history 
and cookies and delete it. It also can be done with the help of various tools like 
CCleaner. 

There are many manual ways to deleted temporary files. For example one is to 
search temporary files by typing “%temp%” in run dialogue box and then delete them 
permanently. Many tools can also perform this task just by one click. 

3.4 Secure Data Deletion Techniques 

As we previously discussed in section 2 that simply deleting data doesn’t mean that it 
is gone forever. There are many tools to recover deleted data. To get rid of this many 
cyber criminals are using various tools and techniques that provide automatic, 
selective and secure deletion of data [1]. For secure deletion basic approach generally 
includes following given steps   

1) Delete the data/file 
2) Delete the metadata (path name and other details) related to that data/file 
3) Rewriting the physical location where the previous data was stored 

It’s not like that all tools follow these same steps but mostly idea is same. In recent 
years some techniques for this secure deletion are being proposed like The Gutmann 
method [14].  

Nowadays there are several tools available in market which provide functionality 
of secure data deletion like Heidi Eraser, Secure Erase. These tools are imposing as 
real challenge for retrieving artifacts by recovering deleted data. 
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3.5 Creation of Fake Trails 

So far we have talked about hiding from investigator by removing trails. But a 
criminal can also create some fake trails that will leave investigator confused and 
diverted. To confuse an investigator all they have to do is to modify or create some 
new fake logs, edit the registry. 

There are some tools available over internet that can provide you the functionality 
of altering the windows event log/server logs, creation of fake registry, faking MAC 
(medium access control) address, and many more. 

4 Experimental Results 

We performed forensic analysis on some frequently used software products and tried 
to examine the difference made by these challenges we talked in section 3. For all the 
experiments, we used hardware platform with CPU Intel Core I5-2430M, RAM 4 GB 
DDR3, hard disk SATA 500GB, running Microsoft Windows 7 Professional and 
NTFS file system.  

We examined artifacts left behind by following software products: Mozilla Firefox, 
Google Chrome, µTorrent, Internet Download Manager (IDM) and WinRar. Initially 
we did all the investigation in normal environment. We installed each software and 
collected forensic artifacts related to them. The results are shown in Table 1. “Yes” in 
table means that we were able to retrieve artifacts from a specific location while “No” 
means that no artifacts related to that activity was found. If particular activity is not 
related to tool then we placed “--” in the table. It is evident that we were able to 
retrieve almost all the forensics artifacts in normal situation. Then in a separate 
machine we used portable versions of these software products, hosted in a USB disk 
and this time we were not able to find any single evidences. Results are shown in 
Table 2. Finally we installed and used same tools in sandbox environment and again 
we were not able to find any artifacts, left behind by these software products.  The 
comparative results are given in Table 1, 2 and 3 which demonstrate the impact of 
these issues. 

Table 1. Different Artifacts Left Behind By Use of Various Software Products 

Software 
Products 

Artifacts 
Windows 
Registry 

AppData 
Folder 

Temporary 
Files 

History 

Firefox Yes Yes Yes Yes 
Chrome Yes Yes Yes Yes 

µTorrent Yes Yes Yes -- 

IDM Yes Yes Yes Yes 
WinRar Yes Yes Yes -- 
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Table 2. No Artifact Found While Using Portable Version 

Software 
Products 
(portable 
Version) 

Artifacts 

Windows 
Registry 

AppData 
Folder 

Temporary 
Files 

History 

Firefox No No No No 

Chrome No No No No 

µTorrent No No No -- 

IDM No No No No 

WinRar No No No -- 

Table 3. No Artifact Found While Using Sandbox Environment 

Software 
Products 

Artifacts 
Windows 
Registry 

AppData 
Folder 

Temporary 
Files 

History 

Firefox No No No No 
Chrome No No No No 
µTorrent No No No -- 

IDM No No No No 

WinRar No No No -- 

 
As you can see in Table 2 and 3, no artifacts were found while using the 

techniques, mentioned in section 3. In the same way when we used virtual machine 
and live disks and again no artifacts were found. 

5 Conclusion 

So in these changing times when a criminals having so many tools and techniques 
available to dodge a forensic investigation as we have seen in this paper, we can 
easily assess that traditional forensic approach is no longer feasible. We must have to 
stop relying on this approach to collect the forensic artifacts and have to look beyond 
the disk forensic and some other areas too for artifacts collection. 

Some new areas that we need to explore more for forensic analysis are physical 
memory, hibernation files, page files and configuration files, system restore files 
and backup files. These all areas contain very crucial artifacts and if utilized 
properly by an investigator, can help in many complex cases.   Data Carving is also 
new trend in forensic investigator that can assist an investigator to find some crucial 
artifacts. 
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Abstract. As computer and network security threats become more so-
phisticated and the number of service dependencies is increasing, optimal
response decision is becoming a challenging task for security administra-
tors. They should deploy and implement proper network security policy
enforcement mechanisms in order to apply the appropriate countermea-
sures and defense strategy.

In this paper, we propose a novel modeling framework which considers
the service dependencies while identifying and selecting the appropriate
Policy Enforcement Points during an intrusion response process. First,
we present the security implications of the service dependencies that have
been developed in the literature. Second, we give an overview of Colored
Petri Nets (CPN) and Hierarchical CPN (HCPN) and its application on
network security. Third, we specify our Service Dependencies-aware Pol-
icy Enforcement Framework which is based on the application of HCPN.
Finally and to illustrate the advantage of our approach, we present a
webmail application use case with the integration of different Policy En-
forcement Points.

1 Introduction

As computer and network security threats are becoming more sophisticated as
described in [1] and the number of service dependencies is increasing, optimal
response decision is becoming a challenging task for security administrators. Ap-
plying appropriate countermeasures and defense strategy implies the deployment
of proper network security policy enforcement while taking into account service
dependencies and their different interactions. Most of the current automated
Intrusion Response Systems (IRS)s are based on the risk assessment and the
cost-sensitive analysis as detailed in [2–4]. They are still suffering from several
drawbacks as described in [5]. Usually, they provide isolated response applied in
a single Policy Enforcement Point (PEP) of the Information System.

The lack of formal representation of the interaction between service depen-
dencies and policy enforcement mechanisms is a motivation for our proposed
approach. Moreover, there is still a gap between service dependencies, attack
graphs and policy enforcement reaction decisions. Thus, our main objective is
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to design and develop new strategies to optimize policy enforcement response
decision against single alert first, then, multiple alerts.

We propose to extend the existing service dependency model by including a
clear and explicit representation of policy enforcement mechanisms (Firewalls,
User Directories, . . . ). We consider the service architecture and its dependen-
cies in order to explore several enforcement possibilities in a response decision.
Contrary to the majority of research which consider the security as a service, we
distinguish between a service component and a security component. By doing
so, we aim at giving a clear representation of PEPs in the service dependencies
model. In fact, in the existing Service Dependency Models, as described in [6,7],
the interaction between two dependent services is only constrained by the pres-
ence of required privileges. This hides the concrete and explicit presence of PEPs
in the dependencies model.

Therefore, we propose to deploy Hierarchical Colored Petri Nets (HCPN)
by introducing the notion of substitution transitions to represent PEPs. Each
PEP is characterized by its enforcement capabilities. We model these capabilities
by specifying the substitution transition functions. In this paper, we propose a
novel modelling framework which considers service dependencies while select-
ing appropriate PEPs in an intrusion response process. First, we present the
security implications of the service dependencies that have been developed in
the literature. We also detail the definition of Policy Enforcement and Access
Control. Second, we give an overview of deploying Colored Petri Nets (CPN) as
well as Hierarchical CPN (HCPN) and motivations to apply this latter in net-
work security issues. Third, we specify our Service Dependencies-aware Policy
Enforcement Framework which is based on the application of the HCPN. Last
but not least in order to illustrate the advantage of our approach, we present a
webmail application use case with the integration of different Policy Enforcement
Points.

2 Policy Enforcement Point Definition

According to [8], the Policy Decision Points (PDPs) process Access Control poli-
cies, along with other data such as network state information, and take policy
decisions regarding what policies should be enforced and how this will happen.
These policies are sent as configuration data to the appropriate Policy Enforce-
ment Points (PEPs), which reside on the managed devices and are responsible
for installing and enforcing them.

The concept of PEP was also introduced in [9] as an entity that performs
access control by making decisions requests and enforcing authorization decisions
by the PDP. Referring to the latest version of [9], the PEP comes in many forms.
It can be part of a remote-access gateway, part of a web server or email user-
agent, etc. In [10], the PEP is defined as the most security critical component,
which protects the resources and enforces the PDP’s decision. Generally, the
PDP and the PEP are combined to control access and enforce the security policy.

In [11], authors specifies that the logical level integration allows the enforce-
ment of policies through a PEP. Usually, in applications where multiple archi-
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tecture is layered, the PEP is located between the presentation layer and the
logical layer, intercepting the calls, using the controls, and in case the invoca-
tion is authorized, it can be executed.

3 Service Dependencies Model and Security Implications

Recently, the application of service dependencies in the response decision process
is gaining an expanding interest, [6, 7, 12, 13]. As mentioned in [6], the high
number of service dependencies increases the challenge of response decision and
policy enforcement. Therefore, authors propose to use service dependencies as
frames for attack impact and response costs evaluation.

In [12], authors present in depth explanation about the use of service depen-
dency to enforce policy-based response. They propose to find the best suitable
set of PEPs capable of applying a response that has been already selected. Au-
thors define the PEP capability as the ability of the PEP to apply a security
rule on a specific set of subjects, actions and objects.

In [7], authors demonstrate how service dependencies have security implications
and extend the work presented in [12]. First, they consider that a service is a set
of components Ci. A simple service model is composed of connected components.
The basic model MS of the service S is defined by MS = {(Ci, PCi, SCi)}, i ∈
{1 . . . n}}. PCi and SCi are respectively the providers of resources to Ci and the
subscribers of resources provided by Ci. This model is extended by adding (1) the
privileges granted to the service PrC , (2) the credentials accredited to this service
CrC and (3) the trust it has regarding other privileges and/or credentialsTrC. This
modelling approach links dependent services by defining these sets: providers and
subscribers and required privileges of each service.

The proposed model has been used in order to assist the administrators in
selecting the appropriate Policy Enforcement Point (PEP). Authors does not for-
mally define this latter -PEP- and consider each service as a PEP having limited
access control capabilities. But, this approach does not allow us to dynamically
and automatically identify PEPs capable to implement a proper response deci-
sion.

In [13], authors combines service dependency graphs with attack graphs in
order to enable security analysts to make more informed decisions. According
to them, there is a gap between system components and service dependencies
graphs and attack graphs. Therefore, they propose to combine attack and de-
pendency graphs to provide security analysts with a better picture of the cyber
situation.

4 Colored Petri Nets: Definitions and Related Works

4.1 Brief Definition of Petri Nets

Petri Nets formalism was introduced by C. A. Petri in 1962, [14] for the math-
ematical representation of discrete distributed systems. Known also place/tran-
sition nets, it graphically depicts the structure of systems as a direct bipartite
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graph with annotations. Places and transitions are respectively denoted by cir-
cles and rectangles. Directed edges (arcs) connect places to transitions and vice
versa. A transition can be fired only if the input place(s) have the required
number of tokens.

4.2 Colored Petri Nets: CPNs and Hierarchical CPNs

Colored Petri Nets (CPNs) are an extension of original Petri Nets. Contrary to or-
dinary Petri Net which do not define types for tokens and modules, using CPNs,
we are able to assign tokenswith different data value called token colors.Moreover,
connections between places and transitions are labeled by a color function. These
CPNadditional features allows us tomodel more complex and large systems. How-
ever, both Petri Nets and CPNs do not ensure modularity modelling of such sys-
tems with multi level and heterogeneous activities. Hierarchical CPNs have been
proposed to answer to such modelling requirements. HCPNs make the modelling
of distributed systems and different level of abstraction feasible. Similar to modu-
lar programming, HCPNs is composed of smaller CPNs (called subpage) that are
represented in the upper net (called superpage) by substitution transitions. Due
to space limitation, we invite the reader to refer to reference [15] and [16] to get
more details about the CPNs and HCPNs formalism.

CPNs and HCPNs are used in a wide variety of application domains [17],
for instance distributed systems [18], information systems, communication pro-
tocols, security protocols [19–21], data networks, security policy enforcement
mechanisms [22], attack modeling [23], etc.

In [24], HCPNs verify and analyze Web Service Composition. CPNs have been
also applied to model service dependencies as described in [25]. Authors model
service privileges by CPN tokens. A dependency between two services will be

Fig. 1. CPN dependency [25]
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then satisfied if and only if all the required privileges exist in the input places
(the dependant service), see figure 1.

The resulting model represents both services and PEP without distinction;
since authors confound service and PEP. This modeling approach has some
drawbacks regarding the representation of the service and the policy enforce-
ment capabilities of the monitored systems.

5 Service Dependency-Aware Policy Enforcement
Framework

In this section, we first define the concepts that are deployed in the proposed
framework. Then, we describe the main components of our proposed framework.

5.1 Definitions

Service. A service is an implementation of an interface which provides resources
to its users. We define a service as a tuple composed of the following attributes:

– Name: the name identifying the service
– Service-ID: service identifier.
– Description: brief functional description of the service
– A-SD (Service Dependency) List: a list of the antecedent service(s) on which

the service depends
– D-SD List: a list of the dependent service(s) which depend on the service

Attack and Threat Context. An attack is a potential malicious event de-
tected by an IDS. Usually attacks are only discernible in terms of IDS alerts. In
addition, this definition of attack makes it interchangeable with the IDS alert.
Thus, we will not always explicitly state that an attack is represented by the
alerts. We also assume that Intrusion Detection Systems and Alert Correlation
techniques provide us with clear identification of the attack.

Each attack is characterized by the following attributes respecting the Intru-
sion Detection Message Exchange Format IDMEF [26]:

– CreateTime: The time when the attack is detected.
– Source: The source attribute includes information about the attacker. It can

be a tuple of { IP address, Port, protocol }
– Target: The target includes information about the exploited entity. It can

be a tuple of { IP address, Port, protocol, service, User }
– Classification: The attack type. Usually, it refers to the exploited vulnera-

bility.
– Assessment: impact assessment, action, confidence.

Threat context are used referring to these alert attributes and respecting the
Or-BAC formalism as described in [26]. For each detected attack, a new threat
context is activated. Our proposed framework performs while considering this
context.
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Policy Enforcement Point. We define each PEP by the following attributes:

– Role Set (RS): The set of subjects that can be controlled and protected by
the PEP. Referring to this set, we are able to identify if the PEP is capable
to counter a detected threat with a specific enforcement action or not.

– Activity Set (AS): The set of activities that the PEP can analyze and miti-
gate in case of attack.

– View Set (VS): The set of objects that can be protected by the PEP.

We identify these sets referring to the configuration of the PEP. This latter
is represented by the set of configured rules which are usually represented as
follows:

rule : Conditions → Decision(s) (1)

Decision(s) is an instance from the set of elementary decisions {d1, d2, d3, . . . , dp}
when Conditions on Subject, Objects and Actions are satisfied.

5.2 Proposed Framework

Our proposed approach supports reasoning about the global optimality of a
chosen set of responses and their application points (PEPs). Global optimality
means that a response decision must take into account the fact that there exist
dependencies between different services and different PEPs capable of enforcing
the same mitigation decision.

In a first stage, we propose to extend the existing service dependency CPN
model as described in [7, 12] by including a clear representation of policy en-
forcement mechanisms. In fact, we should be aware of the service architecture
and its dependencies in order to explore possibilities to enforce the response
decision at different points. Contrary to the approach proposed in [6, 7, 12, 25],
we distinguish service components and a PEPs. By doing so, we give an explicit
representation of PEPs in the service dependencies model as described in figure
2. In fact, in the existing Service Dependency model, the activation of a tran-
sition between two services is constrained by the existence of specific tokens as
explained earlier. This hides the concrete and explicit presence of PEP in the ser-
vice dependencies model. Thus, analyzing potential attack paths to a particular
service while including the PEPs becomes challenging using such service depen-
dencies framework. Therefore, we propose to deploy HCPNs by introducing the
notion of substitution transitions to represent the PEPs. Figure 2 presents an
overview of the proposed approach. Each substitution transition is mapped to a
PEP capability as defined earlier by defining the ML functions using CPN tool.

6 Illustrative Example: Enforced E-Mail Application

To demonstrate the usability of our proposed framework, we consider the case
of a simple network offering three main services: Webmail application, Inter-
net Message Access Protocol (IMAP) and Post Office Protocol (POP). In order
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Fig. 2. Overview of the proposed Framework

Fig. 3. Use Case: webmail application

to offer the e-mail service to the client, dependencies between webmail appli-
cation, IMAP and POP services have to be satisfied. This is enforced by the
deployment of proper PEPs that are in our case: the LDAP (Lightweight Direc-
tory Access Protocol) server, the NFS (Network File System) and the Network
Firewall. The firewall monitors the access to the webmail server at the network
level. The LDAP controls access to user accounts and the NFS is capable to
control the access to the requested files. Each described PEP has its proper
access control capabilities that are mapped to appropriate functions in the sub-
stitution transitions (labelled boxes). We implement our framework using the
CPN Tools simulator, [27]. The use case is illustrated in Figure 3. Each PEP has
its corresponding subpage (referenced by labelled boxes: FW-PEP, LDAP-PEP
and NFS-PEP) which implement the capability functions. These functions sup-
port the security administrator in selecting the appropriate PEP by identifying
whether the PEP is capable to mitigate the detected attack.

7 Conclusions and Future Works

In this paper, we propose to integrate Policy Enforcement Point in the ser-
vice dependencies model in a well presented framework. A significant benefit of



320 Y. Ben Mustapha and H. Debar

deploying HCPN in our proposed framework is to provide the security adminis-
trator with a clear representation of service dependencies and their interactions
with Policy Enforcement Points. This support the administrator in detecting
which security constraints are violated to access a set of dependent services. The
proposed framework is capable to dynamically assist the response process in
selecting the Policy Enforcement Points capable of applying dynamic response
rules. At present, we are focusing on formally modeling and developing PEP ca-
pability functions in order to detect the most appropriate PEPs that are capable
to mitigate a detected attacks.
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Abstract. This paper outlines the potential problem of information leakage 
between programs running inside a web browser. A program to which user's 
information is voluntarily provided can leak it to other malicious programs; 
likewise, a program may steal information from another program. A number of 
ways through which such leakage may take place using the operating system’s 
inter process communication mechanism is listed. The proposed solution 
includes a 'controller' that monitors all processes running in a browser for their 
access to the kernel's services through system calls, intercepts and thwarts an 
attempt at communication with another process. 

Keywords: Web browser, confinement, inter process communication, system 
call, leakage of data, security. 

1 Introduction 

Today, as the utilities of the web are growing, so are the attacks a user is prone to. A 
person using the internet through a program called a ‘web browser’ can be a subjected 
to phishing attacks, malware, spoofing sites, password theft, SQL injection attacks 
and so on. These attacks can be detected sooner or later, however, if a seemingly 
harmless process covertly reads information meant for another process on the net, or 
the target process itself is secretly communicating confidential information to 
someone else, there will generally be no indication that the security of the data has 
been compromised. To achieve such an unauthorized access to information, a cleverly 
written program can be downloaded and run by a pop-up or some such miscellaneous 
element in a browser, which will covertly read passwords, online banking information 
etc. entered in a page form. In another case, a process having access to user’s data 
may leak it to any third party process which may request for it. 

The problem of creating a controlled environment, in which a possibly 
untrustworthy program may run safely, and may even be trapped as a result of trying 
to leak information, has been termed as ‘the confinement problem’ in ‘A Note on the 
Confinement Problem’ [1] by Lampson. A variety of work has been done in the field 
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of confining applications, mainly consisting of identifying various covert and side 
channels, and creating secure environments within which untrusted programs are 
given restricted access to the system’s resources, mainly the operating system and the 
file system. The key idea behind the latter is the Principle of Least Privilege, which 
ensures that the damage caused by a compromised application is limited by the 
restricted environment in which it executes. [2] 

In this paper, however, we focus on the security of user’s information supplied to a 
process running inside a web browser, and propose a system which will thwart 
attempts of passing such information on to unauthorized processes. In particular, we 
deal with the inter process communication facility provided by the operating system 
to enable communication between two processes on the same host. We observe that 
such a communication may take place between a process in the user’s machine and a 
process residing on a different machine through a communication network, but an 
untrustworthy third party process may not necessarily be unwanted; we may want to 
navigate to some ads, play flash games or download some content featured in them, 
making it undesirable to restrict all traffic to and from unknown locations. This paper, 
therefore, deals with prohibiting communication using IPC between processes running 
on the same host. 

2 Implementation 

2.1 Overview 

As a solution to the above discussed problem, we propose a ‘controller’ application 
which will execute in the background along with the web browser. The controller is 
responsible for monitoring all processes that execute within the browser for possible 
attempts at information leakage through IPC. In our implementation of the controller, 
we have intercepted the starting of the execution of every new process and forked a 
child that will be assigned the task of monitoring that process. Thus, the main body 
(the parent process) of the controller is devoted to listening for new processes, while 
the children are made to monitor every discovered process. Thus, multiple processes 
can execute, being simultaneously monitored. We have chosen the Linux operating 
system and Mozilla’s Firefox web browser in our implementation. 
 

 

Fig. 1. Handling a new process 
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Assumptions. We List out the Underlying Assumptions for Our Solution: 

• A process to which we voluntarily provide our confidential information, in this 
context, can be assumed to perform its task as advertised. For example, if one 
provides one’s email address and password to a social networking site, hoping to 
find friends through mail contacts, it is assumed that one will succeed. In this 
sense, this authorized process can be called ‘trusted’. However, there is no 
guarantee that this process may not leak, i.e. transmit to someone else the input 
data it received from the user. [1] We therefore assume that the so-called ‘trusted’ 
process, to which we provide our information, can itself be a partner in crime to 
unauthorized processes, which do not have explicit access to user’s data. We must 
assume this because we cannot assume otherwise- as there will be generally be no 
indication if an authorized process leaks. 

• Every process running within the browser is entirely self-sufficient, meaning it 
doesn’t depend on any other process to do the task it advertises to do. This applies 
to both the main service processes of the website, and the miscellaneous processes 
that come attached with advertisements, pop-ups, etc. This assumption leads us to 
define the security policy for our confinement application- no two processes are 
allowed to communicate with each other using IPC. 

• Processes with malicious intent may well be expected to keep trying the same 
system calls that will get them the information they desire. Keeping this in mind, 
we kill erring processes rather than letting them run. 

Inter Process Communication. [3] IPC is the Transfer of Data among Processes 
Using Certain System Calls. We Have Studied Four Types of Inter Process 
Communication: 

• Shared memory allows one block of memory to be shared by several processes 
such that when one process changes it, all other processes can see that 
modification, making it the fastest form of IPC. The system call shmget is used to 
allocate a shared memory segment. Its first argument is an integer key value that 
specifies which segment to create. If two or more processes agree upon a key value 
beforehand, they can use that pre-decided value to obtain access to the same 
memory segment, thus making it easy to exchange information amongst them. 
Also, knowing the segment identifier SHMID returned by shmget, a process may 
attach the segment for its own access using shmat. This information is readily 
available through the ipcs command. 

• Mapped memory is similar to the above described shared memory, except that the 
block of memory is associated with a file in the file system. Once again, if an 
intruder knows the name of the file beforehand (provided the access permissions 
have been favorably set), confidential information can be read from it. 

• Pipes allow sequential communication between related processes. 
• A first-in, first-out file (FIFO) is a named pipe which allows communication 

between any two processes, i.e. the processes need not be related to each other. A 
FIFO is a pipe which is also associated with a file in the file system. For 
communicating, one process opens the FIFO file for writing, while the other opens 
it for reading. 
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Fig. 2. A FIFO writer program sends out confidential information 

 

Fig. 3. A FIFO reader obtains the confidential information 

2.2 Interception Mechanism 

The core of our system is the interception of system calls and allowing or disallowing 
them based on whether they seek to facilitate communication between processes. We can 
intercept system calls before they are executed by doing static library interposing [4], 
binary editing [4], ptrace or the /proc virtual file system [2] [4]. The disadvantages 
of static library imposition are that applications cannot always be relinked to the 
interposed library, and applications can always bypass the interposed library by using the 
same syscall interface used by the library. [4] Binary editing is rejected because we 
cannot have a dynamically loaded library at runtime. [4] The confinement systems Janus 
[2] and Mapbox [4] use the /proc virtual file system which provides access running 
states and addresses spaces of each process running in the system. 

Given our assumption that all processes are self-sufficient and do not need to 
communicate at all for their working, we keep our implementation basic, by 
disallowing all IPC calls. This can be well achieved by both ptrace and /proc. 
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However, due to our assumption we do not require the system call arguments, return 
values, information like signals and stack size etc. available with /proc. Plus, our 
plan of action for each IPC call is the same, and we do not require different call 
handlers to be registered for each call. Due to these reasons, we use the ptrace 
system call in our implementation. In the future, for more fine-grained control of 
processes, involving examining the arguments and return values of system calls, the 
/proc virtual file system would be a more efficient choice. 

2.3 Flow of Control 

The flow of control for one system call is shown below. 

 

Fig. 4. Flow of control 

We have shown that the controller runs along with the browser. For every process 
forked within the browser, the controller forks a child and supplies him with the process 
id of that process. The child lays in rest for the next system call to be made by the 
process. Suppose a process running within the browser makes an attempt to create a 
FIFO file. Once the mknod system call (used for FIFO) has been issued, the operating 
system alerts the responsible child and the child awakens to execution. The child 
identifies the system call identifier (SYS_mknod) from the contents of the EAX register 
of the process at the current time. It checks this identifier against a list of denied system 
calls. Upon finding it, it sends a kill signal to the process, and the process gets killed. 

Using the ptrace system call, the child attaches itself to the running process. In 
effect, the observer actually becomes the traced process’s parent and the result is as if 
the process has issued a ptrace call with PTRACE_ME to the OS. This allows the 
child to trace the process even though it is not really the parent of the process. 

The ptrace system call intercepts the process both while its entry into and its exit 
from the kernel. To reduce the amount of overhead introduced while monitoring 
system calls, we ignore the intercepted exit of the process from the kernel and let it 
continue its working. Thus, the checking of the system call is only done during entry 
into the system call. 
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2.4 Usage 

The necessary condition in the success of the controller is that it should start up along 
with the browser, so that it starts listening for system calls before any process gets a 
chance to execute them. To achieve this, we could create a bash wrapper script or an 
alias that starts the browser and the controller together. Both of these solutions require 
each user to individually perform the required steps, which is not desirable. 

A more suitable solution incorporates using Firefox’s extension, which is a type of 
browser ‘add-on’ that adds new features to Firefox or modifies existing functionality. 
Our implementation of the controller, which is a C program, can be wrapped inside an 
XPCOM Component, which is a cross-platform component object model, and 
deployed as an extension. 

3 Results 

To evaluate the success of our implementation, we wrote some ‘intruder’ programs 
which aim to communicate information to each other. For each form of IPC, we listed 
out some of the possible ways in which information can be leaked. Our list, though 
not exhaustive, shows that methods to leak information require the help of the same 
system calls for each form of IPC, and so the exact illegal method adopted to gain 
access to information is irrelevant. 

Our implementation is capable of thwarting several leakage attacks at once. For 
each process, an observer child remains in memory only as long as the process exists. 
The interception of all system calls made by a process adds a non-trivial overhead to 
its working. By replacing the ptrace interception mechanism with the /proc 
virtual file system, callbacks can be registered on a per-syscall basis, [2] allowing the 
harmless calls to be executed without any overhead. Some processes that were 
waiting for information but did not attempt any forbidden system call (e.g. the FIFO 
reader) were left in an indefinite wait-state, as a result of which their observers were 
left waiting too. This needs to be prevented by implementing some sort of a timeout 
mechanism. The following figures show the execution of the FIFO writer process 
while the controller runs in the background: 

 

Fig. 5. The controller intercepts an attempt to create a FIFO file 
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Fig. 6. The FIFO writer is killed for making the mknod system call 

4 Related Work 

The confinement problem was first defined and explored by Lampson in ‘A Note on 
the Confinement Problem’ [1]. He formulated the problem of protecting the 
confidentiality of information and identified a number of ways in which information 
can be leaked. Since then, quite a lot of work has been done in identifying and 
preventing covert and side channels. Wang and Lee identified covert and side 
channels due to processor architecture [5] and gave hardware solutions for them. 
Demme, et al. [6] devised a metric for measuring information leakage. Much of the 
research done in this field focused on confining programs that performed 
encryption. 

The modern versions of the confinement problem include the protection of the 
system from attacks. Janus [1] was developed at Berkeley to provide a confined 
environment to untrusted helper applications spawned by browsers like Netscape. 
Janus uses its own language to write user-configurable policy modules. Mapbox [4] 
divides several applications into classes based on their behavior and provides a 
confined environment customized for each class. Deeds [7] develops a history-based 
access-control mechanism for mediating accesses from mobile code and uses it for 
Java. It maintains a selective history of accesses for an application and uses this 
information to grant or deny further access. These applications, though quite 
successful, say nothing about the confidentiality of user’s information. In another 
approach called ‘Proof Carrying Code’ [8], Necula and Lee suggest a technique in 
which the producer of an untrusted code provides a proof that the code adheres to a 
predefined set of safety rules as chosen by the user. The user who runs the code can 
verify the proof at loadtime. However, this method is more suited in environments 
where these constraints on the code can be easily enforced. In a web application 
environment, such constraints are not feasible as they demand the entirety of web 
programs to be rewritten. 
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5 Conclusion 

We conclude that seemingly harmless processes, which may escape firewalls and 
network security, can be used to steal confidential information being entered in the 
browser with little or no indication. We also show how the operating system’s IPC 
mechanism can be used for this purpose. We list certain assumptions about processes 
running within a browser, using which we devise and implement a controller for 
preventing information leakage from the browser. Our implementation is capable of 
providing some assurance to the user that the data being given to a desired process 
will not be compromised. 
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Abstract. Visual cryptography is the technique used to encrypt the data which 
is in the form of visual information such as images. Since the biometric 
templates stored in the database is usually in the form of images, the visual 
cryptography can be efficiently employed to encrypt the templates from attacks. 
The technique of steganography is used in combination to the visual 
cryptography for imparting additional security to biometric data. The biometric 
information such as the private face image is decomposed into two shares and 
stored in separate database tables such that the private image can be revealed 
only when both shares are simultaneously available. Each individual share is 
covered with a different image which is selected from a public host image 
database.  The LSB steganography is applied to keep the user name and 
password hidden inside the final shares of visual cryptographic phase there by 
provides a mutually interconnected security mechanism.  

Keywords: Visual Cryptography, Shares, Biometrics, face authentication, 
Steganography. 

1 Introduction 

The word biometrics is originated from two individual words such as ‘bio’ and 
metrics. ‘Bio’ means something that is related to life or living being and ‘metric’ 
refers to measurement. Thus biometrics can be defined as any type of calculation or 
measurement of living being based on their biological traits which can be either 
physical or behavioural characteristics. The application which most people associate 
with biometrics is security as a form of identification and access control.  The 
biometric traits such as face, fingerprints, iris, gait and voice are most commonly used 
for verification of the identity of a person. The biometric form of human identification 
has several advantages over the password and PIN based methods. The person to be 
identified is required to be physically present at the time-of-identification. 
Identification based on biometric techniques obviates the need to remember a 
password or carry a token. The biometric system uses the concept of pattern 
recognition in which the physical appearance and behavioural characteristics 
pertaining to a human being is measured and computed for determining the 
authenticity. It is also used to identify individuals in groups that are under 
surveillance. 
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A biometric system can be broadly classified into two categories based on the 
function. The first type is known as identification system which only performs the 
identification of a human being. The second type is the verification (authentication) 
system which identifies a user and matches the user with the previously stored data.  
Identification is a one to many relationships that can be used to determine a person's 
identity even without his knowledge or consent. On the other hand Verification is 
a One to One relationship that can be used to verify a person's identity.  

Biometric authentication system consists of three main stages of operation. The 
first stage is the capture process which consists of acquiring raw biometric data from 
a subject (e.g., face image, finger print) by a sensing device such as a fingerprint 
scanner or video camera. The second phase of processing is to extract the features that 
are unique to the particular user from the biometric information gathered from the 
user. Next phase does the process of enrolment. During the enrolment phase a 
processed form of user details are stored. This processed information does not 
resemble the actual biometric data and are usually in the form of mathematical values 
or relations. These mathematical data are stored in a storage medium for future 
comparison during an authentication [1].  

Biometric identifiers are the distinctive, measurable characteristics used to label 
and describe individuals. Biometric identifiers are often categorized as physiological 
versus behavioral characteristics. A physiological biometric  considers the physical 
features of a human being such as one's voice, DNA, hand print or behavior. 
Behavioral biometrics is related to the behavior of a person, which consist of features 
such as typing rhythm, gait, gesture, facial expression and voice. Some researchers 
have coined the term behavior metrics to describe the latter class of biometrics.  

A biometric authentication system can use several different features of a person 
which includes his physiology, chemistry or way of behaving. Out of all the available 
features pertaining to a person, the selection of any one of the trait or feature for the 
biometric computation is based on some basic properties that are required for that 
particular biometric trait. Some of the required properties are:   1) Universality: 
refers that the biometric feature under consideration should be present in all the 
person who are using the system.  2) Uniqueness: means the trait should be only one 
of its kind and should not be similar to others. 3) Permanence: specifies that the 
biometric feature under consideration should remain permanent for that particular 
user and it should not be something that varies over time. That means a trait with 
'good' permanence will be remains unchanged time. 4) Measurability 
(collectability): relates to the easiness for acquiring a data and to undergo 
computation on the acquired data. The acquired data should also permit the extraction 
of the relevant feature sets. 5) Performance: refers to the accuracy, speed, and 
robustness of the system when using a particular biometric trait. 6) Acceptability: 
refers to how comfortable the users of a population are towards the use of a 
technology and the willingness to get their biometric trait captured and assessed. 7) 
Circumvention: this property considers whether the trait can be imitated by un 
authorized user by using an artifact or substitute.    

The main aim is to develop a biometric authentication system which uses the face 
image that helps to restrict the access to confidential data by unauthorized users along 
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with giving security to the biometric templates by a combination of Visual 
cryptography and Steganography. While considering independently face recognition, 
visual cryptography and steganography are all known concepts. The combination of 
all the three types of security enhancing mechanisms are never tried before. This 
unique combination also results in synergic effect. With the availability of modern 
high performance hardware and latest software technologies, the security of any 
system can be easily breached and compromised. In such a situation the one and only 
one option which provides a higher degree of security is biometric authentication 
methods. Even if biometric authentication is capable to prevent the unauthorized 
access to the system, it does not guarantee that the authentic person can always access 
a system with ease even if an intruder modified or altered the secret database of the 
authentication system. The motivation behind this system is to avoid the problem of 
access denial to a genuine user by external attacks. To attain this goal the most 
common method of image encryption technique that is visual cryptography is 
employed together with the biometrics. This system results in adding security to the 
conventional face authentication systems.  

In this paper, the concept of visual cryptography is explored for securing the 
privacy of biometric information such as face image by the creation of shares or 
transparencies out of the original image by performing decomposition of the image. 
The decomposed image or shares do not reveal any information about the original 
image. The information of the underlying image can be revealed only when both 
images are simultaneously available. During the enrolment process, the private 
biometric data is sent to a trusted third-party entity. Once the trusted entity receives it, 
the biometric data is decomposed into two images and the original data is discarded. 
The decomposed components are then transmitted and stored in two different 
database servers such that the identity of the private data is not revealed to either 
server. During the authentication process, the trusted entity sends a request to each 
server and the corresponding sheets are transmitted to it. Sheets are overlaid (i.e., 
superimposed) in order to reconstruct the private image thereby avoiding any 
complicated decryption and decoding computations that are used in watermarking 
steganography, or cryptosystem  approaches. Once the matching score is computed, 
the reconstructed image is discarded. Further, cooperation between the two servers is 
essential in order to reconstruct the original biometric image. 

2 Related Works 

The security of a biometric system solely lies in the ability of the system to protect the 
biometric data and templates from external attacks and modifications. One technique 
that is used to avoid this unauthorized modification of biometric data is to use the 
concept of biometric watermarking [5]. The concept of watermarking is to introduces 
some extra information into the biometric feature templates which results in certain 
distortion to the images.. Two application scenarios in the context of iris recognition 
were introduced, for investigating the performance of the biometric recognition 
systems when the watermarking technique is introduced. They are namely, protection 
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of iris images by watermarking them and protection of iris templates by hiding them 
in cover images as watermarks. The observation to this investigation was that the 
watermarking iris image does not introduce detectable decreases on iris recognition 
performance whereas in the case of severe attacks to the iris watermark, the 
recognition performance drops significantly.  

The iris recognition is performed based on a mathematical and computational 
method called discrete cosine transform (DCT). It consists of calculating the 
differences of discrete cosine transform (DCT) coefficients of overlapped angular 
patches from the normalized iris image for the purpose of feature extraction [4]. 

Ratha et al.[6] explains several problems that are unique to biometric 
authentication systems and propose solutions to many of those problems. This paper 
mainly focuses on finger print recognition as a model but the concepts and solutions 
can be extended for the analysis of other biometric authentication methods. Methods 
are proposed for preserving the privacy of the individuals enrolled in the biometric 
database. Instead of the original biometric template, a transformed biometric template 
is stored in the database in this technique. This transformed biometric templates are 
known as a private template or a cancellable biometric. The transformation made by 
adding a series of noise pixels into the biometric template. 

Davida et al.[7] introduced an idea for  user identification schemes with the help of 
a secure offline authentication process,  based on a biometric system that can measure 
a user's biometric accurately. This scheme wraps a biometric template with 
authorization information and thereby enhances the identification and authorization in 
secure applications. The compromising of private biometrics data of a user that is 
enclosed in the authorization information are minimized with the help of specially 
developed schemes without the use of secure hardware tokens. The scope and 
feasibility of using the biometrics for the development of high level applications are 
also studied. 

A fast, accurate and robust algorithm is developed by using Active Appearance 
Model (AAM) concept which exhibits a efficient direct optimization technique that 
helps to match both shape and size simultaneously [8]. This method does not attempt 
to solve a general optimization problem each time to fit the model to a new image. 
Instead, it exploits the fact that the optimization problem is similar each time so that it 
can learn these similarities offline. Irrespective of the high dimensionality of the 
search spaces, this technique allows the rapid convergences to be found out. It also 
described a method of matching statistical models of appearance to images. The 
training set acts as a base for learning and understanding the set of model parameters, 
grey-level variations and control modes of shapes. 

 The Extended Visual Cryptography [9] is an enhanced version of traditional visual 
cryptographic technique developed by Moni Noar and Adi Shamir. This type of 
cryptography encodes a number of images resulting in shares and when the shares are 
stacked together, the hidden message or hidden image will appears without a trace of 
original images. As in normal visual cryptography, the extended visual cryptography 
does not require any type of complex computation for the decryption process. It can 
be done in ease with human visual system. This system takes three pictures as input 
and generates two shares which are in the form of clear images which correspond to 
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two of the three input pictures. The third picture which is the secret image that has to 
be kept protected is reconstructed by overlapping the transparencies generated by 
printing the two output images. Basic visual cryptographic methods are capable of 
dealing only with grayscale or binary images where are the extended visual 
cryptography scheme is suitable for colored images. Extended visual cryptography 
improves the quality of the output images.  

3 Proposed Work 

With the availability of modern high performance hardware and latest software 
technologies, the security of any system can be easily breached and compromised. In 
such a situation the one and only one option which provides a higher degree of 
security is biometric authentication methods. Even if biometric authentication is 
capable to prevent the unauthorized access to the system, it does not guarantee that 
the authentic person can always access a system with ease even if an intruder 
modified or altered the secret database of the authentication system. To avoid this 
problem the most common method of image encryption technique that is visual 
cryptography is employed together with the biometrics.  

3.1 Components of System 

In this system, the biometric information of a user (i.e. face image) is decomposed 
into shares that do not reveal any information about the actual image.  The actual 
image can be reconstructed only if the two shares are available at the same time and 
by performing overlapping of those shares. The project has three significant 
components. 

Public Host Image Database: The public host image database is a collection of 
images that can be used to encrypt the shares generated out of the user’s private face 
image. Instead of using a random set of images, the public host image database is 
usually populated with face images.  Using of face images has several benefits as 
compared to random images [2]. The attributes such as age, gender, ethnicity, etc. of 
the private face images can be maintained in the host images and it results in keeping 
the clarity and visibility of the image generated after encryption process. When a host 
image is selected which does not matches with the features of the private face image, 
then it results in distortion of the generated image. The face images used in the host 
image database is usually of celebrities to host the private face database. Another 
benefit of the using face image in host image database is that with the help of a 
minimum number of face images, several private face images can be encrypted 
accurately. Using random images other than the face images as hosts may result in 
revealing the presence of a secret face. While decomposing the face image into 
random noise structures may be preferable, it can pique the interest of an 
eavesdropper by suggesting the existence of secret data. 
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Trusted Third Party Entity: The trusted third party is a component which is capable 
of performing both storing and decomposing of the image that has to be stored in the 
biometric database. The role of trusted third party is to simplify the role of encryption 
and decryption process. The trusted third party only processes the information and act 
as a medium between the external user and the database. The trusted third party does 
not act as a substitute to the encryption and decryption process. The encryption and 
decryption process are one the functions provided be trusted third party. The image 
which has to be stored in the database is taken either with a camera present along with 
the system or it is manually stored by capturing the image by an external digital 
camera at the time of enrollment phase. The enrollment phase also takes a user 
identification number, username and password from the user as present in 
conventional authentication systems. The image input in the previous step is 
temporarily stored in a database table until it gets encrypted in the next step. The 
image is decomposed into two different images or shares by visual cryptography and 
the initial image is discarded. Two face images stored in the host database are 
selected. The face image decomposed in the previous stage is encrypted pixel by pixel 
using the two host images selected from host database. The two shares are moved to 
two different database tables. During authentication phase the real time image of the 
person who claims authenticity is captured with the help of a camera (webcam). Other 
user specific details such as username, password and primary key are also gathered 
from the user in this phase. Base on the user identification number, the encrypted 
shares the trusted entity sends a request to each database tables. The corresponding 
sheets are transmitted to the third party entity. Sheets are overlaid (i.e., superimposed) 
to reconstruct the private image. At the same stage the actual hidden username 
password is also decrypted and cross matched with the new entry. Only if the three 
fields, User identification number, password and username is properly cross 
matching, then only the facial feature of new image is calculated and compared with 
the decrypted user image. Once the matching score is computed, the reconstructed 
image is discarded. If the image reconstructed is matching with the newly taken 
image, then authentication is provided to that particular user. 

Steganographic Component: The system provides an added security by employing 
steganographic techniques. The commonly used Username and password system of 
authentication is modified in this method. Normally the username and password are 
stored as such in the database, here in this system the user name and password are 
kept hidden in the transparencies of face image generated in the previous stage. The 
reason for using steganography instead of other text encryption cryptographic 
methods is that to reduce the overall computational complexity. In this system an 
attacker will not be even able to recognize the correct transparencies that correspond 
to a particular user. In such a case the chance for an attacker to correctly get the two 
shares from different database and also able to properly retrieve the textual data kept 
in random pixels of the image is comparatively very less.  This is done using LSB 
steganography technique. 



336 D. Aeloor and A.A. Manjrekar 

3.2 Host Image Selection 

In [2] the selection of compatible hosts is a tedious process which requires the 
calculation of transformation cost (Tc). The cost of aligning each image in the public 
dataset with the private image is computed as transformation cost (Tc). The smallest 
registration cost is computed after the costs are sorted in order to locate two host 
images, Hs1 and Hs2. However, this method is a complex process and requires very 
high computational time. To avoid such unwanted complexity in the system the host 
images are selected randomly from the database and used for the encryption of the 
face images. The random selection of the face images from the host image database is 
such a way that there is a maximum similarity between the faces by computing the 
facial features of the user image and the host image. The system doesn’t compare a 
single user image with all the images in the host database, but the randomly selected 
image is compared and can be changed by the trusted third party at the time of 
encryption. GEVCS is used to hide the secret image O in the two host images Hs1 and 
Hs2 resulting in two sheets denoted as, S1 and S2 respectively. The secret private image 
can be reconstructed by superimposing of S1 and S2. The reverses process of the pixel 
expansion is performed for retrieving the final target image that retains the original 
image size. 

3.3 Working Algorithms for Facial Image Encryption 

The sequence of steps followed for the encryption of a face image is summarized 
here. At first the private face image which has to be encrypted is entered into the 
system with the help of a camera attached to the system or by loading a digital image 
which is already stored in the system. Next select two face images from the public 
host image database. Selection of host image is done randomly or as desired by the 
trusted third party. After selecting two host images (Hs1 Hs2) they are aligned with the 
face image O.  In the next step the aligned host and private images are cropped to 
capture only the facial features. Then encrypt the facial image in host images Hs1 and 
Hs2, using Grey-level extended visual cryptography scheme resulting in shares S1 and 
S2..  The Grey level extended visual cryptography has different stages within it.  
Initially consider three pixels at a time, such that one pixel is from the secret image 
ant the remaining two pixels are from the host images. Divide the pixels into sub 
pixels using pixel expansion method. Determine the triplet t1, t2, and tT, where t1 and t2 

are the pixels in the share and tT is the target pixel. tT is the target pixel constructed by 
the combination of pixels t1, and t2, Construct the collection matrix C. C is a set of xm 
Boolean matrices where m is the pixel expansion. Select matrix B from C for 
encoding each pixel. Superimpose the shares S1 and S2 to retrieve the actual secret 
face image. 
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Fig. 1. Block diagram of the system 

3.4 Working Algorithms for LSB Steganography 

The principle of steganography is to hide one message within the other without 
modifying the actual message. Usually an image is used as the cover image and a text is 
used as the information to be hidden. The LSB [12] based steganography have five 
different steps. Firstly the cover image is read from the user and the text message which 
has to be hidden in the cover image. Secondly convert the text message into binary 
format. In the third step calculate the least significant bits of each pixels of the cover 
image. In the next step replace the least significant bits of the cover image with the each 
bit of secret message one by one. And finally write the steganographic image. 
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4 Results and Specifications 

4.1 Face Detection 

The system possesses two significant features during face detection. Efficient and 
robust frontal facial detection is the first one. That is whenever the facial features are 
not clearly focused by the camera then the face detection seems to be difficult. The 
second notable feature is the multiple face detection in an image. The system also 
supports head rotation, i.e. -30 to +30 degree in- plane rotation and -30 to +30 out of 
plane rotation. Some of the technical features of Face detection are specified in 
following table. Table.1. In facial feature detection, an array of 66 (x,y) co-ordinate of   
facial feature point is stored. 

Table 1. Technical Specification of Face Detection 

 No Feature Measurement 

1. Detection Speed 241 Frames/ Sec 
(Depends on Resolution 

 
2. 
 

Real-Time 
Detection 

0.0041 Secs (241 Frames 
/Sec with webcam 
resolution) 

3. 
 

Reliable 
Detection 

0.267 Sec with Digicam 
resolution 

4 
 

No. of facial 
features 

66 Facial features 

5. 
 

Facial features 
Time Detection 

0.104 Sec (Not including 
face detection phase) 

6. 
 

Eye centre point 
detection 

0.0064 Secs (Not 
including face detection 
stage) 

4.2 Face Matching 

Face matching compares two images with their facial features and the similarity level 
between the two images are returned. Some of the technical features of Face matching 
are specified in Table 2. 

Table 2. Technical Specification of Face Matching 

 
Sr. No. 

 
Features 

 
Measurement 

1. Enrolment Time 0.02 Sec (50 FPS with 
webcam resolution) 

2. Template Size 16 Kb 

3. Matching Speed 49700 faces/Sec 
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A set of images that are taken out of the IMM database are used for the 
computation of the performance of the system. The two reasons for selecting the IMM 
database is that the facial landmarks of individual images were annotated and 
available free of cost in internet. For the efficient working of AAM scheme these 
annotations were necessary. The IMM Face Database is an annotated database 
containing 6 face images each of 40 different people which includes both male and 
female. Out of the 6 images, randomly selected 3 frontal face images per subject were 
used in the experiments. In the following experiments, the match scores were 
generated using the Face.SDK. Table 3 shows the various False Acceptance Rate 
(FAR) and False Rejection Rate for some of Threshold (Similarity level) on a set of 6 
facial images of 10 different individuals taken from IMM database. 

Table 3. FAR and FRR for Common Similarity Levels 

Threshold/ 
Similarity 

level 

 
FAR 

              
FRR 

100 0 % 100 % 
90 0 % 100 % 
80 10% 90% 
70 20% 80% 

5 Conclusion 

This paper explored the possibility of improving the security of the biometric systems 
by the encryption of the stored biometric templates. A similar set of procedures that 
includes cryptographic computations can be applied for other biometric traits also.  In 
the case of fingerprints and iris templates, the decomposition of the templates using (2, 
2) VCS results in two noise-like images, and the spatial arrangement of the pixels in 
these images varies from block to block. So it is difficult to recover the original template 
without accessing both the shares. The XOR operator is used to superimpose the two 
noisy images and fully recover the original template. In addition, the contribution of this 
paper includes a methodology to protect the privacy of a face database by decomposing 
an input private face image into two independent sheet images such that the private face 
image can be reconstructed only when both sheets are simultaneously available. The 
system follows a random mode selection of the host images that are likely to be 
compatible with the secret image based on geometry and appearance. GEVCS is then 
used to encrypt the private image in the selected host images. It is observed that the 
reconstructed images are similar to the original private image. 
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Abstract. SandBox is an isolated environment nowadays being used as an anti-
forensics tool by many (criminals) to perform malicious activity. The paper 
investigates the effectiveness of sandbox environment in widely used tool 
named as Sandboxie, and outline how to perform investigation when this tool is 
used to perform a criminal or illegal act. For the purpose of experimental 
investigation we have considered two test cases and several scenarios. In the 
first case we assumed that user simply used sandboxie and terminated it, while 
in second case we assumed the user also deleted the sandboxie contents after 
using it. In this investigation process, first common places where evidences are 
usually found in general scenarios are examined, and then other locations in 
local machine are examined using special forensics tools. Also the 
main/physical memory (RAM) is captured and examined for traces. Through 
these experiments we showed that no trails could be found in common places 
for any activity if a user deletes his sandboxie content. However, the complete 
isolation does not occur and some traces can be found into the main memory 
(RAM) as well as in unallocated clusters on the disks. This is a valuable 
evidence for digital investigator. 

Keywords: Digital Forensics, Information Security, Digital Evidences, Anti-
forensics. 

1 Introduction 

Nowadays people perform lots of activity on their windows machine like Files 
downloading, internet browsing, or creating/deleting file or executing some tools. The 
Windows is designed in such a fashion that it records and retains lots of information 
related to user activities. This includes Windows registry, Event logs, Deleted data, 
cache files and many more. These files are stored on local computer and it is an easy 
job for a (digital) forensics investigator to easily access and retrieve information 
during his investigation of suspect’s activity. 

In recent years however many anti-forensics tools and techniques are available to 
users to get rid of these traces and to dodge any digital investigation. Many free tools 
are available over internet, which provide a trace free environment to a criminal to 
carry out his malicious intent without leaving any data trails on his computer and 
Sandboxie is one such a tool that provides an isolate environment.  
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This paper aims to investigate the artifacts created/left by the activities done in 
Sandboxie environment and also outlines how to investigate when these activities 
have been used to perform criminal or illegal act. For investigation purpose, we 
considered different user activity scenarios and perform analysis on these scenarios. 
The paper assumes that the reader is known to the basic steps in forensics 
examination of a computer hard disk and will not cover in this process. 

The rest of the paper is organized as follows. In section 2, we discuss literature 
review about sandbox environment and Sandboxie. In section 3 we discuss 
Methodology in which we discuss about the different scenarios included in 
experiment. Section 4 will discuss the analysis process and results. Then finally in 
section 5 analysis of results as well as conclusion is given. 

2 Literature Review 

Sandbox is an isolated environment initially used by software developers to test new 
programming code. But nowadays various software products like Sandboxie [1] 
create isolated environment to general users. So these tools allow various computer 
programs to run in an isolated environment and prevent them from making any 
permanent change to other programs and data in computer. Once sandbox is closed 
along with the program running within it, it’ll automatically dump all the changes 
made by that program in such a manner that it is not reflected anywhere else in the 
computer. So by using sandbox environment one can avoid various traces like 
browsing history, cookies, cache, temporary files and many more. 

Sandboxie is a sandbox-based isolation program developed by Ronen Tzur, for 
32- and 64-bit Windows NT-based operating systems. It creates a sandbox-like 
isolated operating environment in which applications can run or installed without 
permanently modifying the local or mapped drive. The latest version by the time 
paper was written was 3.76 which were released on 16 December 2012. So if this 
program is really doing what it claims to be then users will have a great privacy 
while working on their computers. On the other hand cyber criminal can take 
advantage of this tool and use it to eliminate the traces of their illegal activities. 
This makes collection of artifacts very hard and futile exercise for a forensics 
investigator. Therefore we decided to conduct some tests that would provide a 
better understanding of this feature, the artifacts left by the use of it and how it 
could affect investigations in the digital forensics field. 

In past couple of years, some paper have been published which used advance 
forensics analysis to discover evidences left by some anti-forensic techniques. 
Forensic analysis of private browsing artifacts [2] uses the RAM forensics to find 
traces of activities done in private browsing mode while [3] use the advance forensics 
to find out password of an encrypted volume by analyzing hibernation file. To the 
best of our knowledge nobody has addressed sandboxie issue so far. This is the first 
attempt to address such kind of anti-forensic tool by investigating the artifacts left by 
using sandboxie.  
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3 Methodology 

This section describes test and analysis we conducted on Sandboxie including various 
scenarios. In order to perform the test, several hardware and software tools have been 
used. We used 2 windows machines with the same configuration for the experimental 
purpose. The following is the system configuration (list of all the hardware and 
software that are used). 

• Hardware platform with CPU Intel Core i5-2430M, RAM 4 GB DDR3, hard 
disk SATA 500GB, running Microsoft Windows 7 Professional and NTFS 
file system. 

• Sandboxie version 3.76 
• Mozilla Firefox version 20.0 
• FTK Imager Lite 3.1.1.8 for capturing physical memory, RAM. 
• Hex Workshop 6.7 for analyzing RAM. 
• Recuva version 1.45.858 for retrieving deleted files.. 
• Cache and History Viewers 

First we installed Sandboxie and all other software mentioned above in both 
workstations and then started our tests considering following scenarios. In PC-1 we 
conducted the analysis just after the experiments while in PC-2 first we deleted the 
sandboxie content and then conducted the analysis. All the experiments were 
conducted in the sandboxie default box. Fig. 1 displays deletion of user content in 
sandboxie environment. 

 

Fig. 1. Deleting contents of SandBoxie 
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3.1 Internet Browsing 

First we made a small list of URLs and keywords to be entered in the web browser to 
replicate a user’s browsing activity. These URLs and keywords were unique to ensure 
the accuracy of the test. Table 1 contains the list of the URLs and keywords we made 
to conduct this test. 

Table 1. Unique URL, Keywords, Used in the Test 

URLs Keywords 
astalavista.com 

hackersonlineclub.com 
baadal – google.com 
urgrove – ask.com 

Then the test was carried out by first opening Mozilla Firefox in sandbox 
environment and entering all these URLs in address bar and different keywords 
searched using different search engines. This was to emulate the behaviors of users in 
real life. Finally the browser was turned off along with the Sandboxie. Figs. 2, 3 
illustrate some of the test performed. 

 

Fig. 2. URLs entered in Firefox running in Sandboxie environment 
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Fig. 3. Keywords in Firefox running in Sandboxie 

3.2 File Creation 

For this next scenario we started sandbox environment again and this time we created 
several files of different type in different drive.  Table 2 contains the list of all files 
we created to conduct this experiment. Figs. 4 and 5 shows files created. 

 

Fig. 4. Secret.txt 

 

Fig. 5. Arc.bmp 

 
 



346 D. Gupta and B.M. Mehte 

Table 2. List of the files created 

File Name Type 

Secret.txt Notepad File 

Arc.bmp MS Paint File 

After we created the files, we opened and modified them and closed with 
termination of Sandboxie. One we terminated the Sandboxie the files were 
automatically gone. After ending this session analysis was conducted again by 
capturing physical memory and analyzing it. 

3.3 File Downloads 

For this scenario we again open web browser in Sandboxie mode and downloaded 
some files from internet. The lists of files/tools downloaded along with their location 
are given in the Table 3. 

Table 3. List of Files Downloaded 

File Name Location 
Network_Security_assessment.pdf Gmail attachment 

sky_sunrays-wide.jpg http://www.hdwallpapers.in 

Once we download these files we opened them for once and then closed them 
along with terminating the sandboxie which causes us these downloaded files to be 
dumped. After this, we ended test by capturing physical memory and deleting content 
of sandboxie in PC2. 

3.4 Software Installed/ Executed 

Next thing we did was to intimate installing and execution of software in the 
sandboxie environment. For this we used BitTorrent in sandboxie and executed it for 
once. Finally we terminated the sandboxie and captured physical memory for analysis 
purpose. Fig. 6 shows the execution of BitTorrent in sandboxie environment. 

 

Fig. 6. BitTorrent installed and executed in Sandboxie 
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4 Analysis and Results 

This Section describes our findings from the tests and analysis we conducted on 2 
different machines considering same scenarios. After conducting each test, and before 
conducting any analysis, we captured an image of physical memory using FTK 
Imager and set it aside. On PC-1 we examined common areas [2] [3] like registry 
analysis, AppData folder, and windows logs in computer to find out whether any 
traces of the test could be found. Then we found some pretty decent traces which are 
good digital evidences. While in PC-2, as we deleted sandboxie default box contents, 
so this basic analysis could not provide good results. So we moved to advance 
forensics analysis. For that we used Hex workshop to analyze captured physical 
memory and finally we used Recuva to retrieve the deleted data from unallocated 
clusters. 

4.1 Analysis on PC-1 

Through our analysis we came to know that sandboxie creates a folder named as 
“sandboxie” in primary disk drive and store all its configuration settings, files and 
related information in this folder. By investigation this folder we found that it creates 
different folders for each drive where it stores all files created in the sandboxie 
environment. All files we created in different disk drives during our experiment were 
found here. It also creates folder named as “AppData” in “user” folder, just like 
windows and stores user’s data and settings. From this folder we were able to retrieve 
installation file of BitTorrent and browsing history of Firefox. Sandboxie also creates 
traces inside the windows registry under “HKEY_USER\Sandbox_Username_ 
DefaultBox” where we found the traces of BitTorrent. So, in short, if a user doesn’t 
have knowledge about working of sandboxie and he doesn’t delete his content after 
using this tool, one can easily find traces of his activities.  

But on the other hand if user deleted the content of his sandboxie using simple 
option provided within tool itself, none of the above discussed evidence will be found. 
Then we have to rely on advance forensics. Figs. 7, 8 show some of the results of our 
findings. 

 

Fig. 7. Files found in “Sandbox” folder 
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Fig. 8. Sandbox and BitTorrent Found in Windows Registry 

4.2 Analysis on PC-2 

Now in PC-2 as we deleted the sandbox content, still to be sure we started our 
analysis by examining common places for windows common artifacts, but no trace 
was found so we moved to advance forensics analysis. 

4.2.1 Internet Browsing 
During common area analysis, there were no traces of web browsing activity performed 
during sandboxie mode. We didn’t find any URL or keywords we used during our test. 
Also no trace in “sandbox” folder was found.  We moved to second step and started 
analyzing captured image of physical memory. We did a string search on all URLs and 
keywords used during our test. For example, there were 247 entries for the visited URL 
“astalavist.com”, 131 entries for the queried keyword “baadal”, we were also able to 
find blocks of HTML code that constructs web site we visited. Fig. 9 shows our findings 
in Physical memory and Table 4 displays summary of results. 

 

Fig. 9. “Astalavista.com” found in physiscal memory 
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Table 4. Summary of Internet Browsing Results 

Analysis of  
Cache and Web  
history 

Analysis of Physical Memory Advance Analysis Results 

No Trace of 
URLs & Keywords 
were found in the 
web browsing  

history 

 Many Traces were found 
 247 entries for “astalavista.com” 
 131 entries for “hackersonlineclub.

com” 
 32 entries for “baadal” 
 12  entries for “urgrove” 

 Some Mozilla Firefox  
“.squlite” file were  
retrieved from unallocated 
clusters that shows search 
history result for “Baadal” 

4.2.2 File Creation 
For this we started our analysis by examining common places like Windows registry, 
recent items, and Index.dat files, and as expected, no trace was found. Next we 
analyzed the Physical memory where we were able to find traces of the created files. 
Finally using Recuva we were able to retrieve these files from unallocated clusters. 
Figs 10, 11 display our findings of evidence and Table 5 displays summary of results. 

 

Fig. 10. “Secret.txt” Found in Physical Memory 

 

Fig. 11. “Secret.txt” recovered using Recuva 
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Table 5. Summary of File Creation Results 

Analysis of Registry and  
other areas 

Analysis of Physical 
Memory 

Advance Analysis  

- No Trace was found in common 
areas like Open- SaveMRU, 
LastVisitedMRU, Recent Files, 
Index.dat) 

 1 instance of “Secret.txt” 
was found 

 1 trace of  “arc.bmp” was 
found 

 Both files were recovered 
from unallocated clusters 
using Recuva 

4.2.3 File Download 
To analyze traces of file download we followed the same approach. We started with 
examining common places like Windows registry, recent items files etc. As expected, 
no trace was found again. Next, we analyzed the Physical memory and this time 
unfortunately no traces were found in RAM that can relate us to downloaded files. 
Finally using advance forensics we were able to recover those files completely from 
deleted data with the help of Recuva. Fig. 12 shows our findings of evidence and table 
6 displays summary of results. 

 

Fig. 12. “sky_sunrays-wide.jpg” recovered from deleted data  

Table 6. Summary of File Download Trails 

Analysis of Registry and other 
areas 

Analysis of Physical 
Memory 

Advance Analysis 

 No Trace was found in common 
areas like OpenSaveMRU, 
LastVisitedMRU, Recent Files, 
Index.dat) 

 No traces were found 
in physical memory 

 Recovered both files 
from unallocated 
cluster 
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4.2.4 Software Installed/Executed 
To find the traces of installed/executed software, the same approach as mentioned 
above was followed and as expected, common places didn’t provide any significant 
results. While analyzing the RAM, unfortunately this time we got no traces. Finally 
performing advance forensics we were able to retrieve some “reghive.log” files from 
sandboxie folder that were related to registry entries created by Sandboxie, still we 
were not able to  make quite significance out of them. Table 7 displays the summary 
of our analysis. 

Table 7. Summary of Results 

Analysis of Registry and 
other areas 

Analysis of 
Physical Memory 

Advance Analysis 

 No traces were found to 
in common areas  

 No traces were 
found in RAM 

 We were able to retrieve 
“reghive.log” file but didn’t 
make quite significance 

5 Conclusion 

Most of the activities performed using computer always leaves some Traces behind 
which can be a source of potential digital evidence in any investigation. However 
sandboxie isolated environment can prevent forensics investigators from finding these 
information when examining subject computers. This paper examined the artifacts 
that are left by performing various activities in sandboxie mode. Further experiments 
in this area should also include other tools which provide same features. Some other 
areas like super cookies, prefetch list, jump list, hibernation files can also be explored 
during the analysis. These all areas contain crucial artifact in normal scenarios and if 
looked examined deeply, can provide better insight. 

The results mentioned in the previous sections suggest the level of isolation, 
privacy provided by sandboxie is sufficient for an average user. No trails could be 
found in common places for any activity if a user deletes his sandboxie content after 
use. So until and unless the user doesn’t have advance knowledge in computer 
technology, he’ll be not able to find any trace of activities performed in sandboxie 
isolated environment. However the complete isolation does not occur and sandboxie 
dumps significant amount of data into the main memory (RAM) as well as in 
unallocated clusters on the disks. So if sandboxie was used and computer is still 
running, there is high probability that data related to activities in sandboxie can be 
retrieved from RAM. And even if computer was turned off after sandboxie session, 
there are still chances that data could be retrieved from unallocated clusters. This 
could help forensic examiner while investigating a case where suspected activities 
were being performed using sandboxie. 
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Abstract. An improved secure communication scheme based on adaptive 
parameter synchronization of the Rossler systems is proposed. Some additive 
parameters are introduced, which are used for chaos shift keying. It is shown 
that the synchronization time scale can be made much smaller than the chaotic 
oscillation time scale of the transmitting oscillator. The advantages of a 
communication scheme based on this rapid synchronization are analytic 
simplicity, rapid parameter convergence leading to greater speed of 
communication, avoidance of chaotic fluctuations in the parameters before 
convergence, and enhanced security. These advantages are demonstrated by 
comparison with a similar communication scheme having synchronization time 
greater than the chaotic oscillation time scale. 

Keywords: Chaotic systems, Adaptive synchronization, Parameter estimation, 
Secure communication, Return map. 

1 Introduction 

The idea of synchronizing two identical chaotic systems and its use for secure 
communication was introduced by Pecora and Carroll [1-2]. Chaotic variables can be 
used as carriers of secure messages because they are noise-like. They can easily hide 
the messages they carry. A bona-fide recipient, who knows the details of the 
transmitting chaotic system, but not the initial values used, can use synchronization to 
recover the message. Several approaches for encoding and decoding messages using 
chaos synchronization have been suggested [3-10]. The early approaches required the 
recipient to have a precise knowledge of the transmitting parameters [3-4]. Later, 
parameter adaptation schemes were introduced, in which the receiving system 
incorporated suitably chosen parameter adaptation laws, so that the receiver 
parameters also converged to the transmitter parameters along with synchronization 
of the chaotic variables [5-6]. This allowed coding a message by chaos shift keying, 
in which a transmitter parameter is switched between two different parameter values 
to code a binary message [7-9]. 

There are three time-scales involved in digital communication which is based 
chaos shift keying and chaotic synchronization: (i) Tc, the average oscillation time of 
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the chaotic master system, (ii) Ts the time in which the transmitter and receiver 
systems synchronize and (iii) Td, the bit duration time, for which a parameter value is 
held constant at a value representing a specific symbol in the message. If 
synchronization has to be used for decoding of digital messages, clearly Td cannot be 
less than Ts. A perusal of the literature shows that typically Ts> Tc This obviously 
limits the speed of information transmission. Moreover, as the system parameters are 
held constant for a long time, an intruder can identify the distinct attractors 
corresponding to the different parameter values, for example, by using return maps 
[10]. This weakness can be removed if the bit duration time, Td, is made much less 
than the typical chaotic time scale, Tc. In this case, any portion, of the intercepted 
signal, that corresponds to a bit i.e., the time for which the parameters of the 
transmitting system are held constant, would be too small to reveal any property of 
the corresponding attractor or any pattern that can help an intruder decode a message. 
In Section 2, we show how Td can be made much less than Tc using synchronization 
based on adaptation of receiver parameters to additive coding parameters of the 
transmitter. In Section 3, we describe in detail the encoding-decoding scheme that 
uses multi-parameter adaptation for transmitting several messages in parallel. In 
Section 4, we discuss the advantages of our approach, comparing it with a recently 
published [6] communication scheme. Conclusions are summarized in Section 5. 

2 Rapid Synchronization Based on Parameter Adaptation 

The Rossler system was designed so that its attractor was chaotic, like the Lorenz 
attractor, but was easier to analyze. The variables in this system are dimensionless and 
do not have any physical definition. However, electronic systems can be designed to 
provide physical realizations of this system.  Several studies [11-15] have used 
Rossler systems for synchronization and secure communication.  

A parameter adaptation scheme for synchronization of two Rossler systems was 
discussed in [6]. The drive system was governed by the Equations 
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with 1 0.2p = and 2 0p = . The slave system was a similar Rossler system, with a 

coupling term and with parameter adaptation rules governed by:  
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where 2 20γ = , 1 2δ δ= 2= . It was assumed that the receiver has no knowledge of 

the parameters ip , so they were replaced by unknown parameters iq , which were 

governed by suitably chosen adaptation laws in the receiver system, so that the 

receiver parameters iq converged to the transmitter parameters ip .  

In the above reference, two binary messages were coded at the transmitting end by 
switching the parameter p1 between the values 0.2 and 0.3 and the parameter p2 
between values 0 and 0.2 depending on the bit value of the messages. At the receiving 
end, parameter convergence was used to simultaneously recover the two messages. As 
in other prevailing chaos based communication schemes, the bit duration time, Td, 
was much larger than the chaotic oscillation time Tc. 

It will be advantageous to make Td less than Tc, for two reasons: (i) the 
transmission speed will increase and (ii) the transmitted chaotic variables will 
correspond to a symbol of the message for a very short time and therefore different 
instances of the same symbol will give rise to different portions of the attractor, 
making it very difficult for an intruder to decode the different symbols. 

In order to make Td less than Tc, it is necessary to make the synchronization time Ts 
less than Tc. Synchronization takes place only if the solutions of the synchronization 
error Equations converge to the null solution. The synchronization error Equations are 
obtained by subtracting the transmitter Equations from the receiver Equations. These 
Equations, in general, have coefficients which depend on the chaotic variables. 
Therefore the instantaneous error growth rate depends on the chaotic variables. As the 
chaotic variables fluctuate wildly, the instantaneous error growth rate will also 
fluctuate wildly. Over time scales greater than the chaotic oscillation time, Tc,, the 
chaotic variables traverse a substantial portion of the chaotic attractor. So the average 
growth rate over such time scales becomes independent of the instantaneous values of 
the chaotic variables. When, on an average, the growth rate is negative, 
synchronization takes place.  

However, over time scales much smaller than the chaotic oscillation time Tc, the 
average error growth rate depends on the values that the chaotic variables take over 
this time scale. Therefore, when the error equations have coefficients which depend 
on the chaotic variables, it is difficult, if not impossible, to ensure synchronization in 
this small time interval, independent of the values of the chaotic variables during this 
interval. There will be short intervals of time during which the errors will increase, 
even as the errors vanish over a long period of time. It follows that if the coefficients 
of the synchronization error Equations depends on chaotic variables, the 
synchronization time, Ts has to be larger than the chaotic oscillation time, Tc.  

On the other hand, if the error equations do not have coefficients which depend on 
the chaotic variables, the error growth rate will also not depend on the chaotic 
variables. In this case, it is easy to make the errors vanishingly small in short time 
intervals. Thus synchronization can be achieved in time much less than the chaotic 
oscillation time, Tc. 

In view of the above arguments, we make modifications in the transmitting and 
receiving systems discussed in [6] so that the resulting synchronization error 
equations are linear with constant coefficients. Instead of (1), we consider the 
transmitter system governed by the Equations 
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                                                         (3)

 

 
 

Here all the variables are dimensionless and have no units. The additive 

parameters iR can be varied to code the secret message that needs to be conveyed. The 

receiver system is governed by a similar system, with unknown parameters denoted 
by R1 ', R2 ', R3 ' modified by an appropriately chosen control system and laws for 
parameter adaptation. These parameters are assigned arbitrary initial values. Although 
the receiver system has no knowledge of the transmitter system parameters, it 
synchronizes with the transmitter, and the receiver parameter values rapidly converge 
to the corresponding values of the transmitter parameters. 

To design the control system, the receiver system 

                                                                                                  (4) 
 
 
is considered, where the controllers u1, u2, u3  are allowed to be functions of the 

transmitter and receiver variables and of the receiver parameters , but not of  
the transmitter coding parameters. Then the synchronization errors are governed by 
the Equations 
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where 0p > . With this choice we get  

                                                                                                                             (7)

 

         
 
 
 
 

Therefore, 2 2 2
1 2 3( ).V p e e e= − + +  The controllers and the parameter evolution 

laws were chosen, so as to make the error equations linear with constant coefficients.

 

The system of Equations (7) can be expressed as a matrix Equation e = Le . We have 
introduced here (a large positive) scale factor s in the parameter convergence law to 
increase the rate of synchronization. We choose the values p = 80, s =1600 and find 
that the eigenvalues of the matrix L are: -45.3 ± 6.05i, -34.7 ± 4.63i, -40, -40. The 
system (7) has a globally stable equilibrium solution e1 = e2 = e3 = eR1 = eR2 = eR3 = 0 
because the real part of every eigenvalue of L is negative. Thus the controlled receiver 
governed by Equations (4) and (6) synchronizes with the transmitter system (3) and 
the additive parameters R1 ', R2 ', R3 ' converge to the parameters R1, R2, R3 
respectively. Because of the rapid and smooth parameter convergence, it is possible to 

choose a large number of closely spaced values of the parameters iR , for coding the 

messages. Thus the message may be coded using a larger number of symbols thereby 
decreasing the time required for transmitting the same information. As the separation, 
between successive values in the parameter set R1, R2, R3 used for coding, can be 
chosen to be relatively small, the attractors for different parameter values are not 
visibly different, making it even more difficult for an intruder to infer the message. 

3 Encoding-Decoding Messages by Multiparameter Adaptation 

For communication of three digital messages { }( )iC n , 1, 2,3i =  where ( )iC n  

denotes the nth symbol of the ith message and  belongs to the set of p integers 

{ }0,1,2................., ( 1)p − , the additive parameters iR  encode the digital 

messages according to the rule 0( ) 2 ( )i i i iR t R C n R= + Δ for ( 1)d dnT t n T< < +  

where we have chosen R10 = 0.5, R20 = 1.5, R30 = 1, RΔ = 0.025 and p  = 10. The 

coding parameter values are held constant for time Td before changing their values 
according to the next symbols of the messages. Before transmitting the actual 

message, pre-agreed header symbols are transmitted for the time 0 dt T< < . Receiver 
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parameter values are maintained identical to the transmitter parameter values and the 
parameter evolution laws are suspended during this period. If this is not done, large 
initial synchronization errors would cause the receiver parameters to assume 
unacceptably large negative values before synchronization and the synchronization 
time would also be relatively large. 

To recover the message at the receiving end, the recipient defines 

{ }0'( ) '( ) / (2 )i i iC t R t R R= − Δ and decodes the nth symbol of the ith message as the 

integral value nearest to '(( 1) )i dC n T+ . A small value of Td can be chosen as one 

does not need to wait for nearly complete synchronization for decoding a transmitted 
symbol. Using this approach an error free message can be communicated with 
switching time Td as small as 0.15 (Fig 1). The pre-agreed header bit ‘0’ is transmitted 

by holding the parameters iR constant at the values 0iR during the time 0 dt T< < . 

During this time the receiver parameters are also held constant at the values 0iR , 

while the parameter evolution laws remain suspended.  

 

Fig. 1. Plot showing simultaneous decoding of three decimal messages with bit duration time 
0.15. The solid lines represent the digital messages transmitted and also show the value of the 
coding parameters Ri at time t. The dashed curves show the values of the corresponding 
receiver parameters R’i at time t. The message is decoded by observing Ri’ only at integer 
multiples of bit duration time Td and approximating the corresponding Ci’ by the nearest 
integer. 
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In Fig 1, the solid lines represent the transmitted message. The left vertical axis 
reads the message symbols Ci and the corresponding coding parameters Ri at time t. 
The curved dashed lines represent the corresponding receiver parameters Ri’ at time t. 
The message is decoded by observing these parameters at integral multiples of bit 
duration time Td (as indicated by dashed vertical lines), reading the corresponding Ci’ 
values on the left vertical axis and taking the nearest integer approximation as the 
decoded value. The shaded bands provide a simple representation of this process.  

It is not possible for an intruder to obtain the master Equations, or infer any 
characteristic of different attractors, from the transmitted variables, because the 
parameters change values in a time, Td = 0.15, which is much smaller than the average 
oscillation time period (Tc = 6.15±0.11) of the transmitter system. Smooth 
convergence allows a very large number of closely spaced parameters to be used for 
coding a large set of symbols, further enhancing the security and simultaneously 
increasing the information transmission rate. The number of parameter values that are 
used for coding a message is very large and decoding is done by choosing the nearest 
allowed parameter at specific times. The intruder does not have the information about 
the number of parameters used in coding and the switching time. All these features 
combine to make it very difficult for an intruder to decode the message.  

4 Advantages of Small Synchronization Time 

Rapid synchronization allows small switching time and therefore high communication 
speed. Smooth synchronization allows the possibility of using closer parameter values 
for switching. This increases the rate at which information can be communicated. 
When the switching time is small compared to the chaotic oscillation time scale, 
parameter values change very rapidly and only a very small portion of the attractor is 
traversed during the time a parameter is held constant. This makes it very difficult for 
an intruder to identify the different attractors corresponding to the different parameter 
values used. Moreover, an intruder does not have the information about the number of 
parameters used in coding and about the switching time, making unauthorized 
decoding even more difficult. 

We discuss these advantages by comparing the proposed scheme with that of [6]. 
Both schemes apply parameter adaptation to synchronize Rossler systems. However, 
for the decoding scheme in [6], the bit duration time was 100, which is much larger 
than the average oscillation time of the master system. For a given decoding scheme, 
the decoding accuracy will improve if the bit duration time is increased and if the 
separation between parameter values used for coding is increased. The transmission 
speed increases if the bit duration time is decreased. Also more symbols can be used 
for coding if the parameter separation is reduced. Therefore, one has to seek the 
smallest bit duration time and the smallest parameter separation that permit correct 
decoding. Fig 2 shows that for the decoding scheme of [6], even for a value of Td as 
large as 15 and level separation of 0.2 in p1 and 0.5 in p2, the messages are not 
correctly decoded. It is necessary to increase these values to get error-free decoding.  
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Fig. 2. Plot showing simultaneous decoding of two digital messages using the communication 
scheme of [6] with bit duration time 15. The piece-wise constant functions represent the digital 
messages transmitted and also show the value of the coding parameters pi at time t. The dashed 
curves show the values of the corresponding receiver parameters p’i at time t. 

Further, because of the fluctuations, it is not possible to decode messages by 
observing the parameter values at fixed time intervals. It will be necessary to use 
filtering before decoding. Even then the decoding will have errors as is evident form 
the figure. 

In comparison, for our scheme, Td  = 0.15, so that the symbol transmission rate is at 
least 100 times greater than that possible by the encoding-decoding scheme of [6]. 
Moreover the level separation between parameters used for coding is 0.05. So it is 
possible to use many more symbols for coding messages further increasing the 
information transmission rate several folds. Further, because the parameter variation 
is smooth, only observation of the parameter values at fixed time intervals suffices to 
decode the message; no elaborate filtering is necessary, 

Fig 2 shows wild fluctuations on time scales smaller than Tc, Thus Td has to be 
larger than Tc,. This is typically the case, if the coefficients of the error Equations in 
[6] contain chaotic variables.  For different short time durations, the Error equations 
would vary greatly, depending on the values that the chaotic coefficients may take 
during these time durations, causing different error growth rates for different 
durations. In other words, for rapid synchronization, it is not sufficient to make the 
maximum global Lyapunov exponent have a large negative value, it is also necessary 
that all local Lyapunov exponents have large negative values. It is difficult, if not 
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impossible, to ensure this. In [6] it is stated that by increasing the value of 2γ  in their 

paper, the synchronization time can be decreased. However, we have found that it is 
not possible to significantly reduce the synchronization time by this technique. Thus 
the bit duration time, Td, is necessarily much larger than the chaotic oscillation time 
Tc,, of the transmitter. 

In our scheme, the synchronization error Equations are linear with constant 
coefficients. The instantaneous error decay rate is constant independent of the 
instantaneous values of the chaotic variables. It can be made as large as desired by 
changing the parameters in the adaptive and control terms of the receiver equations. 
In this way, the synchronization time, Ts, can be made much smaller than the chaotic 
oscillation time, Tc,.  Convergence of the variable parameters in the receiving system 
can be made rapid and smooth. This allows the use of closer and more numerous 
parameter values for coding compared to the scheme in [6]. Moreover, it greatly 
enhances the security of the transmission, because the chaotic system switches from 
one attractor to another much before it traverses a significant part of any attractor. 
This precludes the possibility of an intruder identifying the message by applying the 
return map technique [10] or any other technique based on distinguishing between the 
attractors corresponding to different parameters. 

Perez and Cerdiera [10] demonstrated how a return map technique can be used by 
an intruder to decipher a message. In this technique, a return map is constructed from 
the intercepted signal. The n’th local maxima and minima, of the intercepted signal are 

denoted by Xn and Yn. A graph is plotted between ( ) / 2n n nA X Y= + and 

( )n n nB X Y= − . In the absence of parameter switching, this map consists of a few 

branches, each branch appears to be a quasi-curve. When a parameter value is 
switched, each branch shifts laterally by a small amount. When the bit duration time, 
Td, is large compared to the chaotic oscillation time scale, Tc,,  several succeeding 
local maxima and minima are found during one bit duration time. The corresponding 
points on the return map fall on only one of the two slightly separated quasi-curves. 
This allows identification of each quasi-curve with one of the bits. As several 
successive maxima and minima correspond to the same bit, it is possible for an 
intruder to decipher the message. This technique fails if the bit duration time is small 
compared to the chaotic oscillation time. We demonstrate this by comparing the 
return maps for the scheme of [6] with the scheme proposed in this paper. The two 
cases are the same in all respects, except the bit duration time, Td.. 

In Fig 3 we plot the return map as described in [10] for the system governed by eqn 
(1) with parameter p1 = 0.2 while the parameter p2 is switched between the values 0 
and 0.2, according to the bit value of the message to be communicated, with a bit 
duration time of 100. In Fig 4, the return map is plotted for the system described by 
eqn (3) with parameters R1 and R3 equal to zero, whereas the parameter R2 is switched 
between the values 0 and 0.2, with bit duration time 0.15. The signals intercepted (x 
variable) by an intruder in the two cases differ only in regard to the bit duration time, 
everything else is identical. It is seen that the return map of figure 3 consists of two 
distinct quasi-curves, corresponding to the two different parameter values used in 
chaos shift keying. This map can be used by the intruder to decipher the message as 
described in [10]. 
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Fig. 3. Plot showing return map for eqn (1) where p1 = 0.2 and p2 is switched between 0 and 0.2 

with bit duration time, Td  = 100. nX and nY denote the n’th maxima and minima of the 

intercepted signal. 

 

Fig. 4. Plot showing return map for Eqn. (3) with parameters R1  and R3 equal to zero, and R2 is 

switched between 0 and 0.2 with bit duration time, Td  = 0.15. nX and nY denote the n’th 

maxima and minima of the intercepted signal. 
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In contrast, the return map of figure 4 fails to reveal any property that can be used 
to decipher the message. Because of rapid switching between parameters, most of the 
points on this map are obtained from values of maxima and minima which correspond 
to different parameter values. Hence they do not reflect any property pertaining to 
either of the parameter values. The security is further enhanced when the parameters 
R1 and R3 are also used for coding and each parameter is switched among several 
values, instead of just two. 

5 Conclusion 

A scheme of additive parameter adaptive control is proposed to synchronize two 
Rossler systems. The main contribution of our paper is to demonstrate the advantages 
of modifying the receiver system by controllers and parameter adaptation laws in such 
a way that the synchronization error Equations becomes linear with constant 
coefficients, whose eigenvalues have large negative real parts. This simple 
modification allows synchronization to be achieved in a time, Ts, less than the average 
chaotic oscillation time, Tc,, leading to rapid and smooth convergence of the receiver 
parameters to the transmitter parameters. This allows transmission of digital messages 
with small bit duration time, leading to increased transmission speed and enhanced 
security. 

In particular, we demonstrated the advantages of our scheme by comparing it with 
the scheme discussed in [6]. It is shown that our scheme has several advantages like 
analytic simplicity of the system, rapid convergence leading to greater speed of 
communication, avoidance of chaotic fluctuations in the parameters R1 ', R2 ', R3 ' 
before convergence, and enhanced security due to inapplicability of the technique of 
return maps for message identification by an intruder. 

The ideas given in this paper can be combined with ideas from some other papers. 
For example, in [16, 17] an attempt was made to code the secret message using a 
nonlinear function of a chaotic variable and a time-dependent parameter of the 
transmitter, the latter serving as a secret key. However, the parameter is held constant 
for a time much longer than the chaotic oscillation time. So even though the 
parameter is changing, it is not changing fast enough to preclude the possibility of 
parameter identification by an intruder. So the security is essentially reduced to the 
secrecy of the non-linear function and not to the secret key according to which the 
parameter values change. It would be worth trying to modify the approach of [11, 12] 
so that the parameter is changed in a time shorter than the chaotic oscillation time.  

In this paper, we have not considered real world effects like uncertainty and 
variability of parameters and noise.  In [18-20] adaptive controller techniques were 
developed for synchronization of such uncertain systems. However, this 
synchronization was not used for secure communication. The possibility of applying 
such synchronization techniques along with our approach for obtaining faster and 
more secure communication in the presence of real world uncertainties will be 
explored in future research. 
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In [21] a secure communication scheme based on synchronization of fractional 
chaotic systems was proposed. In [22] neural controllers were used for obtaining 
synchronization of chaotic systems and for communication of secure messages. In 
both these schemes messages were communicated by chaotic masking and not by 
switching of parameters. It would be worth trying to improve upon these techniques, 
using the approach of our paper, so that chaotic communication based on parameter 
switching with switching time less than chaotic oscillation time can be achieved. 
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Abstract. In this paper, an efficient side view based video in video 
watermarking technique using DWT and Hilbert transform has been proposed. 
First, convert the cover video to side-view video using pre-processing steps. 
This pre-processing helps to switch the frames video references with 
dimensions equivalent to the number of frames like width and the same height 
than the original video. The proposed algorithm is a non-blind watermarking 
algorithm, means that the receiver needs the original host data in order to 
extract the watermark from the received watermarked video. The experimental 
result shows that, the algorithm runs with good imperceptibility levels, with an 
average PSNR value 42. It also robust against most of the attacks such as image 
processing, geometrical and video processing attacks when compared to the 
existing video watermarking techniques. 

Keywords: DWT, Hilbert Transform, Pre-processing, PSNR, blind 
watermarking. 

1 Introduction 

The development of high-speed Internet, multimedia processing, and compression 
technology allows the widespread use of multimedia applications. This leads to the 
strong need to protect such multimedia information, especially its authentication and 
copyright. Consequently, digital watermarking emerges as one possible and popular 
solution [1-5]. 

This paper focusses on the authentication of video content by embedding 
watermark video into the cover video, which makes our approach robust against all 
possible attacks. There are several ways to insert watermark data into the video. The 
simple way involves considering the video as a sequence of still images or frames, 
and then embeds each watermark frame into each cover frame independently[6]. 
Here, we proposed a robust and imperceptible video watermarking algorithm which 
combines two powerful mathematical transforms: Discrete Wavelet Transform [7], 
and the Hilbert Transform [8]. DWT is more computationally efficient than other 
transform methods like DCT and DFT. It is very suitable to identify the areas in the 
host video frame where the watermark can be embedded. The Hilbert transform has 
been widely used in image processing and phase observation on account of its edge 
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enhancing properties. The classic Hilbert filter enhances the image along one 
dimension. It is possible to create two-dimensional masks by performing the product 
of two Hilbert masks. The representation of Hilbert transform of an image matrix Z of 
size n×m with elements Zi j , 

Zi j = ai j cosΘi j, where, i = 1,2,3, . . .n, j = 1,2,3, . . .m.   (1) 

In this, ai j are the amplitudes and Θi j are the phases obtained from vector-wise 
Hilbert transform applied on Z. Principle Component Analysis(PCA) is used to 
hybridize the algorithm as it has the inherent property of removing the correlation 
among the data. In addition to this, to increase the level of authentication, we pre-
processed the video before embedding and extracting the watermark. 

The rest of the paper is organized as follows: In Section 2 brief review of the 
existing watermarking system is given.Section 3 describes the proposed watermarking 
scheme. Section 4 shows experimental results. Conclusions and Future Work are 
given in the Section 5. 

2 Related Works 

This section discusses some of the famous existing watermarking techniques. Novel 
adaptive approaches to video watermarking have been proposed by Ge etal [9]. In 
order to guarantee the robustness and perceptual invisibility of the watermark, he uses 
both intra-frame and inter-frame information of video content. The MPEG-based 
technique for digital video watermarking has been proposed by Hsu & Wu [10].They 
embedded watermarks in both intraframe and non-intraframe with different residual 
masks. The embedding process involves, first the degradation of the original 
watermark using pixel based permutation and block-based permutation, followed by 
this, embedding can be done in the middle frequency coefficients in DCT domain, 
which is collected in zig-zag order.  

The DWT based algorithm proposed by Hong et al [11] where the middle 
frequencies are modified and a flag is generated for the extraction process. During the 
extraction process another flag is generated from the watermarked image in order to 
compare with the original flag. Here, authors used the generated flag as watermark 
instead of original watermark image. Doerr & Dugelay [12] have proposed video 
watermarking based on spread spectrum techniques in order to improve robustness. 
Here each watermark bit is spread over a large number of chip rate (CR) and then 
modulated by a pseudo-random sequence of binary. This algorithm’s robustness 
increases with the increase of the variance of the pseudo-noise sequence.The wavelet 
transform based video watermarking scheme was proposed by Liu et al [13] which 
dealt with embedding multiple information bits into the uncompressed video 
sequences. The embedding in LL sub-band used for reducing error probabilities of 
detection of BHC code. 

A new type of watermarking scheme proposed by Niu et al [14] using two-
dimensional and three – dimensional multi resolution signal decomposing. The 
watermark image which is decomposed with different resolution is embedded in the 
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corresponding resolution of the decomposed video. The robustness of watermarking is 
enhanced by coding the watermark information using the Hamming error correction 
code.A novel blind watermark algorithm based on SVD and DCT by Fen Lie et al 
[15] describes that this algorithm satisfies the transparence and robustness of the 
watermarking system as well. The experimental results show that this approach is 
robust against common signal processing attacks.Haneih [16] have proposed a 
multiplicative video watermarking scheme with Semi-Blind maximum likelihood 
decoding for copyright protection. They first divide the video signal into non-
overlapping pixel cubes. Then, the 2D Wavelet transform is applied on each plane of 
the selected cubes. For extraction, a semi-blind likelihood decoder is employed.The 
digital video watermarking algorithm using Principal Component Analysis by Sanjana 
et al [17] proposed the imperceptible high bit rate watermark. It was robust against 
various attacks such as filtering, contrast adjustment, noise addition and geometric 
attacks.Nisreen et al [18] proposed a comprehensive approach for digital video 
watermarking is introduced, where a binary watermark image is embedded into the 
video frames. Each video frame is decomposed into sub-images using 2 level discrete 
wavelet transform then the Principle Component Analysis (PCA) transformation is 
applied for each block in the two bands LL and HH. The watermark is embedded into 
the maximum coefficient of the PCA block of the two bands. Agilandeeswari et al 
[19] have proposed a novel method for embedding video in video using Discrete 
wavelet transform and Singular value decomposition. This approach was robust 
against all types of image processing attacks. 

3 Proposed Algorithm 

The detailed steps required for proposed watermarking algorithm is discussed in this 
section. First, convert the cover video to side-view video using pre-processing steps. 
After pre-processing the side-view of the video becomes the front face. Now, perform 
embedding operation on this front face using DWT and Hilbert Transform, by 
selecting a suitable block using PCA score. The embedded video is again rotated to 
get the normal view. Finaly, video watermark is extracted using extraction process. 
The detailed explanation of the each steps is decribed as follows: 

A. Side View Video Pre-processing 

The pre-processing of video before embedding and extracting the watermark is shown 
in fig.1. The video is essentially the collection of frames that can be considered as a 
3D matrix. During the pre-processing, this 3D matrix format is rotated to one side, 
and the side-view of the matrix becomes the front face. Thus the embedding takes 
place on this front face. After the embedding process is completed, the watermarked 
matrix is again rotated in the direction opposite to that done earlier. The actual front 
view of the video is obtained, with the watermark video embedded criss-cross onto 
the host video.  
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Fig. 1. Side view video pre-processing 

B. Embedding Algorithm 

This subsection discusses the proposed embedding algorithm. The following fig.2 
shows its flowchart representation. 

Step 1: Conisder the gray scale cover video C and  watermark video W. 

Step 2: Pre-process the cover video to get the side view video in order to embed  the 
watermark frames. 

Step 3: Convert Input Cover Video and Watermark video into frames. 

Step 4: Perform 2-level DWT on each gray scale Cover video frame C as, 

                    DWT{C} = {LL1, HL1, LH1, HH1}              (2) 
                    DWT{LL1} = {LL2, HL2, LH2, HH2}           

The above equation results in four muli-resolution subbands as LL1, HL1, LH1 and 
HH1 for the first level and eight multi-resolution subbands for the second level as 
LL2, HL2, LH2 and HH2. 

Step 5: Let’s represent the DWT frame D with elements Dij and the watermark frame 
W with elements Wij. 

Step 6: Apply PCA based subband selection algorithm on D as, 

(i) Find zero mean Ai for each block Bi,   Ai = E(Bi-mi)           (3) 

(ii) Calculate covariance matrix Cmi = Ai×AiT           (4) 

(iii) Transform each block into PCA components by calculating the eigenvectors 
corresponding to eigenvalues of the covariance matrix as,  

Cmi φ =γi φ,                        (5) 

where φ is the eigen vectors matrix and γ is the eigenvalues matrix. 
(iv) Calculate PCA transformation of each block to get a block of uncorrelated 

coefficients using, 
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Fig. 2. Embedding Algorithm 

                   Pci = φTAi                  (6) 

where, Pci is the principle component of the ith block.     
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Step 7: Choose the subband with highest PCA score and named it as subband S1. 

Step 8: Perform Hilbert transform on S1 of image D and W as, 

             Dij = pij cosθij                                                    (7) 

             Wij = qij cosΦij     (8) 
where, pij and qij are amplitude components of D and W repectively 

            θij and Φij are phase components of D and W respectively. 

Step 9: Embedding the Watermark frame in the subband which has highest score as,   
(i) Divide the selected subbands into non-overlapping blocks of size equal 

to the size of the watermark frame. 
(ii) Compute the score for each block using Step 6. 
(iii) Extract the phase component and the amplitude component of the hilbert 

cover frame and watermark frame respectively. 
(iv) Modify the coefficients of the selected hilbert block of the subbands 

with watermark frame as follows, 

ψ ij  = θij +α qij              (9) 

           where, α represents robustness factor 
 qij represents amplitude component of the Watermark frame 

     θij represents phase component of the original frame. 

Step 10: Reconstrution of modified subband DWT Coefficient using inverse hilbert. 

Step 11: Obtain the watermarked frame Dw using Inverse DWT as, 

Dw = pij cos ψ ij           (10) 

Step 12: Repeat Step 4 to 11 for all the frames of a video 

Step 13: Reconstruct the frames back to original view mode. 

Step 14: Combine the resultant embedded frames to get watermarked video. 
 

C. Extraction Algorithm 
 
The detailed explanation of extraction algorithm is given in this subsection and its 
flowchart representation is shown in fig.3. 

Step 1: Convert watermarked video into frames 

Step 2: From the input watermarked image Dw,we can extract watermark W, if we 
know, pij, θij, Φij for all the values of  i and j and the robustness factor α. 

Step 3: Perform 2-level DWT on Dw 

Step 4: Apply PCA based subband selection procedure. 

Step 5: Perform Hilbert tranform on Dw and extract its phase component  ψ ij  from 
equ.  (10) as, 

Dw = pij cos ψ ij 
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Now, divide both sides of equ. (10)  by pij and also replace it by equation (8), we 
get, 

Dw / pij =  cos ψ ij 
ψ ij  = cos-1 (Dw / pij) 

θij +α qij = cos-1 (Dw / pij) 
qij

’  = [cos-1 (Dw / pij) - θij] / α                      (11) 

Step 6: Thus the extracted watermark can be created using the equation below, 

  Wij 
‘ = qij

’
 cosΦij       (12) 

Step 7: Combine all the extracted watermark frames to get watermark video. 

 

Fig. 3. Extraction Algorithm 
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4 Experimental Results 

The performance of the proposed watermarking technique has been measured in terms 
of its imperceptibility and robustness against all possible attacks like image 
processing attacks, geometric attacks and video processing attacks. We used the 
following sample video sequences ‘grayrhino.avi’ of length 114 frames with the 
frame size of 320 X 240 as a cover video and ‘traffic.avi’ as the watermark video with 
a framesize of 160 X 120. Fig. 4(a) and 4(b) shows the original and the watermarked 
video frames respectively. Fig. 4(c) is the original watermark video and Fig. 4(d) is 
the extracted watermark video. For the frame decomposition, two level DWT with  
Haar wavelet  has been used for better reconstruction.  

The PSNR (Peak Signal-to-Noise ratio) and the correlation coefficient are the two 
measures used to imperceptibility levels and the robustness of the proposed algorithm. 
It is given as, 
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The PSNR values, Correlation coefficient values along with sample watermarked 
frame and extracted watermark are given in table 1. 
 
Frame Dropping: The process of dropping one or more frames randomly in the 
watermarked video sequence is known as frame dropping. If the dropping rate is too 
high, the quality of the watermarked video will decrease rapidly, so in our experiment 
we drop one frame randomly. The chance of missing the corresponding watermark 
frame is also less, since the size of cover video is double the size of watermark video. 
We drop maximum (n / 2, where n- total number of frames). But the quality of the 
watermarked video degrades severely. 
 



374 L. Agilandeeswari, K. Ganesan, and K. Muralibabu 

Table 1. Extracted watermark  Frame, Pre-processed video And watermarked frame after the 
Attacks with its PSNR And Correlation Coefficient Value 

Attack Type PSNR Correlation 
Coefficient 

Pre-
processed  

video 

Watermarked 
Frame 

Extracted 
Watermark Frame 

Gaussian 
Noise 

33.1654 0.7677 

 

Poisson 
Noise 

28.5402 0.5125 

 

Salt and 
Pepper Noise 

29.2658 0.8050 

 

Median 
Filtering 

33.4165 0.8198 

 

Contrast 
Adjustment 

42.6543 0.5117 

 

Rotation 33.3374 0.6610 

 

Cropping 33.8165 0.6710 

 

Frame 
Dropping 

32.4353 0.7852 
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Table 1. (Continued.) 
 

Frame 
Swapping 

33.4212 0.8431 

 

Frame 
Averaging 

31.6781 0.8540 

 

 
Frame Swapping:  The process of switching the order of frames randomly within a 
watermarked video sequence is known as frame swapping. The quality of the video 
will degrade, when we swap too many frames. Since we have embedded same 
watermark in each frame of the cover video, frame swapping will not affect the 
extraction of all the watermarks. 

 
Frame Averaging: Like frame dropping and frame swapping watermark extraction 
will not be affected by frame averaging, this is true due to the same information is 
embedded twice in the cover video.  

The results obtained indicate that the usage of the side-view has better robustness 
and imperceptibility as compared to the existing front-view watermarking [17][19]. 
These finding is summarized in table 2. 

Table 2. Comparison Of Existing Watermarking Algorithm with our Proposed Approach 

Type of 

Attacks 

Existing Watermarking  

Algorithm[17] 

Existing Watermarking  

Algorithm[19] 

Proposed Watermarking 

Algorithm 

Avg.PSNR in 

‘db’ 

Correlation 

Coefficient 

Avg.PSNR 

in ‘db’ 

Correlation 

Coefficient 

Avg.PSNR 

in ‘db’ 

Correlation 

Coefficient 

Gaussian 27.0321 0.7134 29.1654 0.7677 33.1654 0.7943 

Poisson 24.1342 0.6241 24.5402 0.5125 28.5402 0.6150 

Salt & Pepper 24.2685 0.7905 25.2658 0.8050 29.2658 0.8343 

Contrast 

adjustment 
29.0145 0.5017 29.4165 0.8198 33.4165 0.8412 

Median 

filtering 
35.6041 0.8011 38.6543 0.5117 42.6543 0.5430 

Cropping 28.3454 0.6506 29.3374 0.6610 33.3374 0.6780 

Rotation 28.0145 0.6490 28.8165 0.6710 33.8165 0.6712 

Frame 

Dropping 
25.4353 0.7564 28.4353 0.7852 32.4353 0.8012 

Frame 

Swapping 
28.3141 0.8392 29.4212 0.8431 33.4212 0.8634 

Frame 

Averaging 
26.4582 0.7530 27.6781 0.8540 31.6781 0.8840 
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From the PSNR  values in the table 2, we conclude that the proposed video 
watermarking algorithm produces better quality video after embedding the watermark 
video.  

5 Conclusions and Future Work 

In this paper, we have presented a robust video in video watermarking algorithm for 
content authentication based on DWT and Hilbert Transform. Also a new idea of 
performing embedding steps over pre-processed video to increase the level of 
authentication security has been introduced.The experimental analysis shows that our 
approach is robust against various attacks such as, Gaussian attack, Poisson Attack, 
Salt and Pepper attack, Median filtering, Contrast Adjustment, Rotation and Cropping 
and various video related attacks such as Frame dropping, Frame averaging and 
Frame swapping. Here, we concentrated on embedding a video i.e., different 
watermark frames in all the frames of the cover video. The comparison table.2 shows 
that our approach is good when compared to the existing watermarks. As a future 
work, we can go for embedding the watermarks on the frame which doesn’t have any 
motion by applying the motion estimation algorithms on the cover video, which may 
helps us in finding the location of embedding. 
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Abstract. Malicious code, known as malware, when executed can steal 
information, damage the system or may cause unavailability of system 
resources. In order to safeguard information systems from malware, effective 
detection of malware is a top priority task. Malware exhibits malicious 
behaviors like connecting to a remote host, downloading file from remote host, 
creating file in system directory etc. These behaviors can be mapped to 
functions used by malicious files which are imported from system’s dynamic 
link libraries i.e. Application programming interface (API) functions. Hence, 
we propose a technique to detect malware using API function frequency as 
feature vector for classifying malicious file. We use Ensemble based classifier 
for classification, as it is proven to be stable and robust classification technique. 
Experiments are conducted over 200 files and the technique classified malicious 
files effectively. Bagging used in ensemble classifier provides better results as 
compared to ensemble boosting. Comparison with other known techniques is 
also listed. 

Keywords: Ensemble based Classifier, Boosting, Bagging, Cuckoo Sandbox. 

1 Introduction 

Malware is a malicious code which can harm computer to get sensitive information 
from system. Malware can be classified as Trojans, backdoor, rootkits, viruses, 
worms, adware & spyware. To detect malware, antivirus companies use signature 
based or heuristic based detection. Signature based detection is fast and effective if 
signature of malware is known. But malware writer uses techniques like 
polymorphism (Encrypting malware with unique key during regeneration of malware) 
and metamorphism (obfuscating code during regeneration of malware) to evade 
signature detection. Heuristic techniques are useful but they are expensive and 
complex. Apart from these there are many behavior detectors which use behaviors of 
malware as signature. These detectors can detect polymorphic or metamorphic 
malware because they focuses on semantic interpretation rather than syntactic. But 
main disadvantage of behavior detectors is that they generate false positives. In our 
proposed technique behavior of malware is used as basis for detection of malicious 
files. 
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Windows Portable Executable (PE) format is used for executable, object 
code, Dynamic Link Library (DLLs) and others. The PE format is a data structure that 
captures the information necessary for the Windows OS loader to manage the 
wrapped executable code. It includes dll references for linking, Import Address Table 
(IAT) and Export Address Table (EAT), resource management data and thread-local 
storage (TLS) data. Import Address Table (IAT) contains information about API 
functions imported from various system dll (kernel32.dll, user32.dll, gdi32.dll, 
advapi32.dll etc.) or other dll files which is used by executable, DLLs, object code 
and others. These API functions can be mapped to behavior of any particular file. 

Proposed technique uses behavior as basis for detection of malicious files and 
mapped those behaviors to API functions which are frequently used by malicious 
files. 

In section 2 of this paper, available techniques are explored. In section 3, machine 
learning for malware detection is explained. Sections 4 and 5 define basics of 
ensemble based classifier. In section 6 and section 7, proposed technique and 
experimental result and performance is explained respectively. Finally, section 8 and 
section 9, compare with other available techniques and conclude the proposed 
approach and describes future work. 

2 Related Work 

Basis for malware detection can be found in [1] which provides information about 
worm detection using signature based and anomaly based detection. Comparison of 
both the techniques is also elaborated and hybrid detection technique is proposed.   
Different behavioral detection techniques are explained in [2]. It provides basis for 
behavioral detection techniques and define model for detection. Information is also 
provided related to different behavior detection techniques used by anti-viruses. 
Extensive survey is provided on automated dynamic analysis tools and techniques in 
[3]. It defines many approaches of dynamic analysis for malware. It also provides 
information about available sandboxes and their effectiveness. A method for 
classifying malicious files using a fuzzy clustering method with the Native API call is 
explained in [4]. Proposed method in [4] is compared with classifying methods for 
evaluation. In [5], frequency of instructions is used to distinguished malicious files 
from normal files. Experimental results show that there is a clear distinction in 
frequency distribution of malicious and normal files. 

3 Machine Learning for Malware Detection 

The real world applications deal with classifying data and recognizing patterns from 
the data. There exist numerous supervised, semi supervised and unsupervised data 
classification algorithms such as Artificial Neural Networks (ANN), decision trees, 
Support Vector Machine (SVM), Ensemble based classifiers etc. In [6] & [7], 
different techniques of data mining are explained and experiment is conducted on 
different sets of data to define best data mining algorithm for malware detection. 
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4 Ensemble Based Classifier 

In machine learning, ensembles [8], [9], & [10] are used as they produce better results 
in terms of accuracy and stability. The idea of ensemble based classifiers is to 
combine a set of classifiers instead of a single classifier. Weak learners will produce 
varying results making the classifier unstable and less accurate. The use of multiple 
classifiers, instead of a single classifier will reduce bias, because multiple classifiers 
will learn better. Hence, ensembling is used to improve the performance of these 
unstable learners. 

5 Ensemble Methods 

Various learning algorithms are employed by ensembles to improve the classifiers 
performance. Boosting & bagging are popular ensemble methods. 

5.1 Boosting 

Boosting [8], [9] is a technique to improve the performance of any learning algorithm. 
AdaBoost (Adaptive Boosting) [8], [9] is boosting algorithm formulated by Yoav 
Freund and Robert Schapire. It is an adaptive algorithm, as it tweaks the classifiers for 
data misclassified by previous classifiers. Even though the classifiers used may be 
weak, the algorithm will finally improve the model. The weak classifiers are 
considered, because they will have negative values in the final aggregation of the 
classifiers and will work as their inverses. The technique repeatedly runs a weak 
learner on various distributed training data. These classifiers can be merged to form a 
strong classifier, hence reducing the error rate to increase the accuracy. Boosting 
algorithms have certain limitations. The algorithm fails to perform if the data is noisy. 

5.2 Bagging 

Bagging [8], [9] ensemble is a technique where each classifier is trained on a set of 
training data that are drawn randomly. The training is again carried out by replacing the 
training data with a dataset from the original training set. This training set is called a 
bootstrap replicate of the original training dataset. In bootstrapping, the replicate 
consists of average, 63.2% of the original training set, with multiple problems being 
trained many times. The predictions are made by considering the majority of votes in 
the ensemble. The aim of bagging is to reduce the error due to variance of the classifier. 

6 Proposed Approach 

In our approach behaviors of malicious files are used as basis for detection of 
malware. To collect information about malicious behaviors malware analysis is 
conducted over 100 malicious files, downloaded from [12], in virtual environment.  

These behaviors are used to identify 24 API functions which are frequently used by 
malicious files and are defined in Table 1. 
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To collect information about API functions, file is run in Cuckoo automatic 
malware analyzer [13]. Cuckoo is a sandbox which runs a file in virtualized 
environment and extracts information about activities of a file. Cuckoo generates a 
report which gives information about how many API functions are called and how 
many times each API function is being called. 

After getting this information, frequency of each function is calculated. Suppose a file 
named as A has used N number of API functions represented as X1, X2, X3……XN 
then frequency of each function is calculated by using following formula (1):  

 
(N) fileby  calledfunction distinct  ofnumber  Total

filein  calledfunction  Xi  timesofNumber 
                    (1) 

Frequency of API functions is extracted from different files (normal and malicious 
files). File A can be represented as feature of {Y1, Y2, Y3……YM} where Yi is 
frequency of identified API function. These frequencies of 24 API functions are used 
as input for ensemble based classifier. Two methods of ensemble based classifier are 
used i.e. AdaBoost and Bagging. 

 

Fig. 1. Flowchart of Feature Extraction from files 

7 Implementation and Experimental Setup 

Virtual environment is setup to conduct malware analysis. Setup for malware analysis 
consists of Windows 7 and Windows XP virtual machine on Windows 7 host 
machine. For malware analysis, several tools are installed on virtual machine: 
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1. ProcessExplorer 
2. ProcessMonitor 
3. RegShot 
4. Wireshark 
5. ApateDNS 
6. GMER 
7. VB32 AntiRootkit 
8. ImportREconstructor 
9. Ollydbg 
10.WinDbg 
11.ProcDump 
12.AutoRun 

Total 100 malware samples consisting of Trojans, backdoor, rootkits, worms are 
analyzed using these tools. Malicious behaviors identified by the analysis are as 
follows: 

1. Communication with Remote Host 
2. Create Executable files 
3. Modify registry for startup 
4. Obtain system information 
5. Inject into other processes 
6. Create or modify windows services 
7. Log keystrokes 
8. Install or modify drivers 
9. Make system/hidden directories 
10.Create processes 
11.Load Suspicious Executable 

Table 1. Identified 24 API functions 

Function Name 

ControlService NtAllocateVirtualMemory 

CreateProcessInternal NtClose 

CreateRemoteThread NtCreateSection 

DeviceIOControl NtDelayExecution 

FindFirstFile NtDeviceIOControlFile 

HttpSendRequest NtFreeVirtualMemory 

InternetReadFile OpenSCManager 

IsDebuggerPresent OpenService 

LdrGetProcedureAddress ReadProcessMemory 

LdrLoadDll RegEnumKey 

RegEnumValue WriteProcessMemory 

VirtualProtect WSAStartUp 
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API functions identified according to the identified malicious behaviors are as 
listed in Table-1. 

7.1 Experimental Setup for API Collection 

For collecting information about API functions used by different files, virtual setup is 
established. It consists of an Ubuntu 12.04 VM in which cuckoo sandbox is installed. 
For analysis of files, Windows XP virtual machine is configured which is managed by 
cuckoo. Block diagram of cuckoo setup is shown in Fig. 2. Cuckoo submits files for 
analysis to Windows XP virtual machine and collects activity traces of file and 
generates different reports. Reports consist of html report, dump of network traffic 
and csv report which includes API functions used by file. 

Information about API functions is collected from csv report. Frequency of each 
API function used by file is calculated using formula (1). 

7.2 Feature Extraction 

Frequency of malicious functions, which is feature vector for ensemble based 
classifier, is extracted for different files (malicious and normal). Different 
experiments are conducted over different set of files. 

 

Fig. 2. Block Diagram of Cuckoo Sandbox Setup 
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Table 2. Experimental Result for AdaBoostM1 and Bagging 

Ensemble Classifier No of Iterations TPR and FPR 
EnsembleAdaBoostM1 AdaBoostM1 (100) TPR = 88.46% 

FPR = 22.73 % 

AdaBoostM1 (1000) TPR = 92.31% 

FPR = 22.73 % 

AdaBoostM1 (5000) TPR = 88.46% 

FPR = 13.64 % 

EnsembleBag Bag (100) TPR = 88.46 % 

FPR = 18.18% 

Bag (1000) TPR = 88.46% 

FPR = 13.64 % 

Bag (5000) TPR = 88.46% 

FPR = 13.64 % 

Table 3. Experimental Result for AdaBoostM1 and Bagging 

Ensemble Classifier  Training Time 
(seconds) 

Testing Time 
(seconds) 

EnsembleAdaBoost(100) 6.25  1.46  
EnsembleAdaBoost(1000) 37.42  14.57  
EnsembleAdaBoost(5000) 187.83  62.21  

EnsembleBag(100) 4.90  1.52 
EnsembleBag(1000) 28.06  11.67 
EnsembleBag(5000) 132.88  63.12  

7.3 Experimental Result 

Experiment is conducted over 200 files in which 50 files are normal system utilities 
files and 150 are malicious files. To train ensemble based classifier, training set 
consists of 76 files in which 25 files are normal and 51 are malicious files. Test set 
consists of 124 files in which 25 files are normal and 99 files are malicious.  
Two types of Ensemble based classifier are used: 

AdaBoost 
AdaBoostM1 is used for binary classification. Experiment is conducted for 100 and 
1000 round of iterations. Performance of AdaBoostM1 (1000) is better than 
AdaBoostM1 (100). But for AdaBoostM1 (5000), false positive rate is very less as 
compared to AdaBoostM1 (1000). 
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Bagging  
Bagging is used for binary classification. Experiment is carried out over 100 and 1000 
iterations. Here too, Bag (1000) gives better performance than Bag (100). Bag (5000) 
gives same result as Bag (1000). 

7.4 Performance Evaluation and Time Consumption 

To evaluate performance of classifier following metrics are used: 

True Positive Rate 
TPR is ratio of number of malicious files correctly detected by total number of 
malicious files tested. 

True Positive Rate (TPR) = 
FNTP

TP

+
            

False Positive Rate 
FPR is ratio of false positive by total number of normal files tested. 

False Positive Rate (FPR) =
TNFP

FP

+
    

Accuracy Rate 
Accuracy rate is defined as ratio of total number of correct classification by total 
number of files tested. 

Accuracy Rate = 
FNFPTNTP

TNTP

+++
+

                                       

Where, 
TP is True Positive i.e. a malicious file classified as malicious. 
TN is True Negative i.e. normal file classified as normal. 
FP is False Positive i.e. normal file classified as malicious. 
FN is False Negative i.e. malicious file classified as normal. 

Table 2 shows TPR and FPR for experiments conducted using ensemble based 
classifier. 

Receiver Operating Characteristics (ROC) curve is used for evaluating 
performance of classifier graphically. ROC curve is 2D plot in which X-axis represent 
false positive rate and Y-axis represent true positive rate. ROC curve is plotted for 
conducted experiments as shown in Fig.3, 4, 5, & 6. As we can see from Table-2 and 
Fig. 3 and 4 for AdaBoostM1, performance of AdaBoostM1 (1000) is better than 
AdaboostM1 (100) but false positives in both cases are 22.73%. Performance of each 
of Bag (1000) and Bag (5000) is better than Bag (100) because false positive rate is 
less. As we can see from Fig. 7, EnsembleAdaBoost at 5000 iterations gives same 
result as Bag (1000) and it is better than AdaBoostM1 (1000). 
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Fig. 3. ROC of AdaBoostM1(100) Fig. 4. ROC of AdaBoostM1(1000) 

  

Fig. 5. ROC of Bag(100)                   Fig. 6. ROC of Bag(1000) 

  

Fig. 7. ROC of AdaBoostM1(5000) 
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Table 3 represents time consumption of proposed approach for both AdaBoost and 
Bag classifiers. Training time and testing time for both classifiers for different 
iterations is shown. As represented in Table 4 time consumption for 5000 iterations 
for both classifiers is high and may increase with size of data. 

8 Comparison with Other Methods 

In Table 4, proposed approach is compared with other known techniques. 

Table 4. Comparison with other techniques 

Detection Technique True Positive Rate False Positive Rate 
Signature Method [6] 

-Bytes 
 

33.75% 
 

0% 
RIPPER [6]  

-DLLs used 
-DLL function calls 
-DLLs with counted function calls 

 
57.89% 
71.05% 
52.63% 

 
9.22% 
7.77% 
5.34% 

Naïve Bayes [6] 
-Strings 

 
97.43% 

 
3.80% 

Ensemble Based Classification (AdaBoost) 
-Frequency of API function calls 

 
88.46% 

 
13.64% 

Ensemble Based Classification (Bag) 
-Frequency of API function calls 

 
88.46% 

 
13.64% 

 
True positive rate (TPR) of proposed approach is better than Signature method and 

RIPPER as shown in Table 4. False positive rate (FPR) of this approach is high as 
compared to other approaches. So this work can be extended to reduce false positive 
rate and also improve true positive rate. 

9 Conclusion and Future Work 

In this paper we describe a methodology to detect malicious files by using malicious 
behaviors. API function calls are mapped to these behaviors and frequency of these 
functions is used to classify file as malicious or normal. Main disadvantage of 
behavior detector is false positives. As we can see from above experimental results, 
EnsembleAdaBoost at 1000 iterations results in TPR 92.31% but FPR is very high as 
compared to EnsembleBag. But AdaBoostM1 at 5000 iterarions gives same result as 
EnsembleBag. So we can conclude that performance of EnsembleBag at 1000 
iterations and EnsembleAdaBoost at 5000 iterations give better result than 
EnsembleAdaBoost at 1000 iteration. This work can be extended by considering API 
functions used for rootkits. Rootkits use Native API functions i.e. functions imported 
from ntoskrnl.exe. These functions can be included with these API functions for 
rootkit detections. False positive rate of proposed approach can be improved as we 
can see from Table 4 it is very high as compared to other techniques. 
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Abstract. Wireless mesh networks (WMN) provide fine solutions for
commercial, personal and corporate purposes since it has the features of
self-configuration, instantly deployable, low-cost. Mesh network utilizes
the open medium property of Wireless channel, has a fixed topology, the
limited network size and thus it is prone to attacks. Wireless network
security protocols are easily prone to attacks such as brute-force attacks
in case of wired equivalent privacy (WEP) and to some extent Wi-Fi
Protected Access (WPA) as well. we are designing a layered encryption
technique referred to as Onion that will make it more secure against
global adversary attacks.

General Terms: Security, Design.

Keywords: Mesh Networks, Privacy, Onion routing.

1 Introduction

Wireless mesh networks are being widely preferred over other networks due to
the advantages of being simple to implement, low cost, and providing a reliable
service over wide area networks. And this also improves the working efficiency
of multi-hop WMNs with additional advantage of having high throughput and
enhanced user capacity over long distance communications.

A multi-hop WMN has several nodes with each node acting as a router which
can be a personal computer or laptop. All this interconnected nodes are usually
stationary. These types of wireless networks have a decentralized infrastructure
and are relatively inexpensive. The nodes function as repeaters with each node
re-transmitting data to its adjacent or distant nodes like from user A to an
end user B. This results in a wireless network which is span over a long distance
having covered a wide area coverage which can be extended as per requirement in
case of both, coverage and capacity. This additional requirement can be fulfilled
by just adding more nodes. But this mesh networks are vulnerable to attacks.

To solve the above problem, we have designed a communication protocol,
called Onion Ring, to defend against a global attacker and to protect node pri-
vacy by using both cryptography and redundancy. In onion routing , instead

Sabu M. Thampi et al. (Eds.): SSCC 2013, CCIS 377, pp. 389–396, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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of establishing a direct connection between the two hosts that want to commu-
nicate, the connection is routed through a set of routers called onion routers
and there by allow the communication to be anonymous [1]. Every node only
has information about its previous hop and the next hop i.e., the person who
he is communicating with and the person with whom he is supposed to com-
municate. The information passed on between the users is encrypted. Thus any
router does not have any idea of who is the initiator of the connection neither
does he have the information on the destination. Only the last node on the route
which establishes a connection with the destination finally has information on
the destination. Data appearing at each onion router is different and padded at
different levels to keep the length of the data constant.

The paper is organized as follows. In Section 2 we list existing system, se-
curity assumptions. In Section 3 we review traditional ways of Onion Rout-
ing,implementation of onion routing and onion layer. In Section 4 we present our
proposed plan of Onion Ring Routing in the Mesh network, we present Onion
ring that can defend against a global adversary. In Section 5 we present its im-
plementation in NS2. In Section 6 we address the four different cases involved
in Onion Ring Routing. In Section 8 we conclude and discuss future research
directions.

2 Existing System

To hide an active node that connects the gateway router among a group of mesh
nodes and thus making an active node untraceable by Creating dummy nodes
for protection against global adversaries from tracing the main active node,also
exploring routing redundancy for node anonymity, by having decoy itself as the
Gateway router. Onion routing does not hide a communication end. It achieves
anonymity by making communication ends unlink-able. In the Mesh network,
one of the communication ends is the Gateway router. If the other end that is
the Mesh node, is known, the communication privacy is cracked. Therefore to
achieve privacy in the Mesh network, the active Mesh nodes have to be hidden.
The privacy achieved by Onion routing is not exact what is needed in the Mesh
network

A. Assumptions

It is assumed that the wireless channels are symmetric.. We assume that the
gateway router knows the network topology. Thus routing information can be
obtained when any new mesh node joins the network,as routing update is re-
quired. We assume that error control is used at the link layer in the network
topology , therefore an erroneous packet is not caused by wireless transmission.
It discovers its neighbours first,then it uses RIP [2] or OPSF [3] to find a route
to the Gateway router and update the network topology. Thus it is vulnerable
to outside attacks. We also assume that a Mesh node establishes a symmetric
key with any of its one-hop neighbouring Mesh node.
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3 Proposed System: Onion Ring Routing

Traditional Onion routing may not be efficient to preserve privacy for a Mesh
node because

1) it reveals the communication ends;
2) it cannot defend against global attacker. In this paper, we design a protocol
called ring routing that jointly uses Onion routing and communication redun-
dancy, and therefore hides communication ends.

The following description assumes that the onion routing network runs on top
of TCP, however it can be implemented on top of other protocols. We have
implemented this protocol in NS2.The protocol is named as OR protocol. Fig 3.
shows our proposed plan of onion ring routing.

Fig. 1. Exiting Wireless Mesh Network

A. Onion Routing

Onion routing is a set of proxies which help in encrypted communication [4].
The initiator first establishes an initiating connection with Application Proxy on
his machine through which the communications are routed to the Onion Proxy
which defined the route to the destination and constructs the onion,so called
the onion layer routing. Onion Proxy establishes the connectionof the first node
in the route and passes on the onion to it. The flow-graph for onion routing is
shown above in Fig.1. The First node on receiving the onion sends it to its own
router, which basically strips of a layer of onion to get details about the next
node on the route and accordingly modifies the onion and sends it to the next
router. This way the onion moves in between the routers defined in the route
and finally reaches the last node in the route. Each layer contains information
about the next hop and also a key for encryption of data to be transmitted.
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Fig. 2. Block Diagram

Once the communication is established between initiator and destination, data
can be exchanged between the two. The data is transmitted by repeatedly en-
crypting it with the keys derived from the key seed material. The encryption is
done with the key of the last route first and so on and finally with the key of the
first router. The encrypted message moves through the nodes removing a layer
of encryption at each node and finally the data reaches the destination in plain
text. As the data moves through the network, it appears different at different
stages and thus prevents snooping by comparing the packets. Every onion layer
is also associated with an expiration time. Thus every router stores a copy of
onion till the time expires and hence if a duplicate onion appears within this pe-
riod, it is ignored and also the onion is ignored if it appears after the expiration
time. Thus replay attack is controlled. The advantages of onion routing is that
it is not necessary to trust each cooperating router; if one or more routers are
compromised, anonymous communication can still be achieved. This is because
each router in an Onion Router network accepts messages, re-encrypts them,
and transmits to another onion router. An attacker with the ability to monitor
every onion router in a network might be able to trace the path of a message
through the network, but an attacker with more limited capabilities will have
difficulty even if he controls one or more onion routers on the messages path.
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Fig. 3. Onion layered encryption

B. Implementation of Onion Routing

Implementation of Onion Routing [5] in communication of a client which wants
to communicate certain messages with a host server and the client has the in-
formation about the server but the server does not know anything about client.
The following steps are involved in our implementation

1. Network Set-up: starts the Onion Router servers and establishes the long
standing connections between Onion Routers.
2. Starting Services: Starting the Onion Proxy, Application Proxy, host server.
3. Connection Set-up : Client establishes anonymous connection with host server.
4. Data transfer: Transfer of messages from client to serve.

Table 1. Onion Layer specifications

1 Byte version number of current system

1 Byte encr.mech. for forword and backword hash currently 0 for both

2 Byte port of next node in route - 0 if final node

4 Byte IP Address of next node in route - null if final node

4 Byte Expiration time of onion

16 Byte Key Seed Material

28 Byte Total

C. Onion Ring Implementation in NS2 : RingOr.tcl

This file is the actual file which ns2 executes. It is written in a scripting language
called tcl (tool command language). This file initializes ns2, sets the nodes and



394 S. Kakade, R. Sawant, and D.C. Karia

their positions, connects nodes and also establishes connection between them.
The nodes are nothing but objects of OrClass. OrClass is implements in C++
which has functions to send, received, encrypt and decrypt data in Onion Routing
format. This file also schedules various events and executes the 4 cases described
below. After the simulation is done, it opens the Network Animator to view the
animation of the simulation.

D. Onion Header Implementation in NS2: Or.cc/Or.h

These are the C++ files which have the actual functions of packet sending and
receiving. These files define a custom OR packet header called hdr-or. This
header encapsulates the normal IP header and adds some extra information to
it. The extra information contains the next hop in the OR network, sending
time, receiving time, and data.

The header format is used by a custom OR agent called Or-Agent. This Agent
class has the actual methods to send and receive OR packets and interpret them.
The send function is called from the tcl file whenever a node wants to send
some data. When a node received the data, recv function is called. The encryp-
tion/decryption algorithm implemented currently is a simple ex-OR based sym-
metric encryption. However, in further implementations, this can be extended
to include sophisticated asymmetric encryption algorithms.

4 Result Analysis

In this case, the Gateway Router (GR) is shown to send request carrier. En-
cryption and Decryption of message takes place between the source and the
destination. Decryption of message in Onion Ring Routing is shown below in
Fig.4. If any of the nodes has some data to send, they modulate the request

Fig. 4. Wireless Mesh Simulation using Random Routing
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Fig. 5. Case Simulation in Onion Rring Routing

carrier and send the data on it. A node never initiates a session on its own as
this would mean disclosing the source of packet to an external observer. In this
case, the GR sends a carrier which is encrypted. None of the nodes have any
data to send. Hence the GR receives the same carrier which it has got.

Now node 4 has some data to send. However as it can not initiate a session
on its own, it waits for the request carrier. When the next request carrier is sent
by the GR, Node 4 receives it and modulates it with its own data (which is
encrypted). This is then forwarded to the next node. When this carrier reaches
back to the GR, it knows that the carrier has data from node 4 as it has the
public key of all the nodes in ring. It decrypts the data and sends it to external
network with source ID of its own. Internally, it stores and entry that Node 4
has send a request out so when it receives a reply, it can route it back properly .

The external network sends a response to the request by node 4. However,
for the external network the source address of the request was sent as the GR.
Hence the GR receives the response. It then lookups the actual Node for which
the response is meant, in this case it was Node 4. It encrypts the response and
sends as a response carrier. All the nodes receive the response and forward it
with their own encryption. When Node 4 receives the response, it detects that
it is meant for it. It decrypts the data and takes the response.

However, it cannot stop here else an external observer can easily deduce that
the source and destination node for this transaction and from that get the session
keys. Hence Node 4 again encrypts a dummy packet and forwards it as a response
carrier. This is then received by the GR which indicates a successful transaction.

This is an edge case scenario where two Nodes have data to be sent in the
same request carrier cycle. In this case, Node 4 and 5 both have data to be
sent. Node 4 modulated the request carrier with its own data and forwards it.
However, Node 5 cannot detect that Node 4 has already modulated the data
as both Node’s session keys are different. Node 5 assumes that the carrier is
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unmodulated and modulates it with own data. This overwrites Node 4 data and
hence the GR receives this packet as if data from Node5.

Now node 4 should have a time out period within which it should receive a
response. If it does not receive a response within that period, it should resend
the data. This is a known shortcoming of the Ring OR network which cannot
be easily addressed.

5 Conclusion and Future Scope

Here we presented a protocol called Onion Ring Routing. The purpose of Onion
Ring Routing is to protect the anonymity of a user who wants to communicate
over a network. In particular, it will hide the destinations of all communications
initiated by the user. Any outside observers will not be able to tell whom the
user is communicating over the network. We have implemented the onion ring
protocol over TCP-IP protocol. To achieve this goal, the encryption/decryption
algorithm implemented currently is a simple ex-OR based symmetric encryption.
However, in further implementations, this can be extended to include sophisti-
cated asymmetric encryption algorithms.

The future work will be simulation study on the routing performance of
the Onion ring .Also we are focusing on to increase the throughput in Onion
Ring.The future work will also include intelligent generation of the rings, i.e.,
generating rings according to the profiles of the Mesh nodes.
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Abstract. In any conditional access system, the broadcast content is encrypted 
with the secret key to protect it from unauthorized users.  The secret key is 
shared by server and a authorized user and a key transport protocol is used to 
transfer the secret key securely to these users. In this paper we introduce a 
scalable key transport protocol based on Chinese remainder theorem for single 
as well as multiple access control. In this protocol, user or user device has to 
carry only two keys. To decode the broadcast message, only one modular 
division and one decryption is sufficient. The main advantage of our scheme is 
that, a server can update the scrambling key or group key in one message, 
without changing user’s key. The proposed protocol is scalable and it can be 
used for multiple access control, which is useful in Pay TV, without increasing 
communication and computation overhead on user as well as the server.   

Keywords: key transport protocol, Chinese remainder theorem, pay-TV, 
conditional access system. 

1 Introduction 

In the era of pay per view and conditional access systems, efficiency of access control 
system is a very important issue. Access control systems are responsible for 
scrambling of the video signal broadcasted by server. A video stream is scrambled 
with secret key and broadcasted.  Only the authorized user or subscriber receives the 
video signal broadcasted by the server. This process is also called as broadcast 
encryption [1]. To maintain the confidentiality and access control, a receiver has to 
preserve the secret key, generally called as user’s long time secret key which has been 
shared by the server and a receiver. As the number of users is dynamic, server has to 
change the scrambling key from time to time. Thus, there is a need of scalable key 
transport protocol for single and multiple access control. 

Key transport protocols are used to send the session key or private key to the 
intended receivers. In these protocols, the sender (generally key server) is responsible 
to generate the key and transfer it to receiver securely. Hence the receiver or its 
device has less responsibility and less resource requirement compared to the sender. 
Because of this feature these are preferred in the client server environment. Rest of 
the paper is organized as follows; section 2 gives a brief review of the related work. 
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This includes   Chiou and Chen’s secure lock scheme [2] and key transport protocol 
based on secret sharing scheme by Eskicioglu and Delp [4]. Section 3 explains our 
proposed scheme for single access control. Section 4 presents an extension of scheme 
for multiple access control application. Section 5 presents analysis of the proposed 
scheme and its comparison with other scheme. Finally, section 6 concludes the paper. 

2 Related Work 

There are several solutions for key distribution based on logical hierarchical key tree 
[5, 6]. In these solutions n users have to keep Ө log   keys and carry out the same 
number of encryptions as well as decryptions [7]. Hence it is not efficient when 
receiver’s devices are less powerful. Use of Chinese remainder theorem for broadcast 
encryption was first proposed by Chiou and Chen [2].  They have used this theorem to 
construct a secure lock and have suggested both public key and symmetric key based 
solution. While using symmetric key based solution, each of n users has to maintain  
moduli  or integer    ,    , … . . , relatively prime with each other and   secret 
keys   ,   , … . .    and secure lock is a function of  moduli. The main 
disadvantage of this scheme is that if group size changes server has to redistribute 
new updated number of moduli     to all user. Hence this scheme is not scalable for 
dynamic group. Our proposed scheme is derived from this scheme but in our scheme 
each user      has to keep only two keys    ,  instead of    key pairs. If new user 
joins or existing user leaves, server has to update the scrambling key as well as key 
database and communicate to existing users.  The existing users need not to change 
their keys. This makes our scheme more scalable. 

The key transport protocol presented by Eskicioglu et al. uses secret sharing 
scheme [3]. In this scheme, one share of secret i.e. one point  ,  of polynomial 
passing through origin, is with  user device and another secret i.e. another 
point ,  is with key the server. Server sends its share and scrambled video 
signal. Receiver computes scrambling key, which is intercept of polynomial using its 
own share and received share. As scrambling key is a function of server and user 
share, if any new user joins or existing user leaves, server has to regenerate the shares 
and redistribute among the users. Thus although this scheme reduces computation at 
receiver’s side, it is not scalable for a set of dynamic users.      

3 Scalable Key Transport Protocol Using CRT (SKTPCRT) for 
Single Access Control 

As our scheme is based on Chinese remainder theorem, the statement of the Chinese 
remainder theorem (CRT) is discussed prior to the proposed protocol. 
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3.1 Chinese Remainder Theorem 

Let there be     integers     ,  , … . . ,  such that,    ,  1  i.e      
and     are co prime and  residue   ,  , … . . , There is an integer    such that,           

           
Where,    ,      
3.2 Registration and Pre Distribution of Keys 

Server generates,   1  pair of integers, each called as a key pair   ,  , 
where, 0 . There are  , , … . ,    such that   ,  1. There 
are  , , … . ,    keys for  users and one for server.  Key pair      ,   is not 
allotted to any user. All the key pairs are securely communicated to   users by either 
smart cards or using any secure authenticated protocol like SSL [8]. Let    be the 
video signal which server want communicate securely.  Server generates secret key    
which is used to scramble the video signal for a group G.  

3.3 Scalable Key Transport Protocol Using CRT (SKTPCRT) 

i. Server encrypts key   using each users key   and generates sub key  for 
each user i.e.  , where  0   

ii. Server computes a lock     using Chinese remainder theorem as follows  
 ∑  ,  where,   , ,     ,    ,   

iii. Server broadcast or multicast the message      
iv. Each user computes       and decrypts  using its key  i.e.   . Here the encryption/decryption can be performed by any 

standard symmetric cipher such as DES, AES [9, 10].  
v. User or user’s device will decrypt the video signal      
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There is need to change the scrambling key    if any new member subscribes to the 
CAS, called as Join and if any member‘s subscription ends and he doesn’t want to 
continue, called as leave. 

3.4 Join 

New member registration is similar to that mentioned in the registration phase. New 
pair of keys   is generated for new user and new scrambling key  is 
generated by server. Where       is relatively prime with  calculated in step 2 in 
the previous section and   is fresh.  

Lock   is recomputed as follows 
 
i.     

ii.      ,         where ,0 1 

iii. ∑ 1   

iv. Server broadcast or multicast the message        
v. Each user computes       and     .  

vi. User or user’s device will decrypt the video signal     

3.5 Leave  

When a user   leaves the group, its key pair  ,  is deleted from key database 
and new scrambling key  is generated by server. Secure lock  is recomputed using 
following steps 
 

i.       
ii.      ,         where ,0 1 

iii. ∑ 1   

iv. Server broadcast or multicast the message      
v. Each user computes       and     User or user’s 

device will decrypt the video signal      

4 Scalable Key Transport Protocol (SKTPCRT) for Multiple 
Access Control 

In the multiple access control we have assumed that, there are l channels called as 
main set of channels , , ,. . ,   and there are j subsets which are called as 
groups G1, G2,…..,Gj for example , , , , , … , , . Each user 
subscribes for one group at a time. User has facility to change the group.  After 
changing a group user will not able to access previous group.   
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i. Server generates secret key , , … . .  which is used to scramble the 
video signal for a group Gj and sub key  for each ith user of jth group i.e.  , where  0   

ii. Server computes various  locks   , , … …     using Chinese remainder 

theorem as follows, ∑  ,    ∏  , ,           
iii. Server broadcast or multicast the message  ,  , … ,  for j groups 
iv. Each user of respective group computes       and decrypts the 

scrambling key using its own key ki i.e.   . 
When any user uij want to change group from G1 to G2, group keys of group G1 and 
G2 are changed. Scrambling key for group G2 is constructed and distributed using our 
join algorithm discussed in previous section, except that there is no need to generate 
new key pair, as user still has a registered member. Scrambling key for group G1 is 
constructed and distributed using our leave algorithm in previous section except that 
the user’s key pair is not deleted from key database. It is retained as user is still 
authorized user and only changing the group. 

5 Analysis of SKTPCRT 

In our scheme key pair    ,  is kept secret by user hence only authorized user will 
be able to reveal encrypted scrambling key and that is decrypted by user itself. As 
encryption/decryption is performed by standard symmetric block cipher, the proposed 
protocol is secure from known plaintext attack as well as brute force attack. 

Table 1. Comparison of SKTPCRT with other schemes 

Parameters 
for 
comparison 
 

Number 
of keys 
stored by 
user 

Number 
of 
messages 
needed  to 
transfer 
the key 

Computation 
by users 

Scalable 
to 
dynamic  
group 

Can be 
used for 
multiple  
group 
access Schemes 

Chiou and 
Chen’s  

n-1 1 E+S+ MD No No 

Key 
transport 
protocol by 
Eskicioglu 
et.al 

1 1 E+  No No 

Proposed  
protocol 
(SKTPCRT) 

2 1 E+MD  Yes Yes 

   n-number of users ,S-search, t-degree of polynomial , E-Encryption/decryption, MD- modular 
division,  
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Secure lock  is function of key pair    ,   which is with server, thus if any 
key like   is compromised, no one can forge the lock . Hence our protocol is 
secure against impersonate attack and man in middle attack. 

To compute the secure lock heavy computations are required but that will be 
computed by server. Server can use computationally efficient processor as well use 
divide and conquer algorithm [2] to implement the Chinese remainder theorem. Table 
1 shows the comparison of our protocol with other schemes. 

6 Conclusions 

In this paper we have presented scalable key transport protocol (SKTPCRT) which is 
useful for single and multiple access control. As user has to store only two secret keys 
it is storage efficient. User has to perform only one modular division and one 
decryption to get access to the signal, it has advantage where receivers are having less 
resources. SKTPCRT is more applicable in conditional access system than group key 
management. 

Protocol is efficient as only one message is sufficient to get access. An authorized 
user is not affected with new member joining or leaving.  
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