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Foreword

INTERACT 2013 was the 14th of a series of INTERACT international con-
ferences supported by the International Federation for Information Processing
(IFIP) Technical Committee 13 on Human–Computer Interaction.

This year, INTERACT was held in Cape Town (South Africa), organized by
the Nelson Mandela Metropolitan University (Port Elizabeth) and the Meraka
Institute of Council for Scientific and Industrial Research (Pretoria) in collabo-
ration with the University of Cape Town.

The Conference theme for INTERACT 2013, “Designing for Diversity,” rec-
ognizes the interdisciplinary, multidisciplinary and intercultural spirit of human–
computer interaction (HCI) research and practice. The conference welcomes
research and reports of practice that acknowledge diverse disciplines, abilities,
cultures, and societies, and that address both the technical and social aspects
of HCI. Within the broad umbrella of HCI, the conference sought contributions
addressing new and emerging HCI disciplines, bridging cultural differences, and
tackling important social problems.

Like its predecessors, INTERACT 2013 highlighted, to both the academic
and the industrial world, the importance of the HCI discipline and its most re-
cent breakthroughs on current applications. Both experienced HCI researchers
and professionals, as well as newcomers to the HCI field, interested in design-
ing or evaluating interactive software, developing new interaction technologies,
or investigating overarching theories of HCI, found in INTERACT 2013 an ex-
citing forum for communication with people of similar interests, to encourage
collaboration and to learn.

INTERACT 2013 brought the conference to South Africa and Africa for the
very first time. The African tradition of HCI focuses very much on the human and
social aspects of HCI, recognizing the diversity of its people and the circumstance
in which they go about their everyday lives. We hope that INTERACT 2013 will
be remembered as a conference that brought the diversity of HCI research to the
forefront, making the computerized world a better place for all, regardless of
where they come from.

INTERACT 2013 took place 29 years after the first INTERACT held in
September 1984 in London, UK. The IFIP Technical Committee 13 aims to
develop the science and technology of the interaction between humans and com-
puting devices through different Working Groups and Special Interests Groups,
all of which, together with their officers, are listed within these proceedings.

We thank all the authors who chose INTERACT 2013 as the venue to publish
their research. This was again an outstanding year for the conference in terms of
submissions in all the technical categories, especially since the conference moved
away from the traditional predominantly European venues. In total, we received
639 submissions. Of these, 270 submissions were accepted:
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• 128 as full research papers
• 77 as short research papers
• 31 as interactive posters
• 2 as industrial programme papers
• 4 as panels
• 1 as a special interest group
• 1 as a tutorial
• 9 as workshops
• 9 to the African Masters Consortium
• 8 to the Doctoral Consortium

The acceptance rate for the full and short research papers was 31% and 45%,
respectively.

A Programme Committee meeting consisting of the Technical Programme
Chairs and the Track Chairs, as well as member of IFIP Technical Committee
13, preceded the final decision on which submissions to accept. This powerful
effort was only possible thanks to the diligent work of many people. Our sincere
gratitude goes to the almost 700 members of our International Programme Com-
mittee who willingly assisted and ensured the high quality of the INTERACT
Conference papers was properly maintained. Although some people had to be
bullied into reviewing (sorry about that), everyone submitted their reviews on
time without a murmur of complaint. Thank you all for the effort that you so
obviously put into this task. A special thank you must go to our Track Chairs,
who put in a tremendous amount of work to ensure that quality was maintained
throughout.

In addition, we have to thank the members of the Organizing Committee,
the staff at the Council for Industrial and Scientific Research, Nelson Mandela
Metropolitan University and the University of Cape Town for their unflagging
assistance with all aspects of planning and managing the many administrative
and organizational issues. We also have to thank our student volunteers for
making sure that everything ran smoothly at the conference itself.

Finally, we wish to express a special thank you to the Proceedings Publication
Chair, Marco Winckler, who painstakingly put this volume together.

September 2013 Paula Kotzé
Janet Wesson

(INTERACT 2013 Conference Chairs)
Gary Marsden

Gitte Lindgaard
(INTERACT 2013 Technical Programme Chairs)



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an inter-
national committee of 30 member national societies and seven Working Groups,
representing specialists in human factors, ergonomics, cognitive science, com-
puter science, design, and related disciplines. INTERACT is its flagship confer-
ence, staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research, promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relationship between formal
design methods and system usability and acceptability; developing guidelines,
models and methods by which designers may provide better human-oriented
computer systems; and, cooperating with other groups, inside and outside IFIP,
to promote user-orientation and humanization in system design. Thus, TC13
seeks to improve interactions between people and computers, encourage the
growth of HCI research, and disseminate these benefits worldwide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability, and
acceptability; the appropriate allocation of tasks between computers and users;
modeling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multimedia systems to match system needs and organizational practices, etc.).

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.
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IFIP TC13 stimulates working events and activities through its Working
Groups (WGs) and Special Interest Groups (SIGs). WGs and SIGs consist of
HCI experts from many countries, who seek to expand knowledge and find so-
lutions to HCI issues and concerns within their domains, as outlined below.

• WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI educa-
tion at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

• WG13.2 (Methodology for User-Centered System Design) aims to foster re-
search, dissemination of information and good practice in the methodical
application of HCI to software engineering.

• WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs
of people with disabilities and encourage development of information systems
and tools permitting adaptation of interfaces to specific users.

• WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature,
concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model
for developing user interfaces.

• WG13.5 (Human Error, Safety and System Development) seeks a framework
for studying human factors relating to systems failure, develops leading-
edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical
systems.

• WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It
will promote the use of knowledge, concepts, methods and techniques that
enable user studies to procure a better apprehension of the complex interplay
between individual, social and organizational contexts and thereby a better
understanding of how and why people work in the ways that they do.

• WG13.7 (Human–Computer Interaction and Visualization) is the newest of
the working groups under the TC13. It aims to establish a study and research
program that will combine both scientific work and practical applications
in the fields of HCI and visualization. It will integrate several additional
aspects of further research areas, such as scientific visualization, data mining,
information design, computer graphics, cognition sciences, perception theory,
or psychology, into this approach.

• SIG 13.1 (HCI and International Development) aims to promote the appli-
cation of interaction design research, practice and education to address the
needs, desires and aspirations of people in the developing world; support and
develop the research, practice and education capabilities of HCI institutions
and organizations based in the developing world; develop links between the
HCI community in general, and IFIP TC13 in particular, with other relevant
communities involved in development, especially IFIP WG 9.4 Computers
in Developing Countries.
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• SIG 13.2 (Interaction Design and Children) aims to provide a forum for all
things relating to interaction design and HCI where the intended users or
appropriators of the technology or service are children. The definition of
children is broad rather than narrow, including toddlers and teenagers, but
the core work, currently at least, is with children in junior schools.

New Working Groups and Special Interest Groups are formed as areas of signif-
icance to HCI arise. Further information is available at the IFIP TC13 website:
http://www.tc13.org
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Cećılia Sik Lányi, Hungary
Bruno Silva, Brazil
Paula Alexandra Silva, Portugal
Frutuoso Silva, Portugal
Joao Carlos Silva, Portugal
Milene Silveira, Brazil
Gavin Robert Sim, UK
Carla Simone, Italy
Mikael B. Skov, Denmark
Andrew Smith, South Africa
Brian Smith, USA
David Smith, USA



International Programme Committee Members XXIII

Danny Soroker, USA
Kenia Sousa, Belgium
Martin Spindler, Germany
Jan Stage, Denmark
Christian Stary, Austria
John Stasko, USA
Markus Stolze, Switzerland
Simone Stumpf, UK
Noi Sukaviriya, USA
S. Shyam Sundar, USA
Alistair Sutcliffe, UK
David Swallow, UK
Anthony Tang, Canada
Charlotte Tang, USA
John Tang, USA
Jean-Claude Tarby France
Franck Tarpin-Bernard, France
Deborah Tatar, USA
Luis Teixeira, Portugal
Carlos Teixeira, Portugal
António Teixeira, Puerto Rico
Harold Thimbleby, UK
Hannah Thinyane, South Africa
Jakob Tholander, Sweden
Martin Tomitsch, Australia
Ilaria Torre, Italy
Stefan Trausan-Matu, Romania
Manfred Tscheligi, Austria
Nikolaos Tselios, Greece
Simon Tucker, UK
Susan Turner, UK
Phil Turner, UK
Leon Urbas, Germany
Kaisa Väänänen-Vainio-Mattila,

Finland
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Åsa Cajander, Marta Larusdottir, and Jan Gulliksen

Fast Train to DT: A Practical Guide to Coach Design Thinking
in Software Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 780

Muktha Hiremath and Visvapriya Sathiyam

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 789



Table of Contents – Part IV

Long and Short Papers (Continued)

Supporting Physical Activity

The Development and Evaluation of an Interactive System for Age
Related Musculoskeletal Rehabilitation in the Home . . . . . . . . . . . . . . . . . . 1

Mobolaji Ayoade, Stephen Uzor, and Lynne Baillie

Walking in the Wild – Using an Always-On Smartphone Application
to Increase Physical Activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Tim Harries, Parisa Eslambolchilar, Chris Stride, Ruth Rettie, and
Simon Walton

Supporting Shared Activities

F-Formations in Cooking Together: A Digital Ethnography Using
YouTube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Jeni Paay, Jesper Kjeldskov, Mikael B. Skov, and Kenton O’Hara

Practices Surrounding Event Photos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Dhaval Vyas, Anton Nijholt, and Gerrit van der Veer

Sharing Experiences over Video: Watching Video Programs together at
a Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Anna Macaranas, Gina Venolia, Kori Inkpen, and John C. Tang

Sustainability

Exploring Reactions to Widespread Energy Monitoring . . . . . . . . . . . . . . . 91
James A. Colley, Benjamin Bedwell, Andy Crabtree, and
Tom Rodden

HCI for City Farms: Design Challenges and Opportunities . . . . . . . . . . . . 109
Peter Lyle, Jaz Hee-jeong Choi, and Marcus Foth

Towards Engaged Consumption: New Sources of Inspiration
for Eco-feedback Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Stephen Snow and Margot Brereton

Sustainability at Home: An Exploratory Study on Monitoring
Needs and Energy Management Actions of Solar Power Producers . . . . . . 125

Dounia Lahoual and Myriam Fréjus
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Abstract. We present a user study assessing spatial transfer in a 3D navigation 
task, with two different motor activities: a minimal (joystick) and an extensive 
motor activity (walking Interface), with rotations of the viewpoint either con-
trolled by the user, or automatically managed by the system. The task consisted 
in learning a virtual path of a 3D model of a real city, with either one of these 
four conditions: Joystick / Treadmill Vs Manual Rotation / Automatic Rotation. 
We assessed spatial knowledge with six spatial restitution tasks. To assess the 
interfaces used, we analyzed also the interaction data acquired during the learn-
ing path. Our results show that the direct control of rotations has different  
effects, depending on the motor activity required by the input modality. The 
quality of spatial representation increases with the Treadmill when rotations are 
enabled. With the Joystick, controlling the rotations affect spatial representa-
tions. We discuss our findings in terms of cognitive, sensorimotor processes and 
human computer interaction issues. 

Keywords: Interfaces, Navigation, Virtual Reality, Spatial Cognition, Joystick, 
Treadmill, Rotation, Body-based Information, Vestibular Information, Human 
Machine Interaction, Human Factors, User Study, Motor Activity.  

1 Introduction 

Today, Virtual Reality (VR) enables the simulation of dynamic, three-dimensional, 
multimodal environments. Moreover, this technology allows immerging users in  
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different simulations close to real situations, where users can interact with the virtual 
environment (VE) and have a motor and a cognitive activity. VR also permits the 
access to various data (e.g. completion time and precision), hard to reach in a real 
environment. Thanks to these advantages, VR is well suited to create therapeutic 
applications for patients with spatial disabilities diseases. An important question to 
explore for such application is to evaluate how spatial information is impacted when 
transferred from virtual to real environments. Several studies already found great 
results with disabled people about the question of spatial transfer [25][26][27]. In this 
work, the authors agree that various factors can enhance this spatial transfer. One 
question not yet resolved concerns the exploration mode used to navigate in a VE 
[22]. Indeed, sometimes authors have shown great spatial acquisition with an active 
exploration mode (i.e., user had a sensorimotor interaction with the VE) compared to 
a passive mode exploration [23] (i.e., user had no interaction with the VE) 
[21][1][2][8], but others did not [22][23][24]. Moreover, these studies were generally 
based on a joystick or a mouse/keyboard interface. Nevertheless, different authors 
demonstrated, that a walking activity allows to optimize the acquisition of spatial 
knowledge [12][13], but only two concerns the spatial transfer [3][19]. Thus, we first 
purpose to assess the impact of two motor activities on spatial transfer with two Input 
Devices: a walking interface (using a Treadmill) and a Joystick. Moreover, the impact 
of rotation movements during a navigational activity, on spatial transfer, is not yet 
clear. In a second step, we therefore investigated the role of Rotation (Automatic-i.e., 
controlled by the computer- Vs Controlled- i.e., managed by the user) with the two 
Input Devices presented above. So, on a spatial transfer task, we used i) a Treadmill 
with Controlled Rotation ii) a Treadmill with Automatic Rotation iii) a Joystick with 
Automatic Rotation iv) a Joystick with Controlled Rotation. We used six tasks to 
assess spatial knowledge. To our knowledge, this study is the first one describing 
impact of translational and directional movements according to different motor 
activities in a VE, on spatial transfer. 

1.1 Spatial Cognition (cognitive and sensorimotor processes) 

Spatial cognition refers to cognitive and motor processes requiring to acquire, to store 
and to restitute spatial knowledge. Processes involved in spatial cognition are neces-
sary for many daily life situations, such as shopping in supermarkets (e.g., finding a 
product in a section) and driving, and are often affected by neurological diseases (e.g., 
Alzheimer), brain trauma, etc. For Montello [28], spatial cognition is divided in two 
components: 1) the motor component, composed of all sensorimotor information ac-
quired during a displacement, with visual, kinesthesic and vestibular information, 
informing on the position and the orientation of the head/body in an environment; 2) 
the cognitive component corresponding to the processes used to acquire, store and 
restitute spatial knowledge. One of the most known spatial acquisition model is the 
Landmark-Route-Survey model of Siegel and White [9]. For this model, spatial 
knowledge acquisition of new environments consists of three stages. Firstly, spatial 
cognition is based on the acquisition of several landmarks in the environment. Se-
condly, the participant links the landmarks and learns the routes between them. At this 
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level, s/he is able to build a mental representation of a route from a departure point to 
an arrival point using the various landmarks. These first two levels correspond to 
egocentric-type representations (i.e., the body serves as a reference). Finally, the par-
ticipant develops survey knowledge. S/he builds a topographical representation of the 
environment, including all the associated spatial information (i.e., landmarks and 
routes), making it possible to infer a representation of the entire environment, making 
it possible to contemplate shortcuts. At this final level of knowledge, the representa-
tion is similar to a "plane view" and is also known as "survey-type" knowledge: the 
mental representation of the environment is complete and allocentric (i.e., an external 
point serves as a reference). These three acquisition stages need not follow a strict 
order but may be obtained in a parallel process [29]. Concerning the sensorimotor 
component, body-based information required during a navigational activity can be 
divided in three types of information [14]: 1) the optic flow, consisting of all visual 
input used to detect forms, textures, semantic landmarks, movements of objects, etc. 
always in relation with body position, 2) the vestibular system provides translational 
(acceleration/deceleration of the head and body) as well as rotational information 
(rotation of the head and body), and  3) the kinesthetic information, which informs 
about the perception of our members according to our body. In real environments, 
different authors admitted that vestibular information  is important to the creation of 
egocentric representations (perception of distances, angles or route knowledge) or to 
store a direction linked to an egocentric point of view [11] [12], while allocentric 
representations would be more sensible to visual information. 

1.2 Spatial Cognition, Interfaces and Rotational Movements in VR 

Literature concerning walking activity in VR is not very consistent. However, most of 
the studies agree that the extent of body-based information provided by a treadmill 
locomotion interface (compared to a joystick) was considered largely favorable for 
spatial learning in a VE [11][13][14], due to the improvement in egocentric [11] and 
allocentric spatial representation [14], as well as navigational measurements [19]. 
Recently, Ruddle et al. [14] assessed the role of both translational and rotational ves-
tibular information on survey knowledge, using different locomotion interfaces (trans-
lational displacements with walking or treadmill Vs. no translational displacements 
with joystick), sometimes with the possibility of really turning the head (i.e., rotation-
al vestibular condition or not) during rotational movement. Performances revealed an 
improvement of survey knowledge with a walking activity, but little effect about rota-
tional vestibular information was observed. For Waller et al.[11], the low level of 
body-based information provided by the design of the locomotion interfaces of the 
desktop VEs (i.e., keyboards, mouse or joysticks) do not allow the increase of spatial 
knowledge acquisition. For some authors [16], the manipulation of translational and 
rotational movements with a joystick demands a strong motor and cognitive attention-
al levels, which could interfere on spatial learning acquisition. Even if authors pro-
mote a walking interface to optimize spatial knowledge, it seems it is still possible to 
navigate in a VE with a joystick [1][2], without vestibular information[3]. However, 
in all the studies presented we did not find research, whatever the interfaces used  
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(and body-based information provided), where the possibility to perform rotation of 
the user’s viewpoint was disabled and managed automatically by the system. 

1.3 Spatial Cognition and Spatial Transfer from Virtual to Real Environments 

One important challenge of VR is to detect the factors promoting knowledge acquisi-
tion in VR to improve daily life activities in the real life. Different authors already 
showed great spatial transfers with “normal”[1][2][3] or patients with disabilities 
people [27]. Numerous factors like visual fidelity [2], retention delay [1], game expe-
rience [16] increase this transfer. However, concerning the motor activity of the  
interfaces used, most parts of studies used a passive exploration mode, or a joys-
tick/mouse/keyboard interface (active exploration mode) to navigate in the VE. And 
the results point out sometimes great performances for the active exploration mode, 
[21][1][2][8], and others did not [22][23][24]. Moreover, these interfaces don’t pro-
vide vestibular information, known to improve spatial acquisition.  We found only 
two studies which used a walking interface to study spatial transfer. The first [19] 
revealed a better spatial transfer with a walking interface compared to a joystick, con-
cluding on the importance of vestibular information. The second study [3] assessed 
the impact of the motor activity in a spatial transfer task. They compared a Brain 
Computer Interface (allowing to navigate in a VE with no motor activity), a treadmill 
interface (enabling vestibular information), and a learning path in the real environ-
ment. The results revealed similar performances, whatever the learning conditions, 
indicating that the cognitive processes are more essential than a motor activity. Re-
sults revealed also that a walking activity (and vestibular information) enables spatial 
knowledge transfer similar to the real life. 

2 Method 

VR was assessed as a spatial learning medium using a spatial learning paradigm that 
involved acquiring a path in its virtual replica [1][2][3]. In our experiment, the acqui-
sition path in the VE was assessed according to four conditions: (1) Treadmill with 
Controlled (head) Rotation (optic flow, rotational and translational vestibular infor-
mation); (2) Treadmill with Automatic Rotation (optic flow, translational vestibular 
information and no rotational vestibular information); (3) Joystick with Controlled 
(hand) Rotation (optic flow); (4) Joystick with Automatic Rotation (optic flow). Fol-
lowing VR-based path acquisition, the participants completed six tasks to assessing 
their spatial knowledge and spatial transfer. 

2.1 Setup 

The environment. 
The real environment was a 9km2 area. The VE was a 3D scale model of the real 
environment, with realistic and visual stimuli. The scale of the real environment was 
faithfully reproduced (measurements of houses, streets, etc.) and photos of several 
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building facades were applied to geometric surfaces in the VE. Significant local and 
global landmarks (e.g., signposts, signs, and urban furniture) and urban sounds were 
included in the VE (see Figure 1). VE was laboratory-developed using Virtools Dev 
3.5™. Irrespective of the interfaces conditions, the itinerary was presented to partici-
pants on the basis of an egocentric frame of reference, at head height. It was characte-
rized by an irregular closed loop, 780 m in length, with thirteen crossroads and eleven 
directional changes.  

 

  

Fig. 1. Screenshots our real (left) and our virtual environment (right) 

Material.   
The material used in the darkened laboratory room was a DELL Precision M6300 
laptop computer (RAM: 3GHz; processor: Intel Core 2 Duo T9500 2,60 Ghz) with an 
Nvidia Quadro FX 1600M graphics card (256Mo), a 2 x 1.88 meter screen, a projec-
tor (Optoma/ThemeScene from Texas Instrument) with rear projection. The partici-
pants were placed two meters from the display screen. 

2.2 Interface Modeling 

The Treadmill Input Device.  
The two Treadmill conditions (with Automatic and Controlled Rotation) included an 
HP COSCOM programmable (speed, declination and acceleration) treadmill with 
serial Cable Ownership coupled to a Software Development Kit and an MS-EZ1 so-
nar telemeter. This interface enabled participants to modify the VE’s visual display in 
real time to match his/her walking speed, with a maximum of 6 km/h. Acceleration 
and deceleration were applied by means of a Sonar MS-EZ1 telemeter that monitored 
the participant’s displacements on the treadmill. The treadmill surface was divided 
into three parts: one for accelerating (the front of the treadmill), one for walking nor-
mally (the middle of the treadmill), and one for decelerating (the back of the tread-
mill). No acceleration or deceleration information was sent to the treadmill when the 
participant was in the walk zone. In contrast, when the participant walked into the 
acceleration or deceleration zone, the sonar detected length changes in the partici-
pant’s position, and instructed the computer to accelerate or decelerate until the  
participant returned to the walk zone. Finally, the participant remaining in the decele-
ration zone for a prolonged period induced a stop in the environment. In the two 



6 F. Larrue et al. 

 

Treadmill conditions, participants were able to walk, accelerate, decelerate, and stop 
in the VE, thus receiving physical input including optic flow, as well as kinesthetic 
and translational vestibular information. 

For the condition Treadmill with Controlled Rotation, the participant walked on the 
treadmill and was informed that his/her point of view in the VE would be controlled 
by head rotation (providing rotational vestibular information). Head rotation move-
ments were captured in real time by motion capture (12 OPTITRACK video-cameras, 
Motion point™). When a participant turned his/her head, the system updated the visu-
al optic flow at a rate correlated with the head movement rotation angle (the greater 
the rotation angle, the faster the modification in rotational optic flow). Thus, this con-
dition enabled translational and rotational vestibular information. 

The Treadmill condition with Automatic Rotation was the same as the condition 
Controlled Rotation: the participant controlled its translational displacement but, on a 
pre-determined path; directions changes were automatically managed by the system at 
each intersection. The interface did not allow any rotational movement control, enabl-
ing only translational vestibular information. 

The Joystick Input Device.  
In both Joystick conditions (with Controlled or Automatic Rotation), displacement 
was controlled by a Saitek ™ X52 Flight System. Forward speed, ranging from 0 to 6 
km/h, was proportional to the pressure on the device, which was also used to control 
translational movement. Consequently, the Joystick conditions differed from the 
Treadmill conditions in providing optic flow, but no vestibular information.  

The Joystick with Controlled Rotation condition added horizontal joystick move-
ments, coupled to changes in rotational optic flow to simulate turning in the VE to 
mimic direction changes during walking. Turning speed was proportional to the mag-
nitude of horizontal joystick movement, similar to natural head movement.  

For the Joystick with Automatic Rotation, participants were informed that rotation-
al movement was not available; turning at intersections would be automatic.  

2.3 Procedure 

Each participant completed a three-phase procedure: (1) spatial ability tests and orien-
tation questionnaire, to assess the participant’s characteristics (see below); (2)  
learning phase: training interface and the route-learning task under one of the four 
conditions; (3) restitution phase, consisting of six spatial knowledge-based tasks.  

Spatial Ability Tests, Orientation Questionnaire 
The GZ5 test [4] was used to measure spatial translation ability of participants; the 
Mental Rotation Test (MRT) [5] to measure spatial visualization and mental rotation 
abilities; and the Corsi's block-tapping test [6], was used to assess the visual-spatial 
memory span. Three self-administrated questionnaires including seven questions each 
(for which responses were given on a 7-point scale) were filled in by the participant. 
One questionnaire assessed general navigational abilities and spatial orientation in 
everyday life, a second evaluated the ability to take shortcuts, and the third was dedi-
cated to the ability to use maps.  



 Assessing the Impact of Automatic vs. Controlled Rotations on Spatial Transfer 7 

 

Learning Phase 
Interface Training.  

Before VR exposition, each participant participated to a training phase in a differ-
ent environment, to get used to interacting with one of the four interfaces that he/she 
will use. The training phase was finished when the participant was able to use the 
interface in another VE.  

 
Learning path in the VE.  

For the two conditions with Controlled Rotation, participants walked at their own 
speed and managed their directions in the VE. The directions at each intersection 
were indicated verbally by an experimenter situated behind the participant. For the 
two conditions with Automatic Rotation, participants mastered their speed with the 
Joystick or the Treadmill, but were not able to perform rotations; they were automati-
cally managed at each intersection by the computer. Moreover, a path learning soft-
ware was developed to analyze the participant’s position, time, speed, collisions and 
interactions during the learning path. In addition, after VR exposure, the participants 
completed a simplified simulator sickness questionnaire (SSQ) [7] to measure the 
negative side effects of being immersed in graphically-rendered virtual worlds, and a 
questionnaire about the ergonomic of the interface used and the participant’s habits.  

 
Restitution phase.  

Six tasks were performed by each participant, with a counterbalanced order.  
Egocentric photograph classification task: twelve real photographs of intersec-

tions, in a random order, were presented to the participants. Participants were required 
to arrange the photographs in a chronological order along the path they had learned. 
The time limit for this task was ten minutes. The results were scored as follows: one 
point for a photo in the correct position, 0.5 point for each photo in a correct se-
quence, but not correctly placed along the path (e.g., positioning photos 4-5-6 in the 
right order but not placing them correctly in the overall sequence earned 1.5points). 
This paper-pencil task assessed the participants' ability to recall landmarks and route 
knowledge within an egocentric framework ([1][2][3]). 

Egocentric distance estimation task: Each participant was asked to give a verbal 
estimate of the VR walked distance (in meters) and the figure was noted by the expe-
rimenter. This task quantified the participants’ knowledge of the distances walked 
between the starting and ending points, which is known to be accurate when partici-
pants have acquired well-developed route knowledge [8]. 

Egocentric directional estimation task: This task was computer-based and con-
sisted of presenting a series of twelve real photographs of intersections, taken from an 
egocentric viewpoint, in random order. Each photograph was displayed at the top of 
the screen, above an 8-point compass. The participant had to select the compass direc-
tion in which they were facing on the learned path when the photograph was taken. 
We assessed the percentage of errors and the angular error was averaged. Directional 
estimates are expected to be accurate when participants have acquired well-developed 
route knowledge [9]. 
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Allocentric sketch-mapping task: Participants were required to draw a freehand 
sketch of the visualized route. The time limit for this task was ten minutes. One point 
was scored for each correct change of direction. This paper-pencil task is known to 
measure survey knowledge [1][2][3]. 

Allocentric point starting estimation task: This computer-based task consisted of 
presenting a series of twelve real photographs of intersections, taken from a walker’s 
point of view, in random order. Each photograph was displayed at the top of the 
screen, above a 8-point compass and the participant was instructed to select the com-
pass direction of the starting point of the learned path. We assessed the percentage 
errors and the mean angular errors. These direction estimates are expected to be accu-
rate when participants have memorized a well-developed, map-like representation of 
the environment [10]. This task measures survey knowledge. 

Real wayfinding task: This task consisted of reproducing the learned path in the 
real environment; this task measures the spatial transfer of participants. During this 
restitution task, position and time data were acquired using a Magellan™ GPS Cros-
sOver, and a video was recorded using an AIPTEK™ DV8900 camera mounted on a 
bicycle helmet worn by the participant. Direction errors were calculated and ex-
pressed in percentages. When a participant made a mistake, s/he was stopped and 
invited to turn in the right direction. This wayfinding task is based on the use of 
landmarks, as well as route and survey knowledge [1][2][3], and may be considered 
as a naturalistic assessment of navigational abilities based. In addition, the path learn-
ing software enabled to analyze the participant’s position and time data in the real 
environment. 

Participants.  
72 volunteer students participated in this experiment (36 men and 36 women). Stu-

dents were randomly divided in one of the four learning conditions: 18 students were 
assigned to the Treadmill with Controlled Rotation condition, 18 to the Treadmill with 
Automatic Rotation condition, 18 in the condition Joystick with Controlled Rotation, 
and 18 in the Joystick with Automatic Rotation condition. All the participants had 
normal or corrected-to- normal vision and were native French speakers, right-handed, 
and had at least an A-Level or equivalent degree. Their ages were ranged from 18 to 
30 years. We controlled video game experience of participants: each learning condi-
tion were composed of half gamers (who played a minimum of three hours by week 
during more than one year), and the other half of non video game players (who never 
played regularly to video games, and who were not old video gamers). The four com-
posed learning conditions were balanced for gender and the video-gamer distribution 
(χ2 procedure p>.05). In addition, there was no significant difference in spatial abili-
ties among the four groups, as assessed with the GZ-5 test, the Mental Rotation Test 
(MRT) and the Corsi's block-tapping test (respectively, p>0.180 p>0.640; p>0.200). 
No differences were found for the orientation questionnaire (p>0.800), neither for 
shortcuts questionnaire (p>0.600), or the map questionnaire (p>0.800).  
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3 Results 

We used a two-way ANOVA analysis [2 (Input Devices: Treadmill Vs Joystick) x 2 
(Rotation: Controlled Vs Automatic)], with between-subject measures for each factor. 
Bravais-Pearson test was used to assess correlations.  

3.1 Learning Phase 
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Fig. 2. Learning data according to the Input Devices (Joystick Vs Treadmill) and the Rotation 
(Automatic Vs Controlled) 

For the Speed during learning phase, a significant effect of the Input Devices was 
found [F(1,68)=114.53; p<0.0001; η²=0.63],with higher speed during the learning 
phase with the Joystick compared to the Treadmill. In addition, the factor “Rotation” 
had no significant effect (p>0.900), but the two-way interaction ("Input Devices x 
Rotation") was significant [F(1,68)=13.36; p<0.001; η²=0.16]. With the Treadmill, 
speed learning was faster for with Controlled Rotation compared to the condition with 
Automatic Rotation. With the Joystick, the results are inversed; speed restitution was 
faster in Automatic Rotation condition compared to the Controlled Rotation condition. 

Concerning the total translational movements (i.e, the number of accelera-
tions/decelerations demands) during the learning path, the ANOVA analyses revealed 
a significant difference concerning the Rotation factor [F(1,68)=5.8; p<0.02; 
η²=0.08]. The total number of translational movements was highest in Controlled 
Rotation condition. An interaction “Input Devices x Rotation” was found 
[F(1,68)=12.84; p<0.0001; η²=0.16]. With the Joystick, there were more translational 
movements with Controlled Rotation compared to the condition with Automatic Rota-
tion. With the Treadmill, the results were inversed: we found more translational 
movements with the Automatic Rotation compared to the Controlled Rotation. 

Concerning the number of rotations performed by the participant, they were 
summed only for the two conditions with Controlled Rotation. We used an unpaired 
two-tailed Student's t-test (dof = 34). We found a significant difference (t(9.27); 
p<0.0001; η²=0.72): more rotations were performed with the Joystick.  

For the questionnaire about the ergonomics of the interface used, a question con-
cerns the difficulties to perform rotations. Statistical analyses revealed a Rotation 
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effect [F(1,68)=7.60; p<0.01; η²=0.10]. Participants felt logically more difficulties to 
control their rotations in the condition With Automatic Rotation. An interaction “Input 
Devices x Rotation” was likewise found [F(1,68)=4.60; p<0.05; η²=0.06], revealing 
that it is only in the Treadmill with Automatic Rotation condition participants revealed 
rotational difficulties. In the Joystick conditions, the results were similar, whatever the 
possibility or not to perform rotations. 

3.2 Spatial Restitution Tasks 

For the Egocentric Photograph classification task, the ANOVA revealed no signifi-
cant effect (Input Devices, p>0.600; Rotation, p>0.700; and “Input Devices x Rota-
tion”, p>0.400). Performances were close in all four VR learning conditions. 

Concerning the Egocentric Distance Estimation Task, the ANOVA revealed a sig-
nificant effect for each factor [Input Devices effect, F(1,68)=4,81; p<0.05; η²=0.07; 
Rotation effect, F(1,68)=12,27; p<0.001; η²=0.15], with the Joystick conditions  
overestimating distances compared to the Treadmill conditions, and the groups with 
Controlled Rotation overestimating distances compared to Automatic Rotation. The 
two-way interaction effect was significant [F(1,68)=4,44; p<0.05; η²=0.06]. The dis-
tances were only overestimated in the Joystick with Controlled Rotation condition 
compared to the other VR conditions. 

For the Egocentric Directional estimation task, the ANOVA for mean angular er-
ror revealed that the two effects taken separately were not significant (Input Devices 
effect, p>0.800; Rotation effect, p>0.800), but the two-way interaction was significant 
[F(1,68)= 3.99; p<0.05; η²=0.06]. With the Joystick, egocentric estimations were 
more accurate with Automatic Rotation compared to the Controlled Rotation condi-
tion, while for the Treadmill, performances were better in Controlled Rotation com-
pared to the Automatic Rotation condition. It is to note that the results of the Joystick 
with Controlled Rotation and the Treadmill with Automatic Rotation conditions are 
very close. The results for the Joystick with Automatic Rotation and for the Treadmill 
with Controlled Rotation are also very close. 

For the Allocentric Sketch mapping task, the ANOVA did not reveal any signifi-
cant effects for the Input Devices or Rotation factors (p>0.800; p>0.300; two-way 
interaction, p>0.100). The performances did not reveal any differences among the 
four VR learning conditions. 

Concerning the Allocentric starting point estimation task, the only significant Input 
Devices effect [F(1,68)=4,38; p<0.05; η²=0.06] revealed by ANOVA was that the 
Joystick condition resulted in poorer performances than the Treadmill condition. No 
other effects were significant (Rotation, p> 0.200; two-way interaction, p>0.800). 

For the Wayfinding task (transfer task), two data (speed restitution and percentage 
of direction errors) were collected. For the speed restitution, the ANOVA results re-
vealed a significant effect for Rotation [F(1,68)=4,22; p<0.05; η²=0.06], i.e., the 
group with Controlled Rotation performed better than the one with Automatic Rota-
tion. No other difference was found (Input Devices effect, p>0.800; two way-
interaction, p>0.900). For the direction error measurements, the ANOVA results  
revealed a significant two-way interaction [F(1,68)=4.00; p<0.05; η²=0.06].  
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Analysis revealed that for the Treadmill condition, performances were better with 
Controlled Rotation compared to the condition with Automatic Rotation. With the 
Joystick, the performances were more accurate with Automatic Rotation than with the 
Controlled Rotation condition. The best performances were performed with the 
Treadmill with and the Controlled Rotation. Other effects were not significant (Input 
Devices, p>0.800; Rotation, p>0.300). 

 
 

    

 

Fig. 3. Significant results for our spatial restitution tasks (Input Devices Vs. Rotation) 

3.3 Correlations 

We present only the principal correlations between data learning (translational 
movements, performed rotations), paper pencils tasks, the three orientations question-
naires, and the six spatial restitution tasks. No correlations were found about spatial 
pencil papers tasks and spatial restitution tasks. Concerning the orientation question-
naires, we found a negative correlation between the questionnaire assessing the  
abilities to use maps and the starting point estimation task (p=0.02, r=-0.37). No cor-
relations were found concerning the other spatial restitution tasks. For the data ac-
quired during the VE learning path, a positive correlation was found between the time 
to finish the learning path and the sketch mapping task (p=0.04, r=0.34). No correla-
tions were found between rotations, translational movements and spatial restitution 
tasks.  
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4 Discussion 

To recall, the goal of this study is to understand the impact on spatial transfer, of two 
Input Devices with two different levels of motor activities (the manipulation of a 
Joystick Vs a Treadmill) and the possibility or not to control rotations. In manipulat-
ing these two factors, we are forced to manipulate body-based information. More 
precisely, whatever the type of Rotation (i.e., Automatic Vs Controlled), the Joystick 
enables visual information, but no vestibular information (no head displacement). The 
only difference was, in the condition Joystick with Controlled Rotation, participant 
was able to master their translational displacements and their directions to explore 
freely the VE, while in the Joystick with Automatic Rotation condition, participant 
followed a predetermined path, and was able to control only their speed displacement; 
the rotations being controlled by computer at each intersection. The Treadmill with 
Controlled Rotation condition enabled to perform rotations (rotational head move-
ments) during the learning path, providing translational and rotational vestibular in-
formation. In the Treadmill with Automatic Rotation condition, head rotations were 
blocked and translational vestibular information were activated. As provided in Joys-
tick with Automatic Rotation, participant was able to control his/her displacement 
speed, and directions changes at each intersection were managed by the computer. We 
present our results according to the egocentric, allocentric and transfer tasks used.  

4.1 Egocentric Tasks 

For the Photograph classification task, whatever the Rotation or the Input Devices 
factors used, no statistical differences were found for this task. To recall, this task 
consisted in ordering chronologically twelve photos of the real environment, with an 
egocentric point of view. So, the motor activity and the possibility or not to perform 
rotations of our four interfaces seems to have little impact on this task. These results 
are in accordance with literature. For example, Wallet et al.[2] found, on the same 
type of task, that visual fidelity of a VE was more important than the interface used. 
We may wonder that different body-based information and attentional levels provided 
by our four interfaces had a little impact on tasks that do not require the recall of an 
action. It could mean also that the visual fidelity of our VE was perceived in the same 
way by the participants, whatever the interfaces used. If some differences appear they 
cannot be explained by this factor. 

Concerning the Egocentric Distance Estimation Task (which consisted in evaluat-
ing the total distance travelled during the learning path phase), the results showed a 
significant difference for Input Devices, in favor of the Treadmill (vestibular informa-
tion present) compared to the Joystick (i.e., no vestibular information because no head 
movements). These results are in accordance with different authors [11][12] who 
demonstrated that vestibular information is important to correctly estimate distances. 
An effect Rotation was also found, showing a distance overestimation for the condi-
tions with Controlled Rotation compared to the conditions with Automatic Rotation. 
Statistical analyses revealed an interaction “Input Devices x Rotation”. The distance 
estimates were very close for the Treadmill with Controlled or Automatic Rotation 
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conditions, and the Joystick with Automatic Rotation. An overestimation for the Joys-
tick with Controlled Rotation condition was found, explaining the Rotation effect 
described above. Finally, the Rotation (and rotational vestibular information), had no 
impact for the Treadmill. These results are coherent with [14] where the importance 
of the translational vestibular information on distance estimation is confirmed, and 
where no effect of rotational vestibular information was found. In contrast, in the two 
Joystick conditions (only visual information provided), we can see an overestimation 
only with the Controlled Rotation condition. For several authors, visual information 
would be sufficient to estimate distance [15], explaining maybe the results with Au-
tomatic Rotation. These results are new and difficult to explain. This may be due to 
the fact that two directions and the visuomotor coordination requested could interfere 
on visual and cognitive processes. Maybe the visuomotor coordination of the joystick 
was higher for gamers(compared to no gamers). It would be interesting to add a con-
dition comparing video game experience to improve our conclusions. It is important 
to note that in a walking activity, the rotation seems not to be important for distance 
estimation. But, with a Joystick, the Controlled Rotation affects the distance  
estimation.  

For the Egocentric Directional Estimation task (which consisted for participant to 
indicate the direction he took, according to real photographs of intersections), results 
showed an interaction “Input Devices x Rotation”. With the Joystick, the condition 
with Automatic Rotation gave the best performances, while with the Treadmill, con-
trary to the previous task, the best performances were with the Controlled Rotation 
condition (and rotational vestibular information). Finally, according to the motor ac-
tivity of the interface used, the Rotation factor had a different impact. Our results 
corroborate the results found by other authors [12] [13] showing that 1) vestibular 
information improves egocentric representations 2) rotational vestibular information, 
rotational head movements allow increasing egocentric and perception-action repre-
sentations.  However, for the Joystick, the Controlled Rotation decreases once again 
egocentric perceptions. Moreover, statistical analyses showed that in the Joystick 
conditions, translational movements strongly increased with the Controlled Rotation 
(compared to the Automatic Rotation condition). For the two Treadmill conditions, 
the number of translational movements was quite similar whatever the type of Rota-
tion used. When we compared the number of rotations (Joystick and Treadmill with 
Controlled Rotation conditions), statistical analyses revealed almost five times more 
interactions for the Joystick than for the Treadmill. These results concerning the num-
ber of interactions seem to support our assumptions about the visuomotor difficulties 
to control two directions with the joystick. Moreover, to the question of the difficul-
ties to perform rotations, statistical analyses showed a significant effect of Rotation, 
where the group with Automatic Rotation had more difficulties to improve rotations 
compared to the Controlled Rotation group. These results seem to be logical because 
in the Automatic Rotation condition, participants were not able to control their rota-
tions. An interaction “Input Devices x Rotation” also appeared. Surprisingly, this 
result showed that the rotation difficulties felt by participants concerned only the con-
dition Treadmill with Automatic Rotation. In other words, when the interaction is 
natural, as a walking activity, the rotation seems to be necessary for a 3D navigational 
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task. On the other hands, with the Joystick, the results to this question were very 
close, with Automatic or Controlled Rotation. Thus, participants did not felt the need 
to improve their rotations with the two-Joystick conditions. With a Joystick, it seems 
that the Controlled Rotation is not always necessary, confirming the great participants 
performances in the Joystick with Automatic Rotation condition. These results can be 
interpreted in different ways: 1) a walking activity is more natural than a joystick, 
explaining the similar number of interactions With Automatic or Controlled Rotation. 
But the Controlled Rotation and rotational vestibular information improves the ego-
centric representations 2) it seems to indicate that the two directions manipulated with 
the joystick is difficult. Maybe the attentional levels of participants are divided be-
tween the control of the joystick and the visual perception of the VE. Participants 
could have visuomotor coordination hand difficulties [16]. Moreover, unlike with the 
Treadmill, participants did not interact in the same manner with the Joystick and the 
Automatic or the Controlled Rotation. 3) Maybe the Controlled Rotation of the Joys-
tick took in account to many rotational movements of the hand. Adding a condition 
where the Controlled Rotation of the Joystick took into consideration fewer rotations 
should give new information about our results. It is to note that no correlations were 
found between translational movements/rotations and our six spatial restitution tasks.  

To summarize:  

• The distance perception is optimized in a walking activity (whatever the Rotation 
factor). A joystick with Automatic Rotation permits also to assess correctly dis-
tances (only with visual information). 

• The use of a Joystick and a Controlled Rotation decreases egocentric representa-
tions. With a joystick, only the control of translational movements seems to be suf-
ficient to acquire egocentric spatial knowledge, similarly to a walking interaction 
close to the real life (i.e., Treadmill with Controlled Rotation).  

• In a walking activity, the rotation, rotational head movements optimize the creation 
of egocentric representations. The absence of rotational vestibular information with 
a Treadmill affects negatively spatial egocentric representations. 

4.2 Allocentric Tasks 

Concerning the allocentric sketch mapping task, no significant differences were 
found. We can still observe a positive correlation between this task and the time to 
learn the path. The higher the completion time, the better the performances. These 
results support the L-R-S model of Siegel and White [9], who admitted survey repre-
sentations to be improved with a long and repeated exploration of the VE. 

For the Allocentric Starting-point estimation task, the results indicated better per-
formances with the Treadmill compared to the Joystick, whatever the Rotation Factor. 
A walking activity, natural and transparent could optimize allocentric representations. 
Due to the significant effects absence of the Rotation factor with the Treadmill, we 
can suppose that for increasing allocentric representations, translational vestibular 
information is more important than rotational vestibular information. These results are 
consistent with the findings of [14][17], regarding the importance of walking activity 
in the development of allocentric representations. However, these results could be 
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different with a joystick condition with gamers participants, accustomed to use a 
joystick. Once again, it seems to be interesting to add this condition as a factor. 
Moreover, a positive correlation between the questionnaire assessing the abilities to 
use maps and this allocentric task can be observed. It means the allocentric 
representations would be strongly linked with allocentric participants experience and 
cognitive processes used to manipulate allocentric representations [3].  

Due to the different results on the allocentric tasks, it is difficult to summarize this 
part. In one case (the sketch-mapping task), we did not find motor activity effect. It is 
already admitted the allocentric representations are related to different cognitive 
processes and to the manipulation and the repetition of spatial representations [9]. On 
the other hand (allocentric starting-point estimation task), we found a great impact of 
the walking activity on allocentric representations, meaning a walking activity im-
proved the creation of allocentric representations [14]. A hypothesis concerns the 
allocentric tasks used. Indeed, different authors argue that drawing could be an ability 
to sketch correctly a route [18]. Maybe these two allocentric tasks did not assess the 
same cognitive processes or spatial representations. The debate about the impact of 
motor activity on allocentric representations still exists. However, due to the absence 
of Rotation effect, we can state that the rotational component seems to be negligible 
for tasks mainly driven by allocentric spatial representations [20]. 

4.3 Spatial Transfer (The wayfinding task) 

To recall, this task consisted in reproducing in the real environment, the learned path.  
We collected two data: the mean speed to finish the task and the directions errors 
percentage. For the mean speed, the statistical analyses showed a Rotation effect; the 
mean speed was higher for the conditions with Controlled Rotation, compared to the 
condition with Automatic Rotation, whatever the Input Devices used. It can be sup-
posed that the free learning exploration of the VE at each intersection (whatever the 
Input Devices used) is close to a real learning, optimizing the speed transfer in the real 
environment. For the percentage of direction errors, we observed an interaction “Input 
Devices x Rotation”. With the Treadmill, performances are the best with Controlled 
Rotation, while with the Joystick, best performances have been observed with Auto-
matic Rotation. The Treadmill with Controlled Rotation condition allows the partici-
pants to optimize performances in term of speed and errors percentage. Grant and 
Magee [19], in a spatial transfer task, already found these results, in comparing a 
walking interface and a joystick, but both with Controlled Rotation. Nevertheless, the 
Rotation factor was not controlled in their study, the superiority of walking interface 
over joystick may have been induced by freedom of rotation rather than the physical 
engagement provided by the walking interface, as demonstrated in our study. We can 
also suppose that the Treadmill with Controlled Rotation is very close to a real walk-
ing activity, and optimize the spatial transfer performances. However, once again, the 
Controlled Rotation negatively impacts spatial performances with the Joystick. These 
results are very similar to the Egocentric Estimation Task, and the Rotation factor 
generates different impact according to the Input Devices and the motor activity  
provided: in a walking situation, a Controlled Rotation (with rotational vestibular 
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information) increases performances, while with a Joystick, a Controlled Rotation 
affect negatively spatial acquisition. As for the Egocentric Estimation Task, we sup-
pose performances in the Joystick with Controlled Rotation could be due to the diffi-
culties to manage two directions with the hand, generating visuomotor problems [16]. 
Considering a similar joystick condition with game experience could give more in-
formation about spatial transfer. 

To summarize: 

• Translational and rotational vestibular information provided by Controlled Rota-
tion with the Treadmill optimize spatial transfer [19]. Only translational vestibular 
information decreases spatial transfer performances. 

• With the Joystick, the Automatic Rotation enabled the best performances. 

5 Conclusion 

According to our experiments, the motor activity during an interaction and the manual 
control of rotations had different impacts on spatial transfer. Translational and rota-
tional vestibular information provided by the Treadmill with Controlled Rotation 
optimizes spatial egocentric and transfer performances, as well as the Joystick with 
Automatic Rotation. The question concerning the allocentric representations is most 
contrasted. In one case a walking activity enhances performances (starting-point esti-
mation task), while in another, no differences were found (sketch mapping task). Fur-
ther investigation is required to clarify this point. 

The novelty of this research concerns the bad performances, whatever the tasks 
performed, with the Joystick and the Controlled Rotation, though often used in video-
games or on spatial cognition research. The Joystick Input Device may offer an ad-
vantage for spatial learning under specific conditions (translational control), close to 
the Treadmill with Controlled Rotation, but not others (translational and rotational 
controls). All our results showed better performances in the Joystick with Automatic 
Rotation condition (close to the Controlled Rotation Treadmill) compared to the Au-
tomatic Rotation Joystick condition. One hypothesis if that vertical and horizontal 
hand movements do not provide adequate metaphors of translational and rotational 
displacements to implement a dialogue between the cognitive and sensorimotor  
systems that contribute to spatial learning. A condition where participants can only 
manage the direction of their displacement would give some information about the 
visuomotor coordination of two directions with the hand. This challenges the debate 
on the possible advantage of active navigation with a joystick (compared to simple 
observation), where some studies detected a benefit for spatial learning performances 
[21][1][2][8]) but others did not ([22][23][24]). Moreover, joystick interfaces are 
more widely used than treadmills, since they are less expensive, easier to implement 
from a technological standpoint. This device is also often adapted to the user’s needs, 
notably for people with mobility issues. This the case with the elderly, patients with 
Parkinson's or Alzheimer's diseases, or sensorimotor injuries ([25][26][27]). Thus, 
clarifying the impact of joystick use represents a research challenge and is essential to 
resolve fundamental issues for clinical neuropsychological applications. 
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Abstract. Multi-touch displays have become commonplace over recent years. 
Numerous applications take advantage of this to support interactions that build 
on users' knowledge and correspond to daily practices within the real world. 3D 
applications are also becoming more common on these platforms, but the multi-
touch techniques for 3D operations often lag behind 2D ones in terms of intui-
tiveness and ease of use. Intuitive navigation techniques are particularly needed 
to make multi-touch 3D applications more useful, and systematic approaches 
are direly needed to inform their design: existing techniques are still too often 
designed in ad-hoc ways. In this paper, we propose a methodology based on 
cognitive principles to address this problem. The methodology combines stan-
dard user-centered design practices with optical flow analysis to determine the 
mappings between navigation controls and multi-touch input. It was used to de-
sign the navigation technique of a specific application. This technique proved to 
be more efficient and preferred by users when compared to existing ones, which 
provides a first validation of the approach. 

Keywords: 3D navigation, multi-touch, interaction technique, design rationale. 

1 Introduction 

Multi-touch displays have become commonplace over the recent years. Smartphones, 
tablets, interactive kiosks and systems of other sorts can now detect and react to the 
presence of two or more contact points on the screen surface. Numerous applications 
take advantage of this to support reality-based interactions [13] that build on users' 
knowledge and correspond to daily practices within the real world. 3D applications 
are also becoming more common on these platforms, including games, virtual tours, 
and CAD applications for both specific, e.g. interior design, and general purposes. But 
the multi-touch techniques for 3D operations often lag behind the 2D ones in terms of 
intuitiveness and ease of use. Navigation particularly seems to be the Achilles heel of 
multi-touch 3D applications. Existing techniques are still too often designed in ad-hoc 
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ways. Intuitive techniques are direly needed to make the applications more useful, and 
systematic approaches direly needed to inform their design. 

The Merriam-Webster Dictionary defines intuitive as “attaining to direct know-
ledge or cognition without evident rational thought and inference”. Based on an  
extensive review of the relevant literature, Ingram et al. also identify direct manipula-
tion as the most influential factor determining the intuitiveness of multi-touch  
systems [10]. Direct manipulation is commonly supported by 2D multi-touch applica-
tions, due to the trivial mapping between 2D tasks and the multi-touch input space. 
However, finding a direct mapping between 3D tasks and this 2D input space is much 
more difficult. To clarify the requirements for intuitive 3D navigation techniques, we 
propose to turn first to cognitive accounts of the feeling of directness. 

Hutchins et al. identify two underlying phenomena that give rise to this feeling: a 
small cognitive distance, and direct engagement [9]. The cognitive distance is the one 
“between the user’s intentions and the facilities provided by the machine”. It encom-
passes the semantic distance, concerned with the meaning of available interactions, 
and the articulatory one, concerned about their form. For the semantic distance to be 
small, the system should provide users with adequate commands to concisely express 
what they want to do. For the articulatory distance to be small, the system should 
provide an adequate mapping between user actions and the commands. This mapping 
should not be arbitrary, but should rather favor similarities between user action and 
command meaning. Lastly, for direct engagement, the system should provide conti-
nuous representations of the objects of interest and promptly react to user actions on 
them. Ultimately, the degree of directness relates to the one to which the system sup-
ports skill-based rather than rule-or knowledge-based behaviors [22]. 

Navigation concerns viewpoint control and is the aggregate of wayfinding (cogni-
tive planning of one's route), travel (the motor aspects) and inspection (for particular 
proximal views of objects). The importance of each sub-task depends on the consi-
dered application. We did not consider wayfinding sub-tasks in this work. We rather 
focused on multi-touch support for traveling and, to a lesser extent, inspection. Travel 
techniques support the motor aspects of 3D navigation, allowing users to control the 
position and orientation of their viewpoint [2]. Viewpoints are typically modeled 
using seven parameters: the camera's field of view, three Cartesian coordinates (its 
position) and three Euler angles (its orientation). Controlling these parameters re-
quires a rich command vocabulary because of their number and the different ways to 
use them. Turning around is pretty straightforward, for example, as it requires the 
control of a single viewpoint parameter (Figure 1, ). Wandering around a horizontal 
space requires the control of three parameters at the same time ( ,  & ). But 
some navigation tasks require quite a complex coordination of controls, especially 
when the desired motion is conceptually tied to other reference points. Orbiting 
around an object, for example, couples planar circular motions with a rotation around 
an orthogonal axis, both centered on the object ( ,  &  for ; ,  &  for 

). Temporary transformations can also be useful, such as adjusting the field of view 
( ) of the camera to remotely inspect a distant place or have a closer look at a 
nearby detail. 
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Fig. 1. Typical viewpoint controls: dolly, sidestep and fly ( ,  and  ), tilt, pan and roll 
( ,  and  ), zoom ( ) and orbit (  and  ) 

To reduce semantic distance, multi-touch navigation techniques should support not 
only elementary viewpoint controls, but also coordinated ones, including the complex 
coordination required by externally referenced tasks and temporary ones. To reduce 
articulatory distance, they should be based on a mapping favoring similarities be-
tween user gestures and commands meaning. To support direct engagement, they 
should provide a close and continuous visual-motor loop. In this paper, we present a 
methodology for designing multi-touch 3D navigation techniques that meet all these 
requirements. After discussing related work, we describe our methodology and ex-
plain how it was used to design the navigation technique of a particular application. 
We then provide some implementation details for that application. We finally report 
on a study that compared this technique with existing ones and provides a first valida-
tion of the approach. 

2 Related Work 

Navigation in virtual 3D worlds has been extensively studied in immersive and desk-
top environments. Bowman et al. [2] and Christie et al. [4] provide detailed reviews of 
the relevant concepts and techniques in these contexts, many of which are also rele-
vant to multi-touch environments. Navigation techniques map user actions on one or 
more input devices to viewpoint controls such as those of Figure 1. Theoretically, a 
technique could allow users to operate all controls at once. However, it is rarely the 
case since few input devices (or device combinations) have enough degrees of free-
dom, and their control properties seldom match the perceptual structure of the naviga-
tion tasks [12]. Viewpoint controls thus tend to be organized in groups, which can 
raise issues about consistency and mode switching. The following review focuses on 
input-to-control mappings for multi-touch systems, but also discusses pen or mouse-
based navigation techniques that could easily be adapted to these systems. 

2.1 Basic Viewpoint Control 

Different techniques have been proposed to freely and precisely control the view-
point. These are typically used when navigation is a primary task of the application, 
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one without which it would not be the same. They most often provide only elementary 
input-to-control mappings to move and orient the viewpoint. 

Games using a first-person perspective are probably the most popular 3D applica-
tions supporting this kind of navigation on multi-touch platforms. A common practice 
is to use one or two on-screen joysticks for moving and turning ( ,  or  ,, ). Virtual joysticks make control grouping explicit and make it possible to use 
non-linear transfer functions for a trade-off between speed and control. They can also 
be complemented by buttons, sliders or other widgets for discrete or continuous ac-
tions on other controls (e.g. , ). Coordinating interactions on multiple screen 
locations is not necessarily easy, though, especially without haptic feedback. Com-
pound controls such as orbiting are thus usually difficult in these settings. Instead of 
spreading controls across the screen, some techniques combine them using modes. In 
the RealMyst1 game, for example, touching the screen and moving horizontally or 
vertically changes the orientation of the viewpoint while holding still moves forward. 
Such an approach is of course only practical for a small number of modes. 

Multi-touch devices can be used to interact with a 3D scene displayed elsewhere. 
The ability to use a different view of the scene, a different orientation, or a different 
physical shape offers new interesting possibilities. The Finger Walking in Place 
(FWIP) technique allows to navigate in a CAVE by mimicking walking movements 
with fingers on a horizontal multi-touch device [14, 15]: repeated single-touch sliding 
gestures move the viewpoint forward or backward ( ), while multi-touch turn ges-
tures rotate it left or right ( ). The Follow my Finger (FmF) technique uses a hori-
zontal multi-touch table to navigate in a scene shown on a vertical screen [1]. The 
table shows a 2D bird's-eye view of the scene with a camera icon that users can move 
( , ) and orient ( ) using the 2D Rotate'N Translate technique [16]. The Cub-
Tile [24] takes the idea of aligning the perceptual structure of the tasks with the input 
device in the opposite direction. This device combines 5 multi-touch surfaces ar-
ranged as a cube so that gestures performed on multiples sides at the same time define 
a 3D gesture that can be used for 3D interaction. Although designed for object mani-
pulation, the CubTile may well be suitable for navigation tasks. 

2.2 Viewpoint Control Facilitation 

It might well be the case that the 3D environment in which a user wants to navigate is 
extremely large [19]. Or the user might be willing to quickly get a glimpse of the 
scene from different perspectives. Or (s)he might be engaged in repeated tasks requir-
ing frequent switches between two or more viewpoints. In these situations, navigation 
is just a mean and not an end. One wants to transition between viewpoints but does 
not necessarily care about all the details of the transition. Even with sophisticated 
transfer functions, basic viewpoint controls are not enough: one needs faster and inte-
grated techniques to move and orient the viewpoint. 

The Point Of Interest (POI) desktop technique was precisely designed for rapid 
controlled movement through a 3D space [17]. After selecting a POI with the mouse, 
                                                           
1  http://www.cyanworlds.com/iOS_realMyst/ 
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it allows to quickly move there by simply pressing a key, the system taking care of the 
transition with an animation adjusting the viewpoint position (using a logarithmic 
function of the remaining distance) and reorienting it to face the POI. UniCam [25] is 
a mouse or stylus-based system that uses simple gesture recognition to facilitate a 
variety of complex navigation tasks including orbiting around specific points, click-
to-focus on points and edges, and region zooming. Navidget [8] expands on these 
ideas by allowing the user to not only specify a point of interest but also control the 
final position and orientation of the viewpoint, rather than inferring them. The system 
uses single-stroke symbolic gestures and animations in constant time to combine tra-
vel and inspection with the ability to go back to a previous viewpoint configuration. 

A difficulty when trying to control the viewpoint without any external representa-
tion (as in FmF) is that by definition, it cannot be seen. As a consequence, it can only 
be indirectly manipulated. There is, however, a way to change this: by giving users 
the impression they can grab the whole scene and manipulate it. Instead of indirectly 
moving the viewpoint to a particular place, for example, they would thus manipulate 
the whole scene so that the place comes into the viewpoint. To support this, one needs 
to make sure that any object touched by a finger remains under it as long as it stays in 
contact with the surface. This approach has its roots in Gleicher & Witkin's early 
work on through-the-lens camera control [7] and recently received renewed attention 
after Reisman et al. adapted it to the interactive manipulation of 3D content on 2D 
multi-touch systems under the name screen-space [23]. The DabR system [5] uses it 
in a strict way to support the direct manipulation of basic viewpoint controls, for ex-
ample. A drawback of the screen-space approach is that its output (viewpoint trans-
formation) is not always predictable due to ambiguities in potential mappings between 
points in screen space and the 3D scene. To avoid these ambiguities, the Drag'n Go 
technique [20] assigns viewpoint controls to input gestures based on kinematic cor-
respondence, i.e. the similarity of the input and output paths [3]. 

Fu et al. assembled an impressive set of viewpoint control facilitation techniques 
more or less inspired by the above ones for exploring large-scale 3D astrophysical 
simulations [6]. Yet this assemblage seems quite ad-hoc. The fact is that designers 
have little information to rely on when creating a new application.  

2.3 A Lack of Systematic Approach 

Intuitive navigation techniques are needed to make multi-touch 3D applications use-
ful. Different techniques have been proposed to support basic viewpoint controls and 
facilitate more complex ones. But comparing these techniques is hard, considering the 
little information available on their design process and performances. Although  
the initial design motivation is usually clearly stated in the corresponding papers, the 
design rationale is largely undocumented. Which decisions were made during  
the design process, and why, for example? How did the authors come up with the  
proposed mapping between user actions and viewpoint controls? Why did they decide 
to group them this way? Without these explanations, one might wonder if there was 
actually a design process. The authors of UniCam somehow acknowledge this prob-
lem: “Our choice of how to gesturally map the 3 DOFs of camera translation to 2D 
mouse movements involves some apparently arbitrary choices. (...) In lieu of an  
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explanation, we note that from our experience with gestural interaction, the most relia-
ble technique for insuring usable interactions is through empirical evaluations.” [25]. 

We collectively need more explanations on the design of these techniques. Evalua-
tions are also important and need to be properly reported. As illustrated by Table 1, 
few of the techniques we reviewed have been evaluated and even less have been 
compared to others. We definitely need more comparative evaluations. Without ex-
planations of what is being done and comparisons with existing solutions, there can 
be no progress in the understanding of the problems and their solutions. Systematic 
approaches are direly needed to inform the design of new techniques. 

Table 1. Summary of the characteristics of the most relevant techniques and systems discussed 
in this section. Rows prefixed with a star correspond to those specifically designed for multi-
touch interaction.  

Technique  
or system 

Design  
motivation 

Reported 
Evaluation 

*FWIP [14,15] walking metaphor comparative (vs. joystick) & usability testing 

*FmF [1] 2D directness None 

 POI [17] speed and control none 

 UniCam [25] integrated suite empirical? 

 Navidget [8] ease of use and control comparative (vs. standard 3D viewer) 

*Screen-space [23] 3D directness none 

*DabR [5] 3D directness none 

*Drag'n Go [20] multi-scale navigation comparative (vs. POI, DabR, keyboard+mouse) 

*Fu et al [6] large scale navigation usability testing 

3 Design Methodology 

Considering a set of application-specific tasks, how can one map the associated view-
point controls to the input handles provided by a multi-touch system? In this section, 
we report on the design of such a mapping for a particular application. Although the 
resulting technique is specific to that application, we believe our design methodology  
should be of general interest. The application we worked on is one for reviewing  
interior designs (Figure 2) that typically runs on computers equipped with a multi-
touch screen. Our goal was to design an intuitive navigation technique for this appli-
cation, as defined earlier, i.e. one with reduced semantic and articulatory distances 
and a close and continuous visual-motor loop. In the following, we explain how stan-
dard user-centered practices and optical flow analysis helped us identify application 
controls and input handles and define the mappings between them. 

3.1 Identifying Navigation Tasks and Associated Controls 

A way to reduce the semantic distance by design is to work with users to define the 
navigation commands from their perspective, rather than the application developers'. 
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Developers usually think of viewpoint control in terms of parametric modifications of 
the camera model, as these are ultimately the only controls available. But they typical-
ly have little insight into the ways these should be grouped. Users, on the other hand, 
typically think in terms of high-level situated tasks (i.e. context-specific) that can help 
structure the design space. To provide users with adequate commands to concisely 
express what they want to do, application designers must identify these tasks. 

 

 

Fig. 2. Sample interior design. Reviewing such a scene requires the ability to quickly navigate 
through it (including moving from one floor to the other), to orient the viewpoint in a precise 
way (e.g. to check the view from the couch) and to inspect particular objects (e.g. the ones on 
the table). 

Based on our specific application context (Figure 2), the related work we previous-
ly described and interviews of potential users, we decided to focus on the following 
tasks, in decreasing order of importance: 

• Move around - Users need to be able to move around the virtual interior the way 
they do in the real world, i.e. mostly by moving forward or backward ( ) while 
possibly turning left or right ( ). Although commonly supported by video 
games, sidestepping (or strafing, ) is rarely used in real world situations and 
thus of lesser importance. Altitude control ( ) is also pretty limited in the real 
world without assistance, and thus also of lesser importance. 

• Look around - Adjusting the viewpoint orientation is another important task that 
must be supported by the considered application. Users need to be able to look 
left and right ( ) as well as up and down ( ). The third rotation of the camera 
( ) does not seem necessary as people have limited control on it in the real 
world and it does not change what they see but only how they see it. 

• Circle around  - When focusing on a particular object or area, users need to be 
able to look at it from different sides. This is typically achieved by orbiting 
around a previously specified point ( ) in the horizontal plane ( ). 

• Scrutinize  - Looking at a particular point of interest ( ) from different sides 
might not be enough. One might want to have a closer look at it. In real-life, one 
can bend over or use optical tools such as a magnifying glass or binoculars to 
temporarily modify one's field of view ( ). 
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Table 2 summarizes the viewpoint controls of Figure 1 associated with the above 
four tasks to be supported by our particular application. Having identified the view-
point model's degrees of freedom we want to control and taken a few first steps into 
their organization, we must now turn to the input device (the multi-touch screen) and 
examine the handles it provides for that control. 

Table 2. Relevance of viewpoint controls to high-level navigation tasks, by decreasing order of 
importance.●: relevant,◐: partially relevant, ○: not relevant. 

 Tx Ty Tx Rx Ry FOV Oy 

Move around ◐ ◐ ● ○ ● ○ ○ 

Look around ○ ○ ○ ● ● ○ ○ 

Circle around  ○ ○ ○ ○ ○ ○ ● 

Scrutinize  ○ ○ ○ ○ ○ ● ○ 

3.2 Identifying Input Handles 

Although some touch sensing technologies provide rich information about contact 
regions, including their shape or the applied force, most multi-touch APIs only expose 
the 2D coordinates of their centroid. One might thus think that using  fingers, users 
should be able to control 2  degrees of freedom. But in reality, it is never the 
case. Multi-touch systems can't distinguish between fingers, so degrees of freedom 
cannot be univocally associated to them. The order of appearance of contacts or hit-
testing with specific on-screen areas can be used for these associations. But in the 
end, interaction will always be constrained by limited finger individuation: it is quite 
difficult to move one finger without some degree of involuntary movement at one or 
more of the others [11]. 

Instead of considering contacts individually, one can group them using different 
methods (e.g. hit-testing, proximity, hand identification) and extract from the collated 
movement information global parameters to be associated with degrees of freedom to 
control. A common practice is to consider multi-touch gestures on objects as Rotate-
Scale-Translate (RST) manipulations and to determine and characterize the principal 
transformation involved - e.g. ( , ) for a turn gesture, ( , ) for a pinch or a 
spread, and ( , ) for a swipe2. Figure 3 shows a simplified view of the state ma-
chine we used, based on this approach. The machine differentiates four interaction 
states (shown in gray): one for single-touch interaction, and three differentiating mul-
ti-touch interactions based on the first principal transformation detected. 

Having described the desirable viewpoint controls for our application (Table 2) and 
the different handles provided by a multi-touch screen, i.e. ( , ) for single-touch 
interactions and ( , ), ( , ) & ( , ) for multi-touch ones, we will now ex-
amine the mappings between them. 

 

                                                           
2  The parameters associated to each transformation will be explained in the next section. 
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Table 3 summarizes the compatibility between gesture flows and optical flows us-
ing a three-level scale. Starting from this table, we applied the following heuristics to 
choose between alternative mappings: 

• As MT- ( , ) is the most compatible gesture with , we decided to map the two. 
•  and  are compatible with the same gestures, MT- ( , ) and ST- ( , ). 

Since  is one of the most important controls, we wanted to keep it as simple as 
possible and thus preferred a single-touch gesture for it. Moving forward/backward 
seemed better matched with a vertical movement rather than a horizontal one, so 
we chose ST- (. , ). For , we chose MT- ( , ). 

• For ST- ( , . ), we were left with ,  and , the first two being more impor-
tant than the third one. We decided to map ST- ( , . ) to  so that single-touch 
interaction would support both Move around (with  and ) and Look around 
(with ). 

• For MT- (. , ), we were left with  and . We chose the latter, as looking 
up/down was considered more important than controlling one's altitude. 

• For MT- ( , . ), we were left with  and . Informal tests convinced us that the 
latter was preferable, considering our previous choice of  for MT- (. , ). 

Table 3. Compatibility between gesture flows (rows) and optical flows (columns): ○ 

incompatible, ● compatible, ◐ compatible under one of the conditions below. A dot in place of  
or  indicates that this component is ignored. The gray cells correspond to the chosen mapping. 

  Tx Ty Tz Rx Ry FOV Oy 
ST ( , . ) ● ○ ● ○ ◐(1) ● ◐(2) (. , ) ○ ● ● ◐(3) ○ ● ○ 
MT ( , ) ○ ○ ○ ◐(4) ◐(5) ○ ● 
MT ( , ) ○ ○ ● ○ ○ ● ○ 
MT ( , . ) ● ○ ◐(6) ○ ◐(1) ◐(6) ◐(2) (. , ) ○ ● ◐(6) ◐(3) ○ ◐(6) ○ 
(1) compatibility is inversely proportional to the 
vertical distance to the center of the screen 
(2) the point of interest ( ) must have been 
previously specified 
(3) compatibility is inversely proportional to the 
horizontal distance to the center of the screen 

(4)  must be in the middle of a vertical border 
of the screen, i.e. left or right 
(5)  must be in the middle of a horizontal bor-
der of the screen, i.e. top or bottom 
(6) contacts must be “close enough”, i.e. within a 
certain radius, so they can be reduced to single-
touch interaction 

4 Implementation: The Move and Look Technique 

A close look at Table 2 and the chosen mapping in Table 3 shows that ST- ( , ) 
corresponds to Move around while MT- ( , ) corresponds to Circle around, MT-( , ) to Scrutinize and MT- ( , ) to Look around. As illustrated by Figure 5, each 
of our 4 high-level navigation tasks can thus be associated to an interaction state of 
the machine shown in Figure 3. This section details the implementation of the result-
ing navigation technique, which we called Move&Look. 
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Fig. 5. The Move&Look technique, instanciated from Figure 3 

4.1 Single-Touch Interaction: Move Around 

When a single contact is detected, subsequent ( , )  finger movements are mapped 
to ,  camera movements to support the move around task. When touch is de-
tected, a ray is casted in the 3D scene from the camera center through the contact 
point in the camera plane. The intersection with the scene ( ) defines the point of 
interest, and the ray a path towards it. Progression along the path is controlled through 
finger movements in the following way: 

• Lateral movements ( ( , . )) do not affect the camera position. Proximal finger 
movements translate the camera towards  and distal movements translate it 
backwards along the path ( (. , )). 

• The distance between the initial contact point and the bottom of the display is 
mapped to the entire path length: the destination is reached when the finger reaches 
the bottom of the display.  

• Distal finger movements past the initial contact point (i.e. above it) continue mov-
ing the camera backwards along the path. For consistency, the scale factor remains 
the same as when closing in on . 

Users can turn the camera left and right ( ) through lateral finger movements. 
The camera orientation is computed so as to always keep the projection of  under 
the finger.  is computed either analytically [7] or numerically [23] to minimize the 
distance between the previous projection of   and the current finger position (we 
used the minimizer from ALGLIB to solve the different minimization problems). 

4.2 Multi-touch Interaction Switch: RST Classifier 

When multiple contacts are detected, their movement is analyzed to determine wheth-
er the state machine should switch to circle around, scrutinize or look around. The 
movement of the  contact points is interpreted as a rigid transformation combining a 
rotation ( , ), an homogeneous scaling ( , ), and a translation ( , ). The initial 
position of the contact points is noted  and their current position . The ,  and  
transformations correspond to the minimization of the cost function  defined by 
Equation 1. ( , ) is first computed from the centroids of the initial set of contact 
points ( ) and the current one ( ) according to equations 2, 3 and 4. The rotation 
angle  is the one that minimizes the cost function of Equation 5 and is computed  
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using Equation 6 where =  and = . The scale factor κ is simi-
larly the one that minimizes the cost function of Equation 7 and is computed using 
Equation 8 where = 1( ). : 
 ( , , , ) = ( , ) ( ) ( )  (1) = 1

 (2) 

= 
1 c  (3) ( , ) =  (4) ( ) = ( )( ) ( )  (5) 

= atan 2 ,  (6) 

( ) = ( ) ( )  (7) 

=  (8) 

The only rotations considered in these equations are those centered on the centroid 
of the contact points. Although we perceive it as an elementary rotation, moving one’s 
index finger around one’s thumb while keeping this one steady will thus be inter-
preted as a combination of a centroid-centered rotation and a translation. To tackle 
this problem, we weight all contact positions by the inverse of their traveled distance 
when computing , the center of both the rotation ( , ) and the homogeneous scal-
ing ( , ). ( , ) is also adjusted by removing the displacement possibly introduced 
by ( , ). 

The , , ,   and  parameters resulting from the above computations are used 
to determine the prominent gesture among Rotate, Swipe and Pinch. Our classifier 
considers one model ( ) for each gesture type and returns the one that better fits 
the observations (highest  value). The models map the initial configuration  to 
an estimated state  (Equation 9). The estimated error (the residual sum of squares) 
and the coefficient of determination  are then computed using Equations 10, 11 
and 12.  

 = ( ).  (9) = 1  (10) 

 =  (11) =  (12) 
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Our classifying method is similar to the GestureMatching method used by Nacenta 
et al. [21], but instead of classifying the combined contribution of Rotate, Swipe and 
Pinch gestures, ours allows to classify the contribution of individual gesture types. 
Our method requires enough information to properly work. The classifier is thus 
enabled only when the summed distance covered by the contact points is beyond a 
given threshold. Based on preliminary tests, we found that a value of 10 pixels on a 
90PPI display (around 2.8 mm) provides a good trade-off between latency and suc-
cess rate, which is in agreement with other thresholds reported in the literature for 
similar applications [25]. 

4.3 Multi-touch Gestures: Circle Around, Look Around and Scrutinize 

When the classifier detects a prominent Rotate gesture, the technique enters the circle 
around state of Figure 5 until all contacts are lost.  ( , ) provides the pivot point to 
rotate the scene and the angle of rotation (the center of the 3D rotation is computed 
from the projection of  in the 3D scene). 

When a Swipe gesture is detected, the technique enters the look-around state until 
all contacts are lost. ( , ) is then used to rotate the camera ( , ) in a way simi-
lar to move around, but with two degrees of freedom instead of one. 

When a Pinch gesture is detected, the technique enters the scrutinize state until all 
contacts are lost. The scale factor of ( , ) is used to adjust the  of the camera. 
To ensure smooth camera movements, its look-at point remains fixed while contacts 
are moving. The  is restored to its initial value when all contacts are lost. This 
state further supports remote inspection by using ( , )  to rotate the camera 
( , ), as in the look-around state. 

5 Experiment 

Our main motivation in this experiment was to assess our design choices by compar-
ing Move&Look to other techniques from the literature (Screen-space [23], DabR [5] 
and Drag'n Go [20]) or available in commercial products (Virtual joysticks and the 
RealMyst technique described above), most of which have never been evaluated nor 
compared.  

5.1 Task 

Informal user testing with Move&Look suggested the technique was particularly effi-
cient for interior designs mainly consisting of flat orthogonal surfaces. Encouraged by 
this, we wanted to assess the effectiveness of the technique in a more demanding en-
vironment. The task we chose consisted in collecting spheres placed inside boxes in 
an outdoor environment, and dropping them in a fountain at the center of the scene 
(Figure 6). To provide a fair comparison between multi-scale navigation techniques 
(Drag’n Go and Move&Look) and the others and focus on the evaluation of camera 
movements, the boxes were not positioned far away from each other but close to the 
central drop zone.  

Participants had to find the boxes in the scene. For each box, they had to position 
the camera in front of its only open face to pick up the sphere it contained. A sphere 
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would turn from red to green when the camera was close enough to indicate one could 
touch it to pick it up. Participants could carry only one sphere at a time, and it was 
automatically dropped once in the drop zone. Collision detection prevented partici-
pants from moving through objects, and a trial was considered as fully completed 
after all the spheres had been dropped. Participants were instructed to perform this as 
quickly as possible. They could ask the experimenter to reset the camera to its initial 
position or withdraw a trial if they felt unable to complete it. They were not encour-
aged to do so, however. The experimenter rather encouraged them to finish a trial if 
he felt they could succeed. 

 

Fig. 6. Left: overview of the 3D environment used in the experiment. Right: detailed view 
showing a box containing a sphere to pick up and drop in the fountain. 

5.2 Participants 

Twelve unpaid male participants with a mean age of 35 (SD=14) served in the expe-
riment. Five of them used a computer on a daily basis, played 3D video games and 
were familiar with touch-screens through mobile phones or tablets. Seven of them had 
a low experience with video games and were novice with touch interfaces.  

5.3 Apparatus, Design and Procedure 

Participants were seated in front of a 22” 3M multi-touch screen orientated at an angle 
of about 70° from a horizontal desk. The experiment was implemented using Unity 
3.53. A repeated measures within-subjects design was used. The independent variable 
was the interaction technique (TECH) with six levels: DabR, Screen-space, Drag’n 
Go, RealMyst (a custom implementation of the RealMyst technique), Virtual joys-
ticks (a standard combination of two Unity virtual joysticks displayed at fixed posi-
tions) and Move&Look. A trial consisted in collecting 4 spheres and each technique 
was evaluated with 3 successive trials (TRIAL). In summary the experimental design 
was: 12 participants  6 TECH  3 TRIAL = 212 total trials. 

The presentation order for TECH was counter-balanced across participants using a 
balanced Latin Square design. To favor expert usage and a fair comparison between 
techniques, each was first introduced by the experimenter with a demo and then a 
                                                           
3  http://unity3d.com/unity/whats-new/unity-3.5 
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training session. Participants could also use a cheat sheet throughout the experiment. 
After each technique, participants filled a questionnaire inspired by the Nasa TLX test 
and at the end of the experiment, they were asked to rank the techniques and give 
additional feedback.  

5.4 Results 

The dependent variables were the completion time, the number of give-ups and cam-
era resets, and the qualitative results. 

Numbers of Give-Ups and Camera Resets — 25% of trials were aborted for 
Screen-space, 17% for RealMyst, 8% for Virtual joysticks and 0% for Drag’n Go, 
DabR and Move&Look. The camera was reseted in 66% of all trials for Screen-
space, 14%  for Virtual joysticks, 11%  for RealMyst, 3%  for DabR and 
Move&Look, and 0% for Drag’n Go. 

Task Completion Time — Task completion time is defined as the time needed to 
successfully collect the four spheres and drop them in the fountain. Trials where par-
ticipants gave up were removed for the analysis. Trials at least three standard devia-
tions away from the mean for each TECH condition were considered as outliers and 
also removed. A repeated measures ANOVA showed a significant effect of TECH 
( , = 9.9, 0.001). Subsequent pairwise comparison showed significant differ-
ences ( 0.005) between Drag’n Go and Screen-space, Drag’n Go and RealMyst, 
Move&Look and Screen-space, and Move&Look and RealMyst. No significant dif-
ference was found between Drag’n Go and Move&Look. Completion times were 97  
for DabR, 184  for Screen-space, 60  for Drag’n Go, 117  for RealMyst, 111  
for Virtual joysticks and 72  for Move&Look. 

User Ranking and Questionnaire — The participants ranked the techniques in 
decreasing order of preference. Overall, Move&Look came first (10 participants 
ranked it first and 2 ranked it second) followed by Drag’n Go, DabR, Virtual joys-
ticks, RealMyst and Screen-space. The participants who ranked Move&Look first 
explained it nicely complements Drag’n Go as it allows to control more degrees of 
freedom while keeping the navigation intuitive: it does not require focusing on the 
gestures to execute nor does it require planning a trajectory in the scene to reach a 
target. Screen-space was ranked last considering its lack of intuitiveness: in spite of 
the frequent use of the cheat sheet the participants did not understand how to effec-
tively use the technique to navigate the way they wanted (we believe the important 
semantic distance explains this gap between users’ intentions and the system’s beha-
viours). These subjective results are in agreement with the quantitative results found 
for completion time and the numbers of give-ups up and camera resets.  

After each technique, the participants answered questions related to the following 
six criteria on a 5 point Likert scale: mental demand, physical demand, performance, 
effort, frustration and satisfaction. The questions asked were similar to the ones avail-
able in the Nasa TLX test. We ran a Friedman analysis with Bonferroni-corrected 
Wilcoxon post-hoc analyses. This analysis shows significant differences between the 
techniques for all criteria, especially for the techniques at the bottom of the partici-
pants' ranking. Table 5 summarizes the significant differences that were found. 
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Table 4. Details of the post-hoc analysis for cases where one or more significant differences 
were found (●: significant difference, ○: non significant difference) 

 Mental 
demand 

Physical 
demand 

Perfor-
mance 

Effort Frustra-
tion 

Satisfac-
tion 

Move&Look-Screen-space ● ● ● ● ● ● 
Move&Look-RealMyst ● ● ● ○ ● ● 
Drag’n Go-Screen-space ● ● ● ● ○ ● 
Drag’n Go-RealMyst ● ● ● ○ ○ ○ 
Drag’n Go-DabR ○ ● ○ ○ ○ ○ 
RealMyst-Virtual joysticks ○ ● ○ ○ ○ ○ 
RealMyst-DabR ○ ○ ○ ○ ● ○ 
Screen-space-DabR ● ○ ○ ○ ● ● 
Screen-space-Virtual joystick ● ● ○ ○ ○ ● 

 
User Feedback and Observations — During the experiment we encouraged the 

participants to "think aloud" and freely comment on the interaction techniques. Com-
ments were overall in agreement with the user ranking.  

Screen-space received the most negative critics. All participants repeatedly re-
ported their frustration with this technique. They felt out of control and found the 
mappings between fingers and camera movements inconsistent. The finger move-
ments corresponding to different screen-space controls can indeed be quite similar, as 
illustrated by the optical flows of Figure 4 (e.g.   and ). The output of the 
screen-space solver is also strongly influenced by the picked point in the 3D scene, 
and thus by the geometrical shape of the underlying objects. Lastly, the movements to 
execute in order to move forward ( ) and to zoom ( ) depend on whether the 
initial contact point is above or below the invisible horizon (in the former case, one 
has to move up, in the latter, one has to move down). All these reasons probably  
contribute to the fact that users were not able to anticipate camera motions. The com-
parison of Screen-space to other interaction techniques in 3D manipulation tasks cor-
roborates these observations [18].  

Participants found DabR, Virtual joysticks and RealMyst either too slow or too 
fast. We hypothesize this was caused by the use of transfer functions not specifically 
tuned for the particular 3D environment we used: long distances took too much time 
to travel while participants traveled too fast on short distances. Participants found the 
Virtual joysticks to be less fatiguing. We hypothesize this was due to the use of rate 
control, which reduces physical movements. Participants reported an important fati-
gue when using DabR and complained they had to pay attention to the number of 
fingers they used. They complained about the delay introduced by the time-based 
mode switch used by RealMyst and the fact that the traveling direction is not towards 
the selected point but along the  axis of the camera. Drag’n Go was particularly 
appreciated for its ability to quickly reach distant targets, but moving to a box while 
orienting the viewpoint in order to pick the sphere was found more difficult and re-
quired some planning. This was not reported as a problem with Move&Look. 
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6 Conclusion and Future Work 

In this paper, we proposed an original methodology based on user-centered practices 
and optical flow analysis to address the problem of designing intuitive multi-touch 
navigation techniques for 3D environments. User-centered practices allow to define 
the navigation commands from the user's perspective while the optical flow analysis 
provides guidelines for defining intuitive multi-touch gestures to perform these com-
mands. We instantiated this methodology for tasks articulated around the review of 
interior designs, which led to the design of a new interaction technique, Move&Look. 
The comparison of this technique to state of the art ones in a controlled experiment 
showed its overall superiority and revealed usability problems with the others. These 
results provide a first validation of the proposed design methodology. The methodol-
ogy should be applied in other navigation contexts in order to further assess its effec-
tiveness. The robustness of the proposed RST classifier should be formally evaluated, 
and it can certainly be improved. Even if participants did not complain about it, we 
observed them flattening their rotation gestures for the circle around command, prob-
ably because they unconsciously followed the corresponding optical flow. Our clas-
sifier could be modified to better take into account this oval shape, for example. 
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Abstract. “Media” is an artifact that expands our creativity and intelligence. 
We have been studying the use of “Rich Media” to support creative and intelli-
gent human activities. Specifically, for over ten years we have focused on the 
3D space as one of “Rich Media” and developed many 3D sketch systems that 
support the design of 3D objects. However, their long-term evaluation has re-
vealed that they are not used by designers in real fields. Even worse, they are 
treated as if they were just mere attractions in an amusement park. The funda-
mental problem is the lack of the indispensable function for 3D space. In this 
paper, we propose new design principles, “life-size and operability”, which 
make the 3D sketch system truly valuable for the designer. The new 3D sketch 
system is designed on the basis of “life-size and operability”, developed, and 
evaluated successfully. 

Keywords: 3D Sketch, Life-size, Operability, Professional Designer, Mixed  
reality. 

1 Introduction 

“Media” is an artifact that expands our creativity and intelligence. The oldest media is 
words and numbers. The computer is now widely used as a media. 

We have been studying a wide range of creativity-centered media to ensure that 
systems truly support creative and intelligent human activities. They range from those 
used by knowledge workers to those for car-exterior designers [1-9].  

Specifically, for over ten years we have developed many 3D sketch systems that 
support the design of 3D objects, because the 3D sketch cannot be realized without 
the power of advanced information communication technology (ICT) [6-9]. We  
regarded the 3D sketch as the drastic extension of the traditional “pen and paper” 
media made possible by the power of ICT.  
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However, long-term evaluation has revealed that 3D sketches are not used by de-
signers in real fields. Even worse, they are treated as if they were just mere attractions 
in an amusement park. 

It shows that the rich media certainly fascinates the ordinary users but is ignored by 
the professional users in some cases. It may be the serious problem because there are 
many systems that blindly utilize the rich multimedia without the long-term user 
evaluation [18]. 

In this paper, we analyze the fundamental problems that prevent the systems from 
being used professionally. We point out that it is the lack of the indispensable func-
tion for 3D space. Then we propose a new design concept inspired by “mixed reality”, 
that makes the 3D sketch system truly valuable for the designer, and exemplify the 
feasibility of the new design concept by describing our latest prototype system. 

2 Related Works and Purpose 

2.1 Related Works 

Conventional research into 3D sketching can be categorized into two types. The first 
is generating 3D sketches from 2D sketches [15, 16]. The designer draws a 2D sketch, 
then the system converts it into a 3D sketch on the basis of certain assumptions, and 
finally the system displays it in a 3D space. 

The second is drawing the 3D sketch directly in midair [10-14, 17].  The 3D lines 
are displayed as they are or as transformed smooth lines and converted into the model 
description in some systems [14, 17]. 

We have also developed a series of 3D sketch systems [6-9] in both categories 
mentioned above.  

Although each system has its own strength and has been successfully evaluated by 
the designers, the common problem is that they are not utilized continuously by pro-
fessional designers in daily design tasks over long periods of time. They are missing 
something that would make them indispensable for professional use.  

2.2 Purpose of This Paper 

In this paper, first the role of 3D space is categorized into two types: “draw in 3D 
space” and “view in 3D space”.  

Second, our four trial systems are briefly shown as examples that support all roles 
of 3D space.  

Third, the long-term evaluation of the four trial systems is summarized. It shows 
that the fundamental problem is the lack of indispensable functions for 3D space. 

 Fourth, we propose new design principles “life-size and operability”, which make 
the 3D sketch system truly valuable for the professional designer.  

Finally, our latest 3D sketch system designed by the new design principle is 
explained in detail and evaluated by professional designers. 



 Truly Useful 3D Drawing System for Professional Designer 39 

 

3 Our Trials for 3D Sketch System 

We have developed a series of 3D sketch systems. The following subsection describes 
four typical systems [6-9] (called Systems 1, 2, 3 and 4). 

3.1 Role of 3D Space 

2D/3D space can be used in two ways as shown in Fig. 1. The first is the space where 
the designer draws the objects. To draw in 3D space means to draw objects in the 3D 
space directly, i.e., for designers to sketch them in midair in front of themselves. To 
draw in 2D space means to draw objects in the 2D space, i.e., using a pen and paper. 

The second one is the space where the designer looks at the objects.  To view in 
3D space means designers look at objects in midair in front of them (stereovision). To 
view in 2D space means to look at objects as perspective 2D images on the 2D plane. 

 
 
 
 
 
 

Fig. 1. “Draw in 2D/3D space” and “view in 2D/3D space” 

Systems 1 and 2 support the 2D-draw and 2D/3D-view. The designer draws a 2D 
sketch and views it both in stereovision in the 3D space and as a perspective 2D im-
age on the 2D plane. The reason the systems do not support 3D-draw is the difficulty 
of drawing in a 3D space directly. 

Systems 3 and 4 have a mechanism to compensate for this difficulty, so they  
support the 3D-draw and 3D-view. 

3.2 Our 3D System-1: “Godzilla” 

System 1, called “Godzilla”, aims to support creative design, specifically that of  
car-exterior designers. 

3.2.1 Design Flow 
Fig. 2 shows the typical design flow. First, the designer draws the concept image on 
the 2D pad (a tablet with an LCD) as shown in Fig. 3(a). The designer can grasp the 
sketch and hold it in midair, and it appears as a 3D image on the 3D pad (stereovision 
TV) as shown in Fig. 3(b). While holding and rotating the 3D-image, the designer can 
look at it from different viewpoints. When the designer grasps the image and puts it 
onto the 2D pad, it appears on the 2D pad as a 2D sketch. Note that our system dis-
plays a hand-drawn sketch all the time, even in the 3D space, and can automatically 
recognize the 3D shape of a 2D image and transform between the 2D and 3D sketches 
with different viewpoints while preserving the designer's pen touch. 

Systems 3 and 4

Systems 1 and 2

2D Space 3D Space

Draw

View
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(Tablet) 

3D pad 
(Stereo vision TVs) 

3D-Pen 
 
 
 
Designer 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Typical design flow 

 
 
 
 
 
 
 
 
 

Fig. 3. Image of design flow and environment 

3.2.2 Prototype System 
Fig. 4 is a photo of the Godzilla system. Fig. 5 shows examples of car design using 
Godzilla. Note that a 3D image is displayed in midair just in front of the 3D-pad. 
After we developed the Godzilla system, we took it to the design division of the 
Toyota automobile company for the initial evaluation. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Prototype system “Godzilla” 
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Fig. 5. Examples 

3.3 Our 3D System-2: “Extended Godzilla” 

Godzilla has problems: (1) The range of forms it can handle is restricted to car-like 
forms, and (2) separate 2D and 3D monitors feel unnatural. 

3.3.1 Free Form Design Using a Combination of Seven Primitives 
It is obviously impossible to recognize a 2D sketch of a 3D form without any know-
ledge of the sketched form since a 2D sketch cannot retain all of the shape informa-
tion. To enable free-form design, we developed a design approach that enables the 
designer to draw primitive forms and then combine and modify them.  

Our system has seven primitives: triangular pyramid, square pyramid, triangular 
prism, square prism, cone, cylinder, and sphere. A typical design flow is shown in 
Fig. 6. First, the designer sketches the primitive shapes, and the system recognizes 
them. The designer then combines and modifies the primitives or views and checks 
the shapes in the 3D space. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Design flow in “Extended Godzilla” system 

3.3.2 Natural Seamless 2D-3D Display 
To provide a natural display, the display unit has to support the seamless 2D-3D tran-
sition. To meet these requirements, we used an LCD monitor with polarized light 
screens (a “micro-pole filter”) and polarized glass (see Fig. 7). 

Ex.1               2D                           3D
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Fig. 7. ”Extended Godzilla” System 

The only operation in 2D-3D space is “pull and push.” As shown in Fig. 8, when 
the designer “pulls” an image in the 2D space, the image is gradually raised from the 
surface of the LCD. Conversely, when the designer “pushes” an image in the 3D 
space, the image gradually sinks into the LCD. 
 
 
 
 
 
 
 

Fig. 8. “Pull and Push”         Fig. 9. Example 

Representative sketches are shown in Fig. 9. Note that the images can be viewed 
from any angle since the sketches have a 3D structure. 

3.4 Our 3D System 3: Rich Visual Feedback 

Sketching in 3D space is difficult, particularly because the senses of depth and bal-
ance are poor. This indicates that a user interface is needed to compensate for the 
difficulties.  

For the compensation, the interface needs to enhance the user’s awareness of  
errors.  

We found that using the metaphors of “shadow” and “hand mirror” effectively 
achieves this, as illustrated in Fig. 10. Note that the shadow and mirror are also 3D 
images. 
 
 
 
 
 
 
 
 

Fig. 10. Use of “Shadow” and “Hand Mirror” 
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3.5 Our 3D System-4: Force Feedback 

System 4 tried to solve the same problem as System 3 by providing the designer with 
the virtual force field (virtual surface) in midair. 

3.5.1 Approach 
We devised four types of force field to cope with the problem. They are characterized 
in Fig. 11. 

(a) Uniform force field: The uniform inertia is produced in the drawing area. The 
designers feel as if they were drawing in jelly. 

(b) Automatic generation of surface: The artificial surface is automatically generat-
ed in accordance with the drawing. When many lines are judged on the same plain, 
the force field is automatically generated to shape the plain. 

(c) User-defined surface: The user can indicate the needed surface by gesturing. 
(d) Use of 3D rulers: We designed several virtual 3D rulers, which include the vir-

tual sphere, the virtual rod with ditch (for drawing the straight line in 3D), the virtual 
3D French curve, and so on. They are virtual in the sense that they are not real ob-
jects. The surface is artificially generated at the position of 3D sensor, so they are 
easily fixed in 3D. 

 
 
 
 
 
 

Fig. 11. Categories of four force fields 

3.5.2 Prototype System 
We have developed a prototype system (Fig. 12). The user has a 3D-sensor  
(for a virtual 3D-ruler) in his/her left hand and an arm of the Phantom (the force feed-
back device) in his/her right hand for drawing in 3D. Fig. 13 shows the automatic 
generation of the surface. Note that it is seen in double since the left-eye and right-eye 
images are displayed. 
 

 
 
 
 
 
 
 
 
 

Fig. 12. Photo of prototype system     Fig. 13. User interface 

(a)Uniform force field 
(b) Automatic generation 

(d) Virtual 3D ruler 

Variable force field 
User define

3D sensor  (3D-ruler)          Group of lines   Corn-pointer 

CrystalEys    Arm of Phantom (3D-pen)   Generated virtual surface 
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4 Long-Term Evaluation 

4.1 Short-Term Evaluation Was Promising 

For each system, we conducted a short-term user test that showed our user interface 
was promising. All designers welcomed the novel interaction. 

4.2 Long-Term Evaluation: 3D Space Is Useless 

However, they stop using the 3D space after a while. In the following subsection, the 
reason for this is analyzed in terms of “view in 3D” and “draw in 3D”. 

4.2.1 Analysis on “View in 3D” 
While using Godzilla (System 1), the users draw a 2D sketch and lift it up into midair. 
Then the 3D sketch is displayed, fascinating the users. Sometimes the user is sur-
prised at the function. Nevertheless, sooner or later, they notice that they do not need 
to look at it in the 3D space as a 3D sketch. They can look at it on the 2D-pad and can 
rotate it in a similar manner. The difference is whether they are displayed in 3D (ste-
reoscopic) or in semi-3D on the 2D plane (perspective 2D image). 

The same phenomena were also found while using Extended Godzilla (System 2). 
The users draw a 2D sketch and lift it up into midair gradually. Because the sketch 
seamlessly transitions from 2D to 3D, it surprises and fascinates all users. However, 
after a while, they bore of the seamless 2D-3D transition. 

4.2.2 Analysis on Drawing in 3D 
While using System 3, the designer can draw a beautiful 3D flower image directly as 
shown in Fig. 10 by utilizing the effect of visual feedback. Also, while using System 
4, a designer can draw a image stably by utilizing the effect of the virtual surface in 
midair. 

However, even though the designer is assisted by the visual feedback and the force 
feedback, 2D drawing is much easier than 3D drawing. Therefore, the designers tend 
to move to System 2 (“Extended Godzilla”) as long as System 2 can handle the target 
image, so eventually they use 2D draw and 2D view as mentioned above. 

4.3 Lack of Indispensability of 3D Space 

Essentially, the 3D space is not for a designer in terms of either “view in 3D” and 
“draw in 3D”. 

The reason designers stop using the 3D space is that they can do their work without 
it. In other words, our systems do not provide the designers with an indispensable 
function that truly needs 3D space. 
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5 New Design Concept 

As long as an indispensable function of 3D space is not found, it is pointless to devel-
op a support system that uses 3D space. Therefore, we stopped our research into 3D 
space for a few years. Recently, we found indispensable functions and restarted the 
research activity.  Here, the latest findings and the current prototype system are 
shown. 

5.1 Indispensable Functions of 3D Space 

We found two indispensable functions that need the 3D space. The first one is a life-
sized 3D sketch.  If the 3D sketch is life-sized, the user evaluates the size to compare 
their own body and the 3D sketch shown in the midair in front of the user. 

If the “life-sized” nature is missing, the users cannot evaluate it on the basis of 
comparison with their body, so the necessity of 3D sketch is lost.  

The second one is a 3D sketch that must be operable by the user. The user should 
be able to operate the 3D sketch, that is, touch, push, move, and so on. If the 3D 
sketch is operable, the user evaluates the ease of use by operating while stooping 
down, extending a hand, or twisting his/her body. 

5.2 Design Concept “Life-Sized and Operable” 

The 3D sketches must have a “life-sized and operable” nature. Since the life-sized 3D 
sketch can be evaluated by comparison with a user’s body, it needs to be displayed in 
a 3D space in front of the user. For example, the user can notice that the table of this 
kitchen is low or the emergency button is far from the operator’s chair. 

Similarly, since users can evaluate the operational 3D sketch by moving their bo-
dies while operating, it needs to be displayed in a 3D space in front of the users. For 
example, the user can notice when operating a lever that the warning lamp is hard to 
see or the tray of the copy machine is too low to remove the paper jam. 

6 New 3D Sketch System with Mixed Reality 

6.1 New Design Flow 

Fig. 14 shows the new design process extended by the new principle. The design  
flow is explained briefly by using the copy machine design example (see also  
Fig. 15). 

In the first step, the designer is thinking of a shape of a copy machine, asking him 
or herself, “What’s a smart design for a copy machine?” while drawing the idea in 
life-size and ubiquitously.  
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Fig. 14. New design process 

Second, the designer is thinking of the operation of the sketch, thinking to him or her-
self, “The tray will move in this direction. If I push this button, the paper is ejected.”, 
then formulating the operation rules by grasping and moving the sketch shown in 3D.  

Third, the designer checks the usability by operating the sketch while sitting down, 
stooping down, extending an arm, and so on.  

Then the designer may find that a button is hard to push because it is inconvenient-
ly located, the tray is hard to pull out because you have to get into an uncomfortable 
position, and so on.  The designer simply erases the 3D sketch and redraws it. 
 

What copy 
machine looks 
smart?

Difficult to pull 
out  the tray!
Too low!

if user pushes this button, the 
paper should be ejected?

Let’s operate this copy machine!

 

Fig. 15. Copy machine design example 

6.2 Examples of Design Process 

Fig. 16 shows our other application field, i.e., the control room design. It is very im-
portant to design a usable control room from the safety point of view. It is impossible 
to make a mock-up system due to the exorbitant costs. In a real design department, the 
designers will design it virtually by using the 3D-CAD system. During the design 
process, the designers cannot fully appreciate the size and operability. All they can do 
is to imagine the size and the operation scene in their mind.  
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By using our latest prototype system, the designer starts to draw the control  
room roughly (Fig.16 (a)). Then the designer teaches the system the operation of lev-
ers, buttons, and warning lights (Fig.16 (b)). The designer finds several problems 
(Fig.16 (c)) and fixes them by redrawing the sketch (Fig.16 (d)). 

Note that all this is done by hand-drawn sketches. The scenario can be done in less 
than one hour. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 16. Control room design example 

6.3 Special User Interaction for the New Design Concept 

The new design concept “life-size and operability” requires new interaction methods. 

6.3.1 Interactions for “Life-Size” 

Since it is difficult to draw a life-size image, our system has several unique  
interactions. Here three interactions are shown. 

The color of the drawing line changes at the fixed length (50cm) as shown Fig. 17. 
The designer can recognize the length of the line while drawing the lines. 

Let’s draw the control 
room roughly

Let’s teach that 
this lever move in 

this direction.

Let’s teach the warning light 
flushes red when push this button

Let’s teach that 
this lever move in 

this direction.

Let’s teach the warning light 
flushes red when push this button

Let’s move 
lever at the 

middle of desk!

Let’s get together 
warning lights here!

(a) Initial Sketch                      (b) Operable Sketch 

(c) Usability Check                 (d) Modification of Sketch 

Oh, my hand 
cannot reach this 

lever when seated! 

Oh, when this button, I cannot 
look at the red warning light! 



48 S. Tano et al. 

 

Drawing about 1m …

50cm 50cm

 

Fig. 17. Line length notification 

Fig. 18 shows the lead line. It is a kind of auxiliary line. The designer is drawing a 
refrigerator (red box) between two real drawers. The lead line-A connects the design-
er’s body (left hand) and the virtual image (refrigerator: red box).  If the designer 
moves his/her left hand, the lead line-A moves too. The lead line-B connects two real 
objects. It is literally a static auxiliary line drawn in the real world. The lead line-C 
connects the designer’s body (waist) and the real object (right drawer). 

These lead lines help the designer grasp the 3D location of real and virtual objects. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 18. Three types of lead line 

Since the drawings are life-sized, they tend to be big. Therefore, the selection of 
the object is difficult. Our system has a few selection methods. Fig. 19 shows the 
projection based selection. The designer draw a closed line in front of him/her, the 
closed line is projected conically from the center of the designer’s eye. The drawings 
included in the projected volume are selected. The closed line can be drawn in the 
different space. Then the merged volume is the selected zone as shown Fig. 19. 

 

 
Fig. 19. Selection by projection 

Lead line-B

Lead line-C

Lead line-A
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6.3.2 Interactions for “Operability” 
The designer teaches the part of sketch how to respond to the users' operation (beha-
vior) in three steps. An example (Fig.20) shows how to teach the operability of the 
control board, which consists of two color lights and one lever. The operability of the 
control board as follows; 

   - Lever moves vertically 
   - Light changes color in accordance with the lever’s position 

In the first step, the designer draws the overview of the control panel with two color 
lights and one lever (Fig.20 (a)). In the second step, the designer teaches the operation 
of single component, i.e., the state transition (ex. On/OFF switch, color light) and the 
trajectory movement (ex. lever (vertical move), dial (cursive move)). For example, in 
Fig.20 (b), the designer teaches the trajectory movement of the lever by selecting the 
sketch of lever and moving it vertically. In the last step, the designer teaches the co-
operation of multiple components. In Fig.20 (c), the designer teaches the cooperation 
of the lever and the light by moving the lever at the terminal point and then switching 
the light to the preferred color. 
 
 
 
 
 

 
 
 
 
 
 

Fig. 20. New interactions for “operability” 

6.4 Current Prototype System 

The current prototype system consists of a see-through HMD, head-tracker, 3D-pen, 
and palette (command board) as shown in Fig. 21. The 3D position sense is imple-
mented by combining the ultrasonic and magnetic sensor to handle a large 3D sketch, 
such as a control room. To promote the cooperative design, three or more HMDs 
(maximum 6) are connected. 

 
 
 
 
 
 
 
 

Fig. 21. Current prototype 
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The prototype system has 3m x 4m open space as the cooperative design space 
(Fig.22 (a)). Two types of 3D position sensor are equipped on the ceiling (ultrasonic 
sensor) and the edge of the wall (magnetic sensor) to provide the users with the  
spacious open area.  

The current prototype system is implemented by single PC architecture shown in 
Fig.22 (b). The main PC has two graphic boards (Quadro 4000) which have 2400 x 
600 dot screen each. The 2400 x 600 dot screen is divided into 3 800x600 dot screens 
by Matrox TripleHead2GO which are connected to the see-through 3D-HMDs  
(eMagin Z800). This simple architecture realized 6 users environment by the single 
computer.  

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

(a)Design Space (6 designers, 3m x 4m) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) System Architecture 

Fig. 22. System overview 
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Fig. 23 shows examples of what the users view through the HMD. As shown in 
Fig. 23(a), a virtual pen is displayed on the user’s real world pen. Fig. 23 (b) shows an 
example in which the designer draws a 3D sketch by referring to a real object’s size. 
 
 

 
 
 
 
 
 
 
 

Fig. 23. User’s view through HMD 

6.5 Preliminary Evaluation 

We conducted a preliminary evaluation with the help of professional designers.  
Fig. 24 and Fig. 25 are the photos of the experiment. 

 
 

 
 
 
 
 
 

Fig. 24. Behavior of subject-A 

 
 
 
 
 
 
 

Fig. 25. Behavior of professional designer 

The subjects were 5 students and 1 professional designer. All of the subjects took a 
training course that covered all interaction methods in 17 scenarios. The preliminary 
evaluation took place after they completed all the scenarios. 

In the preliminary evaluation, all subject were given the design theme concerning 
to the new copy machine, then they began to design freely. 

Real Hand & Pen Virtual Pen 3D sketch by referring to real object

(a) Virtual Pen            (b) Object Drawing 
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We videotaped the design process of 6 subjects and analyzed the specific  
behaviors. 

Table 1 shows the frequency of the new interactions for “life-size”, proposed in the 
section 6.3.1. All subjects have used all interactions and frequently used the selection 
by projection. The prototype system had several methods for the selection since it was 
difficult to select the part of the sketch that floated in the midair. For example, the 
prototype system had the direct selection method in which the user touched one line 
by one line and the touched lines were selected, the volumetric selection method in 
which the user defined the rectangular solid by drawing the diagonal line, and the 
lines in the volume were selected, and so on. Because of the “life size” nature, the 
selection by projection seemed to be preferred. 

Table 1. Behavior of “life-size” interaction 

 
 
 
 
 
 
 
 
 
 
 
Table 2 shows the behavior of the “operable” interaction. “# of operable sketch” 

does not mean the number of the operable sketches which remained in the final design 
but the number of the operable sketches which were drawn in all the design process 
(i.e., includes the try and error sketches). All subjects drew many operable sketches. 
Since one co-operable sketch consists of at least two single component, so the average 
number 5.5 means that at least 11 components are used in the co-operation. Surpri-
singly, almost all single components worked with other components. Also the number 
of operations 16.0 was so high that they seemed to focus on the usability evaluation. 

Table 2. Behavior of “operable” interaction 

 
 
 
 
 
 
 
 
 
 

# of Operable sketch 
(single component)

# of Co-operable 
sketch (multiple 

components)
# of User operation 

(behavior)

Subject-A 16 7 13
Subject-B 8 2 12
Subject-C 10 4 9
Subject-D 12 8 15
Subject-E 22 6 21
Designer 11 6 26
Average 13.1 5.5 16

# of Line length 
notification # of Lead line # of Selection by 

projection
# of Volumetric 

selection
Subject-A 6 2 9 5
Subject-B 4 2 4 7
Subject-C 1 2 7 3
Subject-D 6 3 6 4
Subject-E 7 1 12 6
Designer 4 2 7 1
Average 4.7 2 7.5 4.3
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Table 3 lists several statistics on the final design. They tend to use many colors that 
were used to show the different parts. The final design contained 6.8 operable compo-
nents and 2.5 co-operable rules in average. They drew more operable sketch than we 
expected. Only half of the sketch components remained in the final design. It might 
be explained by the trial and error approach in designing of the interaction.  

Table 3. Statistics of final design 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 26 and Fig. 27 are the results of the design. Note that the designs are real-sized 

and operable. Fig.27 is the design result when the designer was asked to design a 
novel copy machine such as “never before seen copy machine”. They successfully 
designed a “novel operable” copy machine, which was a round copy machine usable 
from any direction.  Note that the round tray is also operable. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 26. Design result-A 

 

(a) Overview (b) Operation of Upper Tray 

(c) Operation of Paper Tray 

# of Colors # of Operable sketch 
(single component)

# of Co-operable 
sketch (multiple 

components)

Subject-A 7 10 3

Subject-B 6 6 2
Subject-C 6 4 2
Subject-D 11 9 4
Subject-E 7 6 3

Designer 8 6 3
Average 7.5 6.8 2.5
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Fig. 27. Design result-B 

Fig. 28 is the analysis of the professional designer’s behavior while operating the 
3D sketch. Fig. 28 implies that the designer willingly drew the life-seized sketch and 
frequently operated the 3D sketch to check the usability of the copy machine. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 28. Analysis of professional designer’s behavior 

7 Conclusion 

This research began from the serious realization that 3D sketch systems were not used 
by professional designer in real design fields. They are treated as if they were just 
mere attractions in an amusement park. 

In this paper, we proposed a new design concept, “life-size and operability”, which 
should make the 3D sketch system truly valuable for the designer.  

According to the preliminary evaluation, the design concept seems promising. 
However, its validity has not yet been completely proven. We are now obtaining the 
data by applying it to real world design.  

 

(a) Overview  (b) Operation of Upper Tray 

(c) Operation of Paper Tray 
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We hope our research is helpful to design the multimedia-based support system for 
professional use. 
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A One-Handed Multi-touch Method for 3D Rotations 
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Abstract. Rotating 3D objects is a difficult task. We present a new rotation 
technique based on collision-free “mating” to expedite 3D rotations. It is specif-
ically designed for one-handed interaction on tablets or touchscreens. A user 
study found that our new technique decreased the time to rotate objects in 3D 
by more than 60% in situations where objects align. We found similar results 
when users translated and rotated objects in a 3D scene. Also, angle errors were 
35% less with mating. In essence, our new rotation technique improves both the 
speed and accuracy of common 3D rotation tasks.  

Keywords: 3D rotations, 3D user interfaces, multi-touch, tablets. 

1 Introduction 

The most common interaction tasks in three dimensional, 3D, virtual environments 
are navigation, object selection, and manipulation, such as translation and rotation. 
Object translation positions objects within the scene, whereas rotations orient objects. 
Despite being a fundamental task, there is no established standard for rotating 3D 
objects. One issue is that there is no “best” input device for 3D manipulation. In prac-
tice users use two-dimensional, 2D, pointing devices, including the mouse and touch-
screens. 2D pointing devices offer good control of 2 degrees of freedom (DOF). 
However and in a 3D environment, control over 3 DOF is required for translations or 
rotations (yaw, pitch, and roll), or 6 DOF for both simultaneously. In many user inter-
faces this is handled through combinations of different widgets or touch gestures,  
i.e. through a combination of 2 DOF and 1 DOF controls. A mouse button is often 
assigned to control 2 DOF rotations. The third DOF is typically controlled via a  
modifier or the scroll wheel. 

The computer-aided design program Solidworks recently introduced a simple form 
of object mating. There, clicking on a specific surface of an object followed by a click 
on another surface snaps these two together, so that the first surface “mates” onto the 
second. However, this simple mating technique may leave objects in positions where 
they interpenetrate. 

Mating is a simple way to orient objects. Thus, we were surprised to discover  
that there was no documented work on mating methods that avoided or resolved  
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collisions. This encouraged us to explore the idea of mating for rotating objects on a 
touchscreen interface while avoiding object interpenetration.  

2 Previous Work 

Relevant other work on 3D rotations uses either 2D or 3D input devices. For 2D  
devices we first discuss the mouse and then touchscreen methods.  

With a mouse, Bade et al. [1] evaluated four different methods, Bell’s [2] and 
Shoemake’s [3] virtual trackballs, and two variants of the Two-Axis Valuator [4], in a 
user study. They found the Two-Axis Valuator to be best. Jacob et al. [8] investigated 
inspection tasks requiring rotations and found a similar result. However, the tasks in 
both of these studies required only 2DOF rotation control! Again, investigating only a 
subset of all 3D rotations, Partala [7] found virtual trackballs to be superior. Zhao et 
al. [5] recently investigated tasks that require full 3D rotation control. They did not 
identify significant differences between Bell’s and Shoemake’s trackballs and the 
Two-Axis Valuator. 

Reisman et al. [9] presented a multi-touch method to control the position and rota-
tion of 3D objects. The solver-based method tries to keep the object stable under the 
fingers. Yet, the result is not always predictable and rotations are often limited to 90 
degrees in two of three directions (e.g. when a cube is facing the viewer). Rotations 
then require clutching. Martinet et al. [11] used this method in their 6 DOF manipula-
tion system. Hancock et al.’s [10] technique permits 1 DOF rotation with a 2-finger 
“rotate” gesture and controls the other 2 DOF with a two-handed 2+1 finger gesture. 
Kin et al. [12] controls 2 DOF rotations with a single finger and the third DOF with a 
two handed gesture. 

Bier [19] developed a system called Gargoyle3D based on the idea of 
“snap-dragging”. This system uses a general-purpose gravity system combined with 
snapping in 3D to enable users to accurately position and orient objects in 3D. In the 
user interface Gargoyle3D offered more than 40 distinct commands to achieve these 
operations. This level of complexity makes it infeasible for tablet computing. Related 
work on SKETCH by Zeleznik et al. [20] requires at a minimum a three-button mouse 
and a keyboard for a modifier. While less complex than Bier’s system, the sheer 
number of mouse and keyboard combinations again does not lend this idea to a simple 
or efficient implementation on a tablet. 

Zhai et al. [13] and Boritz et al. [14] investigated 3D rotations as part of 6  
DOF docking tasks. Hinckley et al. [6] compared 3D rotation techniques using  
2D and 3D input devices and found that those based on 3D input devices were  
approximately a third faster. Recently Kratz et al. [15] proposed a system where the 
orientation of a user’s hand controls 3D rotations. Their comparison with a virtual 
trackball found also a ~30% improvement.  Liu et al. [21] proposed a system for 
full 6 DOF manipulation using four distinct one or two-finger touch gestures.  
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However, the authors note that their system is not well suited for fine control of 
model transformations. 

3 A New Multi-touch 3D Rotation Technique 

Tablets and tablet use is now a permanent addition to computing, considering the 
sustained explosive growth of the tablet industry in the last few years. Especially 
since the advent of smaller tablet form factors, such as the 7.9” iPad mini, one cannot 
assume that a tablet is going to be used with two hands simultaneously. Such devices 
are used almost anywhere by holding it in one hand while interacting with the system 
with the other. A great example is a video on the Autodesk website showcasing their 
Inventor Publisher Mobile Viewer1 application for iOS and Android.  Parts of these 
videos show an engineer working on a tablet. The engineer never once puts the tablet 
on a table or desk to work, and holds it with one hand while working with the other 
the entire time. Given this constraint, we noticed a lack of touch-based systems that 
require only a single hand for 3D manipulation. This also means that all previously 
presented, touch-based 3D rotation methods, which require two hands, are not ideally 
suited for tablet use.  

We designed our new technique explicitly for one-handed use. We also wanted to 
avoid the unpredictable nature and the limitations of Reisman’s [9] approach. Moreo-
ver, we were inspired by a recent set of observations on 3D user interface design by 
Stuerzlinger et al. [16]. They point out that in the real world the vast majority of ob-
jects are aligned with planes or other objects. The reason is that (almost) all objects 
are in contact with others on our planet and “floating” objects are a rare exception. 
Tables usually stand on floors; pictures are attached to walls; light fixtures to the ceil-
ing. Many such objects have only one free rotational DOF in their “normal” place-
ment. In other words, truly random orientations are the exception in the real world. 
Consequently, we focus on user interfaces that are optimized for these pervasive cases 
and design our technique accordingly. 

The idea of “mating” two surfaces fits this observation very well, except that naïve 
mating easily results in object interpenetration. Mating the seat of a chair “onto” the 
ground would put the backrest of the chair into the ground, which novices often find 
confusing [16].  This is demonstrated in Figure 1 below. Therefore, we enhance basic 
mating by always putting the chair into a position that avoids collisions, while keep-
ing the seat plane parallel to the ground. As an added bonus mating also translates the 
object, which may lead to additional timesaving. Given that our enhanced form of 
mating always put objects into contact, we globally prevent objects from “floating” in 
our system. This limits the system to 2 DOF positioning, but also matches the capabil-
ities of touchscreens better as fewer DOFs need to be controlled and simplifies the 
user interface. Objects can still assume any 3D rotation in our system, which is the 
main focus of our work here. 

                                                           
1  http://m.autodesk.com/mobile/servlet/product?siteID=17221380& 
id=17774143. This website is accurate and available as of January 20th, 2013. 
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Fig. 1. The original orientation is shown in panel A. The user seeks to mate the seat of the chair 
from the left to the stone ledge on the right. Panel B illustrates the result of mating without 
preventing collisions. Such an operation leaves the chair in a confusing position, where the 
plane of the seat of the chair is parallel with the plane of the stone. However, the chair interpe-
netrates the floor. Panel C demonstrates mating with our collision resolution. The plane of the 
chair seat is still parallel with the stone surface. Yet, the chair has been “raised” so that it is in a 
collision free position.  

3.1 Two Multi-touch Rotation Methods 

As discussed above, previous research did not identify a clearly superior 3D rotation 
technique, especially one with a limited number of input controls suitable for deploy-
ment on a tablet. Hence, we base our multi-touch system on the Two-Axis Valuator to 
directly control 2 DOF rotations. To control the third DOF we use a different form of 
multi-touch gesture compared to previous work. We implemented two variations for 
this. One is designed for systems that permit only 3D rotations, the other for systems 
that support both positioning and rotation.  

3.2 Rotation Only Method 

Our first method targets 3D rotations only. It interprets a single finger drag as  
Two-Axis Valuator manipulation. This is usually done with the index finger. Drag-
ging the finger left and right will rotate the object about the y axis while dragging the 
finger up and down will rotate about the x axis of the camera coordinate system. A 
two-finger touch rotates around the view direction (i.e. the z axis of the camera coor-
dinate system, see Figure 3 below). Here we implement a new technique: if one finger 
stays in place and a second “scrolls” this is interpreted as a rotation. We found users 
preferred to accomplish this in one of two ways. When rotating objects in the middle 
of the screen, putting the index finger down and flicking the thumb left or right below 
it is a natural way to access this functionality. When operating on the right edge of the 
screen, placing the index finger down and scrolling with the middle finger seems most 
natural. Placing the middle finger down and scrolling with the index works well when 
working near the left edge of the screen. To summarize, a single finger drag rotates  
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Fig. 2. Illustrating of mating for 3D rotations using method 1. In this image we can see the 
brick wall as a background object behind the chair. By double tapping on the seat of the chair, 
marked with the red dot, the object’s surface that corresponds with the double tap location (i.e. 
the chair seat), will become aligned with the plane of the object behind it (i.e. the brick wall). 
Consequently and by double tapping the seat of the chair, the chair is automatically rotated so 
that the seat plane is parallel with the background surface. This figure also illustrates a trial in 
the first phase of the experiment. The user is able to manipulate the object on the left. The task 
is to match the pose of the left object with that of the right object. 

about the x and y axes, while a single finger anchored in place (i.e. index finger) plus 
a finger dragging (i.e. the thumb) rotates the about the z axis. Double tapping a point 
on the object will use the enhanced mate functionality to mate the specified surface of 
the object with the plane behind it, as illustrated in Figure 2 below. 

3.3 Rotation and Translation Method 

Our second method targets both rotations and translations. As a result this method is 
more targeted at “real world” usage compared to the first method, since in an interac-
tive environment some (or many) objects may be moveable. In the second method 
single finger movements control the (constrained) translation of an object along the 
surfaces of the scene using a variant of the technique presented by Oh et al. [17]. Bas-
ically, objects always snap to and/or slide on the surface beneath them. For example, 
imagine wanting to drag a block around a staircase. If you are dragging the block 
down the staircase, as you move your finger the block will slide across the surface of 
each step, and when it reaches the end of a step, it will snap from that step’ surface 
onto the surface of the next step and continue to slide along that, etc. 
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Fig. 3. For all frames the world space and camera coordinate systems are shown at the top of 
this illustration.  The user is always looking down the z-axis.  Frames 1 through 4 illustrate 
rotating a cube along the view direction (i.e. the z-axis). We can clearly see that only the cam-
era coordinate system influences the rotation of the object. 

Rotating objects in the second method is similar to that in method one described 
above, except there is one additional finger for each technique. Thus a two-finger drag 
gesture, typically used with two fingers side-by-side, controls the rotation through the 
Two-Axis Valuator. Moving two fingers left or right rotates the object about the y 
axis while moving them up or down rotates the object about the x axis of the camera 
coordinate system. With two-fingers in place, moving a third finger rotates the object 
around the view direction (i.e. the z axis of the camera coordinate system). Users 
commonly use the middle and index finger in place while moving the thumb below 
them, especially when rotating objects in the middle of the screen. When space is 
constrained at the edge of the screen, a different possibility is to use the middle,  
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index, and to move the ring finger to rotate objects. A single finger tap on a surface of 
an object followed by a finger tap elsewhere in the scene mates the two surfaces. This 
is illustrated in Figures 4 and 5 below. 

 

 

Fig. 4. The initial scene before performing a mating operation. By taping the Shepard-Metzler 
object at the location indicated by the red dot, and then taping elsewhere in the scene, say the 
green dot on the right hand side, the object is simultaneously rotated and translated (i.e. mated) 
onto the new surface. The final position is illustrated in Figure 5 below. 

 

Fig. 5. Final position of the Shepard-Metzler object after the mating operation 
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If mating results in a collision, the object is pushed away from the target  
surface until the object is only in contact. This was illustrated in Figure 1 above. 
The reason for this is that in the real world objects very rarely interpenetrate and we 
designed our system to conform to this. If in a 3D world the user wants to place a 
chair on the ground, it is unlikely their goal is to have parts of the chair above the 
ground and parts of the chair disappearing into the floor. The effect of pushing  
objects away from the surface is relative to the user and the object. For example  
and if an object is mated onto a wall and interpenetrates it, the object will be pushed 
towards the user so that the object remains visible and inside the scene. The  
alternative of pushing it away from the user and the object becoming potentially  
invisible, is much more confusing. This effect is illustrated in Figures 6 and  
7 below. 

 
 
 

 

Fig. 6. In this example the Shepard-Metzler object is mated with the wooden floor to the left. If 
the user taps the object at the red dot and then taps the floor at the green dot, a naïve mating 
operation would result in the circled yellow part of the object disappearing into the wooden 
floor. 
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Fig. 7. The final position of the object in the scenario of Figure 6. The object has been pushed 
upwards, so that no parts interpenetrate the floor. 

The movement from the initial position to the final position is animated to help us-
ers understand the result and to prevent them from having to visually reacquire the 
object position and orientation. This is especially helpful if an object is being moved 
over large distances over the scene. Also, before the objected is moved, our system 
pre-determines the final position and checks for collisions. If a collision is found, our 
system pushes the object away from the surface until there are no collisions, and this 
becomes the new final position of the object. Since the rotation and translation of the 
object is animated, if the object ends up in an unintended position or location, say as 
the result of a tap at the wrong location, the user will be able to see this visually and 
make appropriate corrections.  

Moreover, a recently mated object is temporarily constrained. The system then ro-
tates the object in the local coordinate system of the target surface. This enables users 
to mate an object onto any surface and then to quickly adjust the remaining DOF us-
ing either a two- or three-finger rotation. This permits users to quickly snap an object, 
for example a coffee cup, onto a table and then to turn the cup on the table to correctly 
orient the cup. The initial mating operation will ensure that the bottom of the cup is in 
complete contact with the surface, ensuring that it is not floating, leaving the user 
with the task of controlling only a single DOF to correctly orient the cup. This is sub-
stantially easier than having to always control all 3 DOF. 
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4 Methodology 

4.1 Participants 

Twelve paid volunteer participants were recruited from the local university campus 
and city. The age of the 6 male and 6 female participants ranged from 19 to 35 years 
(mean = 26.17, SD = 4.47). All had never participated in a 3D study before. All were 
right handed and preferred to use the tablet with their right hand. 3D video game 
usage was between 0 to 4 hours per week (mean = 1.92, SD = 1.62). Potential partici-
pants were asked in advance of the study if they had previously participated in a 3D 
study from our lab (even with another examiner) and we excluded people who indi-
cated they had performed a user study involving rotating or translating 3D objects.  

4.2 Apparatus 

We conducted the study on an 8” Gadmei T883-3D tablet with Android 4.0.3.  
A widescreen monitor on a desktop computer was used in the second half of the study 
(i.e. during method 2) to display target scenes. The reasoning for this is explained 
below in the methodology section. We built a variety of commonly recognizable 3D 
objects, as well as several inspired by the Shepard-Metzler test [18]. After a pilot 
study we decided on a car, chair, dog, and one Shepard-Metzler object as shown in 
Figure 8 below. Colorings were introduced to disambiguate poses as, for example, a 
view onto the bottom of a chair with legs with identical colors does not reveal the  
full 3D rotation of the whole object at a glance. The white parts of objects highlighted 
in different colors for feedback. This reasoning for this is explained in more detail 
below. 
 

 

Fig. 8. Objects selected for use in both studies 

4.3 Procedure 

The study was conducted in a quiet room with the investigator, the sitting participant, 
and at most one other student present. The software was first configured to the partic-
ipant’s handedness. This affected the first part of the study where the rotating object 
was on the side of the user’s preference and the target displayed on the other one. 
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Then the study was explained along with a system demonstration. All participants 
acknowledged they understood how the system worked and had no questions. 

Overall we used a 2x2 within subject design with 2 phases. The first phase targeted 
only 3D rotations, whereas the second investigated rotations with constrained transla-
tions. The conditions were mating enabled or not, and surface aligned target orienta-
tions or not. These conditions were counterbalanced over all trials. In each set of 48 
trials, subjects were asked to rotate 4 models 6 times with either mating enabled or 
not. Targets were aligned three of these six times, while the others had random target 
orientations. The order of each of these 24 trial blocks was determined using a  
Fisher-Yates shuffle. To determine the starting pose of the rotatable object we used 
two randomly shuffled copies of a list of 12 difference angles: 15, 30, 45, … , 165, 
180 degrees. Each copy of the list matches to targets being aligned or not. To compute 
the final starting 3D orientation we first defined a rotation axis by generating a ran-
dom point on a unit sphere. The user rotatable object was then rotated “back” from 
the target orientation about this axis by the angle chosen above. The participants’ task 
was to rotate the object to within a quaternion angle of 10 degrees from the target 
orientation. Users could not abort trials. 

Figure 2 above illustrates a trial in the first phase. Participants were presented with 
2 objects. The target object on the left (or right) could not be manipulated and was the 
shown in the desired orientation. The object on the other side was rotatable. When the 
user touched the rotatable object the white segments turned magenta to indicate selec-
tion. When the object was within the 10 degree limit the white segments turned green 
to signal the user that the object had been rotated within an acceptable accuracy toler-
ance (the quaternion angle of 10 degrees mentioned above). A button then appeared in 
the upper corner of the screen on the side of the un-moveable object. Users pressed 
this button to move to the next trial, where it disappeared until the next object was 
correctly aligned. In phase one the focus was only on rotating objects. Thus, it was 
feasible to display both the target orientation and the user controlled object on the 
tablet screen side-by-side. 

The task in the second phase shown in Figures 4 and 5 was to both translate and ro-
tate the object into the target pose, a 5 DOF task. Said target pose was displayed on a 
second, desktop monitor in this phase. Since users performed tasks involving transla-
tions and rotations, which requires more space for interaction and scene display, we 
were unable to display both an interactive scene and the target scene on the same 
device. Hence the target scene was displayed on the monitor, giving the user a larger 
space to translate objects on the tablet.  For example, the tablet would display the 
scene from Figure 4, while the desktop monitor would display the scene from  
Figure 5.  The participants’ task was then to orient the object from his scene to match 
the scene displayed on the desktop. 

Here, white parts of the object highlighted in cyan when within 10 degrees of the 
correct orientation, in yellow when within 1/50th of size of the scene, and green when 
close to the correct pose. When the user was close enough, a button appeared in the 
upper right corner of the tablet screen which when pressed went onto the next trial. 
When pressed, the scene on the computer monitor changed. Thus users were not able 
to see the next trial in advance of completing the current trial. 
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5 Results 

We found that using our mating system decreased rotation times substantially.  
According to a repeated measures ANOVA and in the 3D rotation task investigated  
in phase 1, there were significant effects of mating on completion time (F1,11 = 23.06, 
p < .001) and target alignment (F1,11 = 100.92, p < .0001). Both mating and aligned 
targets were significantly faster. There was also a significant interaction between the 
conditions. A Tukey-Kramer posthoc test shows that aligned scenarios with mating 
were approximately 65% faster than all other combinations. Figure 9 below illustrates 
average completion times. The results for the error angles show a significant effect for 
mating (F1,11 = 93.83, p < .001) and also confirm that aligned targets were positioned 
significantly more accurately (F1,11 = 63.75, p < .001).  
 

 

Fig. 9. Mean completion times for study 1 with standard error shown 

In the 3D translation and rotation task in phase 2 there was again a significant ef-
fect of mating (F1,11 = 37.68, p < .0001) and aligned targets (F1,11 = 61.7, p < .0001) 
on task completion time. There was also a significant interaction between them and 
Tukey-Kramer identifies that aligned scenarios with mating were completed approx-
imately 64% faster than all other combinations. Figure 10 below illustrates the aver-
age completion time per participant. In this phase, there was a significant effect on 
error angles for both mating (F1,11 = 108.75, p < .0001) and aligned targets  
(F1,11 = 24.71, p < .0005), as well as a significant interaction between them. Tukey-
Kramer reveals that aligned objects were posed in the mating condition approximately 
35% more accurately in terms of error angles compared to all other combinations. 
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Fig. 10. Mean completion times for study 2 with standard error shown 

5.1 Discussion 

Our enhanced mating-based 3D rotation technique substantially decreases the time 
required to match aligned target orientations by 64% or more, while significantly 
improving accuracy. Given that most objects are aligned to others in many real world 
scenarios, this is substantial and exceeds all improvements found in previous work. 
Participants generally found either the chair or the dog the easiest object to rotate. 
Unanimously, the Shepard-Metzler model was judged the most difficult. Participants 
found the mating interface simple to use and all perceived it as faster. Although our 
original design for the flick gesture was targeted at thumb flicking, about half the 
participants preferred to use the ring finger instead for this technique. 

Although this is not currently implemented in our system, we can easily adapt our 
method to enable mating even when there are no other surfaces present. For this we 
would simply add a (potentially invisible) back plane surface that is orthogonal to the 
view direction and proceed with mating to said surface. Optionally, this surface may 
be partially transparent to offer visual guidance to the user. One limitation of our  
current implementation is that we do not support mating objects to two (or more) 
surfaces simultaneously. This is an area we plan to investigate in future work. 

5.2 Conclusion 

We presented a new multi-touch 3D rotation technique based on mating to accelerate 
common tasks. It is targeted at one-handed touchscreen use, especially on tablets. Our 
user study revealed that the new technique improves manipulation times by more than 
60% for common 3D rotation tasks. Rotation accuracy is significantly improved as 
well. In the future, we plan to investigate the performance of this mating technique for 
full 6 DOF manipulation tasks.  
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Abstract. A collaboration scenario involving a remote helper guiding in real 
time a local worker in performing a task on physical objects is common in a 
wide range of industries including health, mining and manufacturing. An 
established ICT approach to supporting this type of collaboration is to provide a 
shared visual space and some form of remote gesture. The shared space and 
remote gesture are generally presented in a 2D video form.  Recent research in 
tele-presence has indicated that technologies that support co-presence and 
immersion not only improve the process of collaboration but also improve 
spatial awareness of the remote participant. We therefore propose a novel 
approach to developing a 3D system based on a 3D shared space and 3D hand 
gestures. A proof of concept system for remote guidance called HandsIn3D has 
been developed. This system uses a head tracked stereoscopic HMD that allows 
the helper to be immersed in the virtual 3D space of the worker’s workspace. 
The system captures in 3D the hands of the helper and fuses the hands into the 
shared workspace. This paper introduces HandsIn3D and presents a user study 
to demonstrate the feasibility of our approach.  

Keywords: remote collaboration; co-presence, mixed reality, hand gesture, 
shared visual space. 

1 Introduction 

It is quite common nowadays for two or more geographically distributed collaborators 
to work together in order to perform actions on physical objects in the real world. For 
example, one remote expert might be assisting an onsite maintenance operator in 
repairing a piece of equipment. Such collaboration scenarios are highly asymmetrical: 
the onsite operator is co-located with the machine being manipulated or fixed but does 
not have the required expertise to do the job, while the remote expert does not have 
physical access to the machine but knows how to trouble shoot and fix it. This type of 
collaboration scenarios is common in many domains such as manufacturing, 
education, tele-health and mining.  

When co-located, collaborators share common ground, thus being able to constantly 
use hands gestures to clarify and ground their messages while communicating with each 
other verbally. However, when collaborators are geographically distributed, such 
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common ground no longer exists, resulting in them not being able to communicate the 
same way as they do when co-located. Prior research has shown that providing shared 
visual spaces and supporting remote gesture can help to build common ground [2, 3]. A 
shared visual space is one where collaborators can see the same objects at roughly the 
same time. As a result, a number of remote guiding systems have been reported in the 
literature to achieve these two goals. While how remote gesture is supported may differ 
from system to system (e.g., [1, 4]), the shared visual space is generally provided in the 
2D format of either video feeds or projection on surfaces.  

A recent study on a remote guidance system by Huang and Alem [5] indicated that 
with 2D shared spaces, helpers had difficulties in perceiving spatial relation of 
objects. Helpers also had a relatively lower sense of co-presence [6]. Spatial 
understanding is critical for helpers to make right judgements on objects and guide 
workers accordingly, while co-presence has been shown to be associated with user 
experience and task performance [7]. Therefore, these are two important factors and 
should be addressed properly. 

Research has shown that immersive virtual environments (IVEs) help improve 
spatial understanding [9]. Further, IVEs also bring other benefits [8], such as higher 
sense of co-presence, improved spatial awareness, more accurate cognitive transfer 
between simulation and reality and better task performance. Although they have been 
shown useful in supporting general tele-collaboration in which all collaborators work 
within the same virtual environment, we wonder if IVEs still help in the context of 
remote guidance. 

We therefore propose a new approach that provides 3D shared visual spaces. A 
prototype system called HandsIn3D has been developed for the purpose of the proof 
of concept (see [10] for more details). This system uses a head tracked stereoscopic 
HMD that allows the helper to be immersed and perform guidance in the virtual 3D 
space of the worker’s workspace. In the remainder of this paper, we introduce 
HandsIn3D and present a user study of it.   

2 HandsIn3D 

HandsIn3D is currently running on a single PC. It has two logical sections: the worker 
space and the helper space (see Figure 1). The worker performs a physical task at the 
worker space, while the helper provides guidance to the worker at the helper space. 
The left image shows the layout of the worker space. A user sits at the desk 
performing a task on physical objects (for example, assembly of toy blocks). A 3D 
camera is mounted overhead to capture the workspace in front of the user including 
the hands of the user and objects. A LCD non-stereoscopic monitor is placed on the 
desk to display the 3D view of the workspace augmented by the guiding information. 

The right image of Figure 1 shows the layout of the helper space. In this space, 
there is a 3D camera that captures the hands of the helper. The helper wears a 
stereoscopic HMD and sits in front of an optical head tracker. The HMD allows a 
realistic virtual immersion in the 3D space captured by the camera placed in the 
worker space, while the tracker tracks the HMD position and orientation. 
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Fig. 1. Worker space (left) and helper space (right) 

 

Fig. 2. The shared virtual interaction space is shown in the LCD monitor. The 3D meshes 
captured by two cameras are co-located and fused together. Four hands can be spotted in the 
virtual scene: 2 from the worker and 2 from the helper [10]. 

The system functions as follows. On the worker side, the worker talks to the 
helper, looks at the visual aids on the screen, picks up and performs actions on the 
objects.  On the helper side, the helper wears the HMD, looks into the virtual space 
(and looks around the space if necessary), talks to the worker and guides him by 
performing hand gestures such as pointing to an object and forming a shape with two 
hands. During the process of interaction, the camera on the worker side captures the 
workspace in front of the worker, while the camera on the helper side captures the 
hands of the helper. The acquired 3D scene data from both sides are fused in real time 
to form a single common workspace which we call shared virtual interaction space. 
This space is displayed in HMD. The image in Figure 2 is provided to help 
understand what is presented to the helper during the task execution: by fusing 
together the 3D meshes acquired by the two cameras, an augmented view of the 
workspace where the hands of the helper are co-located in the worker space is 
synthetically created, as shown in the LCD monitor. On the other hand, being 
presented with this augmented view, the worker can easily mimic the movements of 
the helper hands and perform the Lego assembly task accordingly. 
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The main features of the system therefore include the following: 

• Users can speak to each other.  
• The helper can see the workspace of the worker via the shared virtual 

interaction space. 
• The helper can perform hand gestures.  
• The worker can see the hand gestures of the helper on the screen.  
• The two hands of the worker are freed for manipulation of physical objects. 

In addition, the shared virtual interaction space also implements additional features 
to improve the sense of 3D immersion for the helper. These features include 1) the 
objects and hands cast shadows in the space; 2) the HMD is tracked which allows the 
helper to see the space from different angles. 

3 A User Study 

The user study was conducted to evaluate our 3D gesture based interaction paradigm. 
We were particularly interested in how helpers felt about the 3D user interface.  

3.1 Method 

Fourteen participants who had no prior knowledge of the system were recruited. Upon 
their agreement to participate, they were randomly grouped as pairs to perform a 
collaborative task. In this study, we used the assembly of Lego toy blocks as our 
experimental task, which is considered as representative of real world physical tasks 
and has been used for the similar studies. During the task, the worker was asked to 
assemble the Lego toys into a reasonably complex model under the instruction of the 
helper. The helper was instructed that he could provide verbal and gestural 
instructions to the worker at any time. The worker, on the other hand, had no idea 
about what steps were needed to complete the task. 

In order to give users a better appreciation of our new 3D interface in relation to 
different design options, following the assembly task, the pair was given the 
opportunity to explore and experience different levels of immersion: 1) no 
stereoscopic vision, no head tracking and no hands shadow (2D interface), 2) 
stereoscopic vision, no head tracking and no hands shadow, 3) stereoscopic vision, 
head tracking and no hands shadow, and 4) stereoscopic vision, head tracking and 
hands shadow (full 3D interface). This last feature is one that was implemented in 
HandsIn3D and that participants used in the guiding task at the start of the trial. 

Participants were required to complete worker and helper questionnaires after the 
assembly tasks. These questionnaires asked participants to rate a set of usability 
metrics, answer some open questions and share their experience of using the system. 
The usability measures include both commonly used ones and those specific to the 
system. For more details, see the Results subsection. 
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3.2 Procedure 

The study was conducted a pair after another in a meeting room and was observed by 
an experimenter. The helper space and worker space were separated in a reasonable 
distance by a dividing board so that two participants could not see each other. Upon 
arrival, they were randomly assigned helper and worker roles and informed about the 
procedure of the study. The helper interface and the worker interface were introduced. 
They were also given the chance to get familiar with the system and try out the 
equipment. Then the helper was taken to an office room where he/she was shown a 
model that needed to be constructed. The helper was given time to think about and 
plan how to do it and remember the steps.  

Then the helper went back to the experimental room and put the HMD on and the 
experiment started. After the assembly task, the pair of participants was asked to 
experience the different interface features listed in the last subsection in an informal 
style. The switch between the interface features was controlled by the experimenter. 
During the process, the participants were told which feature the system was using. 
They could play with the toy blocks and talk to each other about the assembly steps. 
But they were not allowed to comment and share how they felt about the system and 
the features. This was to ensure that their later responses to the questionnaires were 
not affected by each other’s partner and were of their own. After going through all 
four features, each participant was asked to fill the helper or worker questionnaire for 
the role played. Then the participants switched roles and the above process was 
repeated again. Note that this time the model to be constructed was different but with 
a similar level of complexity.  

After finishing the assembly tasks and questionnaires, participants were debriefed 
about the purposes of the study, followed by a semi-structured interview. They were 
encouraged to share their experiences, comments on the system, ask questions and 
suggest improvements. The whole session took about one hour on average. 

3.3 Results and Discussion 

Observations. It was observed at the beginning, some participants were very shy 
about wearing a HMD, resulting in very few head movements. Participants needed 
prompting and encouragement in order to start moving their head around and change 
their field of view. This indicates that users may need to take some time to get used to 
system, as one user commented: “It took me about 10 seconds to adapt to the 3D 
viewpoints. But after that everything is fine.” 

Apart from this, all pairs of the participants were able to complete their assigned 
tasks without apparent difficulties. Their communications seemed smooth. Both 
helpers and workers looked comfortable performing tasks with the system. More 
specifically, workers were able to follow the verbal instructions from helpers and 
understand what they were asked to do by looking at the visual aids shown on the 
screen. Helpers were able to guide workers through the task process with the HMD 
worn on their head and using hand gestures.  
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Usability Ratings. Fourteen participants filled two questionnaires each: the helper 
questionnaire and the worker questionnaire. We had 28 responses in total. A set of 
usability measures were rated based on a scale of 1 to 7 with 1 being strongly 
negative, 7 being strongly positive and 4 being neutral; the higher the rating is, the 
better the usability. The average ratings are illustrated in Figure 3. Note that 1) 
helpers had two extra items to rate: perception of spatial relationship between objects 
and sense of immersion; 2) due to the space limitations, we only report here the 
ratings of the full 3D system. 
 
 

 

Fig. 3. Average user ratings 

As can be seen from Figure 3, despite the slight variations between helpers and 
workers and across usability items, all items were rated greater than 4, indicating that 
participants were generally positive about the system. Further, helpers rated the 
system relatively low for its learning and usage compared to workers. While the 
system made workers more satisfied with their own individual performance, helpers 
were more satisfied with the overall group performance. In addition, while helpers 
gave the same rating for being able to perform both pointing and representational 
gestures, workers seemed to perceive pointing gestures more easily than 
representational gestures.  

In regard to co-presence, both ratings were over 5, which were higher than those 
reported by Huang and Alem [6] (just above 4). This indicates that our 3D system 
offered a higher sense of “being together” for participants. When compared to 
workers, helpers reported a relatively higher sense of co-presence. Helpers also had 
positive ratings for perception of object spatial relation and sense of immersion. All 
these indicate that our 3D design approach did work as expected. 
 
User Experiences. Based on user responses to the open questions and user 
interviews, participants were generally positive about the system, as one participant 
stated that “it is very impressive and a great experience to use this system.”  

More specifically, participants appreciated the feature that workers are able  
to see and helpers are able to perform hand gestures. A helper commented that  
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“he (the worker) knew exactly what I meant by ‘here’, ‘this one’ and ‘that one’.” A 
number of workers simply commented that “(hand gestures were) easy to understand 
and follow.” 

Consistent with the usability ratings, the 3D interface has boosted a strong sense of 
co-presence and immersion for helpers. It was commented that the system had given 
participants a feeling of being in front of the remote workspace and co-presenting 
with the remote objects and their remote partner. Comments from helpers include “I 
feel I was right there at the screen and really wanted to grab the objects.” and “I can 
feel that her hand was in my way, or my hand was in her way. So in this sense, I felt 
we were in the same space.” A few workers also commented that seeing both hands in 
the field and using words like “this” and “that” during the conversation made a strong 
visual impression and physical presence.   

User comments also provide further evidence that the 3D interface improved 
perception of spatial relation and participants appreciated that. For example, “You can 
see the difference between 2 objects with the same base but different heights in 3D.” 
“3D helped to see how the final shape looked. With 2D, I had to ask the worker to 
show me the piece in another angle.” “It gives the depth of the objects, so remote 
guiding could be easier in some cases.” 

Participants generally liked the idea of having shadows of hand and objects, 
commenting that it would be easier to point and gesture in the remote workspace as 
hand shadows could provide them with an indication of hand location in relation to 
the remote objects. However, there were mixed responses when participants were 
asked whether the shadow feature actually helped. For example, “Yes, it helps. It 
makes a good stimulation effect. So I can do better communication with my partner.”  

“The shadow helps me feel that the view is in 3D. But I think I can still understand 
without the shadow.” “No, there are some real shadows in grey color. The black 
shadow is artificial and a little bit annoying.” “The shadow could sometime cover 
objects and I think this could potentially lead to something wrong (maybe a 
transparent shadow).” “Yes, (shadow helps) for pointing only, but not much on 
rotating etc.” 

In regard to head tracking, participants commented that it enables helpers to see 
more of the way that blocks are connected without needing their partner to rotate 
them and that it makes workers aware of what helpers are looking at. 

Further, in comparison with the 2D interface, participants commented that 2D is 
fine with simple tasks, but 3D offers much richer user experience and is more 
preferable and useful for complex procedures when a high level of user engagement is 
required. For example, “3D is more realistic as I can see all angles.” “In 2D, it seems 
like playing a game. When changing my viewpoints into 3D, I got a feeling of going 
back to real world.” “(3D) helps more when I need to give instruction related to space 
concept.” “3D interface makes it easy to match the screen and the physical objects.”  
“3D feels real. 2D interface is enough for simple tasks but 3D interface helps more 
when the task gets more complicated.” 

Although the main purpose was to test the usability and usefulness of our 3D 
concept for remote guidance on physical tasks, user comments also gave some hints 
for further improvements and more features.  These include 1) use a lighter and more 
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easily adjustable helmet; 2) increase image quality and resolutions; 3) differentiate 
worker and helper hands by color and make them transparent; 4) provide a more 
dynamic and more immersive environment for helpers to interact with, such as when 
the helper moves closer to the objects, they become bigger; 5) enable helpers to have 
access to manuals while guiding; 6) make shadows grey and transparent. 

4 Concluding Remarks 

Our user study has showed that the proposed 3D immersive interface is helpful for 
improving users' perception of spatial relation and their sense of co-presence and that 
the system is generally useful and usable, particularly more so for complex tasks.  

The study also points out some future research and development directions. We 
plan to advance the prototype into a close-to-production system so that we can test it 
in a more realistic setting. For example, separate the two sides of the system and 
connect them through the internet, instead of hosting them by the same PC. We also 
plan to compare HandsIn3D with its 2D versions through rigorously controlled 
studies so that we can have more quantitative and objective information about the 
benefits of immersive virtual environments in supporting remote guidance. 
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Abstract. Precision tasks in 3D like object manipulation or character animation 
call for new gestural interfaces that utilize many input degrees of freedom. We 
present MotionBender, a sensor-based interaction technique for post-editing the 
motion of e.g. the hands in character animation data. For the visualization of 
motion we use motion paths, often used for showing e.g. the movement of the 
hand through space over time,  and allow the user to directly "bend" the 3D  
motion path with his/her hands and twist it into the right shape.  In a compara-
tive evaluation with a mouse-based interface we found that subjects using our 
technique were significantly faster. Moreover, with our technique, subject 
movement was more coordinated, i.e. movement was done in all three dimen-
sions in parallel, and the participants preferred our technique in a post-
experiment questionnaire. We also found a gender effect: male users both like 
the gesture interaction better and achieve better performance. 

Keywords: coordination, character animation, motion trajectory, Kinect, 3D 
user interfaces. 

1 Motivation 

Character animation is required in many fields, from movie production and games to 
anthropomorphic interfaces. However, animation is a complex craft that requires high 
expertise. Current animation approaches can be divided into two categories. In inter-
active methods animation is created on-the-fly. The animator either moves a virtual 
model using his/her limbs or a controller. The model's motion is recorded during this 
animation process. In keyframe methods the animator defines several decisive "key" 
frames, using a 3D modeling tool. In-between frames are automatically computed by 
interpolation. This is the standard method in the industry. Neff et al. [5] presented an 
interactive system where this animation is done via the mouse. The movement of the 
mouse is mapped to respective joint movements by correlation maps. Kipp/Nguyen 
[3] explored the possibilities of a multitouch-surface to interactively animate the arm 
and hand of a puppet. There are several articles [4][2] which describe keyframe me-
thods, using a motion trajectory for visualizing and editing the animation of each 
joint. In these solutions the trajectory is modified with conventional input devices like 
a mouse which have few degrees of freedom.  
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We propose a novel interaction technique called MotionBender (Figure 1) for  
editing motion paths by combining the possibilities of direct manipulation using a 
vision-based motion sensor (Kinect) and a simple button for switching between  
edit modes. The modes differentiate between selecting where to "grab" the path and 
moving these parts to "bend" the path into a new shape. 

 

 

Fig. 1. In character animation, the movement of a joint, like the hand/wrist is visualized as a 
motion path. With our technique the user can modify this path by grabbing it (two red spheres) 
and bending it. The goals of our editing technique are: 

• Effective: Suitable and useful for post-processing character animation data. 
• Efficient: At least as fast as the current industry-standard techniques  
• Intuitive: Can be directly used without too much instruction.  
• Joy of use: Users should enjoy working with this technique because they feel "in 

control" in the sense of a Natural User Interface (NUI) 
 
For such a gesture-based interface, it is important that the user makes use of all  
degrees of freedom that such an interface offers. If s/he uses the system in a sequen-
tial way, one dimension at a time, the benefit against conventional input systems is  
decreased. We used a coordination measure in our evaluation to measure how  
coordinated the user's movement is. 

2 Interaction Technique 

2.1 Overview 

Our system is called MotionBender. It was created with a system like Min et al.'s [4] 
in mind, providing the possibility for a sensor-based interactive editing of the motion 
paths. Like in Min et al.'s work, every joint (e.g. the wrist of one hand) has a motion 
path, describing the movement of this joint during the animation, as shown in  
Figure 1. The spheres represent the positions of a single joint at successive time 
points. The user selects two of the spheres on the curve (marked red) and moves them 
to another location in the virtual world. The surrounding parts of the motion path are  
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• Points between P1 and P2 are moved by a vector which is a weighted interpolation 
between V1 and V2, where the weight corresponds on the distance to the points. 

• All other points, if they are less than M points away, are moved into the same  
direction as the nearest point moved by the user, but with a decreased distance. 
Formally, for every point P which is nearer to P1, its movement vector V will be 
calculated as V = k * V1, where k decreases linearly with increasing distance  
between P and P1. 

• All other points are not moved. 

3 Experiment 

3.1 Methods 

Participants 
One of the main goals of our work was to create a tool which can also be used by 
novices in character animation or similar fields. Therefore, we decided not to take 
experts for our evaluation, but lay people. We tested 21 participants. Two were taken 
out due to aborted runs. We thus analyzed 19 people (12 female, 7 male) of age 18-56 
years (average 24). Two of the subjects are left-handed but use the mouse with their 
right hand. Participants were not paid. 

Control Condition (Mouse Interface) 
When trying to design the control condition, we started out with a conventional one-
mouse interface, using a graphical widget to allow control over the various degrees of 
freedom. However, as Owen's work on bimanual curve manipulation [6] suggests, this 
would lead to an unfair comparison, as bimanual input is more efficient than unima-
nual. Since the Kinect also has more DOF, we had to extend this to make a fairer 
comparison. To allow the simultaneous usage of two hands, we designed an interface 
with two mice, one for each "grab point". As for the control mapping of each mouse, 
we made the x/y mouse motion control the x/y motion on the screen (frontal plane), 
whereas the scroll wheel would move along the depth axis (z axis). One could argue 
that the scroll wheel is usually used for up/down motion (y axis). However we 
deemed the mapping from x/y mouse motion to x/y motion in 3D space even more 
common, and since the mouse is usually pointing toward the screen the scroll wheel 
acts like physical metaphor of rolling with a wheel into the screen. In user studies, 
participants did not negatively comment on the scroll wheel mapping. 

There are 12 trials, divided into two subsets A and B of 6 items each. Each subset 
was randomized in a controlled manner (e.g. reversed) to obtain new sets A' and B'. 
Each participant worked on either A or A’ for one condition, and B or B’ for the other 
condition. To avoid training effects on one condition, the first half of the subjects 
started using the condition “Kinect” and continued with the “Mouse” condition, and 
vice versa for the second half of the subjects. 

Apparatus 
For the experiment the user had to stand in front of a 22 inch screen in a distance of 
about two meters. For the two-mouse interface, the subject was sitting directly in front 
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of the screen. The complete surface of the office desk was available for him to act 
upon with the mice (Figure 4). We are aware of the fact that the difference in the user-
screen distance could give a slight advantage for the mouse condition, based on the 
assumption that for precision tasks it is better to be closer. 

 

Fig. 4. The Kinect setup (left) and the two-mouse interface (right) 

Task 
The task was to match a given trajectory to a target trajectory (Figure 2). Each subject 
uses both interface versions and has to match six different trajectories for each  
interface. A trial is done if either the distance between given and target trajectory is 
below a certain threshold (successful match) or the maximum edit time (120 sec) has 
expired. In either case, the user directly continues with the next trial.  

Procedure 
The test procedure for all test candidates was as follows: 

• At the start of the experiment the subject reads the written instructions. 
• After the subject finishes reading, the experimenter gives a demo of the interfaces 

and gives hints on solution strategies.    
• After a short question and answer session, the subject can practice on two sample 

trials, which will not be part of the main evaluation phase later. The sample trials 
and their order are always the same.  

• The main evaluation begins, where the subject is presented 6 trials to be matched 
in the first interface condition (Kinect or Mouse). 

• Phases 2-4 are repeated for the second condition  (Mouse or Kinect). 
• The experiment ends with a short two-page questionnaire, where the subject ex-

presses his/her experiences with both interfaces in a multiple-choice form on the 
first page, and gives free feedback about problems/issues on the second page. 

Measures 
For our analysis, we computed three measures. 

1. Completion time: Average time needed to complete a trial.   
2. Mean squared error of all points which have not been matched yet.   
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3. Coordination: For comparing the movements regarding coordination, we use the 
measure defined by Kipp/Nguyen [3]. Coordination measures whether movement 
is performed in all three dimensions in parallel (high value) or sequentialized, i.e. 
performed along one dimension at a time (low value). Alternative coordination 
measures [1][7] are based on a fixed optimal solution path. For our problem, the 
optimal solution may be counterintuitive. The various selection possibilities for  
selecting grab points further complicate the matter. Therefore, such optimal-path 
metrics may yield misleading results. Kipp/Nguyen's measure is independent of 
optimal paths, taking only the raw movement vectors into account. 

3.2 Results 

Completion Time 
Figure 5 shows the average completion times over all participants and motion path 
samples. A paired t-test proved that subjects are significantly faster with the Kinect 
(M=79.36; SD=23.9) compared with the mouse (M=83.71; SD=19.02): t(18)=3.89, 
p<0.01. To test for gender, we analyzed males and females separately. While the per-
formance for the mouse was statistically equal, we found that, for the Kinect, male 
participants were much faster (M=65.24) than female ones (M=87.59) which we 
found to be highly significant (t(17), p-value<0.001). 

 

 

Fig. 5. Average completion times over all subjects 

Coordination 
Using the above mentioned coordination measure [3] we compared the performance 
for the left and right hand separately over all participants and devices (see Figure 6). 
In both cases the Kinect interface encourages significantly higher coordination: For 
the mouse device the coordination values are almost zero (left hand 0.009, right hand 
0.007), whereas the Kinect interface reaches a value of 0.29 for the left hand and 0.26 
for the right hand. 
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Fig. 6. In terms of coordination Kinect (green) significantly outperforms mouse (blue) 

Questionnaire 
In a post-experiment questionnaire we asked the participants questions which discri-
minated between Kinect and mouse on a 5-point differential scale where the middle 
position was labeled “both or equal”. This questionnaire contained 17 questions re-
garding usability and user experience. For analysis, we transformed this to an interval 
between -2 for mouse and +2 for Kinect. We summed up ratings for each question 
over all subjects and computed a chi square statistic, comparing the ratings against the 
expected neutral value of zero. Only three questions reached significance, all three in 
favor of the Kinect interface. 

• Which interface was easier to use? (M=.21; chi²(2, n=19) = 11.47; p<0.005) 
• Which device was more fun to use? (M=.84; chi² (2, n=19) = 8.58; p<0.05) 
• Which device do you prefer? (M=.47; chi² (2, n=19) = 11.47; p<0.005) 

4 Discussion 

The results show that our MotionBender interface is objectively more efficient and 
subjectively better liked. Performance was significantly better, movement was clearly 
more coordinated and participants preferred it over the mouse interface and enjoyed it 
more. We also found statistical evidence that male users seem to profit more from our 
gesture-based technique than female users. Due to the low number of participants this 
may be an artifact and must be validated in future studies, which might also reveal a 
possible cause of that effect. However, time improvements were relatively small, 
compared to the overall task time. Our experiment design might have favored the 
mouse interface due to the closer user-screen distance. However, even if this was the 
case it only strengthens the results. 

The Kinect was more coordinated than mouse. For mouse, users mostly acted sepa-
rately, so they stopped moving the mouse when adjusting the depth position by rotat-
ing the scroll wheel. Some found this a limiting factor, others liked the fact that no 
unintentional movement along the z-axis was possible. The left hand was more coor-
dinated than the right one in the mouse condition. We often observed that people are 
acting serially in matching the two selected points. They concentrated on the first 
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(left), neglecting the second one initially. On the sensor-based interface, there is less 
of a difference. This might also be a result of the reduced cognitive difficulty with the 
direct-manipulation concept. Some problems emerged because subjects had problems 
to visually understand the 3D scene. Some suggested that a 3D stereoscopic view 
could reduce problems. We had two views on the scene, a top and a front view. Some 
users were confused by these two different views, and temporarily lost orientation.  

In one interesting case, a subject had general problems with precise hand move-
ments. She found the Kinect interface much easier to use because due to the whole-
body motion some focus was taken away from the precision of her hand movements. 

Conclusion 
We presented an interaction technique called MotionBender, suitable for Character  
Animation. We used the concept of motion paths for the visualization of the anima-
tion and provided an editing method for post processing the animation by grabbing 
and bending the motion path. For this, we used a combination of a motion sensor 
(Kinect) and a simple button controller (wireless mouse) as input devices.  The tech-
nique was intended to be efficient, intuitive and enjoyable. We validated our tech-
nique against a mouse-based interface and found MotionBender to be faster, easier to 
use and more enjoyable. Although that a comparison of our technique against a sin-
gle-mouse interface subjectively appears to be unfair, that question should be checked 
in a future work. We also found that our technique encouraged highly coordinated 
movement. A gender effect indicates that this technique particularly appeals to male 
users but this finding needs further study. Future work must examine how this tech-
nique could fit into the larger character animation workflow and whether experts 
would prefer this technique over the accepted industry standards. 
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Abstract. In an ideal world, physical museum artefacts could be touched, han-
dled, examined and passed between interested viewers by hand. Unfortunately, 
this is not always possible – artefacts may be too fragile to handle or pass 
around, or groups of people with mutual interests in objects may not be in the 
same location. This can be problematic when attempting to explain or make 
sense of the physical properties of artefacts. 

To address these problems, we propose that direct manipulation of 3D con-
tent based on real-world interaction metaphors can help collaborators (both co 
and remotely located) to construct personal and mutual physical and spatial 
awareness of artefacts, while networked communication and collaboration  
allow for ideas and knowledge to be exchanged and shared.  

We present our interpretations from two studies of RelicPad, a tablet-based 
application that allows users to manually manipulate museum artefacts and to 
‘point out’ areas of interest to each other using 3D annotations, facilitating a 
mutual awareness of spatial properties and referencing during discussion.  

Keywords: Museum artefacts, remote collaboration, tablet interfaces, 3D  
interaction techniques, virtual reality. 

1 Introduction 

Handling physical museum artefacts is acknowledged as being a powerful experience. 
As objects with meaning, artefacts help to create “strong personal connections” to 
pasts and people across time and culture, prompting thought, memory and understand-
ing [1]. This makes it particularly useful to have artefacts at hand when discussing 
them or explaining them to other people. However, in situations where handling arte-
facts is not possible (objects being enclosed in display cases, too fragile or valuable to 
be handled, or located in a different part of the world), the vital spatial referencing 
and physical understanding that handling artefacts provides is lost. 

The Queen Victoria Museum & Art Gallery (QVMAG) [2] in Launceston, Tasma-
nia, who provided resources for our research, described to us an example scenario of 
museum curators considering the purchase of an artefact from an overseas museum. 
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With time, money, and effort at stake, it is hugely advantageous for curators to be 
able to understand the physical properties of artefacts before committing to a decision, 
even if they are not able to handle them in person. Other scenarios within the problem 
domain include the discussion of artefacts amongst online communities (digital mu-
seum visitors), between curators in different museums around the world, long distance 
lectures, and presentations. 

This paper describes an initial design and evaluations of RelicPad, a tablet-based 
application that addresses this problem by facilitating physical, reality-based interac-
tion with and collaborative discussion of virtual (3D representations of) museum arte-
facts. In collaboration with the QVMAG, a piece of nineteenth century scrimshaw 
(scrollwork, engravings, and carvings done in bone or ivory [3]) has been rendered in 
3D for exploration and discussion using RelicPad. During a discussion, users: 

• Manipulate the virtual museum artefact by using their hands to manually interact 
with the tablet. 

• Leave 3D markers (referred to in this paper as ‘interest points’) on different parts 
of the virtual museum artefact. 

These features allow users to manually manipulate a virtual museum artefact and to 
‘point’ to specific areas of interest, despite not being able to see the actions and ges-
tures of others. This allows users to construct their own awareness of an artefact’s 
physical and spatial properties and to communicate spatial references for others. 

We first describe our motivation for the research, and present some related work. 
Next, we describe the application and provide an overview of its functionality. We 
then introduce and present the results of our two studies, and offer a discussion of our 
findings. Finally, we draw conclusions based on our interpretations of the discussion 
and finish by outlining our future work. 

2 Motivation 

While replicating the experience of physically handling an artefact is impossible, our 
research presents an alternative approach to making sense of artefacts through explo-
ration and collaborative discussion, based on 3D representations of their physical 
properties. As well as the loss of the tactile and physical understanding and sensation 
that comes from handling objects individually, it is also problematic for collaborators 
to convey gestural clues about the spatial relationships between themselves and  
the objects around them without mutual access to objects [4], making it difficult for 
individuals in different locations to maintain focus on them. 

Our research is aimed at providing a usable application for a number of different 
museum user groups, including researchers, curators, educators, and visitors (both 
physical and online). Each of these groups has their own sets of motivations for en-
gaging with artefacts - overseeing and caring for collections, organising educational 
programs, public service and community outreach, authenticating, evaluating and 
categorizing artefacts, presenting information to the public, or receiving information 
from the museum institution [5] [6] [7]. The unifying thread between users in these 
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groups is that they all have the desire to engage with artefacts, and that they all have 
opinions, ideas, or knowledge to share, drawing on everything from culture and per-
sonal experience to specialized training or knowledge. We believe that this makes a 
usable tool for exploration and collaborative discussion of virtual museum artefacts an 
exciting prospect for users across the whole spectrum of museum user groups. 

It has been suggested that task environments have an outer boundary of what is 
visible to the person(s) carrying out the task, known as the ‘horizon of observation’ 
[8]. Naturally, how an interactive system makes use of this boundary, particularly for 
collaboration, is going to have “consequences for the process of acquiring knowl-
edge” [8]. However, there are many situations where the horizon of observation 
around an artefact is too limited to be able to fully explore or understand it. Artefacts 
themselves are often enclosed and cannot be seen or touched from all sides; if passed 
around between large groups (of museum visitors, for example), only smaller sub-
groups of people will have good access to it at any given time; online visitors may 
only have access to still images via museum websites; and in remote-collaborative 
situations, even if one collaborator has access to the artefact, the rest of the collabora-
tors will be limited to what is described to them by voice, shown to them as still  
images, or in the case of videoconferencing held up in front of a camera. 

RelicPad expands this ‘horizon of observation’ in ways not normally possible with 
existing technologies, supporting real-time exploration of a virtual museum artefact 
and collaboration with others, and allowing users to easily focus, communicate and 
discuss ideas and theories about artefacts in a 3D context. As a mobile, tablet-based 
application, RelicPad is also adaptable to numerous collaborative scenarios, from 
passing one or more tablets around a large group of museum visitors to remote col-
laboration by way of real-time networked interaction. Putting the task ‘in the hands’ 
using the mobile context makes the ‘horizon of observation’ or ‘window’ to the arte-
fact applicable to different groups of people working across varied contexts of use. 

3 Related Work 

As outlined in the introduction, handling physical museum artefacts is a powerful 
experience, linking the handler to individuals and periods of time that they would 
otherwise have no tangible contact with [9]. This is largely down to the sensory quali-
ties of artefacts – they are “a 3D experience”, more tactile than a still image or a re-
cording, and can be turned over and viewed from all sides [9], providing handlers 
with “significant insight and understanding of the physical and material aspects of 
objects” [1]. While simultaneously replicating all of the sensory qualities associated 
with handling artefacts is not a realistic aim, tablets provide a method of displaying a 
high-quality 3D rendering of a museum artefact, and of using different interaction 
techniques to view it from all sides.   

3D scanning of museum artefacts is now “a practical reality” [10], providing a 
wealth of 3D museum content for exploration and discussion. The challenge is inte-
racting with this content in a way that better represents the manual exploration that 
users expect from traditional object handling. Tangible interactions using devices 
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such as tablets and touchscreens might better represent certain interaction concepts 
than a mouse is able to [11]. But while there has been plenty of research into interac-
tion techniques for the manipulation of 3D virtual objects, their application to mobile 
devices such as smartphones and tablets remains a scarcely explored area.  

Most interaction techniques developed “for stationary computers” are “not applica-
ble” to such devices [12], which seems a missed opportunity considering that the 
rapidly improved display capabilities of smartphones and tablets have made the deli-
very of rich, interactive 3D content very achievable. The University of Virginia Art 
Museum’s (UVaM) Interactive iPad Museum Catalog [13] allows users to view a 
number of pre-selected artifacts from the museum’s collection as high-quality 3D 
visualizations, but interaction itself is limited to dragging the finger on a touchscreen 
to rotate around a single axis, and scaling. Explorations into manipulating 3D content 
on mobile devices have experimented with concepts such as ‘tilting’ devices using 
either computer-vision techniques [12] or built-in sensors such as gyroscopes, com-
passes and accelerometers [14], which have proven to be a promising alternative to 
more traditional 2D interaction or touch techniques for 3D content rotation tasks.  

But regardless of whether touch or tilt techniques are being used, we believe that 
the techniques used to manipulate virtual representations of objects should be based 
“on the real world” [15]. When the user is already skilled at performing the actions 
that underpin the basic operation of the system, the “mental effort required” for that 
operation can be significantly reduced [15], and so a strong representational metaphor 
of object handling, requiring minimal thought and leaving users free to focus their 
attention on the physical nuances of the object (and collaborative discussion) rather 
than how to manipulate it, should be considered as part of the interaction technique. 

As important as the manipulation of the virtual museum artefact are the interac-
tions for supporting and organizing discussion between collaborators, particularly 
remotely. Physical objects can play an important role in collaboration. As well as 
using them to “complete their own activities”, collaborators often use objects to 
“coordinate [these activities] in real-time with the conduct of others” [16], and it has 
been suggested that collaboration “relies upon [collaborators’] mundane abilities to 
develop and sustain mutually compatible, even reciprocal, perspectives” of their envi-
ronment and the objects within it [16]. Naturally, interaction with a virtual museum 
artefact needs to support similar processes of understanding and referencing between 
collaborators, who may well be connected remotely and unable to see each other. 

Common tools for collaboration and discussion (such as Skype or Windows Live 
Messenger) allow users to share and exchange files, view each others’ screens, send 
instant messages, and communicate in real-time using both voice and video. Existing 
research into remote collaboration systems has shown tags, metadata and annotations 
to be useful in mutually focusing attention for 2D data (e.g. text, images and video). 
In museum informatics, distributed systems for sharing information about artefacts 
and collections are a well-researched area in their own right, with various web [17] 
and multi-media [18] based approaches that encourage and facilitate the distribution 
of that museum data across as wide a museum community as possible.  

Visual media in such systems are generally 2D, and interactive content (beyond 
basic text, images and video) is limited. 2D interactions such as clicking images and 
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following hyperlinks reflect this and there are few examples of these principles being 
used in 3D contexts, leaving these technologies with a very fixed horizon of observa-
tion that can only be pushed so far. However, we now have such a wealth of available 
technologies for displaying and interacting with 3D content that interactive systems 
for remote collaboration could be making far better use of the visual channels availa-
ble to them, particularly where the spatial referencing of 3D objects is concerned. 

Annotations are a common feature of collaborative technologies, and increasing in-
teractivity has seen annotations move from being solely about “managing data and 
metadata” to becoming “critical” resources in “supporting communicative practice” 
[19]. The Vannotea system used annotations as ‘metadata stores’ to enable “the colla-
borative indexing, browsing, annotation and discussion of [video] content between 
multiple groups at remote locations” [20], while the Kinected Conference sees annota-
tions used to convey users’ whereabouts in 3D, using video depth, audio cues and 
face-tracking algorithms to assign dynamic and interactive context tags to remote 
collaborators in a videoconference [21].  

As well as creative and interactive uses of annotations for spatial referencing in 
remote collaboration, there are also examples of previous attempts to expand the ‘ho-
rizon of observation’ around 3D virtual content. Lighthouse, a remote-collaborative 
system for troubleshooting printer problems, used synchronized 3D representations of 
printers visible to both the customer and the troubleshooter, allowing troubleshooters 
to manipulate a shared pointer to highlight problems with the printer for the customer 
[22]. However, even systems like Lighthouse still use a mouse and keyboard (2D 
interfaces) as the input methods for interactions with 3D content, and so there is room 
to explore how collaboration, discussion and annotation can be integrated with 3D 
object manipulation to expand the horizon of observation around virtual museum 
artefacts for exploration and discussion by multiple (remote) collaborators. 

4 Description of RelicPad 

Research suggests that the actions generated by physical manipulation of tangible 
interfaces help to “draw up previous knowledge” and “generate important motoric 
representations to support other forms of representation” [11]. Based on the idea that 
manually manipulating virtual artefacts and marking interest points supports the ex-
ploration and discussion of objects (just as physically handling an object helps to 
build context) and supported by our review of the problem area and related work, our 
approach was to develop an initial prototype for RelicPad (described in this section) 
and then to identify, explore and evaluate design issues through a series of user stu-
dies (sections 5 & 6). 

4.1 Overview of RelicPad Features 

As well as the application to user groups from a variety of museum contexts outlined 
in our motivations, the clear benefits of being able to physically manipulate the inter-
face influenced our decision to use a mobile, tablet-based platform as the interface 
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technology for our research. Tablets also have a unified input and output space; the 
interaction and the resulting action happen in the same place (usually the hands), and 
so the observation viewpoint is the same as when handling a physical object. 

RelicPad aims to provide a digital alternative to two key physical interactions – 
physically moving an object around in the hands, and pointing at different areas of 
objects. Taking into account the underlying aim of enabling users to share information 
about these 3D artefacts, RelicPad can be broken down into three fundamental  
elements that underpin the application: 

• Manipulation (rotation and scaling) of the virtual museum artefact in 3D. 
• Real-time marking of interest points in 3D space. 
• Interactive conversation history. 

These three elements offer digital representations of physical object handling, 
pointing, and organizing topics of discussion, enabling users to explore and discuss 
virtual museum artefacts in collaborative scenarios. Users can manipulate (rotate and 
scale) the virtual artefact using their hands to build up an understanding of it in 3D, 
can mark interest points to show each other where (and in what context) something 
interests them, and can refer to a conversation history to remind themselves of how 
conclusions were made and revisit earlier topics of interest. An example of how these 
elements come together in the interface can be seen in Figure 1: 
 
 

 

Fig. 1. RelicPad interface; 3D representation of artefact (A), interest point (B), rotation button 
or ‘clutch’ (C), and interactive conversation history (D) 

Manipulation of the Virtual Museum Artefact in 3D 
In order to expand the ‘horizon of observation’ around virtual museum artefacts in 
ways that current applications do not, it is important to ground these digital interac-
tions in reality-based movements that are more akin to handling physical objects. It is 
largely the 3D experience of handling physical objects – turning them over, looking 
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inside them, viewing them from all angles – that prompts thought and understanding, 
helping the handler to make sense of the object [1]. Finding an appropriate interaction 
metaphor that gives users freedom and control over the manipulation (rotation and 
scaling) of the virtual museum artefact is important. 

Our research has looked at two interaction metaphors for manually manipulating 
3D objects using a tablet as the interaction device – tilt and touch (Figure 2): 

 

 

Fig. 2. Two interaction metaphors – tilt (left) and touch (right) 

The tilt metaphor works by using the orientation of the tablet, given by the built-in 
accelerometer and gyroscope, to calculate the orientation of the 3D content, and 
represents the idea of using the hands simultaneously to grasp a physical object and 
rotate, twist, and turn it around. Visually, it carries a strong representation of moving 
a physical object with both hands. In contrast, the ‘touch’ metaphor works by orientat-
ing the 3D content according to the position of the user’s finger(s) on the device’s 
screen, representing something more akin to holding a physical object (in this case the 
tablet) in one hand, and using the other to rotate, twist or turn the object within  
that hand. Although more visually abstract than the tilt, this is a more familiar and 
traditional tablet interaction technique. 

Section 6 describes the second study undertaken as part of this research, a compari-
son between four different techniques for rotating the 3D artefact (two techniques for 
each of the two interaction metaphors described above) and three different techniques 
for scaling the 3D artefact, and outlines each of these techniques in more detail. 

Marking of Interest Points 
With physical objects, people point at them to provide each other with a clear frame 
of reference and to clarify areas of interest. Pointing is a clear visual gesture that 
draws attention to something that is deemed to be interesting, and marking interest 
points with RelicPad supports discussion of virtual museum artefacts in the same 
way. Users attach interest points to virtual museum artefacts that other users can see 
for themselves in 3D space, in much the same way as people use pointing to guide 
others to what they want them to see during discussions about physical objects. 

Marking interest points using RelicPad is achieved by tapping the screen on the 
area of the virtual museum artefact where the interest point is to be placed. As well as 
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being a very familiar gesture to users of mobiles, tablets and touchscreens, the ‘tap’ 
gesture also resembles pointing in the physical and visual sense, making use of a sin-
gle extended finger. Tapping the virtual museum artefact brings up a box menu with a 
choice of three possible ‘context’ icons (see Interactive Conversation History subsec-
tion below) plus a fourth ‘cancel’ icon in case the user decides not to leave the point 
after all. Tapping one of these icons leaves an interest point with the selected context 
in the desired location. 

Above the choice of context icons is a text-field, allowing users to assign a key-
word(s) to the interest point if they wish. Interest points themselves are offset slightly 
to the left or the right of the screen (depending on which side of the middle of the 
screen the user decided to leave the interest point) and linked to the virtual museum 
artefact by a line, so that when initially left they are not obscuring it. 

Interactive Conversation History 
The interest points left during a discussion come together to form an interactive ‘con-
versation history’. An important classification tool for this conversation history is the 
context that can be used to define an interest when it is being marked. There are three 
context choices available, representing aesthetics (something about the way the object 
looks that the user finds interesting), geometry (something about the shape of the 
object that the user finds interesting), or meaning (something that the user feels  
provides clues about the cultural significance or idea behind the object). 

In addition to (optional) user provided keywords, the name of the user who left 
each interest point and the time at which it was left, the classification of context (iden-
tifiable by the look of the interest point) allows for a historical record of the activity in 
discussions, conversations and collaborations to be kept, organized according to the 
interest points users have created. For collaborative use, this provides “a persistent 
record of interaction and collaboration” that can be easily referred back to [23], enabl-
ing users to revisit earlier interest points and “remind [themselves] of the process by 
which they reached previous interim conclusions” [19]. 

RelicPad’s conversation history consists of a scrollable menu in the top-right hand 
corner of the screen that stores all of the interest points in a discussion, adding each 
new point at the top of the list. As well as the point’s context icon, each interest point 
record in the conversation history also contains the keyword given (if any), the name 
of the user that left the point, and the time at which it was left. This interactive but 
relatively traditional two-dimensional list leaves the conversation history in the peri-
phery of the user’s attention until it is needed – users can focus on their exploration 
and discussion of the artefact and on the physical interactions used to operate other 
RelicPad features, but can refer back to earlier points of discussion when needed. 

5 First Study - Communication and Collaboration Using 
RelicPad 

Our first study aimed to get a feel for RelicPad as a user experience, and give an early 
indication of how useful it could be in context. The idea was to find out if participants 
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could, by connecting to each other remotely using RelicPad, discuss an artefact to-
gether, share ideas about it, and draw each other’s attention to its various features, in 
order to arrive at a conclusion about what the artefact is. 

5.1 Experiment 

We invited 22 participants, not selected based on any specific criteria, to take part in 
11 collaboration sessions (2 ‘remote’ collaborators discussing the virtual museum 
artefact with each other in each session). Rather than specifically recruit participants 
from any of the previously described museum user groups, we opted for participants 
with no prior knowledge of the artefact so that as opposed to relying on any pre-
existing knowledge of what the artefact might be, they would use interest points and 
spatial referencing to collaboratively generate and share ideas and understanding. This 
scenario of ‘exploring from scratch’ is applicable to any of the museum user groups, 
even curators and researchers who regardless of knowledge and experience will still 
be presented with new and exciting objects to make sense of from time to time. 

Participants were each given an iPad running RelicPad with our 3D model of the 
QVMAG’s scrimshaw piece loaded as the virtual museum artefact. Prior to the expe-
riment, we identified (in collaboration with QVMAG curators) 7 key features of the 
scrimshaw piece that we expected participants might be able to identify together. 
During the sessions, participants were encouraged to talk to each other, share ideas, 
and mark interest points in order to form conclusions about what the artefact is, where 
it came from, and the story behind it. We anticipated that our subsequent data collec-
tion would shed some light on how they had used RelicPad’s features to do this. 

Each experiment lasted for approximately 30 minutes – 10 minutes introduction 
and explanation, 10 minutes for the collaboration session, and 10 minutes to complete 
the subsequent questionnaire. Participants were seated opposite each other at adjacent 
desks, with a large screen obscuring their views of each other – they were able to hear 
each other as they would during a phone call or videoconference, but were unable to 
see each other’s movements, gestures, or interactions with the tablet. The investigator 
was seated to the side of the participants, with a clear view of both of them for  
making observations.  

Data was recorded as a sequential analysis of activity and interaction between the 
participants, accompanied by questionnaires. The sequential analysis consisted of 
three elements - an audio recording of each discussion session, a log of interactions 
recorded by the iPads and stored in an online database (recording when an interest 
point was left, as well as the context and any keywords that were given to it), and 
handwritten observations made by the investigator of notable exchanges between the 
participants during each session. These three elements were time synchronized to 
paint a picture of how and why participants came to different conclusions using  
RelicPad, and how RelicPad features were used in this process. 

The questionnaires, given to each participant after the discussion was over, con-
sisted of two sets of ten questions adapted from the System Usability Scale (SUS), a 
widely accepted, “simple, ten-item scale giving a global view of subjective assess-
ments of usability” [24], the answers from which can be used to generate a single 
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number representing “a composite measure of the overall usability of the system be-
ing studied” [24]. The first ten questions focused on the five basic factors of usability 
(effectiveness, efficiency, safety, utility and learnability) while the second ten ques-
tions focused on five core components of user engagement – identity, adaptivity, 
narrative, immersion and flow [25]. The remaining questions were a mixture of closed 
and open-ended questions seeking additional feedback on how users felt about differ-
ent RelicPad features, what they felt they had learned from the collaboration, and 
their overall impressions of RelicPad as an experience. 

During each session, participants were each given an iPad running a different ver-
sion of the prototype. One participant was always using the tangible ‘tilting’ interac-
tion method for rotating the virtual museum artefact, while the other participant was 
always using a more traditional 4-button ‘directional pad’ for rotating it. The tilt rota-
tion was rate-controlled (the virtual museum artefact rotates faster according to how 
far the tablet is tilted), with a rotation button or ‘clutch’ held to initiate and released to 
cease rotation. The 4 directional buttons were used to rotate the artefact up or down 
around the x-axis, or left and right around the y-axis.  

Neither participant knew that their collaborator was using a different technique to 
rotate the virtual museum artefact. The idea behind this was to evaluate whether or 
not there was any difference in how usable or engaging participants found RelicPad 
based on whether or not they used a physical, tangible rotation method, or a more 
traditional 2D interaction technique. 

5.2 Results 

Observations and audio recordings showed that during the 11 collaboration sessions, 
pairs of participants were able to arrive on average at 4.45 of the previously identified 
7 conclusions about the scrimshaw. Certain things were particularly well noticed by 
participants, including faded lettering on the back of the scrimshaw (a focal point  
of the discussion in 10 of the 11 sessions) and the cracks in and discoloring of the 
scrimshaw (focal points of the discussion in 9 of the 11 sessions). 

The combination of observations and activity logs gave an indication of how inter-
est points are used during collaboration. On average, 12 interest points are left during 
each of the 11 sessions. Participants on average will specifically refer to 48% of these 
interest points, whether that be to tell their collaborator that they have just left (or are 
about to leave) the interest point, to tell them exactly what part of the artefact it is 
being attached to, or to give them directions to help them find out where it is. Partici-
pants also on average ask their collaborator for clarification or an explanation of 13% 
of interest points; asking where an interest point is, what it was supposed to be  
attached to, or whether they are looking at the correct one. 

Questionnaire responses revealed a positive response to RelicPad. Although 8 out 
of the 22 participants unfortunately did not give a definitive answer to the question, 
12 of the 14 participants who did respond described RelicPad as a positive expe-
rience. When asked to provide additional comments about the experience, 13 out of 
the 22 participants commented on the application being good for remote collabora-
tion, conversation, and positional referencing, with 10 participants specifically refer-
ring to its suitability for interacting with artefacts in museum or educational contexts. 
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The first ten and second ten sets of questions were used to calculate single numbers 
for usability and user engagement, as described in the previous section. In both cases 
the mean scores were good – 70.6 for usability and 73.07 for engagement. Partici-
pants were asked to rate RelicPad interactions based on how frequently they felt they 
used them (1 being very infrequently and 5 being very often). Results showed that on 
average participants felt that they had marked interest points very frequently (4.05), 
often added keywords to them (3.09), and occasionally chosen to change the current 
interest point (2.77) (to refer back to something from earlier in the discussion). 

Participants were asked to rate how positive or negative they felt (5 being very pos-
itive) about the three fundamental elements that, as previously mentioned, combine to 
create the overall RelicPad experience – rotation of the virtual museum artefact in 3D, 
real-time marking of interest points, and the interactive conversation history. On aver-
age, the marking of interest points was the most popular feature among the partici-
pants (3.95), while rotation of the virtual museum artefact (3.82) and the interactive 
conversation history (3.32) were also both well received. 

6 Second Study – Techniques for Manipulating Virtual 
Museum Artefacts 

Separating the results of the first study according to which rotation technique was 
used, we found that there was no significant statistical difference between the tilt and 
directional button techniques, and conclusions about which technique was more usa-
ble or affected the experience differently to the other could not be drawn. Two-tailed 
independent t-tests proved this to be the case for basic usability (t=-.981, df 15.6, 
P=.342), user engagement (t=-.612, df 20, P=.547), ease of rotation (t=-1.64, df 20, 
P=0.116) and overall impressions of rotation (t=-2.01, df 20, P=0.058).   

However, ‘touch’ and ‘drag’ interaction techniques (well established interactions 
with tablet devices) and a direct (one-to-one) mapping of tilt to rotation (as opposed 
to rate-controlled) were both suggested as ways of improving the rotation technique. 
This was interpreted as an indication that while the rate-controlled tilt was not signifi-
cantly worse than a more traditional 2D interaction, it was not significantly better, 
leaving room for further exploration of interaction techniques and metaphors that 
might better represent the physical exploration associated with object handling. 

Our second study compared four rotation techniques for manipulation of a 3D vir-
tual object – two making use of the ‘tilt’ metaphor and two making use of the ‘touch’ 
metaphor (both metaphors are outlined in section 4). The two ‘tilt’ techniques were a 
rate-controlled tilt (the angle at which the device is tilted defines the speed at which 
the virtual object rotates) and a direct-mapping tilt (the virtual object’s rotation fol-
lows the angle at which the device is tilted exactly). The two ‘touch’ rotation tech-
niques were a ‘virtual trackball’ implementation (enclosing the virtual object in a 
sphere which is dragged with a single finger in order to rotate, described as a ‘virtual 
sphere’ in [26]) and a ‘multi-touch’ approach (dragging with a single finger to rotate 
the artefact on the x and y axes, and rotating two fingers clockwise or counter-
clockwise in order to rotate the artefact on the z axis).  
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Three techniques for scaling the virtual museum artefact were also compared – a 
‘plus & minus buttons’ approach (holding one of two buttons to increase or decrease 
the scale of the artifact), a ‘slider bar’ approach (continuous dragging between the two 
end points on a slider bar widget to increase or decrease the scale), and a ‘multi-
touch’ approach (increasing or decreasing the distance between two fingers, also 
known as ‘pinching’ and ‘spreading’, to increase or decrease the scale of the artefact). 

6.1 Experiment 

12 participants took part in a set of ‘object-matching’ trials, using the different rota-
tion and scaling techniques to match a virtual museum artefact (the scrimshaw piece 
from the first study) with a semi-transparent target orientation of the same artefact. 
The rotation techniques were organized according to a balanced Latin-square design 
(to minimize biases caused by practice or fatigue), and for each technique there were 
18 trials – 6 with each of the three scaling techniques. Of those 6 trials there were 2 
simple, 2 medium and 2 complex rotation difficulties. Difficulty was defined as being 
whether matching the virtual artefacts required rotation on one (simple), two (me-
dium), or all three axes. This makes a total of 72 trials per participant. 

For each trial, participants’ speed (time taken to complete the trial), rotation error 
(difference between virtual and target artefacts in degrees) and scale error (difference 
in size of the virtual and target artefacts represented as vectors) were recorded. Partic-
ipants were asked to think about each trial in terms of both speed and accuracy and 
move onto the next trial as soon as they were happy. However, to keep things moving 
and prevent the experiment from taking an unreasonable amount of time, participants 
were asked to move onto the next trial after around 90 seconds. 

In between each rotation technique (every 18 trials) participants were asked to an-
swer some questions about that technique, and after all of the trials had been com-
pleted to answer questions looking back on all of the rotation and scaling techniques 
together. These questions asked participants to rate different aspects of the various 
techniques numerically, or to provide a few short sentences on the techniques. 

The design of the experiment was based on a number of similar object-matching 
experiments from past research into techniques and technologies for 3D object mani-
pulation, from early explorations with desktop-based VR systems [26] [27] [28], to 
more recent approaches to manipulating 3D content with mobile devices [12] [14] and 
touch displays [29]. 

6.2 Results 

Table 1 shows means and standard deviations (SD) for how quickly and how accu-
rately participants were able to complete the trials, on average, using each of the four 
rotation techniques – Rate-Controlled (RC) Tilt, Tilt with Direct Mapping (DM), the 
Virtual Trackball (VT) touch technique, and Multi-Touch. Touch techniques per-
formed better than tilt techniques, being both quicker and more accurate to use: 
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Table 1. Speed and accuracy of the four compared rotation techniques 

Averages Tilt (RC) Tilt (DM) Touch (VT) Multi-Touch 

Time Taken 
(seconds) 

58.03  
(SD 13.32) 

51.75  
(SD 14.59) 

49.72  
(SD 18.06) 

47.99  
(SD 10.84) 

Rotation Error 
(degrees) 

12.22  
(SD 9.92) 

11.81  
(SD 14.07) 

6.38  
(SD 3.91) 

7.47  
(SD 4.49) 

 
Analysis of variance showed the effects of rotation technique on both the time tak-

en to complete the trials (F = 3.966, df 3, 68, P = 0.011) and on the average rotation 
error (F = 4.278, df 3, 68, P = 0.008) to be statistically significant. 

A comparison of how quickly and accurately trials could be completed, on average, 
using each of the scaling techniques is shown in table 2 (means and standard devia-
tions (SD)). Here, the touch technique performed better than its 2D counterparts, 
proving to be both the quickest and the most accurate technique: 

Table 2. Speed and accuracy of the three compared scaling techniques 

Averages +/- Buttons Slider Bar Multi-Touch 

Time Taken 
(seconds) 

56.08  
(SD 9.73) 

50.91  
(SD 7.34) 

48.62  
(SD 10.39) 

Scaling Error  
(size difference) 

7.03  
(SD 3.93) 

6.63  
(SD 4.07) 

4.65  
(SD 1.70) 

 
Analysis of variance shows the effects of scaling technique on the time taken to 

complete the trials to be of statistical significance (F = 3.857, df 2, 69, P = 0.026), but 
the effects of scaling technique on the average scaling error were minimal. 

Comparing all combinations of rotation and scaling techniques together supports 
these results, with the combination of Multi-Touch rotation and Multi-Touch scaling 
resulting in the fastest average trial completion time at 41.61s (see Figure 3), the 
smallest average scaling error (3.93), and the second-smallest average rotation error 
(6.10 degrees). The worst combination was Tilt (Rate-Controlled) rotation with Plus 
& Minus Buttons for scaling, which gave the slowest average task completion time 
(64.65), largest average rotation error (19.69), and largest average scaling error (8.66). 
However, analysis of variance showed that apart from the Tilt (Rate-Controlled) rota-
tion with Plus & Minus Buttons for scaling being by far the poorest combination of 
techniques, the differences between the rest of the combinations were minimal, and 
not of statistical significance. 

The questionnaires asked participants to rank the four rotation techniques in order 
from 1 (best) to 4 (worst) in relation to a number of different criteria, including: ease 
of rotation; perceived accuracy of rotation; perceived speed of trial completion;  
enjoyment; understanding of the movement of the artefact in 3D; perceived control 
over the artefact; and favourite technique. On average, Multi-Touch recorded the 
lowest (best) average (between 1.42 and 1.75) for all of the criteria, while Tilt 
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Fig. 3. Graph showing average time taken to complete trials (in seconds) for each rotation 
technique, separated by scaling technique 

(Rate-Controlled) recorded the highest (worst) average (between 2.92 and 3.33) for all 
of the criteria. Participants were also asked to rank the three rotation techniques in 
order from 1 (best) to 3 (worst) in relation to the same criteria – Multi-Touch scaling 
also recorded the lowest (best) average (between 1.42 and 1.92) for all of the criteria. 

7 Discussion 

Based on the results of the two studies, we have come to our own interpretations of 
how users have received our application, how applicable it is to the described problem 
domain, and which interaction metaphors give users the most control over the mani-
pulation of virtual museum artefacts. We found that participants used interest points 
to share spatial references, that they could collaboratively construct solid ideas of 
what the artefact was, and that they felt positive about being able to rotate the virtual 
artefact in 3D, suggesting that RelicPad can facilitate exploration and collaborative 
discussion of virtual museum artefacts. We also found that touch interaction  
techniques leave users feeling in control of the manipulation of the virtual museum 
artefact. 

In the first study, marking interest points proved to be the most popular and com-
monly used feature of RelicPad. Almost half of the interest points left were directly 
referred to by participants verbally, usually to explain what the interest point refers to 
as it is being left (“that there, it’s a parasol”; “and you can see in this section here that 
it’s lighter”; “down below there, that marking”; “it’s broken, on your left side – I’ll 
point it out for you”). This indicates that participants used the interest points for the 
purpose we intended – ‘pointing out’ interesting areas or features of the artefact to 
assist each other in maintaining a shared spatial reference of the topic of discussion. 
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Importantly, participants noticed and discussed most of the things that were identi-
fied prior to the experiment as providing the history, story and significance of the 
scrimshaw piece. This indicates that participants not only enjoyed marking interest 
points, but that they used them for the intended purpose and that this bore results in 
terms of the collaboration. This is especially interesting given that to most participants 
it was not obvious from the start that the artefact was scrimshaw; it was through dis-
cussion and theorizing with each other that they were able to come to conclusions 
about what it was or wasn’t. It did appear, however, that there was a tendency to no-
tice visual stimuli, however difficult to see, but not always to fully establish what they 
represented. The lettering on the back of the scrimshaw was discussed at length in 10 
out of the 11 sessions, but in only 3 of those 10 was it agreed that they could be the 
initials of the creator (or the recipient) of the scrimshaw. 

The first study compared the rate-controlled tilt technique for rotating the virtual 
museum artefact against a directional button widget. With the initial design, the tilt 
was seen as being a strong visual representation of moving a museum artefact with 
the hands, but the difference in rotation method used seemed to have little impact on 
the usability of the application or what participants were able to made of the expe-
rience of interacting with the virtual artefact. The second study looked to explore 
alternative interaction metaphors for manipulating the virtual artefact, and to see what 
happened when scaling was brought into the picture as well as rotation. 

Object matching trials comparing combinations of the different rotation and scaling 
techniques showed that touch techniques, particularly ‘multi-touch’ techniques, per-
formed significantly better and were more popular than tilt techniques. Virtual objects 
could be rotated and scaled more quickly using touch techniques, and also with more 
accuracy. Participants also reported enjoying using them more, having a better under-
standing of how the virtual object moves in 3D using them, and crucially having more 
control over the virtual museum artefact.  

A number of factors may contribute to this – tablets have weight, and physically 
rotating them for long periods of time was tiring for some participants. The issue of 
viewpoint may also play a part here – with touch techniques the observation view-
point is fixed while the hands manipulate the virtual objects (more akin to kind of 
viewing angles associated with physical object handling), while with the tilt it could 
be thought of as being the opposite, with the hands moving the observation viewpoint 
as opposed to the virtual object itself. 

We interpret this, coupled with the ability to accurately ‘fine-tune’ the position of 
the virtual artefact, as an indication that while the tilt metaphor carries a stronger vis-
ual representation of moving a physical object with the hands, the touch metaphor 
gives the user more control. By leveraging interactions styles that are familiar to 
many users, touch techniques and the control they provide leave users free to focus 
their attention on the content and the collaboration itself, rather than the techniques 
required to interact with the virtual artefact. As such, we believe that the touch meta-
phor provides a more reality-based representation of natural and relatively thoughtless 
interaction with the hands for exploring the spatial properties of (virtual) artefacts. 
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8 Conclusions 

Our interpretation of results shows that using interest points to draw attention to nota-
ble features of a virtual museum artefact helps users to understand and clarify areas of 
particular interest, and that over the course of a collaborative discussion these interest 
points are used to drive conversations and exchange ideas and theories. Participants in 
our study appeared to relish the ability to use the touch-tapping interaction to ‘point’ 
at artefacts and to highlight areas of interest for each other.  

Comparing different metaphors for the manipulation of virtual museum artefacts 
suggested that established tablet interaction techniques such as multi-touch are the 
most efficient and enjoyable for controlling the manipulation of virtual museum arti-
facts on a tablet, leveraging skills that users are already familiar with to comfortably 
control the 3D experience and freeing them to focus their attention on other aspects of 
the system, such as marking and discussing points of interest.  

We interpret this as an indication that for interaction techniques to feel ‘reality-
based’, familiarity and control (moving an object in the hands comes naturally, as do 
touch techniques when using tablets) are perhaps more important than a strong visual 
representation (tilting the tablet looks more like handling an object, but it isn’t the 
first thing people think to do with a tablet). This suggests an interesting compromise 
between how techniques look and how they feel when designing interactions.      

As well as being well received as a positive experience by many participants, feed-
back showed that many of those participants saw the suitability of the application in 
museum contexts, specifically commenting that the application was good for remote 
collaboration and spatial referencing. RelicPad was able to expand each participant’s 
horizon of observation in relation to both the virtual museum artefact itself and also to 
the focal points of each other’s attention, and was used by participants to good effect.  
With the right interaction metaphors in place, it offers a promising solution to the 
scenarios presented in the introduction and motivation sections, and the example  
scenario provided by staff at the QVMAG. 

8.1 Future Work 

The experiments highlighted a number of interesting directions for the design of  
RelicPad. Many felt that the interest points themselves could have been more interac-
tive – navigated to by touch, editable (renaming and deletion), more easily re-
identifiable (either by keyword or by participant-based colour coding), and linked 
together to form a conversation thread. Combining the elements of interactivity from 
the conversation history into the interest points themselves may encourage collabora-
tors to go beyond what they see of artefacts and to discuss further what those things 
might represent, giving spatial reference not only to areas of interest but to topics of 
interest as well. 

In future experiments we also plan to evaluate whether the different museum user 
groups (or combinations of these groups) outlined earlier in the paper have different 
levels of success than others in coming to conclusions about artefacts whilst using the 
system. We will also compare the outcomes of collaborations made using RelicPad 
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against those of face-to-face, co-located collaborations with the physical artefact to 
hand, and of existing remote-collaborative chat and video-conferencing alternatives 
such as Skype. 
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Abstract. In a previous work, we confirmed the existing effects of “Out of the 
Body” tactile illusion for virtual and augmented objects through funneling and 
saltation.  However, it required a virtual imagery to be attached to the user for 
directly extending one’s body.  This paper aims at investigating similar phan-
tom tactile sensations exist when the virtual object is visually detached from the 
user’s body.  Two usability experiments were conducted to verify the hypothe-
sized phantom tactile effects: one for funneling and the other, saltation.  Our 
results have shown that in addition to the perception of the phantom sensations 
with the “detached” visual feedback, the interaction experience was significant-
ly enriched (vs. when without explicit visual feedback).  We also discovered 
for the first time that for funneling, phantom sensations can be elicited without 
any visual feedback at all.  The findings can be applied to the tactile interaction 
design using minimal number of actuators on a variety of media platforms  
including the mobile, holography and augmented reality.  

Keywords: Phantom sensation, Illusory feedback, Funneling, Saltation,  
Vibro-tactile feedback, Multimodal feedback. 

1 Introduction 

Tactile feedback has become almost indispensable in improving interaction expe-
rience.  Realization of tactile feedback by using vibration devices is one inexpensive 
and practical method.  However, due to its size and mechanics, a single vibrator 
scheme is most often employed and it is only able to convey simplistic on-off type of 
events.  Instead, as a way to improve the tactile experience, a more advanced form of 
vibro-tactile feedback most often involves an array of vibrators [6, 7] that brings 
about mechanical and cost complications and a constraint that a relatively significant 
area of the body has to be in full contact with the array. 

One way that researchers have considered to overcome this problem is to create il-
lusory (or pseudo) tactile feedback and combining it with the corresponding visual or 
auditory feedback [19].  For example, in a previous work, we confirmed the existing 
effects of “Out of the Body” tactile illusion for virtual and augmented objects through 
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saltation and funneling.  However, it required a virtual imagery to be attached to  
the user for directly extending and connecting one’s body.  In other words, this is 
undesirable because the user must have both hands/fingers in contact with the virtual 
object (see Figure 1).  Thus, this paper aims at reproducing the same “Out of the 
Body” phantom sensation effect with “floating” (i.e. no virtual extension) dynamic 
virtual object detached from the body (see Figure 3).  In particular, we consider two 
phantom tactile sensation phenomena, namely funneling [4] and saltation [14]. 

Funneling (Saltation) refers to the illusory tactile sensation occurring away from 
the actual places of timed (simultaneous) vibratory stimulations.  The intended loca-
tion of the phantom sensation can be changed by modulating the intensity (Funneling) 
or inter-stimulus time interval (Saltation).  Funneling and saltation have often been 
applied to reduce the number of tactile actuators in tactile interaction design [18, 35].  
Recently, researchers have discovered such phantom sensations can be extended  
to the “Out of the Body” [27] and for “Out of the Body” virtual objects [24] (see  
Figure 1), thus making it possible to generate phantom tactile sensations as if  
coming from an external object (both real and virtual).  Possible applications of such 
a phenomenon are shown in Figure 2. 

 

Fig. 1. The concept of “Out of the Body” tactile experience from a hand-held physical or virtual 
medium. A medium for extending and connecting the body parts is required, virtual or real. The 
phantom sensation is more evident with the physical medium (e.g. felt at 3cm from the left) 
than the virtual (felt at 1.3cm with the same stimulation) [24]. 

It has been found that the extent or the controllability of the effect is diminished 
when extended to “Out of the Body” and even more so when a virtual object is used 
as the medium extending one’s body [24, 27].  Consequently, we seek and experi-
mentally investigate the possible synergistic effects by associating it with “dynamic” 
visual feedback to improve the tactile experience and controllability, possibly even 
without the medium (real or virtual) that connects the body parts (i.e. tactile interac-
tion with virtual objects completely detached from the body).  If validated, such a 
phenomenon can be applied to tactically interacting with holographic objects hover-
ing in the air (Figure 2(b)). 
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Fig. 2. Possible applications of the “Out of the Body” phantom tactile sensation: Two 
handed/fingered interaction and feeling tactile sensations as if coming from the middle of the 
(a) mobile device, (b) hovering holographic-virtual imagery, (c) indirectly from a virtual object 
in a monitor and (d) an augmented marker (e.g. seen through a head mounted display) 

This paper is organized as follows.  In the next section, we first review previous 
research literatures related to phantom tactile sensation, multi-sensory integration and 
their application to practical interaction design.  Then, we describe the two validation 
experiments and report the results.  Finally, we conclude the paper with a discussion 
and directions for future research. 

2 Related Work 

Funneling and saltation are the two major perceptual illusion techniques for vibro-
tactile feedback.  Funneling refers to stimulating the skin at two (or more) different 
locations simultaneously with different amplitudes and eliciting phantom sensations 
in the space between [1, 4]. Several researchers have applied this phenomenon to 
human interfaces [3, 19, 28, 31, 32].  For instance, Hoggan et al. experimented with 
using three vibrators on a mobile device to emulate a tactile progress indicator [18].  
Tan et al. applied saltation to implement a tactile chair using a 3 x 3 tactile array for a 
pattern recognition application [38]. 
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Miyazaki has discovered the saltation could be extended to body-worn (e.g. hand-
held) objects and to create “Out of the Body” tactile experience [27].  Furthermore, 
Lee et al. has confirmed the same phenomenon existed for virtual objects but with 
reduced effects and less precise controllability [24].  Other researchers have investi-
gated different ways and effects to apply phantom sensation by employing different 
stimulation interpolation methods [1], varying the values of ISI’s [10, 15, 16], relative 
vibration amplitudes [1, 31], stimulation duration and frequency [10, 37], inter-
stimulation distances [32], and even applying saltation to non-continuous skin (e.g. 
from the right arm to the left, fingertip to fingertip) [12, 40].  Note that in our pre-
vious work, only minimal static visual feedback was used, namely the virtual “ruler” 
representing only the medium bridging the two body points (rather than the actual 
visual representation of the tactile event) at which the actual vibratory stimulations 
were given, to recreate the original “Out of the Body” phenomenon.  No detailed 
studies have been reported regarding phantom tactile feedback with dynamic or de-
tached visual feedback.  Also note that aforementioned works [3, 18, 19, 28, 31, 32, 
38] that have applied tactile phantom sensations to human interfaces did it so directly 
to the human skin and had not investigated the use of the “Out of the Body” pheno-
menon nor the issue of thereby minimizing the number of tactile actuators. 

Interestingly, Flach et al. [13] and Kilgard [21] have found that the phantom sensa-
tion was much influenced by the subject’s focus of attention, anticipation and/or the 
line of sight.  This strongly hints the possibility of further synergistic effects with 
more apparent visual effects associated with the intended phantom sensation. 

In fact, the synergistic sensory integration is not new.  It is generally accepted that 
multi-sensory feedback is additively helpful to interactive task performance [23].  
This is only true provided when the respective modality feedback is consistent in its 
content and timing with one another [30].  Many synergistic multimodal interaction 
systems have been devised and studied employing gestures [5], voice [11], propri-
oception [26], speech/audio [17], and force feedback [34].  Aside from just improv-
ing task performance, multisensory interactions can also modify user perception, as 
illustrated by the famous McGurk effect.  The McGurk effect is a perceptual pheno-
menon in which vision alters speech perception [25].  Simple visual tricks can easily 
alter the body image that is created by the proprioceptive sense [33].  Although the 
best known cross modal effects are those of vision influencing other modalities, visual 
perception can be altered by other modalities as well [39]. 

3 Experiment I: Effects of Funneling with “Detached” Visual 
Object 

3.1 Purpose and Hypothesis 

In the first experiment, we have compared the tactile experience of funneling for a 
virtual object, between (1) when it was associated with a (dynamic) visual presenta-
tion detached from the body and (2) when no visual presentation is given at all (as a 
reference).  In a usual application setting, virtual objects will normally be rendered 
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without a part that visually extends or connects user’s body parts (Figure 2).  Our 
interest is first to assess whether funneling elicits phantom sensation, its extent and 
effects to the overall interaction experience. 

It is well expected that no dislocated phantom tactile experience will be elicited 
without any visual feedback (Figure 4, bottom right).  We still test for it as a base 
case.  Also it has been shown through prior research [27] that singular vibration (e.g. 
with a single vibrator) cannot create any localized phantom sensation for “virtual” 
object external to the body either.  To reiterate, we are interested in and hypothesize 
the existence and quality of the phantom tactile sensation of the virtual objects even 
when it does not directly attached to the user body.  We also expect that results for 
the detached “Out of the Body” virtual objects with the hypothesis that results will 
mostly extend to detached “Out of the Body” physical objects 

3.2 Experimental Design and Set Up 

To create the funneling based phantom sensation, the user was given simultaneous 
tactile stimulations to one’s two index fingers, one in the right and the other in the 
left. The two fingertips were tracked using small markers (25mm x 25mm) by a head 
mounted camera and a “detached” augmented reality video imagery was presented to 
the user through a 47 inch monitor (nominal viewing distance: ~60cm).  As for the 
augmented visual feedback, a small moving object (“a bouncing basketball”) was 
rendered at the intended location of sensation between the two fingers (see Figure 3). 

The OSGART [29] was used to recognize/track the small markers and generate  
the augmented video imagery. A webcam was worn on the head mounted fixture  
to produce a view close to one according to the actual line of sight.  The user was 
asked to maintain a nominal distance (8cm) between the fingers (using an 8cm  
wide marking on the table), but was allowed small movements for natural and  
comfortable interaction. The inter-finger distance of 8cm was used and set equal to 
the experimental conditions used in [24, 27]. 

 

Fig. 3. The experimental set up for Experiments I and II. Vibratory stimulations were given to 
the two index fingers and the augmented visual feedback (e.g. bouncing basketball), detached 
from the fingers, seen through a large display monitor. 
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A common flat coin-type vibrator (11mm in diameter) was used (taped to the re-
spective fingertips) and controlled by an Arduino board [2] (and interfaced to and 
synchronized with the OSGART based experiment software).  For detailed specifica-
tions refer to [20].  It is controlled by a voltage input using a pulse width modulation 
signal with an amplitude between 0 to 5V, which in turn produces vibrations with 
frequency between 0 and 250 Hz and associated amplitudes between 0 to 2G (meas-
ured in acceleration, or 0 to 18μm in position) respectively. According to [20, 36], 
these values are well above the human's normal detection threshold (about 6 ~ 45db). 

The experiment was designed as a 2x5 factor within-subject. The two factors were 
(1) inclusion of the visual feedback (with or without), and (2) intended locations  
of tactile illusion (five locations between the fingers labeled P1 ~ P5). Four survey 
questions were answered in a 7 Likert scale asking of the various aspects of the  
phantom tactile experience. 

3.3 Detailed Procedure 

Twenty paid subjects (15 men and 5 women) participated in the experiment with the 
mean age of 25.5.  After collecting one’s basic background information, the subject 
was briefed about the purpose of the experiment and instructions for the experimental 
task. A short training (3 minutes) was given for the subject to get familiarized to the 
experimental process.  In addition to the head mounted fixture for the camera, the 
subjects wore ear muffs to prevent any bias from the sounds of the vibration. The ear 
muff was tested to make sure so that no sound could be heard during the experiment, 
and did not affect the outcome of the experiment. 

The levels of stimulations were given with the intention to create phantom and real 
sensations at 5 equi-distanced locations between two fingers.  The Linear variation of 
stimulus amplitudes methods of Alles [1] (Figure 4) was used with the stimulation 
duration set at 200ms.  Preliminary studies and prior research has also confirmed that 
the aforementioned linear method and stimulation duration exhibited the best effect 
[24]. The visual feedback appeared at the intended location of sensation, at the time of 
the stimulations, stayed for 200 milliseconds (same as the tactile stimulation duration) 
and disappeared. 

Each subject experienced, in a balanced order, a total of 60 positional feedbacks in 
all the 2 x 5 (10) conditions (6 repetitions each) with 10 second inter-stimulus rest 
interval, lasting about 40 minutes.  For each condition, two exact same stimulation 
patterns were given, then subjects were asked to indicate the place of phantom  
sensations in terms of the five prescribed positions.  We use the symbols L1~L5  
to indicate the subject’s response (as distinguished from the actual intended locations 
of sensations). The subjects were explicitly asked to report the place of tactile (e.g. 
rather than visual) sensation right after experiencing the stimulation. In addition,  
after all trials, they were asked to answer a short survey about their subject feelings 
(questions shown in Table 1). 
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Fig. 4. The rendering method of stimulation originally proposed by Alles [1] for funneling to 
generate phantom sensations at five different positions (top). Examples of tactile stimulation: at 
P1 and P3 with visual feedback (bottom left and middle) and at P4 without visual feedback 
(bottom right).  For example, to produce a phantom sensation at P2, a simultaneous stimulation 
of 4V at A and 2V at B are given as shown in the top left. 

Table 1. The four survey questions regarding the subjective feel for the phantom sensation 
answered in 7 Likert scale 

Q1 Were you able to perceive phantom sensation?  
(1: Not at all ~ 7: Very well) 

Q2 When you perceive phantom sensation, did visual feedback affect you?  
(1: Not at all ~ 7: Very much) 

Q3 How confidence are you about your answer to Q1? 
(1: Not confident at all ~ 7: Very confident) 

Q4 How long did it take you to perceive the phantom sensation if any?  
(1: Instantly ~ 7: Few seconds) 

3.4 Results 

Figure 5(a) and (b) each shows the sensed/perceived locations of the tactile sensation 
(vertical axis), elicited by funneling, as reported by the users vs. the intended  
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locations (horizontal axis) of sensation with visual effects and without. To our  
surprise, even without a virtually mediating object, phantom sensations were per-
ceived at all five intended locations (Figure 5(b)).  This is a first time discovery to 
our knowledge.  There is still clear marked difference in the accuracy (or variance) 
for the intermediate locations, P2~P4.  Note that P1 and P5 are where the vibrators 
are actually located, thus, a correct perception even without visual effect is naturally 
expected.  Also note that the perceived locations were different among each other 
with statistical significances (see Table 2).  Thus, a high localization controllability 
(~± 4mm) at approximately 2cm resolution was possible.  Consistently to the statis-
tical results, subjects reported that when no visual effects were given, it was difficult 
to differentiate between P1 and P2 (and similarly for P4 and P5), where the vibration 
motors were actually placed. 
 

(a) With the associated visual effects      (b) Without visual effects 

Fig. 5. Accuracy of reported locations of the phantom sensation with respect to the intended: 
(a) with associated visual effect and (b) without 

Table 2. Statistical differences (p-values) in the perceived locations (L1 ~ L5) 

L1-L2 L2-L3 L3-L4 L4-L5 

With visual < 0.001 < 0.001 < 0.001 < 0.001 

Without < 0.001 < 0.001 < 0.001 < 0.001 

 
 
ANOVA revealed statistically significant differences existed in the senses  

locations between when the visual effect was given and when it was not, at all  
five locations except at the middle, L3 (Figure 6 and Table 3).  Note that with funne-
ling, when equal stimulation strengths are given at the two finger tips and it is plausi-
ble to think that it would be easier (that is, no help needed with the visual effect)  
to perceive the phantom sensation to come from the middle and make the proper  
response. 
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Fig. 6. A pair-wise comparison of the perceived locations between when visual effect is given 
(square) and not (circle). Star marks indicate those with statistically significant differences. 

Table 3. Statistical differences (p-values) in the “differences” of perceived locations between 
when with associated visual effect (e.g. L1) and without (L1’) 

L1-L1’ L2-L2’ L3-L3’ L4-L4’ L5-L5’ 

0.013 < 0.001 0.352 < 0.001 0.013 

 
 

Figure 7 shows the number of correct answers (i.e. correct when the perceived  
location matches the intended within a pre-specified threshold) in terms of score out 
of 100.  Similarly to the above analysis, performances were generally worse without 
the associated visual effects for intermediate locations P2 and P4 being confused with  
 

 

Fig. 7. Comparison of correct localization of visual and non-visual feedback based on  
stimulations across intended position 
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P1 and P5 respectively.  We emphasize that while distinguishing of five distinct 
points within the 8cm distance was possible with visual feedback or without, the ac-
curacy (how close the perceived is to the intended location of sensation) is expectedly 
lower when the visual feedback is absent. 

Finally, Figure 8 shows the responses to the four survey questions, which are most-
ly consistent with the quantitative analysis.  Subjects were conscious of the helpful 
effects of the visual feedback and confident of their phantom sensations. 

 

Fig. 8. The collective responses to the general usability/experience survey 

4 Experiment II: Effects of Saltation with “Detached” Visual 
Object 

4.1 Purpose and Hypothesis 

The second experiment is mostly similar to the first except that the “detached” visual 
feedback effect to saltation was tested instead.  We hypothesize for the existence and 
the improved quality of the phantom tactile sensation of the virtual objects when 
coupled with visual effects. 

4.2 Experimental Design and Set Up 

Again the basic experimental design and set up is mostly identical to the first  
one. Since saltation was used the vibro-tactile stimulations were timed rather than 
given simultaneously.  The same “detached” augmented visual feedback, “bouncing  
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basketball” was used. The experiment was designed as a 2x5x2 factor within-subject.  
The three factors were (1) inclusion of the visual feedback (with or without), (2) in-
tended locations of tactile illusion (five locations between the fingers labeled P1 ~ P5) 
and (3) direction of the stimulation (from right to left or vice versa).  Five survey 
questions were answered in a 7 Likert scale asking of the various aspects of the  
phantom tactile experience (see Table 4). 

4.3 Detailed Procedure 

Twenty paid subjects (15 men and 5 women) participated in the experiment with the 
mean age of 25.2 (a different pool from Experiment I).  The experimental procedure 
was mostly identical to the first.  Thus, we only describe the way saltation (i.e. timed 
stimulation) was administered in the treatments.  Figure 9 pictorially describes how 
the timed vibro-tactile stimulations were given to create saltation effects.  A total of 
three consecutive stimulations were given, each labeled S1, S2 and S3.  The first two 
stimulation were given at P1 and the third at P5, intending to create a phantom sensa-
tion somewhere between P1 and P5. Inter-stimulus intervals of S1-S2 and S2-S3 were 
given with the intention to create phantom sensations at the prescribed positions, 
namely, P1~P5 (800ms-50ms) respectively (and stimulation duration of 80ms) based 
on recommended values for best effects from prior research and our own previous 
experiments [24].  

Half of the saltation treatments were administered with right to left stimulations (at 
P5, then P1) and the other half, in the opposite directions (at P1, then P5).  The visual 
effects were rendered at P1, P5 (where the actual stimulations were given) and at the 
intended location of sensation and stayed on for 80 milliseconds, same as the stimula-
tion duration.  As shown in Figure 10, the visual feedback was given, synchronized 
with the corresponding of the three tactile stimulations (S1~S3), at three locations 
(two at the finger tips where the actual stimulations are given and one in between at 
the intended location of sensation, one of P’s).  We stress again that the users were 
asked of the location and quality of the tactile feedback, not the visual. 

Each subject experienced, in a balanced order, a total of 72 positional feedbacks in 
all the conditions: 60 times with visual feedback (2 directions, 5 intended locations of 
 

 

Fig. 9. The rendering method for saltation stimulation. Three timed stimulations of S1 (at P1), 
S2 (at P1) and S3 (at P5). 
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Fig. 10. Administering for the saltation effect with three timed vibro-tactile stimulations with 
visual effects (above) and without (below) 

sensation and 6 repetitions) + 12 times without visual feedback (2 directions and 6 
repetitions).  Each stimulation was followed by a 10 second inter-stimulus rest inter-
val.  As it was so in the first experiment, for each treatment condition, two exact 
same stimulation patterns were given, then subjects were asked to indicate the place 
of phantom sensations in terms of the five prescribed positions (L1~L5). The subjects 
were explicitly asked to report the place of tactile sensation (e.g. rather than visual) 
right after experiencing the stimulation.  In addition, after all trials, they were asked 
to answer a short survey about their subject feelings (questions shown in Table 4). 
The fifth survey question asked of the perception regarding the directionality. 

Table 4. The five survey questions for Experiment II regarding the subjective feel for the 
phantom sensation answered in 7 Likert scale 

Q1 Were you able to perceive phantom sensation?  
(1: Not at all ~ 7: Very well) 

Q2 When you perceive phantom sensation, did visual feedback affect you?  
(1: Not at all ~ 7: Very much)  

Q3 How confidence are you about your answer to Q1? 
(1: Not confident at all ~ 7: Very confident)  

Q4 How long did it take you to perceive the phantom sensation if any?  
(1: Instantly ~ 7: Few seconds) 

Q5 Were you able to recognize a particular direction?  
(1: Not at all ~ 7: Very well) 
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4.4 Results 

Table 5 shows that the sensed tactile locations after saltation were statistically differ-
ent from the actual location of stimulation for both when visual effect was given and, 
surprisingly again, when not given at all.  Note that, according to Miyazaki, phantom 
sensation from saltation was not observed without visual feedback nor mediating 
object [27].  While our result is somewhat contrary, its extent was very small (see 
Figure 11(b)). 

Table 5. Effects of saltation.  Perceived location for S2 were in all cases different from S1 
(both S1 and S2 stimluations were given at the same physical location) with statistical 
significance (p-values) indicating the existence of the saltation effect. 

Intended position 
(with visual) 

p-value for difference 
between S1 and S2 
(Stim. Dir. LR) 

p-value for difference 
between S1 and S2  
(Stim. Dir. RL) 

P1 < 0.001 < 0.001 

P2 < 0.001 < 0.001 

P3 < 0.001 < 0.001 

P4 < 0.001 < 0.001 

P5 < 0.001 < 0.001 
 

Without visual < 0.001 < 0.001 

 
 

Figure 11(a) and (b) each shows the locations of the tactile sensation (vertical 
axis), elicited by saltation, as reported by the users vs. the intended locations (hori-
zontal axis) of sensation with visual effects and without.  When visual feedback was 
given, there were as usual five intended location of sensation according to the five 
respective locations of the visual feedback.  However, only four statistically different 
sensed locations for S2 were found (i.e. L1, L2, L3, L4=L5; p-values L1-L2: <0.001; 
L2-L3: <0.001; L3-L4: <0.001; L4-L5: 0.088).  There were significant differences in 
the accuracy (or variance) for the intermediate locations, between L3~L5 and P3~P5.  
Higher variance and lower accuracy/match (even at L1/P1) was observed as compared 
to the case of funneling, getting worse at the place of the third stimulation.  When 
there was no visual feedback, we were only looking for (if it existed) one location of 
phantom sensation somewhere between the fingers.  As mentioned above, this non-
visual case did exhibit a phantom sensation at one location significantly different, 
though very small, from the place of actual stimulation, around 0.83cm away.  Post-
briefings with the subjects also reflected the observation this sensation was barely 
perceivable. 
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(a) With the associated visual effects 

 

(b) Without visual effects 

Fig. 11. Accuracy of reported locations of the phantom sensation with respect to the intended 
for saltation: (a) with associated visual effect and (b) without. Star marks indicate those with 
statistically significant differences. 

Finally Figure 12 shows the responses to the five survey questions, which are  
consistent with the quantitative analysis.  Subjects were conscious of the helpful 
effects of the visual feedback and confident of their phantom sensations. Subjects 
were also able to recognize the direction of the stimulation and the described the  
sensation to as soft bounce (15/20), hard contact (3/20) and moving vibration (2/20) 
in the post-briefing. 
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Fig. 12. The collective responses to the general usability/experience survey 

5 Discussion and Conclusion 

Previous research has found the phantom tactile sensations for virtual objects external 
to one’s body.  However, it required a virtual imagery to be attached to the user for 
directly extending one’s body.  This paper has investigated in whether similar phan-
tom tactile sensations exist when the virtual object is visually detached from the us-
er’s body.  Our results have shown that in addition to the perception of the phantom 
sensations with the “detached” visual feedback, the interaction experience was signif-
icantly enriched (vs. when without explicit visual feedback).  We also discovered for 
the first time that for funneling, phantom sensations can be elicited without any visual 
feedback at all.  We can further conjecture with both mediating visual feedback and 
the actual dynamic visual content, the tactile experience has to be improved even 
more with even higher localization controllability. 

While the two tested phantom sensation techniques generated similar qualitatively 
enhanced tactile experience (both quantitatively and qualitatively), the funneling 
technique produced higher overall accuracy than saltation.  On the other hand, salta-
tion due to its nature seems fitting as a mean to provide directional tactile experience.  
The post-briefing also revealed the same.  While both subjects answered both tech-
niques did produce phantom sensations for certain, they also felt the funneling to have 
produced more efficient and stronger sensation. 

The findings can be applied to the tactile interaction design using minimal number 
of actuators on a variety of media platforms including the mobile, holography and 
augmented reality.  From a more practical perspective, we would be much interested 
in comparing the relative effect between (1) the usual single vibrator scheme and (2) 
using perhaps 2 or 4 vibrators for 1D or 2D [22] localized phantom tactile effect.  
The single vibrator scheme simply cannot be used for the case of “Out of the Body” 
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virtual objects with virtual medium (e.g. two handed interaction with a dynamic holo-
graphic object).  However, for the case of “Out of the Body” virtual objects with 
physical medium (e.g. two handed interaction with moving virtual objects on a mobile 
device), it is unclear whether there is sufficient benefit-to-cost in the additional effort 
to employ funneling or saltation.  Single vibrator scheme has been quite successful in 
eliciting pseudo-haptic effects in smart phones and game controllers [8].   

However the distinction must be made clear in terms of the role of the visual  
feedback.  The single vibrator scheme can be explained to be a phantom or pseudo 
sensation directly caused by the visual feedback, while our paper has addressed the 
phantom sensation being strengthened reversely by the visual effect.  Note that our 
performance measures were tactile experience, and not visual.  This suggests, that 
although our experiment has only tested the case with virtual medium, it is plausible 
to expect that the tactile experience to be significantly richer than the case of single 
vibrator scheme, e.g. if applied to mobile devices.  The plausibility is high also from 
the previous research indicating the weakened sensation when the “connecting” me-
dium was virtual [24].  Either way, the combined effect can be explained by the 
Modality Competition Theory that the modal fusion will depend on the disparity 
among the stimulations in term of their consistency [33, 41].  For instance, the dis-
parity between the location of the phantom sensation and the visual feedback seems 
less than that that in a single vibrator scheme. 

In fact, our next focus will be to verify such a proposition.  In addition, we are in-
terested in the neurological or cognitive explanation to this phenomenon.  The typical 
explanation for funneling and saltation has been based on the continuity of the body 
map in the somato-sensory area in the brain [9].  However, with the discovery of the 
“Out of the Body” phenomenon, it seems there may be a cognitive element to it too 
(reconfiguring of the body map is also possible but it is usually regarded a very slow 
process as demonstrated in the phantom limbs [33]). 
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Abstract. We propose two techniques that improve accuracy of pointing at 
physical objects for handheld Augmented Reality (AR). In handheld AR, point-
ing accuracy is limited by both touch input and camera viewpoint instability 
due to hand jitter. The design of our techniques is based on the relationship be-
tween the touch input space and two visual reference frames for on-screen con-
tent, namely the screen and the physical object that one is pointing at. The first 
technique is based on Shift, a touch-based pointing technique, and video freeze, 
in order to combine the two reference frames for precise pointing. Contrastingly 
-without freezing the video-, the second technique offers a precise mode with a 
cursor that is stabilized on the physical object and controlled with relative touch 
inputs on the screen. Our experimental results show that our techniques are 
more accurate than the baseline techniques, namely direct touch on the video 
and screen-centered crosshair pointing. 

Keywords: Handheld Augmented Reality, Interaction Techniques, Pointing. 

1 Introduction 

While still an open research area, Augmented Reality (AR) in terms of superimposi-
tion of graphics is now possible on camera-equipped handheld devices. However, 
issues related to interaction still need to be studied. In particular, pointing at physical 
objects through the live video playback of a handheld device with either direct touch 
or a screen-centered crosshair has limited accuracy [4, 11]. Nevertheless accurate 
pointing at physical objects would benefit several handheld AR applications including 
selection or in-situ positioning of digital annotations in dense physical environments 
such as paper maps. 

Pointing accuracy in handheld AR is limited by various factors. First, interaction with 
handheld devices brings specific constraints [17]: the screen real estate is limited and 
direct touch on the screen, the de-facto standard input modality on such devices, is im-
paired by finger occlusion and an ambiguous selection point (i.e. the ”fat-finger” prob-
lem). Moreover, when considering handheld tablets which are larger but also heavier 
than phones, the trade-off between device handling (i.e., one or two handed hold) and  
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Fig. 1. Four techniques for pointing at physical objects through video on handheld devices: (a) 
Direct Touch on the live video; (b) Shift&Freeze: Shift [19] combined with freeze-frame; (c) 
Screen-centered Crosshair; (d) Relative Pointing with cursor stabilized on the physical object 

touch interaction (i.e., available fingers for touch interaction and screen accessibility) 
need to be taken into account [20]. To address these issues, pointing accuracy on hand-
held devices has been studied and different techniques have been proposed [17, 19]. 
Yet, those techniques do not take into account the specificities of AR. 

Indeed, in AR applications, when interacting through the video on handheld devic-
es, the physical object one wants to point at is not stable on screen. As a consequence, 
it is also not stable within the touch input space. As the viewpoint is controlled by the 
device’s pose, its stability is impaired by hand tremor and motion induced by the us-
er’s touch inputs. Furthermore, when using handheld tablets for AR applications, the 
trade-off is between viewpoint stability (i.e. a steady hold) and touch-screen accessi-
bility. On the one hand, a steady hold with both hands (figure 1-c/d) only allows touch 
interaction with the thumbs in a limited region of the screen. On the other hand, when 
holding the tablet with one hand (figure 1-a/b), the other hand can interact with a 
larger area of the screen at the expense of more instability. 

For handheld AR systems, pointing with a screen-centered crosshair has been stu-
died [14, 15]. This technique is impaired by viewpoint instability. Freeze-frame tech-
niques have been used to improve direct touch interaction by pausing the video  
[4, 10]. Nevertheless, one drawback of this approach is to prevent an up-to-date view 
of the physical scene.  

To address the limitations of pointing for touch-based handheld AR systems, we 
propose two techniques: 

• Shift&Freeze (figure 1-b) that addresses both direct touch accuracy limitations and 
viewpoint instability by combining Shift [19] with freeze-frame. Shift is a tech-
nique that extends Direct Touch pointing (figure 1-a) with a precise quasi-mode. 
We complemented this precise quasi-mode with freeze-frame to adapt Shift to 
handheld AR. So Shift&Freeze improves accuracy while still allowing direct touch 
for coarse but fast pointing. 

• Relative Pointing (figure 1-d), which improves pointing accuracy without pausing 
the live video playback. To improve accuracy, it uses a cursor that is stabilized in 
the physical object’s frame of reference. The cursor is controlled by indirect  
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relative touch inputs. As such, relative pointing in handheld AR does not share  
direct touch limitations and the cursor position is not impaired by viewpoint insta-
bility. Moreover this technique extends the screen-centered Crosshair pointing 
technique (figure 1-c) with a precise mode. This allows both coarse but fast point-
ing and accurate pointing when needed. 

In this paper, we first review related work and then present the design rationale of 
our two techniques, Shift&Freeze and Relative Pointing in handheld AR. We then 
report two experiments comparing our techniques and the baseline techniques, namely 
Direct Touch on the video and screen-centered Crosshair. We conclude with a discus-
sion of our results and directions for future work. 

2 Related Work 

We build on previous work on pointing techniques for touch-based handheld devices, 
as well as on pointing techniques for handheld AR and spatially aware interfaces. 

2.1 Pointing Techniques for Touch-Based Handheld Devices 

Much prior work has addressed how to improve pointing accuracy on touch-screen. 
Within the scope of our work, we examine pointing techniques on touch-based hand-
held devices that do not require prior knowledge of the targets, excluding for instance 
target expansion techniques as in Starburst [3]. Indeed for the case of in-situ position-
ing of annotations in handheld AR (e.g., annotations at any position on paper maps), 
there is no available knowledge of possible targets. 

A first approach is zooming to enlarge the information space to a scale appropriate 
for accurate pointing [2]. When using zooming, the user is facing the classical trade-
off between the level of zoom (for accurate pointing) and the visible context (for find-
ing the area of interest). The interaction process can be quite tedious on handheld 
devices with limited screen real estate: zoom in to focus and zoom out for context. 
Based on zooming, TapTap [17] increases pointing accuracy. Two taps on screen are 
performed for pointing. The first tap selects a coarse area on the screen that is dis-
played zoomed in a pop-up view centered on the screen. The second tap performs the 
precise selection in the zoomed area and closes the pop-up view. 

A second approach is to display a cursor to address both finger occlusion and se-
lection point ambiguity. Potter et al. [12] proposed Take-Off that enables pointing 
adjustment and avoids finger occlusion by showing a cursor slightly above the finger 
position. One drawback of this technique is that the user does not know the position 
of the cursor until her/his finger touches the screen. Building on this technique, Shift 
[19] extends direct touch pointing with a precise quasi-mode. While in this mode, 
Shift displays a circular callout showing a copy of the screen area occluded by the 
finger and places it in a non-occluded location. The callout also shows a cursor 
representing the selection point of the finger, whose position can be adjusted by  
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moving the finger. Validation is performed on finger lift. MagStick [17] also extends 
direct touch pointing by using a telescopic stick metaphor to enable further adjust-
ment. When the finger touches the screen, it defines a reference point; then, by drag-
ging the finger away from the reference point, the user can extend a telescopic  
stick centered on the reference point with the finger at one end and the cursor at the 
other end. 

2.2 Pointing Techniques for Handheld AR and Spatially-Aware Interfaces 

Seminal works on handheld AR like NaviCam [13] have paved the way for an active 
research area. For example, TouchProjector [4] allows users to move pictures on 
remote screens through direct touch on the live video of a handheld device. Handheld 
AR systems augmenting different kind of objects such as sights [1], printed confe-
rence proceedings [11], photo books [8] or paper maps [16] have been developed. 

In handheld AR settings, the viewpoint in the augmented scene is usually controlled 
by the absolute device’s pose in space (controlling the back-face camera viewpoint). As 
a handheld device is not self-stabilized (as opposed to the mouse for example), its pose 
is subject to hand jitter as for other freehand interaction techniques like laser pointers or 
handheld projectors [7]. As a consequence, the augmented scene the user interacts with 
is not stable on the screen. This is different from typical GUI situation on either desktop 
or handheld devices (see previous section) where the objects the user wants to interact 
with usually remain still on the screen during the interaction. 

With such settings, pointing is usually performed with either a screen-center cros-
shair [8, 11, 14-16] or by direct input on the screen, using a pen or bare fingers [4, 8-
11, 18]. Rohs et al. [14, 15] studied pointing with a screen-centered crosshair on a 
phone. They showed that the performance of this technique could be modeled with a 
two parts Fitt’s law: physical pointing (i.e. moving the device in space) and virtual 
pointing (i.e. when the target is visible on screen). Hand jitter impairs accuracy of 
those interactions and different strategies have been proposed to improve interaction 
with handheld AR settings. 

A first strategy is to increase target size on the screen by coming closer to the  
physical object or by zooming the live video. Zooming is compatible with both 
screen-centered cursor and direct input as well as with other strategies for improving 
interaction. TouchProjector user study shows that automatic zooming was overall the 
best performing technique: While zooming improves interaction, it does not render 
the image steady. The study also highlights that for precise manipulation a freeze-
frame mode (which also performs automatic zooming) outperforms automatic zoom-
ing alone. 

The freeze-frame technique belongs to the second strategy that overcomes view-
point instability due to small hand motions. Indeed when pausing the live video, the 
viewpoint becomes steady. Freezing the frame also allows moving to a comfortable 
position for interaction. This approach is not compatible with a screen-centered cur-
sor, but it has been proven useful to improve pen and touch interaction. In a user 
study, Lee et al. [10] showed that a video freeze mode improves accuracy for a draw-
ing task with a pen through the handheld device video frame. They also noted that 
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some users become lost when the live video is resumed as the viewpoint has changed. 
Another issue of freezing the frame is that the scene is no longer updated. TouchPro-
jector overcomes this issue by updating the video snapshot with a digital copy of the 
remote screen one is interacting with. Unfortunately, a digital copy of the object of 
interest is not available for all AR scenarios. Freeze and zoom can be combined as 
previously explained in the case of TouchProjector and as in TapTap combined with 
video freeze for handheld AR [18]. In the latter, the combination of video freeze and 
zoom is a ‘once’ mode rather than a truly persistent mode. Nevertheless, any selection 
then requires two taps. Another way to stabilize the viewpoint is to use ’loose regis-
tration’ as in PACER [11]. To interact with paper documents, they propose to display 
a digital copy of the document on the handheld device screen instead of the live vid-
eo. This relaxes tracking requirements and allows for a coarse and filtered viewpoint 
to be used. Again, this requires a digital copy of the object of interest. 

Finally, a third strategy consists of stabilizing inputs in the frame of reference of 
the physical object (or of its projection on the screen) rather than stabilizing the object 
of interest on the screen. Snap-to-feature [9] proposes to snap touch input on features 
of physical objects detected in the live video. This allows for better drawing of con-
tours of physical objects on the screen without relying on freeze-frame or a digital 
copy of the scene. Our Relative Pointing technique is based on a similar strategy but 
does not rely on detecting features of the physical objects in the live video. 

As opposed to on-screen content stabilization techniques that sever the live relation 
with the surrounding or use a digital copy of the scene, input stabilization offers the 
opportunity to improve accuracy without loosing the live relation with the surround-
ing. Both strategies can be complemented with zooming. Those approaches address 
limitations specific to the handheld AR context but not necessarily limitations of 
touch inputs. This is the challenge we addressed by designing Shift&Freeze and Rela-
tive Pointing, two pointing techniques that we introduce in the next sections. 

3 Handheld AR Pointing 

3.1 Design Rationale 

To systematically analyze the issue of accurate pointing for handheld AR, we base our 
study on the relationships between the touch input space and two frames of reference for 
on-screen content: that of the screen and that of the physical object of interest. 

With video freeze, the physical object’s frame of reference is fixed within the im-
age plane and thus it is stable on the screen (figure 2-b). This case is similar to GUI 
interfaces: Existing pointing techniques for handheld devices can be combined with 
video freeze. Shift&Freeze combines the existing pointing technique Shift [19] with 
video freeze. 

When interacting through live video, the physical object is jittery on the screen 
(figure 2-a). In this case, we consider  (see figure 3): (1) whether pointing is per-
formed with or without an instrument (i.e. a cursor), and (2) in which frame of refer-
ence pointing is performed - either the frame of the screen or the frame of the physical 
object.  
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Direct Touch is the case of pointing in the screen frame without a cursor. Screen-
centered crosshair makes use of a cursor and points in the screen frame. Those two 
techniques (with and without a cursor) are impaired by hand jitter as pointing occurs 
in the screen frame where the physical object of interest is not stable (figure 2-a). 

 

Fig. 2. Relationships between the frames of reference of touch input, of the screen and of the 
physical object on the screen: (a) with live video playback; (b) while the video is frozen 

If pointing was performed in the frame of reference of the physical object rather 
than in the screen frame, pointing accuracy would not be impaired by hand jitter. 
Pointing in the physical object’s frame of reference without a cursor instrument im-
plies interaction directly on the physical object. We did not consider this case and 
focused on interaction with the touch-screen of the handheld device. Moreover such 
physical interaction seems cumbersome while holding a handheld tablet. Our Relative 
Pointing technique is the case where pointing is performed with a cursor in the physi-
cal object’s frame of reference. In this case, we use an indirect relative mapping of 
touch inputs to cursor motions in the frame of reference of the physical object. As 
such, the cursor position is not impaired by hand jitter. 

 

Fig. 3. Pointing through live video: four cases 

This analytical framework based on the spatial relationships between the input 
space and two visual output frames of reference guided the design of our two tech-
niques Shift&Freeze and Relative Pointing. Their respective designs result from a 
twofold strategy: Shift&Freeze is conceived as an improvement of Direct Touch and 
solves its accuracy problem by freezing the video and Relative Pointing is an im-
provement of Crosshair by adding a relative cursor stabilized on the remote physical 
object. 
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3.2 Shift and Freeze 

 

Fig. 4. Shift&Freeze walkthrough. (a-e) Small target acquisition with Shift and frozen video;  
(f-g) Large target acquisition with the Direct Touch technique (one tap on the screen). 

Figure 4 shows a walkthrough of the two modes of our Shift&Freeze technique. 
Scenario 1: (a) The user points the handheld device camera at the target so that the 

target appears on the screen. (b-c) After a short dwell time after finger contact, 
Shift&Freeze enters a precise quasi-mode and the video is frozen. A callout is placed 
above the finger and shows the area under the finger and a cursor at the current selec-
tion point position. (d) While in this mode, the video remains frozen and the user can 
adjust the position by moving its finger. (e) On finger lift, the target is selected and 
the live video playback is resumed. 

Scenario 2: (f-g) For large enough targets where hand tremor and finger occlusion 
are not a problem, selection can be performed with a tap on the screen at the position 
of the target. 

To cope with touch input limited accuracy, we chose to use Shift [19] for the fol-
lowing reasons. First, Shift does not require knowledge of existing targets to improve 
accuracy. Also, Shift extends Direct Touch, thus fast but imprecise pointing is still 
possible. Finally, similar techniques have been used to precisely place the cursor in 
text entry in commercial products and to improve accuracy when using ’loose regis-
tration’ [11]. 

To cope with viewpoint instability in handheld AR settings, we combined Shift 
with freeze-frame. Touch-based pointing techniques in general and Shift in particular 
are designed for pointing at static targets on the screen. Instead of implementing 
freeze-frame as a mode, we complemented Shift’s precise quasi-mode with video 
freeze. Compared to the original Shift technique, no extra user action is necessary to 
control video freeze/unfreeze. Nevertheless, as noted in [10], resuming the live video 
leads to a discontinuity of viewpoint that might disorient the user. 

As such, the Shift&Freeze technique has the following properties: (1) By extending 
Direct Touch, this technique requires interaction overhead only when accuracy is 
required; (2) It allows precise pointing using Shift’s callout on a frozen frame. 

3.3 Relative Pointing 

Figure 5 shows a walkthrough of the two modes of our Relative Pointing technique. 
Scenario 1: (a) The user points the handheld device camera at the target so that the 

target appears on the screen. (b) In order to mitigate the instability due to hand tremor,  
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Fig. 5. Relative Pointing walkthrough. (a-e) Small target acquisition with a relative cursor 
stabilized on the physical object; (f-g) Large target acquisition with the crosshair technique. 

when the user touches the screen and starts moving its finger on the screen, a relative 
pointing mode is triggered. (c) While in this mode, the cursor is no longer bound to 
the screen center. Instead, it is stabilized on the remote physical object at its current 
position. The user fine-tunes the cursor position by controlling the cursor indirectly 
with finger gestures on the screen. (d) On finger lift, no special action is performed. 
(e) The validation of a position is performed with a tap on the screen. Upon valida-
tion, a short animation moves the cursor back to the screen center, thus leaving the 
relative pointing mode. 

Scenario 2: (f-g) When acquiring large enough targets, hand tremor is not a prob-
lem. In this case, the user does not need to use the relative pointing mode and can 
trigger a target acquisition at the position of the screen-centered cursor with a tap on 
the screen. This is similar to the screen-centered Crosshair technique. 

To make relative pointing effective for handheld AR context, the following issues 
have been addressed. 

Combining Absolute Physical Pointing and Touch-Based Relative Pointing. As 
the device’s pose controls the camera viewpoint, the target in the physical world 
needs to be placed in the camera field of view before interaction with it can start. So, 
cursor-based relative pointing.needs to be combined with this absolute direct pointing 
in space. That is why we chose to extend the screen-centered crosshair pointing tech-
nique as it already uses a cursor and only relies on the device’s pose for both view-
point control and pointing. We extended this technique with a relative pointing ’once’ 
mode where the cursor is no longer fixed at the center of the screen. Instead, the fin-
ger indirectly controls the cursor’s position. This mode is triggered by finger motion 
on the screen. Lifting the finger from the screen does not deactivate this mode. This 
allows both finger clutching and checking the current cursor position before valida-
tion. A tap on the screen triggers the pointing validation. It is possible to cancel this 
relative pointing mode by pressing a button. Also, when tracking is lost, the relative 
pointing mode is cancelled. Finally, the cursor is bound to the screen. In case a 
change in the camera’s viewpoint or a finger motion would otherwise make the cursor 
invisible on the screen (i.e., outside the screen), the cursor is automatically moved so 
that it remains visible on the screen. 
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Transfer Function. When dealing with indirect relative input, the transfer function 
(figure 6) that maps input motions to cursor displacements in the visual output space 
is of particular interest.  

 

Fig. 6. With Relative Pointing: (left) Effect of screen rotation on the cursor’s position; (right) 
The cursor is stabilized in the physical object’s frame of reference and relative touch motions 
are applied on the screen 

First, a transfer function that maps touch motions in the screen frame directly to 
cursor displacements in the physical object’s frame is not appropriate. In this case, the 
relative rotation between the device and the physical object’s frame, the distance be-
tween the device and the physical object, and the zoom factor would affect the dis-
placements of the cursor on the screen. Yet the user is looking at the physical object 
through the live video on the screen. Therefore the control loop is between the finger 
motions and the cursor displacements on the screen (and not in the physical object’s 
frame). 

Instead, for Relative Pointing, the transfer function is applied in the screen frame. 
When a finger motion input is received, the cursor position is projected from the 
physical object’s frame onto the screen; the cursor displacement is applied on the 
screen; and the new cursor position is projected back onto the physical object (figure 
6-right). This guarantees that the behavior of the cursor on the screen is consistent 
when the device is rotated (figure 6-left) and when the viewpoint or the zoom factor 
changes. In short, we use the physical object’s frame of reference to stabilize the cur-
sor and the screen frame of reference to apply cursor displacements. 

A second question is which transfer function should be used. Transfer function is 
the place for interaction improvements such as adjusting the control-to-display ratio 
dynamically according to the input device speed. Dynamic transfer function is a de-
fault feature for the mouse and touchpad inputs in common desktop environments. 
While dynamic transfer function has been studied for desktop environment, we are 
not informed of thorough evaluation of indirect mapping on handheld device’s touch-
screens [6]. A dynamic transfer function can be used with the Relative Pointing tech-
nique. For our developed technique and experiments, we used the transfer function of 
touchpad inputs on Mac OS X: osx:touchpad?setting=0.875 [6]. With this 
configuration, the transfer function allows both reaching of most of the screen with 
fast movement and accurate positioning at lower speed. 

To sum up, the Relative Pointing technique has the following properties: (1) By ex-
tending Crosshair, this technique requires interaction overhead only when accuracy is 
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required. (2) By stabilizing the cursor on the remote physical object, it offers accuracy 
assistance without relying on video freeze.  

4 Experiments 

We ran two experiments to evaluate four handheld AR pointing techniques (the two 
baseline techniques and the two proposed techniques): 

• Direct Touch: Pointing with selection at the finger press position; 
• Crosshair: Screen-centered crosshair pointing where validation is triggered on 

finger press with a tap anywhere on the screen;  
• Shift&Freeze with a 300 ms delay for escalation, a 44mm wide callout initially 

placed 22 mm above the initial touch position, and no zoom in the callout; and  
• Relative Pointing as described above but without a cancel button. 

All cursor-based techniques (i.e. Crosshair, Shift&Freeze’s callout and Relative 
Pointing) are using the same red square cross cursor, which is 7.7mm in size with a 
stroke width of 0.2mm. 

The goal of the first experiment was to collect both user feedbacks and quantitative 
data on those techniques while performing a rather realistic task: placing marks on a 
wall map. Building on this experiment, we ran a second experiment to further eva-
luate those four techniques in a controlled experiment while acquiring small targets. 

4.1 Experiment 1: User experience 

For this experiment, we formulated the following hypothesis: 

• H1: Relative Pointing and Shift&Freeze are preferred over Crosshair and Direct 
Touch. This is motivated by the extra precise mode offered by our two techniques. 
Moreover, this precise mode does not prevent the use of Crosshair or Direct Touch 
as a basic mode. 

• H2: On tablet form factor, indirect cursor-based techniques are preferred over di-
rect pointing techniques. So Relative Pointing is preferred over Shift&Freeze and 
Crosshair is preferred over Direct Touch. This is based on both the finger occlu-
sion issue for direct touch input and the trade-off between tablet hold and screen 
accessibility. 

Procedure, Apparatus and Participants. For each of the four techniques, we first 
explained the technique and participants had a chance to freely try it. Then, partici-
pants performed 5 different pointing tasks to place AR marks on a physical wall map 
with a handheld tablet. Each task was repeated three times. For each trial, participants 
started at 2.5m from the wall map. They were instructed to move freely in the room 
and to hold the tablet in portrait mode. Finally, a debriefing questionnaire and inter-
view concluded each technique’s experiment. 
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Before starting the experiment with the four techniques, participants started to per-
form each of the 5 tasks once with no interaction by only finding the required targets 
through the video on the tablet screen. This was introduced to help participants to 
become acquainted with the tasks and the experimental setting (in particular form 
factor and video quality). After this initial training, all participants started with the 
Direct Touch technique. The presentation ordering of the other three techniques was 
then counter-balanced across participants using a Latin-square. We used this design 
so that all participants share Direct Touch, the de facto standard interaction,  
as a common baseline. Experiments lasted about one hour including a debriefing  
discussion. 

 

 

Fig. 7. Experimental set-up: (left) Participants started 2.5m away from the physical wall map 
and then could move freely to perform the pointing tasks; (right) the targets used for each task. 
Tasks 3, 4 and 5 consist of placing AR marks on 2 targets. 

We use a map of our campus site in A1 format in landscape orientation (841mm x 
594mm). It was placed vertically on a wall with the middle of the map 1.5m above the 
floor (figure 7-left). The targets of the 5 tasks are shown on the right of figure 7. 
Tasks 1 and 2 consist of placing a mark on a single target. Tasks 3, 4 and 5 consist of 
placing marks on two different targets. The target sizes range from 2mm to 4cm. 

The experiment was conducted on an iPad2 (weight: 601g, screen resolution 
1024x768 pixels (132 dpi)). The system provides touch input with the same resolution 
as the screen. We developed an ad hoc application for the experiment using 
OpenGL|ES 1.11, Vuforia SDK 1.5.92 and libpointing3 [6]. This application runs at 
about 30 frames per second. The size of the camera images is 480x640 pixels and 
images are displayed full-screen. Statistical analysis was performed with R4. 

Twelve unpaid volunteers (4 female, 8 male; 1 left-handed and 1 ambidextrous), 
ranging in age from 22 to 45 years (mean 27 years), were recruited from our institution. 

                                                           
1  http://www.khronos.org/opengles/1_X/ 
2  https://www.vuforia.com/ 
3  http://www.libpointing.org/ 
4  http://www.R- project.org 
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All participants had previous experience with touch-based handheld devices (seven on a 
daily basis) amongst whom nine had used a handheld tablet before. 

Results 

User preference. The questionnaire was composed of 7 questions taken from the Sys-
tem Usability Scale questionnaire [5] (except questions 4, 5 and 6 that are applied to 
more complex systems). Responses were on four point Likert scale and gathered as a 
global usability score ranging from 0 (poor) to 21 (high). The overall median score is 
17/21, Crosshair has the lowest median score (14/21), followed by Relative Pointing 
(16.5/21), then Shift&Freeze (17.5/21) and finally Direct Touch (18/21) (figure 8-
left). Score differences are not statistically significant (Kruskal-Wallis rank sum test 
of score by technique: X2=6.651,  p>0.05). 
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Fig. 8. For each technique: (left) Questionnaire scores; (center) Histograms of overall satisfac-
tion, speed and accuracy rankings; (right) Boxplot of distances between the selection point and 
the target’s center for Task 4 (2mm targets) 

Participants also ranked each technique in terms of overall satisfaction, speed and 
accuracy on four point Likert scale (figure 8-center). Kruskal-Wallis rank sum tests  
found significant differences between techniques for overall satisfaction (X2=14.3897, 
p<.01) and accuracy (X2=24.2827, p<.0001) rankings by technique. A post-hoc pair-
wise comparison of overall satisfaction and accuracy rankings shows significant dif-
ference (with p<0.05 for overall satisfaction and p<0.01 for accuracy) for all pairwise 
comparisons except for the comparisons between Shift&Freeze and Relative Pointing 
and between Crosshair and Direct Touch. Table 1 gives satisfaction and accuracy 
ranking means. 

Table 1. Means of satisfaction and accuracy ranking by techniques 

Rank Means Crosshair Relative Pointing Shift&Freeze Direct Touch 

Satisfaction 1.75 2.75 2.67 2 
Accuracy 1.5 2.75 2.83 1.67 
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Finally, during the experiment debriefing, we asked participants for the techniques 
they found to be the fastest and the more precise and for the techniques they preferred 
overall (multiple answers were allowed). Six participants said Relative Pointing 
seems to be the fastest one, four said Direct Touch, three said Crosshair and one said 
Shift&Freeze. All but one participant said Shift&Freeze seems to be the most precise 
one and five said it was Relative Pointing. Eight participants preferred Relative Point-
ing and six preferred Shift&Freeze. Two more participants would have also preferred 
Shift&Freeze given that it provided zoom and a cancel option. 

Selection Accuracy. We looked at the spread of selection points around the small 
targets of Task 4 (2mm wide). From 288 target selections, we removed 7 outliers 
noted during the experiment. The overall median of distances to the targets on the 
map is 1.7cm. The Direct Touch median (2.4cm) is more than twice that of Relative 
Pointing (0.9cm) and Shift&Freeze (1.0cm). The Crosshair median (1.6cm) lies in 
between (figure 8-right). 

Discussion. These results support hypothesis H1. Indeed, Shift&Freeze and Relative 
Pointing are preferred over Direct Touch and Crosshair. Participants gave the best 
ranks in terms of accuracy and overall satisfaction to Shift&Freeze and Relative 
Pointing. Moreover participants have never mentioned either Direct Touch or Cros-
shair when asked for their preferred technique or for the most precise technique. 
However, these results do not support hypothesis H2. Crosshair received the lowest 
SUS scores, and Shift&Freeze was almost unanimously said to be the most precise 
technique. Moreover Shift&Freeze and Relative Pointing were almost equally pre-
ferred. So, indirect pointing techniques were not preferred over direct touch-based 
ones (i.e. Direct Touch and Shift&Freeze) even if the tablet form factor was presuma-
bly less convenient for direct touch-based techniques. Actually, some of our partici-
pants were used to direct touch input up to the point that they were tempted to tap on 
the cursor for the two indirect pointing techniques (Crosshair and Relative Pointing). 
The trend given by the measurable results is consistent with feedback gathered during 
the interviews. 

Some participants complained about the handheld tablet form factor. A first reason 
is that due to its size and weight it is best held with both hands, but, as already ex-
plained, this impairs access to the screen with the Direct Touch and Shift&Freeze 
techniques. A second reason is that holding the tablet for AR application is different 
from other applications. The user needs to maintain the camera focus while interact-
ing with the screen. Some participants felt that they held the tablet unsafely as they 
found it to be slippery and proposed to add some grips to the device. Also, the screen 
borders are not broad enough to allow all users to hold the tablet with their thumb on 
the side of the screen. This results in accidental touch inputs and an uncomfortable 
tablet hold when trying to hold the tablet with one hand in order to interact with the 
other one.  

As for the distance from the wall map, most of the participants walked about the 
same distance for all tasks and all techniques. This is a surprising result since we ex-
pected the participants to adapt the distance to the map according to the difficulty of 
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the task. Only one participant clearly adapted his distance from the map according to 
both target size and ease of manipulation of the technique. He did so up to the point 
that he did not walk at all for large targets with Relative Pointing (as he felt more 
comfortable with this technique). 

The spread of selection points around small targets suggests that Relative Pointing 
and Shift&Freeze have higher accuracy than the two baseline techniques. It also sug-
gests that Direct Touch is the least precise technique and that Crosshair has an inter-
mediate accuracy. In the next controlled experiment, we further study small target 
acquisition. 

4.2 Experiment 2: Performance 

For the second experiment, we made the following hypothesis: 

• H1: Relative Pointing and Shift&Freeze are more accurate than Direct Touch and 
Crosshair but they take longer to operate for small targets.  

• H2: Crosshair is more accurate than Direct Touch. While both techniques are im-
paired by hand jitter, Crosshair does not suffer from finger occlusion. 

• H3: Relative Pointing and Shift&Freeze offers similar accuracy. Both techniques 
overcome limitations inherent to touch input and hand jitter. 

Procedure, Apparatus and Participants. This experiment was carried out utilizing 
the cyclical multi-direction pointing task paradigm. We used thirteen targets arranged 
in a circle on a remote screen. As the handheld tablet application uses computer vision 
to track the device’s pose, the targets were overlaid on a background image. One tar-
get at a time was highlighted in black on the remote screen: this target must be se-
lected by pointing at it on the tablet through the live video. In order to ensure a good 
visibility of the highlighted item regardless of its width, it was surrounded by a 3 cm 
wide white square with a green cross. Targets always appear in the same order: start-
ing from the top item, the next item is always opposite and slightly clockwise from 
the selected one. One block thus consists of thirteen target selections plus the selec-
tion of the first target. The subjects were instructed to hold the tablet in portrait mode, 
to select the highlighted target as quickly and accurately as possible and to rest be-
tween blocks. 

We used a single movement amplitude of 30 cm and 3 target widths (0.5 cm, 1 cm 
and 2 cm). We wished to have a consistent distance between the remote screen and the 
handheld tablet across participants and blocks. To do so, before each block, participants 
had to place the handheld tablet 1 meter (+/- 5cm) away from the remote screen by fol-
lowing indications displayed on the tablet screen. Those indications were hidden as soon 
as subjects started the block to avoid disturbing them during the experiment. 

Presentation ordering of the four techniques and the three widths were counter-
balanced using Latin squares. Each condition was presented three times including one 
time for training. The experimental design is: 

4 Techniques x 3 Widths x 2 Blocks x 13 Selections = 312 acquisitions per subject, 
and 4 Techniques x 3 Widths x 13 Training Selections =156 training acquisitions per 
subject. 
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For the handheld tablet, we used a similar apparatus as for the previous experi-
ment. In addition, the targets were displayed on a 27“ Apple Thunderbold display 
with 2560x1440 pixel resolution (109 dpi). The screen was placed vertically so that 
its center was 1.5m high from the ground. An ad-hoc application was developed to 
control target widths and to highlight the target on the remote screen. 

Twelve unpaid volunteers (4 female, 8 male; 1 left-handed), ranging in age from 
22 to 41 years (mean 30 years), were recruited from our institution. All participants 
had previous experience with touch-based handheld device (nine on a daily basis) 
amongst whom ten had used a touch-based tablet before. 

Results. From 3744 selections, we removed 33 obvious outliers. Distance from the 
screen when selections were performed is on average 1.02m (1st quartile: 0.99m, 3rd 
quartile: 1.05m, range: 0.90m to 1.18m). This indicates that our experimental set-up 
that constrains participants to placing the handheld tablet at 1m (+/- 5cm) from the 
screen before starting each block was sufficient to confine the distance between the 
handheld tablet and the remote screen to a small range. 

Errors. A Pearson’s Chi-squared independence test between success of target acquisi-
tion and the 4 Techniques shows a significant dependence (X2 = 616.0356, p < .0001). 
The overall error rate is 44.6%. This high error rate is explained by the choice of ra-
ther small target widths. The lowest error rate over the 3 target Widths is for Relative 
Pointing (20.1%), then Shift&Freeze (34.6%), Crosshair (49.4%) and the highest 
error rate is observed for Direct Touch (75.0%) (Figure 9-left).  

We performed a 4 x 3 (Technique x Width) within subject analysis of variance on 
error rate by user. The Technique (F3,143=50.835; p<.0001) and Width (F2,143=57.286; 
p<.0001) main effects as well as the Technique:Width interaction (F6,143=3.397; 
p<.01) were found significant. A post-hoc Tukey multiple means comparison found 
significant difference for all comparisons. Differences between Relative Pointing and 
Shift&Freeze and between Shift&Freeze and Crosshair were found significant with 
p<.012. All other differences were found significant with p<.0001. 

We also performed a 4 x 3 (Technique x Width) within subject analysis of variance 
on median by user of distance between target center and selection point. Significant 
main effects were found for Technique (F3,143= 42.605; p < .0001) and Width with 
p<.015 (F2,143= 4.389). Technique:Width interaction was not significant. A post-hoc 
Tukey multiple means comparison found significant difference for all comparisons 
(with p<.01 for Relative Pointing-Crosshair comparison and p<.0001 for the others) 
except between Relative Pointing and Shift&Freeze and between Shift&Freeze and 
Crosshair. 

Duration. The overall median of selection durations is 2.1 seconds, and medians of all 
selections for each technique are 2.7 seconds for Relative Pointing, 2.5 seconds for 
Shift&Freeze, 2.2 seconds for Crosshair and 1.0 second for Direct Touch (figure 8-
right). We performed a 4 x 3 (Technique x Width) within subject analysis of variance 
on median of selection durations by user. Significant main effects were found for  
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Fig. 9. (left) Error rates (%) and (right) selection durations (sec.) by Technique by Width 

Technique (F3,143= 67.781, p<.0001) and Width (F2,143= 17.478, p<.0001). Effect of the 
Technique:Width interaction was also significant though with p=.0127 (F6,143= 2.827). 
A post-hoc Tukey multiple means comparison found significant difference for all (with 
at least p<.01) except for two comparisons. Again, the differences between Relative 
Pointing and Shift&Freeze and between Shift&Freeze and Crosshair were not  
significant. 

Discussion. The chosen tasks were quite hard to perform, which results in high error 
rates for all the techniques. Still we can observe that the different techniques offer 
different trade-offs between speed and accuracy or better said here, between duration 
and error rate (figure 9). The results partly support hypothesis H1. Relative Pointing is 
significantly more accurate and longer to operate than the two baseline techniques 
(i.e. Direct Touch and Crosshair), but this is not the case for Shift&Freeze. Indeed, 
Shift&Freeze does not show significant difference with Crosshair. Crosshair is sig-
nificantly more accurate than Direct Touch, which supports hypothesis H2. Actually, 
Direct Touch is not adapted for those small target widths as indicated by both high 
error rates and no difference of duration across target widths. Relative Pointing and 
Shift&Freeze offers similar performance as indicated by non-significant difference of 
both duration and error distance. This supports hypothesis H3. 

While participants held the tablet with both hands with Relative Pointing and Cros-
shair, they adopted different strategies with Direct Touch and Shift&Freeze. For Di-
rect Touch and Shift&Freeze, participants used two different strategies: (1) holding 
the tablet with one hand and interacting with the other hand’s finger (9/12 for Direct 
Touch and 6/12 for Shift&Freeze) and (2) holding the tablet with both hands and inte-
racting with their thumb (3/12 for Touch and 6/12 for Shift&Freeze). This highlights 
the trade-off between holding the tablet and interacting on the screen for direct touch 
based techniques. 

One drawback of this experiment is that the choice of the selection mode for 
Shift&Freeze and Relative Pointing was left to the participants. This results in differ-
ent strategies as some users always used the precise mode while others adapted the 



138 T. Vincent, L. Nigay, and T. Kurata 

 

mode according to the difficulty of the task. Nevertheless our goal was to evaluate our 
two techniques that include two modes. 

5 Conclusion and Future Work 

This paper provides a comprehensive study on precise pointing techniques for hand-
held Augmented Reality (AR). Our contributions are twofold. First we have presented 
an analytical framework for the design of interaction techniques for handheld AR that 
is based on the relationship between the touch input space and two visual output 
frames, namely the screen and the physical object. The usefulness of the framework is 
demonstrated by the classification of existing techniques and the design of two point-
ing techniques. Second we have presented two pointing techniques, Shift&Freeze and 
Relative Pointing. Their respective designs result from a twofold strategy: 
Shift&Freeze is conceived as an improvement of Direct Touch and solves its accuracy 
problem by freezing the video and using Shift’s callout. Relative Pointing improves 
on the screen-centered Crosshair technique by stabilizing the cursor on the remote 
physical object. The two experiments revealed that those two techniques are preferred 
to the two commonly used techniques (Direct Touch and screen-centered Crosshair) 
and are more accurate than these baseline techniques. Further controlled studies must 
be performed to compare the two techniques, firstly, with less difficult tasks and then 
with a phone as the tablet form factor probably favors Relative Pointing. We also plan 
to run experiments with 3D physical objects (e.g., production machines). Several 
extensions to the two proposed techniques are envisioned including zooming for 
Shift&Freeze and testing different dynamic transfer functions (with or without known 
targets) for Relating Pointing. Finally, since our studies formulate the hypothesis of a 
perfect tracking of the device’s pose, one further research avenue we must explore is 
the design of handheld AR pointing techniques that takes into account the imperfec-
tion of the underlying tracking system. We expect that precise pointing techniques in 
any context of use will become more and more crucial in the future, as a large range 
of richer and more complex handheld AR applications are designed. 
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Abstract. In everyday office work, people smoothly use the space on their 
physical desks to work with documents of interest, and to keep tools and mate-
rials nearby for easy use. In contrast, the limited screen space of computer dis-
plays imposes interface constraints. Associated material is placed off-screen 
(i.e., temporarily hidden) and requires extra work to access (window switching, 
menu selection) or crowds and competes with the work area (e.g., palettes and 
icons). This problem is worsened by the increasing popularity of small displays 
such as tablets and laptops. To mitigate this problem, we investigate how we 
can exploit an unadorned physical desk space as an additional input canvas. 
With minimal augmentation, our Unadorned Desk detects coarse hovering over 
and touching of discrete areas (‘items’) within a given area on an otherwise reg-
ular desk, which is used as input to the desktop computer. We hypothesize that 
people’s spatial memory will let them touch particular desk locations without 
looking. In contrast to other augmented desks, our system provides optional 
feedback of touches directly on the computer’s screen. We conducted a user 
study to understand how people make use of this input space. Participants freely 
placed and retrieved items onto/from the desk. We found that participants or-
ganize items in a grid-like fashion for easier access later on. In a second expe-
riment, participants had to retrieve items from a predefined grid. When only 
few (large) items are located in the area, participants were faster without feed-
back and there was (surprisingly) no difference in error rates with or without 
feedback. As the item number grew (i.e., items shrank to fit the area), partici-
pants increasingly relied on feedback to minimize errors – at the cost of speed. 

Keywords: Augmented desks, digital desks, peripheral interaction. 

1 Introduction 

In everyday office work, people naturally arrange documents, tools and other objects 
on their physical desk so that they are ready-to-hand, i.e., within easy reach and where 
they can be retrieved without actively searching for them. People are able to do so 
because they are aware of these objects’ spatial location [15] and can coarsely acquire 
those that are in their peripheral vision. In contrast, working with computers requires 
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almost everything to visually happen on-screen. Yet because space is limited, the so-
called desktop metaphor usually separates object placement into one of several 
workspaces (see Figure 1a): the primary workspace, which covers most of the screen, 
holds the currently active document, which people normally work on; the secondary 
workspace is the portion of on-screen space that contains a subset of artifacts related 
to the primary space’s activities, e.g., icons and tool palettes; finally, the off-screen 
workspace holds the remaining artifacts, where users – through a series of operations 
– make them explicitly visible in a temporary fashion (e.g., menus, dialog boxes). 
 
 

 

Fig. 1. (a) The three workspaces present in the desktop metaphor: the primary workspace (1) 
holds the active document people work on; the secondary workspace (2) holds items related to 
the activities in the primary workspace and is permanently visible; and the off-screen work-
space (3) holds further items related to the document, yet people have to make them explicitly 
visible (e.g., menus). (b) The Unadorned Desk moves these workspaces onto a regular desk so 
that the primary workspace covers the entire display. When a person hovers over the interaction 
area on the desk, feedback may be given on-screen. Touching an item then selects it. 

Yet, there is a tension between these workspaces. The primary and secondary 
workspaces spatially trade-off: the primary workspace dominates screen space, which 
leaves less space for its surrounding artifacts. This is especially true for tablets and 
other devices with rather small displays. The secondary and off-screen workspace 
also trade-off: it is much easier to select items in the secondary space, but only a few 
can be held there. In contrast, a huge number of items can be held in the off-screen 
workspace, but it is harder to select them (or to remember accelerator methods such as 
keyboard shortcuts) [21]. Instead of trying to fit everything on screen (directly or 
through menus), we investigate using the unadorned (i.e., unchanged except for a 
sensing device) desk as a further space to contain artifacts. Our hypothesis is that 
people can then easily select commonly used functions (e.g., tools or other windows) 
located on the desk’s surface (see Figure 1b). This has several advantages. First, if we 
move artifacts from the secondary workspace to the desk, more display space can be 
allocated to the primary workspace. Second, if we move artifacts from the off-screen 
workspace to the desk, they will be easier to access. This also mimics the way we 
interact with everyday objects surrounding a document located on the desk (e.g., plac-
ing paints and brushes nearby for rapid retrieval while drawing).  
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Previous work on digital desks relies on a tight feedback loop, where visuals and 
interaction feedback were overlaid onto the regular desk surface i.e., by making the 
desk look and behave like a computer display. Examples include the use of projectors 
[20, 31], a tabletop computer as desk replacement [6], or by adding tablet computers 
next to the display as an interactive region [6]. These tend to be complex (or expen-
sive) to set up. In contrast, the new generation of depth-sensing technologies mean 
that detecting touches and hovering is low-cost, such as via LeapMotion or Micro-
soft’s Kinect camera. The problem is that these technologies do not provide visual 
feedback. This begs the question: is visual feedback on the desk necessary? 

We are particularly interested in using the desk as is with the smallest possible altera-
tions. In this paper, we take an extreme stance, where we provide either no feedback or 
feedback on-screen (rather than on the desk) solely on demand. Both approaches keep 
desk instrumentation to a minimum, thus allowing for the use of any desk – such as at 
cafes – to serve as a workspace. Using computer science terminology, this is a lower 
bounds investigation: we want to understand to what extent interaction is possible using 
minimal or no augmentation (i.e., no visual targets or confirmatory feedback on the 
desk). 

To investigate how an unadorned desk can be used as input space, we built a proto-
type using a Microsoft Kinect depth camera mounted atop a regular desk. Our Un-
adorned Desk tracks a person’s hand and allows for hovering over and touching of 
content. As we were interested in how people can interact with off-screen content 
while keeping their attention on their main task, feedback is either not provided, or is 
given on-screen and on demand. We conducted two experiments: the first placement 
experiment focused on placement strategies of participants. In the second acquisition 
experiment, varying numbers of virtual items were placed at predefined locations and 
participants had to retrieve them to find out which number is still usable for off-screen 
interaction. Our work offers two contributions: (1) a working prototype that makes 
use of an unadorned desk as input space by augmenting it with a depth camera. And 
(2), experimental results that inform the design of such interactions with respect to the 
amount of off-screen virtual items and the given on-screen feedback.  

2 Related Work 

Our work builds on several areas of research that relate to how people organize 
documents on their desk, peripheral and bimanual interaction, interfaces without 
direct visual feedback, and augmented desks in general. 
 

Organizing the Desk. We routinely and fluidly arrange and manage documents on 
our physical desks without focusing much attention on it. We can do so because the 
document’s physical arrangement on the desk offers context information about the 
status and importance of certain tasks [8]. Malone studied desk organizations and 
found that files and (even more so) piles are the most commonly used arrangements 
on a desk [24]. Files are usually ordered systematically (e.g., in an alphabetic order). 
Piles, however, are not organized deliberately, and people thus more likely use spatial 
organization for retrieval. Associated tools and materials are generally arranged so 
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they are available for reuse, such as by placing them nearby and ready-to-hand during 
active use, or by organizing them into known locations (such as desk drawers) [12].  

Many systems try to bring this traditional way of organizing a desk into the digital 
world. In Data Mountain [28], people can organize browser bookmarks on a virtual 
table, which proved to be faster than bookmarking in Internet Explorer 4. BumpTop 
simulates the desktop by allowing users to arrange documents in a virtual 3D space 
using physics [1]. Customization features in graphical user interfaces let people spa-
tially arrange tools around the graphical desktop [12]. In contrast to these systems, we 
are interested in using the desk as is instead of mimicking it on-screen. 

 

Augmented and Interactive Desks. There is a history of work where digital content 
is brought onto the surface of the physical desk. This not only provides a workspace 
larger than the constraints of a computer display, but – in some systems – also allows 
both physical and digital artifacts to be used in tandem. Early work focused on 
(partially) digitizing the desk. The Digital Desk [31] uses a projected interface on the 
desk. A video camera senses interactions with fingers and/or a pen, and can capture 
content of paper materials (i.e. interacting with paper). Rekimoto et al.’s Augmented 
Surfaces [26] are projected extensions to a laptop’s display on a table or a wall. Users 
are able to drag content from their laptop onto the table where it is visible all times. 
Thus, the table serves as visual extension to the laptop’s display. Bonfire [20] projects 
additional content next to a laptop’s screen and allows touch input through cameras. 

More recent prototypes augment the computer screen with a horizontal digital dis-
play (‘surface’) located underneath it. Surfaces typically allow for touch input, mak-
ing sensing of user interaction easy (e.g., Magic Desk [6]). Curve [33] and BendDesk 
[30] merge the horizontal desk area and the vertical display area into one gigantic 
high-resolution touch-sensitive display, where they are seamlessly connected through 
a curve. Various studies investigated how particular touch regions on both the hori-
zontal and vertical displays are used e.g., to show that the regions next to keyboard 
and mouse are best suitable for coarse interaction [6]. We build on this in that we use 
the areas left and right of the keyboard/mouse in our two studies. 

 

Peripheral and Bimanual Interaction. Working with analogue documents on a desk 
often involves peripheral and bimanual interaction. Peripheral interaction offers 
coarse input styles in the periphery of the user’s attention and thus quasi-parallel to 
the current primary task. The fundamentals for peripheral interaction are human  
capabilities such as divided attention (i.e., processing two tasks in parallel without 
switching channels [32]), automatic and habitual processes (i.e., carried out with little 
mental effort and hardly any conscious control [3]), and proprioception (i.e., being 
aware of one’s own body, its posture and orientation [7]). Today’s prototypes 
incorporating peripheral interaction mainly rely on TUIs (e.g., [4, 11, 17]) or freehand 
gestures [16, 18]. Our work adds to this by investigating how people interact coarsely 
in their periphery.  

Bimanual (two-handed) interaction is the basis for peripheral interaction. While 
typically asymmetric, both hands influence each other leading to a kinematic chain 
[13]. Studies show that bimanual interaction can improve performance [9, 19]. At the 
same time, the body provides the kinesthetic reference frame, i.e., the user's sense of 
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where one hand is relative to the body and the other hand [5]. Further, Balakrishnan et 
al. found that while separating visual feedback from the physical reference does affect 
performance, there is only a “remarkably small difference” when comparing interac-
tion with and without visual feedback as long as “body-relative kinesthetic cues are 
available” [5]. We build on this as we separate feedback from interaction. 

 

Interfaces without Direct Feedback. Spatial interaction does not necessarily rely on 
direct feedback or feedback at all. Gustafson et al.’s Imaginary Interfaces [14] make 
use of the visual short-term and visuospatial memory. By forming an “L” with the 
non-dominant hand a reference frame is created. Spin & Swing [2] depends on an 
imaginary circle around the user. By turning themselves, users navigate through the 
content displayed on a handheld device. The concept of body-centric interactions [10] 
employs the space around a person’s body to hold mobile phone functions. For 
example, Virtual Shelves [22] positions items in a hemisphere in front of the user.  
Point upon Body [23] uses the forearm as interaction area, which can be divided at 
most into six distinct areas. GesturePad [27] and BodySpace [29] use different body 
locations for commands. As with our system, no direct feedback is provided. These 
systems rely primarily on spatial awareness and kinesthetic memory. Due to 
proprioception, users have a good understanding of where items are located and can 
easily – even with closed eyes – place and retrieve such objects [25]. These findings 
inspired us to mimic regular desk use as means for interacting with digital content.  

3 Evaluating off-screen Interactions 

In order to better understand how users can adapt to the novel input technology as 
well as how on-screen feedback for off-screen content would affect the interaction, 
we conducted two user studies. The first experiment aimed at understanding how 
people would spatially place various content items onto the desk that they would later 
retrieve. More precisely, we wanted to see whether people make use of special 
arrangements of their content. In the second experiment (which was tuned to use the 
results of the first study), we aimed to see how accurately participants could locate 
items placed in off-screen space as a function of the number of items in that space. 
The next section details the conditions and apparatus common to both experiments. 

3.1 Conditions Common to Both Experiments 

Although the tasks varied in both experiments, we had two conditions (additional to 
the experiment-dependent ones) that were the same in both studies: (1) the hand with 
which participants interacted in off-screen space, and (2) the type of feedback given 
during the task. In the following, we describe these two conditions in more detail. 

Handedness: We chose to test our system with both hands. In the dominant hand 
condition, participants interacted with off-screen content using the hand they usually 
use to perform precise interactions (e.g., writing). In the non-dominant hand condi-
tion, they used the other hand. For each of the conditions, the interaction area was 
placed on the desk so that it was closest to the hand with which they had to interact in 
off-screen space (i.e., not reaching left of the keyboard using the right hand). 
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Fig. 2. In the Single feedback condition, the system showed the item closest to the participant’s 
hand (a: 1st study, b: 2nd study). In the Full feedback condition, all items are shown with their 
correct spatial layout (c: 1st study, b: 2nd study). Here the participant hovers over the word icon 
(and item #5 respectively). In all conditions, transparency encoded the distance to that item. 

Feedback: We had three conditions for on-screen feedback. In the No Feedback 
(None) condition, participants did not receive any feedback on the computer’s dis-
play, forcing them to rely solely on their spatial memory and proprioception. In the 
Single Item Feedback (Single) condition, participants only saw the item that was 
closest to their hand, with the distance being encoded through transparency. That is, 
as participants moved closer to a respective item, the item’s icon became increasingly 
opaque (see Figure 2a,b). In the Full Area Feedback (Full) condition, participants 
saw all items in the interaction area with correct spatial layout. As in the Single condi-
tion, the transparency of items again changed based on the distance between them and 
the participants’ hands (see Figure 2c,d). That is, the item directly below the hand was 
more opaque than the surrounding items. The feedback area (400 × 400 pixels) was 
only shown on-screen while a participant’s hand was inside the interaction area and 
invisible otherwise to not occupy valuable screen space. It was also located close to 
the interaction area (i.e., the bottom left or right corner of the display). 

We used a within-subjects factorial design in both experiments: 2 Handedness 
(Dominant, Non-Dominant) × 3 Feedback (None, Single, Full). Feedback was coun-
terbalanced across participants. To minimize changing the camera’s location for Han-
dedness, we alternated participants so that the first participant had all three Feedback 
types with the Dominant hand and then again with the Non-Dominant one, while the 
second one started with Non-Dominant etc. 

3.2 Apparatus, Setup and Participants 

The Unadorned Desk uses a Microsoft Kinect 
depth camera mounted on a tripod facing upside 
down (see Figure 3) observing a sub-region of the 
desk within which a person could interact using 
the hand. The prototype runs on an Intel i7 3.4 
GHz computer to allow for fast processing (i.e., 
640 × 480 pixel frames at 30 frames per second). 

We use the Kinect depth camera to gather 
hand information within the tracked region. The 
camera provides depth images where each pixel 

 

Fig. 3. The Unadorned Desk: a 
Kinect tracks the user’s hand 
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in a depth frame encodes that pixel’s distance to the camera in millimeters. At startup, 
the system takes a series of depth images, averages them (to reduce noise), and uses 
them as ground truth. Once running, it calculates the difference between the current 
depth frame and the calibrated depth image. The calculated difference image contains 
all points that are ‘new’ to the scene (e.g., a hand) with their distance to the desk. 
Using this point cloud, the system calculates the point of the hand closest to the cor-
ner of the interaction area that is the furthest away from the user (i.e., the tip of the 
middle finger). The vertical distance (depth) of that location to the desk further de-
termines the hand’s state: touching (depth < threshold), hovering over (depth ≥ thre-
shold), or absent if no hand is detected. On-screen feedback is optionally provided 
once the user’s hand enters the interaction area. When the hand touches an item, the 
system performs the action associated with that item.  

In both experiments, participants were seated centrally in front of the computer’s 
display. The depth camera captured a region of 40 cm × 36 cm (33.5 cm on the top 
edge due to slight camera distortion) next to the keyboard aligned with the desk’s 
edges. For each Handedness condition, we moved the monitor, keyboard, mouse and 
chair to ensure that the participants are seated centrally in front of the display and 
close to the interaction area. The tracked region on the desk was empty. The computer 
display’s background was set to a uniform color and had all desktop icons removed.  

Each study used 12 participants. Sexes were mixed (first: study 6 female; second: 4 
female), and ages ranged from 19 to 30 (average was 24). Each person only partici-
pated in one of the studies to minimize learning effects. Handedness varied, 9 were 
right-handed in the first study, and all in the second. Each session lasted up to 1.5 
hours, and all participants received $20 as compensation for their time. 

3.3 Hypotheses 

We had similar hypotheses in both studies: 

H1. Item retrieval time would increase as the number of off-screen items increased.  
H2. Error rate would increase as the number of off-screen items increased.  
H3. Item retrieval time would increase when no feedback was present.  
H4. Offset and error rates would decrease with feedback present.  

4 Study 1 – Placing and Retrieving Content 

The purpose of our first study is to understand how participants would use of the Un-
adorned Desk to organizationally place and later retrieve an item, and the effect of 
having an increasing number of items placed within that space. In particular, we were 
interested in (1) how they arrange a given number of items on their desk, and (2) the 
offset (and the item’s size respectively) when retrieving items to ensure successful 
pointing in the periphery. Our Handedness × Feedback factorial design was extended 
to include a third Sets condition, which is the number of items participants had to place 
and retrieve in the off-screen space.  We used well-known, easily identifiable applica-
tions, which had meaning to our participants: Word, Excel, Power Point, Firefox, 
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Thunderbird, Skype, QuickTime, and Internet Explorer. For each condition, the 
amount of items was ascending (to increase difficulty): 2, 4, 6, and 8 different items.  

4.1 Tasks and Procedure 

The experiment consisted of two phases for each 
combination of Handedness and Feedback: placing 
items and later retrieving them. We instructed users to 
place items off-screen in a position of their own lik-
ing. However, items had to have a minimum distance 
of 47.6 millimeters (and 50 pixels respectively) to 
avoid overlaps of them, which would make retrieval 
more error-prone. Each set of items they had to place 
was shown on the monitor during the placement task 
(see Figure 4a), so that participants were aware of all 
items and could group them if that would aid their 
memory. To place an item, participants first had to hit 
the spacebar to indicate they were starting the task, at 
which point timing began. Once the trial was active, 
they could move their hand into the interaction area 
and place the item by touching the desk’s surface. 
When feedback was given, already placed items were 
shown to give participants a feeling of the location of other items (see Figure 2a,c). 
Participants repeated this step until they had placed all icons in the current set in the 
physical off-screen space. 

For retrieval, the system notified participants on-screen of which item to retrieve 
before the trial began (Figure 4b). They then had to hit the spacebar to activate the 
trial (Figure 4c). Users would then retrieve that previously placed off-screen item. 
Retrieval worked exactly like the placement: hit spacebar for time measurement and 
touch a location to retrieve the item. Afterwards, the system prompted them with the 
next item until all items were retrieved. If the wrong item was retrieved, the partici-
pant was not informed, the trial was not repeated and the experiment continued but 
the error was recorded. For each Feedback and Handedness combination, participants 
placed 4 Sets of items (2, 4, 6, and 8 items) once and then retrieved each of them 4 
times. We collected 24 placement sets (480 item retrievals). 

For placement, we recorded all x,y locations (as the center) of placed items. For the 
retrieval task, we measured the time from the beginning of a trial (i.e., hitting the 
spacebar) until they touched the desk’s surface. We further recorded the location they 
touched, the distance to the actual item (x,y location), and the amount of items that 
were closer than the correct one (i.e., errors). We manually counted the participants’ 
gazes, whether they looked at the interaction area, the feedback area, or both (the 
experimenter pressed a key for each gaze, which was recorded). Finally, we asked 
participants to fill out a device assessment questionnaire: once after completing one 
Feedback and Handedness condition, and again at the end of our study. 

Fig. 4. Commands: Placing an
item (a), and retrieving it (b:
before trial activation, c: after)  
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4.2 Results 

We used heat maps to uncover how people would freely place items on the desk. We 
then compared retrieval time, retrieval offset, and gazes using repeated measures 
within-subjects analyses of variance (ANOVA). For pair-wise post hoc tests, we used 
Bonferroni-corrected confidence intervals to retain comparisons against α = 0.05. 
When the assumption of sphericity was violated, we used Greenhouse-Geisser to 
correct the degrees of freedom. All unstated p-values are p > 0.05. 

We performed a 2 × 3 × 4 (Handedness × Feedback × Items) within-subjects 
ANOVA. As we did not find any significant main effects or interactions for Handed-
ness, we aggregated over Handedness for all subjects in subsequent analyses. For heat 
map analysis, we mirrored interactions performed in the area right to the keyboard to 
bring those into the coordinate system of the one left to the keyboard. 

 

Strategic Placement of Items. Through a heat map 
analysis (see Figure 5) we found that many participants 
tended to arrange items based on an imaginary grid 
(thus item placement was not random). Further, partic-
ipants followed other semantic patterns: first, some 
placed items in a single row as in the dock in Mac 
OS X. During retrieval with feedback, participants then 
hovered over that line to find the correct item. Second, 
some hierarchically grouped similar items together 
(e.g., all browser icons). They would later retrieve the 
item by first going to the general group area containing 
that item, and then selecting the particular item. Final-
ly, the more frequently they use an application based 
on their personal usage outside the study, the closer 
they would place it to the keyboard. Items used less often are thus further away from 
the primary interaction space. Participants did consider that areas further away would 
require more physical effort to access an item. However, all participants made use of 
the entire area, as they felt more comfortable to access items placed further apart from 
each other.  

We calculated three Distances (Closest, Average, and Highest) between items that 
they had placed off-screen. Participants placed items with an average distances for all 
conditions between 207.4 and 231.6 millimeters (M=219.2; SD=9.7). To understand 
whether Feedback or the Set of items had an influence on the distances between items, 
we performed separate 3 × 4 (Feedback × Set) ANOVAs for each Distance. For the 
closest distance, we found a significant main effect for Set (F1.953,21.487 = 184.76,  
p < 0.001) and post hoc multiple means comparisons revealed that the distance increases 
with a decreasing Set of items (all pairs except 6 and 8 items differ with p = 0.011) re-
gardless of Feedback. Feedback had an effect on the highest distance between items, 
where we found significant main effects for both Feedback (F2,22 = 15.49, p < 0.001) 
and Set (F3,33 = 128.74, p < 0.001). Smaller Sets lead to lower distances between items 
except for 6 and 8 items (all p < 0.001). More importantly, in the None feedback condi-
tion, participants placed items further away. The differences further increase with the 

 

Fig. 5. Heat maps (a-d: 2 to 8 
items) show that users tend to 
arrange items in grids 
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Set size. Particularly for 8 items, None significantly differed from the other two (all  
p < 0.05), and from Single for Set sizes 2 and 6 (all p < 0.05). Thus, when relying on 
feedback, participants felt more comfortable placing items closer to each other. Interes-
tingly, Single and Full did not differ for any Set size, and there was no significant  
difference between all three conditions for the Set with 4 items, which we attribute to 
participants using the four corners of the area. 

 

Retrieval Time. We compared retrieval times from the moment participants hit the 
spacebar until they retrieved an item. We only took into account the correct retrieval 
times (even so, we did not find significant differences between retrieval times with 
and without errors). We performed a 3 × 4 (Feedback × Set) within subjects ANOVA 
and found significant main effects for Feedback (F2,20 = 31.098, p < 0.001) and Set 
(F1.609,17.698 = 15.583, p = 0.011). Figure 6a suggests that retrieval times slightly in-
crease with larger Sets. However, Feedback influences retrieval times. Separate 
ANOVAs for each Set showed that No Feedback was always faster (all p < 0.001). 
Furthermore, the two conditions with visual feedback were more strongly affected by 
the Set of items. Overall, None was the fastest (M=1.40s, SD=0.36s), followed by Full 
(M=2.47s, SD=0.88s), and Single (M=2.68s, SD=1.06s). 
 

 

Fig. 6. Results of the placement study: (a) retrieval time for one item for all feedback condi-
tions and sets; (b) offset for correct retrievals measured as Euclidean distance between the 
item’s center and the touch’s location. Error bars represent 95% confidence intervals. 

Offset. We compared the offset (the distance between the touch point and the item’s 
center). We chose to only include successful retrievals to eliminate cases where par-
ticipants did not remember an item’s location and thus randomly touched the desk. 
We performed a 3 × 4 (Feedback × Set) within subjects ANOVA and only found a 
significant main effect for Feedback (F2,22 = 4.201, p = 0.027) but no effect for Set 
and no interactions. Figure 6b summarizes the results for different Sets and Feed-
backs: Full had the smallest offset between the touch and the item’s center (M=36.6 
millimeters), followed by Single (M=41.1 millimeters) and None (M=48.9 millime-
ters). Figure 6b also reveals that, in order to have 95% successful selections regardless 
of Feedback and Set, an item with a radius of at least 85 millimeters is sufficient. 

We were also interested in the impact of Feedback on wrong retrievals (i.e., touch 
was closer to an incorrect item than to the correct one). We normalized the data by 
dividing the number of incorrect closer items by the maximum number of possible 
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wrong items (i.e., 1 for a set of 2, 3 for a set of 4, etc.). We performed a 3 × 4 (Feed-
back × Set) within subjects ANOVA and found a significant main effect for Feedback 
(F1.22,13.419 = 4.914, p = 0.039). Post hoc tests revealed that only for a Set with 6 items 
None was more error-prone than the other two conditions (p = 0.04). We believe that 
– particularly with no visual cues on the desk – participants made use of space to 
more easily retrieve an item. That is, a larger offset still leads to correct retrieval. In 
summary, the chance for an erroneous selection with None is 20% (SD=12%), and 
15% (SD=8%) for Single and Full. This can be lowered, however, by increasing the 
required minimum distance between items. 

 
Gaze Analysis. We told participants to minimize looking at the interaction area, and 
instead imagine that they were concentrating and looking at their primary on-screen 
task. We did not instruct them with respect to using the feedback window, that is, they 
could freely make use of it. We report gazes averaged across both placement and 
retrieval phase. There were no gazes to the feedback area in the None condition. 

For Gazes to the Interaction Area, we performed a 3 × 4 (Feedback × Set) within 
subjects ANOVA and found significant main effects for Feedback (F1.126,12.383 = 
7.948, p = 0.012), Set (F3,33 = 14.494, p < 0.001) and a Feedback × Set interaction 
(F2.15,23.645 = 8.618, p < 0.001). Post hoc tests revealed that for 6 items participants 
gazed at the interaction area more often in the None condition compared to Single  
(p = 0.027). For 8 items, they gazed more often using None compared to the other two 
conditions (all p = 0.016). For Gazes to the Feedback Area, we did not test the None 
condition (as there was no feedback area) and performed a 2 × 4 (Feedback × Set) 
within subjects ANOVA and found a significant main effect for Set (F2.121,23.334 = 
7.274, p = 0.002). Pairwise comparisons showed that Gazes to the Feedback Area 
increase with larger Sets (2 and 4 differ from 6, all p = 0.044, and 2 differs from 8,  
p = 0.021). Overall, when No Feedback was presented, participants gazed at the inte-
raction area on the desk more often (0.24 times per trial), compared to Single (0.11) 
and Full (0.12). In conditions that had Feedback, participants gazed at the feedback 
area 0.72 (Full) and 0.66 (Single) times per trial. Thus, participants ‘left’ their fictive 
primary task more often (i.e., looked away from it) when feedback was presented. 

4.3 Discussion 

During placement, we observed that participants used the whole interaction area, even 
though they stated that retrieval was easier if the item was placed closer to them. 
Placement was reasonably systematic, each following some kind of spatial 
organization. We noticed an increased time for placement and found significant 
differences for item distances with No Feedback. We believe that participants put 
more effort into a good arrangement (with reasonably spaced items) to allow for 
easier retrieval afterwards, which was especially important when there was no visual 
feedback. 

During the retrieval stage, the None condition caused two problems for partici-
pants: (1) they had to remember where they put items, and (2) they were not informed 
whether they actually had correctly acquired an item. Interestingly, participants stated 
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afterwards that – when feedback was provided – they felt pressured to point more 
precisely although this would not have been necessary (i.e., the selected item was 
always the one closest to the touched location), resulting in longer retrieval times for 
conditions with feedback. One participant stated that he started to search instead of 
think, which slowed him down. Our analysis of gazes supports this view: participants 
more often looked away from their fictive primary task when feedback was given. In 
fact, they looked more at the feedback area (when available) than at the interaction 
area when no feedback was given. Feedback did help participants to remember loca-
tions and decreased their offset for larger Sets, but also slowed them down. 

Recall that these interaction techniques are to allow coarse interaction in the peri-
phery (preferable with minimal attention). Our results suggest a suitable tradeoff be-
tween the item’s sizes and the overall number of items. We observed that participants 
had problems recalling their spatial layout with 6 or more items. Nevertheless, the 
results also indicate that participants were able to successfully retrieve 2 or 4 items – 
even without feedback. While the number of manageable items in real life scenarios 
could be quite large (e.g., participants may want to place many items meaningful to 
their task on the interaction area), others have argued that a small number of such 
items could comprise a large number of the actions people actually do [12]. Examples 
are frequently or recently used commands. Nevertheless, this first experiment sug-
gests that having more items decreases the probability of a correct retrieval. Quite 
possibly, our results could be affected by less than optimal placements of items on the 
desk, e.g., due to a lack of visual cues on the experiment’s desk. For this reason, we 
conducted a 2nd study that spatially separated items into a grid (a layout applied by 
many in this first study), and that did not require to memorize locations, which is hard 
to achieve anyhow in a lab study setting, especially for long-term memory. 

5 Study 2 – Targeting Content 

To prevent memorizing (our lab study is only able to test short-term memory) where 
items were placed and eliminate the potential influence of unfavorable placement, we 
presented our participants with a predefined layout. Based on the 1st study, where 
participants had arranged items in a grid, we created grid-like layouts with pre-placed 
items, which was visible to them on-screen during each of the trials. We added a vari-
able ItemSize with three levels: Small (10 cm wide), Medium (13.3 cm), and Large 
(20 cm). To fill the entire interaction area, we decided to fill the grid accordingly. 
That is, we had 16 (4 × 4) Small, 9 (3 × 3) Medium, and 4 (2 × 2) Large items. In this 
experiment, we were interested in getting more insights on item locations and size 
with respect to retrieval time, offset and errors.  

5.1 Task and Procedure 

Both, task and procedure were similar to the retrieval task of the first study (though 
items are already pre-placed on the desk). At the beginning of each trial, the system 
showed participants which item they had to retrieve (see Figure 7a-c). As before,  
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they activated the trial by hitting the spacebar and re-
trieved the respective item from off-screen space by touch-
ing the respective location. If they retrieved the correct 
item, the system prompted them with the next item to 
retrieve. If they touched the wrong one, the system noti-
fied them that the trial was incorrect, increased the item’s 
error count, and asked them to retrieve it again. However, 
to avoid frustration, the system moved on to the next item 
after three failed attempts. Participants had to retrieve each 
of the different ItemSizes three times for all Handedness 
and Feedback combination, thus requiring every partici-
pant to perform 522 retrievals. However, we excluded the 
first block as training block. We logged: task time from the 
moment the spacebar was hit until they either successfully 
retrieved the item or missed it; the Euclidean distance (i.e., 
offset) of the touch to the item’s center; and the number of 
errors (we allowed a maximum of 3 errors per item). As in 
the first study, we manually tracked whether the partici-
pant looked at the interaction area on the desk, on the 
feedback area on the screen or both of them. After each Feedback and Handedness 
combination, participants filled out the same device assessment questionnaire used in 
the first study as well as a closing questionnaire. 

5.2 Results 

We performed a 2 × 3 × 3 (Handedness × Feedback × ItemSize) within subjects 
ANOVA. As in the first study, we did not find any significant main effects or interac-
tions for Handedness. Thus, in subsequent analyses, we aggregated over Handedness 
across all participants. We also excluded all erroneous, unsuccessful retrievals from 
analyses of retrieval time and offset, as we ended a trial after three incorrect retriev-
als). Because of this, we excluded 6.5% of all trials. 
 

Retrieval Time. Regarding retrieval time for an item, we performed a 3 × 3 (Feed-
back × ItemSize) within subjects ANOVA and found significant main effects for 
ItemSize (F1.272,13,997 = 15.269, p < 0.001) and Feedback (F2,22 = 19.037, p < 0.001). 
We further found an ItemSize × Feedback (F4,44 = 5.414, p < 0.001) interaction. Post 
hoc multiple means comparisons showed that for all ItemSizes retrieval time differed 
significantly for the None condition (users needed less time) compared to the other 
two (all p = 0.017). Further, for Single and Full, the retrieval time for the Small items 
differed significantly from the shorter retrieval time for the Medium and Large items 
(p < 0.001). Overall, None was the fastest (M=1.68s), followed by Single (M=2.25s), 
and Full (M=2.33s). Figure 8a summarizes these results. 

Retrieval Offset. For the analysis of the offset of successful retrievals (measured as 
Euclidean distance between the touch and the item’s center), we normalize the dis-
tance as we had different ItemSizes. To do so, we divided the measured offset by the  

 

Fig. 7. The target item
(green), among all other
items. a-c: Large, Medium,
and Small items 
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Fig. 8. Results of the targeting study: (a) retrieval time for one item for all feedback conditions 
and item sizes; (b) offset for correct retrievals measured as Euclidean distance between the 
item’s center and the touch’s location. Error bars represent 95% confidence intervals. 

maximum possible offset (i.e., the item’s actual size). With the normalized data, we 
performed a 3 × 3 (Feedback × ItemSize) within subjects ANOVA and found signifi-
cant main effects for ItemSize (F2,22 = 39.318, p < 0.001), and Feedback (F2,22 = 
4.918, p = 0.016), but no Feedback × ItemSize interaction. Pairwise comparison of 
different ItemSizes across all Feedback conditions further revealed that participants 
were always relatively closer to the item’s center (yet physically further away) for 
Large items (p = 0.007). Overall, participants had the smallest offset for Large items 
(46.9% of the item’s width), followed by Medium (52.1%), and Small (59.5%). How-
ever, when looking at the non-normalized offset (see Figure 8b), the results are the 
exact opposite: participants had the least offset for Small items (29.7 mm), followed 
by Medium (34.6 mm) and Large (46.9 mm) ones. 
 

We normalized errors since we had a different amount of items depending on the 
ItemSize. We divided the errors by the number of items in the grid for each trial. With 
these values, we performed a 3 × 3 (Feedback × ItemSize) within subjects ANOVA 
and found significant main effects for ItemSize (F2,22 = 88.909, p < 0.001), Feedback 
(F1.309,14.4 = 10.587, p = 0.002), and a Feedback × ItemSize (F2.126,23.385 = 4.036,  
p = 0.028) interaction. Post hoc tests showed that the None condition differed signifi-
cantly from the other two for the Large (all p = 0.018) and from the Full condition for 
the Small items (p = 0.008). However, Feedback conditions do not differ significantly 
for the Medium ones. For all ItemSizes, None was the most error prone (M=0.41, 
SD=0.23), followed by Single (M=0.22, SD=0.16) and Full (M=0.18, SD=0.10).  

To understand the error-prone per-
formance, Figure 9 visualizes the loca-
tions where users had the most errors as 
heat map. As trend, one can see that for 
larger items the corner furthest away 
from the user caused the most errors. 
However, the smaller items get, the more 
errors occur in the center, which can be 
explained by the desk’s edge (and the 
borders of the interaction area  

 

Fig. 9. Heat maps showing errors (aggregated 
upon all feedback conditions, mirrored for the 
right interaction area) for a) large, b) medium 
and c) small items. Saturation indicates errors. 
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respectively) being a reference frame. This made it easier to target items close to the 
borders and harder in the center. In a second analysis, we excluded the items further 
away: for Large items, we excluded the top left item, for Medium items the three 
items furthest away, and for Small items the six items furthest away. We performed 
the same 3 × 3 (Feedback × ItemSize) within subjects ANOVA using the reduced set 
and found significant main effects for ItemSize (F2,22 = 23.941, p < 0.001), Feedback 
(F1.332,14.648 = 9.973, p = 0.003), but no Feedback × ItemSize interaction. Post hoc tests 
revealed that both, Single and Full, differed significantly from None only for Small 
items (all p = 0.045). This substantiates that the corner furthest away was the most 
error-prone. Nevertheless, None is still the most error-prone across all ItemSizes, with 
the least errors for Large items with 0.037 errors per trial (Single: 0.012, Full: 0.019). 

 
Gaze Analysis. We instructed participants in the same way as we did in the first ex-
periment. For Gazes to the Interaction Area, we performed a within subjects ANOVA 
on Feedback and found a significant main effect (F1.136,12.495 = 10.485, p = 0.004). 
Multiple means comparisons revealed that users gazed more often at the Interaction 
Area in the None condition compared to the other (all p = 0.022). We again excluded 
the None condition for Gazes to the Feedback Area, and performed a within subjects 
ANOVA on the remaining two Feedback factors and did not find a significant effect. 

Overall, None had the most gazes to the interaction area (0.23 times per trial), 
compared to Single (0.05) and Full (0.06). In Feedback conditions, participants gazed 
at the feedback area 0.69 (Full) and 0.65 (Single) times per trial.  

5.3 Discussion 

The second study re-enforces the findings from the first study. As before, No Feed-
back led to shortest retrieval times. Retrieval time also increased for Small items 
when feedback was present, yet it did not change when no feedback was given. Natu-
rally, Small items required participants to select more precisely. The absolute offset 
from the center of an item for Large items (with 4.69 cm) would almost not suffice 
for Small items (as they only had a radius of 5 cm and a width of 10 cm respectively). 
Users seemed to make use of space for larger items (it did not matter how close to the 
center they touched the item) and adjusted their offsets for smaller ones. 

No Feedback caused significantly more errors with the corner further away from 
the user included in the analysis. Similar to Magic Desk [6], where Bi et al. found that 
completion time was longer for areas further away from the keyboard, our users had 
problems acquiring targets further away. When we excluded items further away from 
analysis (i.e., only considering that half of the interaction area closer to the partici-
pant), the No Feedback condition only differed significantly from the others for the 
Small items. However, the error rate for Small items was high regardless of feedback. 
Thus, items with a size of 10 cm or less are generally too small to be manageable in 
the periphery on an unadorned desk independent of the provision of feedback.  
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6 General Discussion 

In both studies, more items in the interaction area require lower offsets between a 
touch and the item’s center – in the first study to ensure that the correct one is still the 
closest item, and in the second study because items got smaller as their number in-
creased. As we hypothesized in H1, both studies showed that retrieval time increases 
as the number of items in the interaction area increases. While H2 suggested that error 
rate increases with more off-screen items, our experiments only partially support this. 
We did not find evidence for more errors when increasing the item number (up to 8) 
in the first study. Similarly, we did not find a significant effect in the second study for 
Medium-sized items, but did find a significant effect for Small ones. Thus, H2 (i.e., 
more errors with more items) is only supported for 10 or more items. H3 suggested 
that participants’ time to retrieve items would increase when no feedback was present. 
Indeed, in both studies retrieval times were shorter when participants did not have 
Feedback, which fully supports this hypothesis. And finally, in H4 we hypothesized 
that the participants’ offsets would increase and their error rate decrease when feed-
back was given. Yet, our results at best show a tendency towards more errors and 
larger offsets without feedback. In the first study, there was no significant effect for 
offset, and a significant effect on errors only for 6 items, but not for 8. In the second 
study, we found an effect for Small and Large items (but not for Medium ones) be-
tween No Feedback and Full Feedback (yet not for Single). When only analyzing that 
half of the interaction area closer to the participant, No Feedback only differs signifi-
cantly from the other two for Small items. Thus, our results therefore do not support 
H4 and only show a tendency towards No Feedback increasing offset and errors. 

The first study showed that participants made use of the whole interaction area, 
even with a small number of items. In the second study, we found that items located 
closer to keyboard and mouse, are less error prone than those located further away. 
This suggests that a rectangular shape might not be the most suited interaction space. 
In in-situ experiments, however, users would have a better reference frame (i.e., items 
on the table that convey meaning) instead of just the blank desk – which ultimately 
would influence on the results. 

Our study showed that simple interaction on an unadorned desk is possible, albeit 
with a modest number of items and a reasonable item size (the first study revealed 
85mm to achieve 95% successful retrievals, which would have sufficed for the second 
study). As the number of items increased, both retrieval times and error rate increased 
as well. However, previous studies on peripheral interaction showed that this interac-
tion style needs to be trained and learned to be effective [3, 17], which naturally is not 
possible in a short-term laboratory experiment. Abandoning feedback leads to faster 
retrieval times and functions (in terms of offset and errors) for a small numbers of 
items. Our findings suggest that the amount of items on the desk should be limited to 
less than ten. Similar to the shape of the interaction area, we expect this number to be 
higher if the desk contains more physical objects that serve as a visual cue or anchor 
and participants are used to the system and place meaningful items on the desk. 
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Overall, participants enjoyed interacting with the unadorned desk, and considered 
it to be fairly easy. All were able to carry out the interaction equally well with their 
dominant and non-dominant hand, which strengthens our understanding that it is a 
peripheral interaction style. Interestingly, some of them were also irritated by this 
kind of interaction as they thought that the entire hand (and its palm respectively) acts 
as input, where in fact only a single point of the hand was tracked. Nevertheless, those 
participants adapted to the interaction fairly quickly. 

7 Conclusion and Future Work 

We presented the Unadorned Desk, which supports peripheral coarse interaction and 
extends the input- and workspace beyond a computer’s display. The Unadorned Desk 
relies on hand tracking by a depth camera (Kinect). Our studies showed that users are 
capable of interacting with virtual items on the desk, for small numbers of items even 
without on-screen feedback. It is a lower-bounds performance study, as we 
deliberately did not place anything on the desk’s surface to indicate an item’s virtual 
location. 

Our current experimental implementation suffers from three limitations that restrict 
its deployment for everyday use. First, as with most optical tracking systems, the 
system is susceptible to false detections when sunlight hits the tracked area. That 
problem also occurs with our depth camera, as the sun’s infrared light does interfere 
with the structured, infrared light of Microsoft’s Kinect. Second, the system requires 
mounting a depth camera atop a desk, which is unsuitable for situations where rapid 
setup and teardown is required (e.g., temporary desks). This limits our ability to study 
the Unadorned Desk during anticipated everyday use. Third, the prototype does not 
yet address the fact that not every interaction on the desk is actually meant as input to 
the computer (e.g., retrieving a book). While emerging technologies will likely ad-
dress the first two limitations, more research is needed to find an appropriate, distinct, 
yet not distracting gesture. Despite these limitations, our prototype allows us to eva-
luate implications for interaction on unadorned desks and to envision example appli-
cations such as those shown in the video figure1. 

There are still many unanswered questions for future work. Our first experiments 
were carried out in an artificial lab setting, which brings with it usual concerns about 
external validity. The primary task was placement and retrieval, rather than one’s 
actual work. The items had no special significance. Interferences with other tasks 
carried out at the desk are not explored yet. Repeating the study in field cases could 
reveal nuances not seen in the lab. Our interaction area was rectangular, of a given 
size, and uncluttered; all these could both be varied to see how it affects performance. 
It was also in 2D (albeit with a hover plane). Yet a 3D interaction space is possible, 
e.g., virtual piles where a user can navigate through it with the hovering hand. Finally, 
ours was a lower bounds study of an unadorned desk. There could be many possible 

                                                           
1 Video Figure of the Unadorned Desk: http://youtu.be/ePQxR3EzJ_I 
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ways of introducing modest adornments that indicate position. Although this would 
now introduce desk artifacts, it could improve performance significantly. 
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Abstract. A system capable of monitoring its user’s mental workload can eva-
luate the suitability of its interface and interactions for user’s current cognitive 
status and properly change them when necessary. Galvanic skin response (GSR) 
and eye blinks are cognitive load measures which can be captured conveniently 
and at low cost. The present study has assessed multiple features of these two 
signals in classification of cognitive workload level. The experiment included 
arithmetic tasks with four difficulty levels and two types of machine learning 
algorithms have been applied for classification. Obtained results show that the 
studied features of blink and GSR can reasonably discriminate workload levels 
and combining features of the two modalities improves the accuracy of cogni-
tive load classification. We have achieved around 75% for binary classification 
and more than 50% for four-class classification. 

Keywords: Cognitive load, galvanic skin response, eye blink, machine learning. 

1 Introduction 

Being continuously aware of user’s mental status is an important step in making  
intelligent systems interacting with people. Such systems can properly change their 
interface and interactions to match the imposing workload with the current working 
memory of their user. In this way, the optimum performance will be obtained and 
many human errors will be avoided. Therefore, it is necessary to measure mental load 
accurately and in real-time. 

Cognitive load is commonly used to refer to the load that performing a particular task 
imposes on the person’s cognitive system [19]. Different methods have been applied for 
quantifying cognitive workload; however, not all of them are useful for developing 
adaptable systems. Subjective (self-reporting) [18] and performance-based measurement 
[3] techniques have been widely used and, regarding implementation, are usually the 
most convenient methods. However, asking subjects to rate the experienced mental 
workload means several interruptions and distractions from performing the principal 
tasks. Moreover, both methods are post-task processing and can be done when the task 
is finished, thus are not useful for real-time cognitive load assessment. In contrast, hu-
man behaviors and physiological responses can continuously and non-intrusively dem-
onstrate user’s cognitive states while performing the intended task. 
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Several physiological signals have been used for cognitive load measurement: sig-
nals from heart [20], eye [27], brain [2, 12] and skin [17]. Galvanic skin response 
(GSR), which is electrical conductance of skin, is a low-cost, easily-captured, robust 
physiological signal. Previous studies have used skin conductance in detecting emo-
tions [15] or differentiating between stress and cognitive load conditions [16], and a 
few ones have found relations between GSR features and mental workload [17, 25]. 
Some others have tried but did not obtain satisfactory results for detecting cognitive 
load from GSR [7, 11]. 

Speech [10], pen input [21] and eye movements [5] are instances of behavioral sig-
nals used in cognitive load measurement. Eye activity can reveal valuable information 
about mental workload. In contrast with some eye based features (such as pupil dila-
tion) which can only be gathered through an expensive eye tracker, eye blink can be 
obtained with an acceptable accuracy through a conventional camera. Therefore it is a 
low-cost and easily-obtained signal which can be used for cognitive load measure-
ment. Some previous works have studied blink variations in regard to modality (visual 
versus acoustic) [13] or location (central versus peripheral) [6] of presenting stimuli. 
Another research has measured the blink rate in resting, reading and talking condi-
tions [1]. A few studies have examined blink features in two cognitive load levels and 
found them related with mental load level [5, 8].  

There are various application domains for cognitive load measurement, from brain-
computer interactions to air traffic control. However, in some domains such as driving 
and education it is essential to be able to measure this load at a low cost, with short 
preparation time and minor restriction of users’ movements. Considering that GSR 
and eye blink are suitable measures in such situations, in this paper we have explored 
features of these two signals captured during arithmetic experiments consisting of 
four cognitive load levels. We have assessed how useful every single feature is for 
classifying mental workload level and how combining features from the two signals 
affects the accuracy of cognitive load classification. 

Support vector machines (SVM) and Naïve Bayesian classifiers are two popular 
machine learning algorithms in human-computer interaction studies [14]. Some pre-
vious works have used SVM for recognizing drowsiness [28] or different emotions [9, 
22, 24] from physiological features. Naïve Bayesian classifiers have been used for 
detecting human emotions from facial expressions [23] or physiological signals [4, 9]. 
In this study, we have used these two types of classifiers for cognitive load classifica-
tion of GSR and blink features. 

2 Experiment 

The data was collected from thirteen healthy 24 to 35-year-old volunteers who signed 
consent forms before the experiment and were awarded with movie vouchers for their 
participation. The experiment included 8 arithmetic tasks with 4 difficulty levels. 
Each subject performed two trials of each task level and the whole eight trials were 
performed in a randomized order. In each task four numbers were shown one by one, 
each for three seconds. Subjects were supposed to add-up these four numbers and 
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select (by clicking the mouse using their right hand) the correct answer from three 
numbers which were next presented on the screen. First to fourth difficulty levels 
respectively included binary numbers (0 and 1), one-digit numbers, two-digit numbers 
and three-digit numbers. Before appearing the first number of each task, a slide con-
taining one, two or three ‘x’ symbols (according to the number of digits in the task) 
was presented for three seconds. There was no time limit for answering and the back-
ground was always black. There was a 6-second rest time between consecutive tasks. 
After finishing the experiment, subjects rated task difficulty levels in a questionnaire 
(ranging from 1 to 9). 

To collect galvanic skin response, the GSR device from ProComp Infiniti of 
Thought Technology Ltd was used and the sensors were attached to the subject’s left 
hand finger (all subjects were right-handed). The sampling frequency was 10Hz. Eye 
activity data was recorded with a remote eye tracker (faceLAB 4.5 of Seeing Ma-
chines Ltd) which operated at a sampling rate of 50Hz and continuously recorded eye 
data. A 21” LCD monitor and a usual computer mouse were used for presenting the 
tasks and obtaining user inputs. 

3 Cognitive Load Measurement 

Figure 1 shows the average subjective ratings of the task difficulty levels. One-way 
analysis of variance (ANOVA) on the self-reporting scores showed a highly signifi-
cant difference between task levels (F3,48=108.63, p<0.05). 
 

 
Fig. 1. Subjective rating of task difficulty levels 

We also examined the response time for each task. By response time we mean the 
time between disappearing the last (fourth) number of the task and selecting the 
answer. Average response time of all subjects for each task difficulty level are shown 
in Figure 2. It can be seen that response time has a direct relation with the task 
difficulty level: harder tasks take longer response time. Results of ANOVA test on 
response time of different task levels are significant (F3,48=62.59, p<0.05). These ob-
servations about subjective rating and response time show that the designed tasks 
have effectively manipulated the cognitive load. 
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Fig. 2. Response time for each task difficulty level (milliseconds) 

Two GSR and two blink features were calculated for each task: 

• accumulative GSR (summation of GSR values over task time) 
• GSR power spectrum (frequency power) 
• blink number (number of blinks in the task) 
• blink rate (number of blinks in the task divided by task time) 

The time between appearing the first number and inputting the answer was consi-
dered as the task time in which every feature was computed. We observed that GSR 
and blink values are highly subjective, that is they differ from person to person. In 
order to omit the subjective differences, we calibrated each feature of task j of partici-
pant i by dividing it by the average of all similar features of all tasks of that subject: calibrated_feature(i,j)=  ( , )∑ ( , )   (1) 

where m is the number of tasks (m=8). Furthermore, we averaged each feature be-
tween tasks with same difficulty levels for each subject. Figures 3 and 4 show the 
average values of the studied (calibrated) features in the four task levels. 

 

 

Fig. 3. Average GSR features of all subjects for the four task levels: accumulative GSR (left), 
GSR frequency power (right) 

0

1000

2000

3000

4000

1 2 3 4

0
0.2
0.4
0.6
0.8

1
1.2
1.4

1 2 3 4

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4



 GSR and Blink Features for Cognitive Load Classification 163 

 

 
Fig. 4. Average blink features of all subjects for the four task levels: blink number (left), blink 
rate (right) 

One-way ANOVA test was applied to statistically evaluate cognitive load level 
discrimination of each feature. Table 1 represents the results of statistical analysis 
(ANOVA test) of the studied features for four task difficulty levels. As can be seen, 
the results are significant for all four features. 

Table 1. ANOVA results of features for four task difficulty levels 

Feature Results 

Accummulative GSR F3,48 = 7.22, p < 0.05 

GSR Frequency Power F3,48 = 4.07, p < 0.05 

Blink Number F3,48 = 3.37, p < 0.05 

Blink Rate F3,48 = 3.22, p < 0.05 

4 Cognitive Load Classification 

In this study, support vector machines (SVM) and Naïve Bayes classifiers were ap-
plied for cognitive load classification. For every feature, we have examined two- and 
four-class classification while the former means considering levels one and two as 
low load and levels three and four as high load. The cross validation method was 
leave-one-subject-out. In other words, in each round the classifier was trained by the 
data of the all subjects except one and data of the remaining subject was used for 
testing. The classification accuracies of all rounds were averaged. 

Tables 2 to 5 show the cognitive load classification accuracies of the single features 
for two and four classes. Results of all features are reasonable, GSR features outperform 
blink features in two-class classification and results of blink number are better than 
those of blink rate. It is also worth mentioning that in most cases the two types of clas-
sifiers have very near or even similar (Table 4) performances on the single features. The 
largest difference is in classifying by use of accumulative GSR (Table 2) where classifi-
cation accuracies of Naïve Bayes learners are about 5% higher than those of SVM in 
both 2-class and 4-class classifications. 
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Table 2. Classification accuracies of accummulative GSR 

Classification Algorithm 2-Class Classification 4-Class Classification 

SVM 66.4% 34.6% 

Naïve Bayes 71.2% 40.4% 

Table 3. Classification accuracies of GSR frequency power 

Classification Algorithm 2-Class Classification 4-Class Classification 

SVM 66.4% 37.5% 

Naïve Bayes 65.4% 35.6% 

Table 4. Classification accuracies of blink number 

Classification Algorithm 2-Class Classification 4-Class Classification 

SVM 62.5% 40.0% 

Naïve Bayes 62.5% 40.0% 

Table 5. Classification accuracies of blink rate 

Classification Algorithm 2-Class Classification 4-Class Classification 

SVM 57.5% 31.3% 

Naïve Bayes 55.0% 32.5% 

In the next step, we examined cognitive load classification using combinations of 
GSR and blink features. The combination of blink number and GSR frequency power 
resulted in the highest classification accuracies which can be seen in Table 6. Com-
parison with tables 3 and 4 reveals that combining blink number and GSR frequency 
power improves the classification accuracy in both two- and four-class classifications 
up to about 10% in the former and 16% in the latter. It can be observed that for com-
bination of the two modalities (Table 6), similar to single feature cognitive load clas-
sifications, the classification accuracies of SVM and Naïve Bayes classifiers are close. 

Table 6. Classification accuracies of blink number + GSR frequency power 

Classification Algorithm 2-Class Classification 4-Class Classification 

SVM 71.5% 53.6% 

Naïve Bayes 75.0% 50.0% 
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5 Conclusion 

We have applied classification algorithms on blink and GSR features and combinations 
of them. Accumulative GSR, power spectrum of GSR, blink number and blink rate were 
significantly distinctive and had reasonable accuracies in both two- and four-class clas-
sification of cognitive load using support vector machines and naïve Bayes classifiers. 
Combining GSR and blink features improved the classification accuracy. As our next 
step towards fully automated and more precise cognitive load detection, we will apply 
automatic feature selection (e.g. [26]) of physiological cognitive measures. 
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Abstract. Information can be persistently represented on a multitude of devices 
beyond a single screen and session. This paper explores how technological dis-
play and device ecosystems (DDEs) may support human thinking, learning and 
sensemaking. We propose a theoretical foundation that extends Vygotsky’s sign 
mediation triangle to include digital information. Through a process we call ob-
jectification, perceivable objects, e.g. interface objects, tangible technologies, 
can be associated with signs to support thinking. We present a qualitative study 
of learning in a testbed DDE with 12 graduate students. We developed a me-
thod that traces digital objects within ‘thinking episodes’ to help us evaluate 
how technology configurations support objectification. Our findings relate two 
storylines of how DDE technologies may afford objectification. Our work ad-
vances a method informed by psychological theory to examine device ecologies 
for their potential for learning, and articulates affordances for the design of 
technology that can help to support higher thought.  

Keywords: Ecology, technology, devices, displays, thinking, sensemaking,  
objectification, embodied interaction, design. 

1 Introduction 

In the TV Sci-Fi series, Star Trek Voyager, there is an Emergency Medical Hologram 
Mk 1 (EMH) doctor played by Robert Picardo. Although the EMH was designed to 
simulate a personality, at the beginning of the series he/it was just a program re-
stricted to the Sick Bay (which had ‘Holo-emitters’ to support his materialization), 
and could take physical form for periods no longer than necessary to see an emergen-
cy patient. But because Voyager was stranded far from home without medical  
support, the technical staff ‘stabilized his matrix’, so he could remain persistently 
corporeal. Over time, they extended the technology coverage to enable him to mate-
rialize in larger portions of the spaceship, and acquired a ‘mobile holo-emitter’ that 
enabled him to be material continuously. He became ‘real’. 

This technology tale is relevant to our deployment and use of technology because just 
like the doctor, information with which we interact is at the same time digital bits and 
materialized representations on screens and devices. Just as an ecosystem of technologi-
cal enablements support the materialization of the doctor, a multitude of devices are 
increasingly able to support persistent representations of information materializations 
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beyond the restrictions of a single screen and a single session. The question is how may 
our information become ‘real’ and why this may be important for learning. 

We have a good understanding of how technology augments our human physical 
skills (e.g., digging), and our cognitive skills (e.g., memory) to a certain extent. It has 
proven more difficult for us to understand how technology can augment the higher 
human thought. Investigations on information, communication, artifact and media 
ecologies, have addressed mostly philosophical, behavioral, design and technical 
perspectives of these new environments. This paper explores how these technological 
display and device ecosystems (DDEs) in the physical world may function to support 
human thinking, learning and sensemaking. 

First, we review and synthesize the literature on technology ecologies, and then 
present a model to make sense of the process of thinking in DDEs derived from the 
theories of the Russian psychologist, Lev Vygotsky. We describe a study that uses our 
theoretical framework to investigate how students think in the DDEs that they form, 
and conclude the paper by discussing technology affordances and their implications 
for the design of DDEs for learning. 

2 A Review of Technology Ecosystems 

A range of research has hitherto applied the metaphor of a biological ecosystem to 
human activities with technology for illustrative purposes and to stimulate intellectual 
discussions. However, this body of work does not always form a coherent whole, and 
it is a challenging undertaking to present a comprehensive synthesized account. We 
reviewed many technology ecology notions in the literature, but in the interest of 
space, we shall simply list them and expand only on the most relevant ones here.   

The overall message underlying the different positions in the literature is that arti-
facts, devices, systems and products cannot be studied in isolation but can only be 
truly understood when seen in the broader perspective of the universe they inhabit. 
Depending on the position taken, the universe can consist of one’s physical context, 
other artifacts used, or one’s practices and culture using technology. We classify the 
perspectives into three categories: philosophical positions, empirical study results and 
technical frameworks.  

Among the theoretical or philosophical positions taken on technology ecology con-
cepts, one can find the ‘media ecology’ by McLuhan [1], Altheide’s [2] ‘ecology of 
communication’ or ‘communicative ecology’, the ‘information ecology’ by Nardi & 
O’Day [3], Tungare et al.’s [4] ‘personal information ecosystem’, Krippendorf’s [5] 
‘ecology of artifacts’, and Rick’s [6] proposition of a ‘classroom ecology of devices’. 
Gibson [7], Suchman [8] and Norman [9] have also used the ecological metaphor.  

Research of technology ecologies that present an empirical study of some sort in-
clude Huang, Mynatt & Trimble’s [10] ‘display ecology’, Enquist, Tollmar & Corry’s 
[11] ‘interaction ecology’, Dearman & Pierce’s [12] ‘computing with multiple devices’, 
Forlizzi’s [13] ‘product ecology’, Jung et al.’s [14] ‘personal ecology of interactive 
artifacts’, and Coughlan et al.’s [15] ‘device ecology’. From the management sciences, 
Bailey & Barley [16] present an extensive ‘shadowing’ study of ‘teaching-learning 
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ecologies’, tracking knowledge as it moves through six engineering firms. Their focus 
however was on people and not technology.  

Some of the technical frameworks that have been proposed to implement technolo-
gical ecologies are Loke & Ling’s [17] use of petri nets to represent the state of de-
vices, the ‘task migration framework’ by Pyla et al. [18], and Pierce & Nichols’ [19] 
framework based on instant messaging to enable multi-device user experiences.  

Among the different conceptions of ecologies that we reviewed, only Coughlan et 
al. [15] and Jung et al. [14] presented formal empirical studies about technology use 
in a learning context. Rick  [6] points out the importance of a classroom ecology, but 
does not provide any supporting study. Coughlan et al.’s investigation informs the 
design of ecologies by studying transitions in foci across devices (a tabletop computer 
with a mirrored projection, laptops, a telephone) in three short controlled activities, 
carried out in a “technologically-enhanced indoor space”. Communication across 
devices was provided by a Central Management System, and instant messaging. The 
focus of their study was on how device ecologies can support collaboration. Study 
results presented a set of “seams” that represent disconnects in a device ecology that 
can affect users’ behaviors. Their study however gave little indication of how one can 
understand whether or how learning has occurred within the context they constructed.  

Jung et al. [14] studied one’s network of personal artifacts through the lens of ‘fac-
tors’ and ‘layers’ within a ‘personal ecology of interactive artifacts’, described as a 
“set of all physical artifacts with some level of interactivity enabled by digital tech-
nology that a person owns, has access to, and uses”. They make use of two methods 
called the Personal Inventory, based on a simplified version of the Repertory Grid 
Technique, and the Ecology Map, which consists of sketching using sticky notes to 
probe about a person’s device ecology. Their exploratory study with ten graduate 
students found that perceived attributes of an artifact can be classified into two cate-
gories, designed properties (physical, functional, informational, interactive aspects) 
and subjective values (experiential, emotional, social). They further specify the differ-
ent types of relations that artifacts in a personal ecology can have, based on: purpose 
of use, context of use, or subjective meaning. Their study results, although very help-
ful to understand the nature and types of technological ecologies, again do not consid-
er the process of learning. 

We conceive of a technology ecology where devices function, not as individual 
gadgets, but in ecosystems to deliver an experience. As such, we define a DDE as a 
mesh of interacting displays and devices that enable the manifestation and manipula-
tion of digital information to deliver a cohesive learning experience [20].  

3 A Model of Thinking in DDEs 

In the context of our definition of a DDE above, we present a high-level model of 
how thinking can be understood with regards to interactions with digital information 
through physical technological devices. Figure 1 illustrates our model. People’s 
thoughts (what we label as Thought objects, TOs), can be encoded into information, 
that we describe as digital objects (DOs). Through technology in the DDE, DOs can 
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be externalized as Manifest 
Objects (MOs) that are percept-
ible to the human senses.  
Examples of MOs can be dis-
played documents, images, or 
file icons. These MOs, however, 
also have the capacity to me-
diate further thinking – a 
process we call objectification. 
Externalization of TOs as MOs allows the user’s perceptual and spatial abilities to 
participate in the thinking process. This idea is related to that of ‘distributed cogni-
tion’ [21], which states that human knowledge and cognitive processes are offloaded 
into the environment as external representations. Our contribution is that we suggest 
the mechanism by which cognition is distributed into the environment through the 
DDE. In the next section, we make use of Vygotsky’s sign mediation theory to de-
scribe a mechanism by which the different processes in our high-level model take 
place. Other perhaps more commonly known theories that have been derived from or 
are closely associated with Vygotsky’s theory include, for instance, activity theory 
and distributed cognition.  

The Sign Mediation Triangle and 
Materialized Thought 

We turn to Vygotsky’s theories to 
understand thinking in DDEs be-
cause he proposes a way by which 
things in the environment may be 
brought into the very process of 
thinking.  According to sign mediation theory, language is conceived of as a psycho-
logical tool by which both cultural (interpersonal) and psychological (intrapersonal) 
thought are ‘mediated’ [22, 23]. Signs are self-generated linguistic stimuli [22] that 
extend the operation of human cognition beyond the confines of the strictly biological 
system. Figure 2 illustrates Vygotsky’s sign mediation theory. For example, a student 
in algebra may be introduced to the summation concept, the TO: …. She 
understands and is able to perform the operation. However, if she had to think of de-
tails of the concept each time she applies it, the limits of her memory, attention, and 
mental processing would make further advancement untenable. Thus, she encodes this 
concept as a mental ‘sign’ – the concept of ‘summation’. She is able to think of the 
operation simply as ∑, and to employ this in further learning (e.g. ∑ ( 1)). As 
the sign becomes ‘internalized’ it becomes in essence the object in her thinking. She 
can ‘unpack’ the sign as needed to attend to the details.  

In Vygotsky’s model, signs may take the form of both internal or external symbols 
(a stick between a child’s legs becomes his horse, and a block represents an idea [22]), 
or as an abstract entity grounded in language. Externally instantiated signs are referred 
to as ‘material carriers’ (MC) of thought [24] (see Figure 2). Any perceivable object 

 

Fig. 2. Vygotsky's sign mediation theory 

 

Fig. 1. High-Level Model of Thinking in DDEs  
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(spatial location, gestures, objects or even sounds) in the environment can opportunis-
tically and temporally be appropriated for use as MCs to assist thinking by bringing 
spatial ability and perception into play. In theory, the MC can be anything that may or 
may not resemble the mental object. In our example, the MC for convolution can be a 
specific hand gesture or a written * symbol.  

In the early 1900s, Vygotsky 
obviously never encountered the 
magic of computation and mod-
ern display technology. The 
number of MCs one can enter-
tain at any one time is limited by 
the meanings one can assign and 
recall for amorphous objects and 
space. We advance a theoretical 
framework, in Figure 3, that 
extends the model of the sign 
and MC, to include the ‘magic’ 
of digitality. The top of Figure 3 from thought object (TO) to mental sign and materi-
al carrier (MC) replicates Vygotsky’s mediation theory. In the information world, a 
TO can be encoded in a digital object (DO). The DO can at times even extend the TO, 
such as with information about how the convolution formula was derived. The mental 
sign, as well, thus becomes associated with the DO. Through DDE technologies, the 
DO is expressed as a MO, e.g. as a website displayed in a browser on a mobile device. 
If one mentally appropriates this MO in the process of thinking, in essence shedding 
‘intentional regard’ [25] to the object, the MO becomes synonymous with the MC, i.e. 
the binding process of objectification.   

Our model expands the 
power of MOs to support 
thinking through MCs in two 
ways. First, MOs are iconic 
and provide mnemonic refer-
ence in ways that arbitrary 
objects and space cannot. This 
potentially expands the number 
of MCs one can employ over 
longer periods of time. Second, 
digital media that are encodings of one’s thought objects (and hence associated with 
one’s mediating signs) can serve as an external long-term detailed representation of a 
piece of knowledge, thus extending the depth of thinking one can handle.  Our model 
describes a thinking process that is different from simply opening a document on a 
screen to refresh one’s memory about an idea because then the document simply be-
comes something one queries for information rather than wields in the process of 
thinking. With multiple users, the MO, being the perceivable component of the mod-
el, becomes (in co-located situations) or may be made (in remote scenarios) the 
shared object among all users (Figure 4). We envision users taking advantage of the 

 

Fig. 3. Extension to the sign triangle 

 

Fig. 4. Thinking in groups 
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broader interactions made possible by a DDE to place, organize, and possibly step 
back and view networks of MCs.  

4 The Study 

We conducted a qualitative study of the manifestation of the thinking process in 
DDEs. Adopting the hermeneutic perspective, the inquiry was to seek “understanding 
rather than explanation” and to uncover systems of meaning from the participant’s 
vantage point [26]. We follow the methodology specified by Patterson & Williams 
[26] who advance that a hermeneutic approach begins with establishing a point-of-
view (our ‘objectification framework’), from which an ‘organizing system’ is derived 
to meaningfully organize, interpret and present data [27].   

Study Methodology 

The study enabled a set of students 
to experience a DDE for the  
purpose of doing a knowledge 
discovery assignment over a two-
month period, and capturing their 
experience through self-reports 
and interviews. The participants 
were 12 computer science students 
in a graduate class. The assign-
ment, to be completed in teams of 
three, was to research and write a 
report about the emergent field of 
‘Physical Computing’.  

The students were each given a ‘testbed suite’ of devices comprising an iPod 
Touch, an iPad, and a 27” iMac to use as their own throughout a semester. The iMac, 
embedded in a custom casing that allowed it to be laid on the table horizontally or at 
an angle, was endowed with a touch overlay to enable touch interaction (see Figure 
5). The rationale for the dissemination of devices of various form factors was that we 
wanted to provide the students with an experience of a heterogeneous DDE. Addi-
tionally, to provide a basic information architecture that crosses devices in the  
ecology, we installed the free file sharing service Dropbox, the notetaking service, 
Evernote, with a paid subscription, and the paid PDF reader GoodReader1 on the 
iPad. The first two services are based on the cloud, and GoodReader can be paired 
with Dropbox to allow data synchronization and transfer. We provided the students 
with a tutorial session on how to use the three services/applications prior to the study.   

The class was held in our research center, which contains several large display 
screens spread out in different meeting rooms, and a large interactive vision-based 

                                                           
1  www.dropbox.com, www.evernote.com http://www.goodreader.net/ 
goodreader.html 

 

Fig. 5. Suite of devices available to study participants 
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touch screen prototype [28].  All students had constant access to the building. They 
were asked to use technology as much as possible while doing the assignment, includ-
ing the device suite given to them, the large display screens around the center, and 
any other devices that they own such as laptops and other desktops. They could also 
use the devices freely for any other purposes.  

Data Collection 

We conducted semi-structured interviews and surveys to capture the students’ expe-
riences with technology before they were given our suite of devices (pre-experience), 
and after they have used them for the semester (post-experience). Each interview 
lasted for about an hour and was audio recorded. The purpose of doing a pre- and 
post-interview was not to perform an experimental comparison, but rather, to be cog-
nizant of the initial conditions under which our participants joined the study.  

The pre-experience interviews and surveys collected data about the students’ beha-
viors and ‘strategies of use’ of the devices, as well as their attitudes toward and  
perceptions of the devices and processes. More specifically, the survey, which was 
completed in the presence of the interviewer, asked about the list of devices used and 
owned, the duration and frequency of use, familiarity with devices, purpose of use, 
perceived usability of devices (measured on a 7-point likert scale by adapting the IBM 
usability questionnaire [29] with dimensions like ease-of-use, comfort, efficiency, 
satisfaction), and data sharing methods. Qualitative comments were also encouraged 
during the completion of the survey. The interview addressed similar themes as the 
survey, and added questions about the role of devices in their idea generation and 
paper writing processes, and device interactions in their existing ecologies.  

The post-experience interviews asked about the process of assignment completion; 
impact of the devices on practice; problems with devices, information sharing, and the 
writing process; context/situations of devices use; influencing factors of information 
use; personal sensemaking; work distribution and team coordination; use of file/data 
sharing services; longer term device use; general assessment of the ecology; desired 
changes; meeting contexts; idea generation process; and, information presentation. 

Data Analysis 

All pre- and post-interviews were fully transcribed with timestamps. Survey data were 
imported into a spreadsheet for analysis. To separate relevant from irrelevant verbiage 
in the transcripts, two coders did a first round of analysis of all the transcripts to iden-
tify ‘thinking episodes’. Following Barker’s ([30] in [16]) concept of “behavioral 
episodes”, we define a thinking episode as a “coherent run of [thinking] in which the 
constituent [processes] have a constant direction, a purpose”. Some examples include 
‘filtering out important keywords’, ‘searching for information’, and ‘annotating pa-
pers’. We acknowledge that thinking is a process with no explicit end point or neces-
sary resulting outcome. However, the method of tracking thinking episodes allowed 
us to identify possible situations when the students engaged in thinking, and 
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Fig. 6. Left. Analysis procedures; Right. Example analysis 

was thus presented with opportunities for learning. It is not our interest in this paper to 
evaluate the uptake of knowledge or retention per se. Moreover, in this paper, we under-
stand the commonly used term of sensemaking as being a necessary part of thinking. 

In order to make sense of our data on the students’ experiences of their ecologies, 
we engaged in what we call a ‘DO (Digital Object)-path analysis’. The steps involved 
in our analysis, illustrated in Figure 6 (Left) together with an example analysis 
(Right), were as follows: each thinking episode was analyzed to distinguish the differ-
ent components of TOs, DOs, MOs, and technologies used. We noticed that certain 
objects had a high frequency of occurrence in our collated list. To focus our analysis 
thus, we decided to trace the use of three of the common DOs: GoogleDocs doc-
uments, Evernote notes, and PDF documents. We shall call these our three focus 
objects for our study. All thinking episodes where any of the three DOs were mani-
fested as MOs were copied to a separate spreadsheet for analysis. We then analyzed 
the different technology configurations in which the DO in question was used in each 
of the relevant thinking episodes.  

By tracing the model components in context of use, we determined whether there 
were indications that objectification had occurred in any form for the particular task at 
hand. Two separate coders identified objectification indications by making a judg-
ment as to whether the MO (e.g. Evernote note displayed on a tablet screen) brought 
spatial ability and perception into the process of thinking. Subsequently, a feature 
extraction was done, whereby we identified the characteristics of the technologies, or 
technology configurations, that seemed to have supported or hindered the objectifica-
tion process. The characteristics were further categorized along uncovered themes. 

5 Findings 

To frame our findings, we will first describe the starting context of our participants from 
results of the pre-interviews/surveys, with an emphasis on processes of thinking with 
devices. This also conveys an understanding of the work strategies of the participants in 
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the testbed DDE of the study, since practices, as we anticipated, did not change signifi-
cantly over the two months. We then describe case scenarios from our DO-path analy-
sis, before expounding on derived technology affordances for DDEs.  

Initial Experience of DDEs 

It was evident that some of the students already had a rather extensive ecology of 
devices prior to the study. The most common devices that they possessed were lap-
tops, desktops and smartphones. Fewer owned tablets, music players and large dis-
plays (Figure 7). Among those who owned them, laptops and tablets were used daily. 
Desktops were mostly used only two to three times per week. All, apart from two, 
indicated that they used their smartphones everyday. The use of music players and 
large displays was more sporadic.  

Laptops and smart-
phones were mostly 
ranked first in familiar-
ity, followed by tab-
lets and music players. 
Students were general-
ly least familiar with 
desktops and large displays. Their use of the devices can be classified into three types: 
instantaneous use, e.g. checking email, calendar, news, social networks (tablet, 
smartphone); extended use, e.g. reading papers, video streaming (laptop, tablet, large 
display, music player); and long-term use, e.g. backup of work, managing Internet 
(desktop, music player).  

All except one had experience with Dropbox prior to the study, with an average 
duration of use of a year. Only three of the students had used Evernote, with an aver-
age of two months of use. All of the others however made use of other notetaking 
applications such as GoogleDocs and TextMate. Among those who already had a 
tablet, only one of them made use of GoodReader. The other students used other PDF 
readers/annotators such as Adobe Reader and QuickOffice. In terms of usability, the 
laptop (M = 2.57) was ranked the highest, followed by the tablet (M = 2.41), the desk-
top (M = 2.39), the smartphone (M = 1.92), the music player (M = 1.88), and finally 
the large display (M = 1.85).  

In the existing DDEs of the students, the thinking process for assignments mostly 
followed the standard loops of foraging and sensemaking [31], with the prominent use 
of the laptop and desktop throughout. Actions in which a thinking process was evi-
dent on these devices included for instance, “just open[ing] up Microsoft Word and 
start typing in ideas”, taking notes in a text file on Dropbox “when I’m surfing and I 
find something interesting”, “categorizing my papers through…folders”, and 
“start[ing] to kind of do a treelike structure from the cited references”.  

Those who had a tablet reported making use of it only occasionally for purposes of 
work. We could not identify many thinking episodes in their accounts of use of tablets. 
Among the few that we found such as for annotating readings, reading information in 
the browser or notetaking in the native ‘Notes’ application, the annotations were only 

 

Fig. 7. Distribution of devices owned at start of study 
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“like an intermediary step to a final annotation”, the website was “just [to take] a look 
at”, and the notes (e.g. “on page X second paragraph is interesting”) would remain on 
the tablet.  

The use of non-digital materials, such as sticky notes, notebooks and pieces of pa-
per, was evident mostly in the ‘foraging’ part of the process. Paper materials appeared 
to have been used only as quick, temporary MCs and rarely had their content trans-
ferred to digital in the same exact form. One participant, for instance, recounted that 
she would write down ‘idea fragments’ on paper, and then “when I finally get my 
idea, I would put it on TextEdit”, after which she would throw away the paper pieces. 
Or for reading papers, another participant “tend to print them out”, “take some notes 
on it. And then turn it into some thrash”. A number of the participants also reported 
relying only on memorization, “I remember some keywords of it, so I can get it when 
I want to”, without the use of any devices.  

Objectification as Manifested in Testbed DDEs 

Recall that our analysis traces three kinds of ‘focus objects’ (PDFs, Evernote notes, & 
GoogleDocs) used by our participants as DOs. Our DO-path analysis of the post-
interviews brought to light different ways in which the objectification process oc-
curred in the DDEs that the students experienced. We follow one of our three ‘focus’ 
objects as it was involved in two example storylines extracted from thinking episodes. 

Storyline 1: Identifying relevant sources for the assignment. One team employed a 
strategy by which they brainstormed a set of keywords and organized these on a 
whiteboard as a concept map, after attempting to use the vision-based interactive 
touch screen and failing. From this, they selected a subset of keywords to explore, and 
used these for literature searches. One of our participants related the following 
process, which we map to our model: 

1. He searched for sources using the keywords and left these in tabs in his laptop 
browser. These were not saved to disk nor named. The browser tabs served as a ‘bag 
of finds’ whose relevance was yet to be determined (“I didn’t save them on my com-
puter. They were opened in my browser actually, because I wanted to filter what I 
have and see if I need to take these or not.”). 

2. He brought his bag of finds on his laptop to the next meeting and presented them 
to the team, and selected some to take (“I just renamed the paper to keep track of 
which is which. If I saw robotics … so this is the robotics paper. If there is a lot of 
robotics papers, I will say robotics 1, 2, 3, and or I would tie it to the name of the 
author.”). It is at this point that the participant associates particular PDFs with signs. 
Relating this to Figure 3, the ‘concept of robotics paper as relevant to physical com-
puting’ was the thought object, the sign was the name of the file, and the manifest 
object was either the displayed PDF document or the named file icon in the folder.  

3. He would copy the PDFs to his iPad for further reading, and refined the naming 
of the PDF according to his understanding of the paper (“So after you read the paper 
… OK … this paper is about this. A way I used to do is to just rename the paper to 
keep track of which is which.”). 
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In this storyline, we observe the formation of signs and the use of manifest objects 
as MCs to help the participant make sense of how each paper (representing a specific 
concept) fits in ‘Physical Computing’. This strategy was seen in two other partici-
pants. One had put her ‘bag of papers’ on her iPad and had them open in GoodReader 
tabs to share and discuss with her teammates (“… papers that were open on it … since 
we were talking about what we researched. I was able to say I found this paper, it 
talks about this and this”). She was using the iPad on which the PDF was materia-
lized as an MO to support her discussion and thinking (the team did not actually read 
the paper on the iPad screen, the participant merely used it as an objectified sign to 
reference the information the PDF contained). A third participant employed an almost 
identical strategy with a slight difference in that he did an initial filtering of his ‘bags 
of finds’ on his laptop browser tabs, and winnowed these to 15 - 20 papers that he 
saved and named in his Dropbox. He copied these to his iPad for further reading and 
annotation. There was also evidence of his employment of filenames as meaningful 
signs to give him mnemonic access to the PDFs, and his use of the displayed PDFs as 
MCs in the process of reasoning about ‘Physical Computing’. 

Storyline 2: Creating the assignment report. One of the participants organized his 
paper building from an outline written in a GoogleDocs document. This outline 
served as the conceptual frame on which he worked: “I have the outline and each 
point I know which PDF is linked to what, so I would read the PDF and while I am 
reading, I get an idea, and I start writing on the paper.” He read the paper on his iPad 
and wrote in GoogleDocs on his laptop simultaneously. He mentally associated each 
outline item in his GoogleDocs outline with several PDFs.  

Here, we see that he has a two-level conceptualization of the PDF paper he is read-
ing. The idea of an outline item is a thought object. Both the mnemonic name of the 
PDF and the concomitant name of the outline point serve as signs for the TO. The TO 
has two different simultaneous MOs. The outline item in the opened GoogleDocs 
document is a MO with which he associates the TO, but it is also clear that he “knows 
which PDF [it] is linked” to. A second MO is thus the display of the PDF on his iPad. 
Further, since the PDF summoned to the iPad is open to reading and inquiry, the con-
tents of the PDF themselves become another level of TOs, signs, and MOs. At each 
level, objectification may occur to allow the use of the MO as an MC for reasoning. It 
is precisely this nature of signs that are able to hold entire concepts for thinking, and 
be unpacked into its contents for inquiry at a finer degree of abstraction that makes 
the theory a potent vehicle to understand thinking in DDEs.  

This same two-level strategy was employed by another participant who used PDFs 
in Dropbox folders to support conceptualization. The mnemonic names of the PDFs 
served as the signs and the preview display of the PDFs (quick look feature in the 
Macbook) in the Dropbox folder served as the MO or MC when he referred to it while 
writing. The participant wished he could add more information to the sign at the level 
of the whole PDF, stating “Originally we discussed annotating them (the PDFs), but 
we found that it was kind of difficult to actually do it because we just wanted to have 
a summary of each paper but Dropbox on the iPad would not let us create a text file 
[of the same name] next to the papers.” This shows that the participant was thinking 
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at the level of the PDF as a whole, and wanted to associate meta-information at the 
level of PDF within the folder structure.  

Another three participants exhibited the same two-level conceptual structure using 
yet other methods to provide overarching structure of how the sign associated with 
each PDF relates to the paper as a whole. Two of them employed a citation manager, 
e.g. Endnote, Mendeley, to maintain citations and to add an annotation at the level of 
the whole citation for each PDF. An entire PDF thus could be used as a contained unit 
of thinking for paper writings. Our last participant recorded to use this strategy em-
ployed Evernote for her higher-level organization. She had an Evernote note for each 
PDF document, describing its contents at the level of its place in the whole ‘Physical 
Computing’ paper. Evernote allowed her to attach the PDF directly to the note, enabl-
ing the same two-level sign-MC strategy. 

Technology Affordances of DDEs 

To recap, our theoretical framework used for analysis is that digital objects may be 
materialized through DDEs into manifest objects, and that these MOs may be appro-
priated through a process of objectification to serve as material carriers that support 
thinking. We extracted 50 thinking episodes that related to GoogleDocs documents, 
Evernote notes, and PDF documents. Our DO-path analysis traced the three ‘focus’ 
MOs in terms of thinking processes, TOs, DOs, MOs, technologies used, relevant 
quotes relating to affordances and experience, and the occurrence of an MO-MC bind-
ing (coded as hindrance or support).  

The second part of the 
DO-path analysis, of which 
a sample is shown in Figure 
8, coded the quotes ex-
tracted in the first part of the 
analysis for objectification 
indicators and ‘support’ (in 
the moment or/and in the 
long-term) or ‘lacking’ cha-
racteristics of the technology 
configurations used. Indica-
tors included for example refe-
rencing materials as thoughts, 
reports of pointing to objects as 
ideas, and use of space as an 
organizing structure. Figure 9 
shows the distribution of think-
ing episodes in which the MO 
was able to be coded as either 
having a support or hindrance role in relation to the students’ thinking processes. The 
synthesis of the technology affordances that we found supported, were lacking, or 

 

Fig. 9. Objectification indicators and Technology affordances
from DO-path analysis 

 

Fig. 8. Role of Manifest Objects in thinking 
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hindered objectification to occur is presented in Figure 10. The features were derived 
from quote-supported storylines like Storyline 1 and 2 above. 

Storyline 1, for ex-
ample, shows evidence 
of the creation of mental 
signs as part of the rea-
soning workflow, and 
how objectification may 
have occurred by which 
MOs, materialized from 
the PDFs, served as 
MCs to support think-
ing. The persistence of the ‘bags of finds’ in the laptop browser allowed the partici-
pants to think of these finds as ‘stuff I found’ without necessarily forcing them to a 
premature commitment to meaning or interpretation. The mobility of the iPads sup-
ported opportunistic action so that the bags of finds and the named PDFs could be 
used to support thinking. The transparency of action between searching, renaming, 
and reading allowed for “a complete experience”. 

In Storyline 2, all the participants regarded the entire PDF as the DO related to a 
particular TO at the level of the organization of the entire paper being written. The 
participants all employed a strategy of encapsulating this level of conceptualization of 
the paper with a very short description that served as the MO. This allowed the partic-
ipant to bring perception into the process of thinking by using the MO to serve as an 
MC. The extent at which this objectification process occurred however was highly 
dependent on the transparency of interaction to annotate/associate meta-data to the 
high-level description of the TO, and the persistence of the display of the MO. The 
immediacy of being able to quickly drill down to the content of the PDF document as 
well supported the unwrapping of successive layers of abstraction and encapsulation. 

6 Discussion 

We organize the discussion of our work under three themes: the objectification 
framework as a method for the study of technology ecologies; the experiences of stu-
dents in DDEs; and technology affordances to aid in the design of DDEs. 

An Objectification Framework for Thinking in DDEs 

Digital information is ‘magical’. We can duplicate, copy, summon to visual presenta-
tion, search, etc. almost at will. Yet, despite this malleability of pixels on screen, we 
often revert to physical, material things to help us make sense of information because 
they more readily help us to objectify thought. Starting from Vygotsky’s sign media-
tion theory, we proposed that thought objects can be related to digital objects that can 
be materialized in DDEs as manifest objects. Through objectification, the student 
appropriates the MO to serve as a material carrier, thereby bringing the MO into the 

 

Fig. 10. Technology affordances for objectification 
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loop of thinking. Our DO-path analysis, as presented in the two example storylines, 
showed the promise of our objectification framework, and affordances in the DDE 
that appears to support objectification. We successfully traced the components of our 
model in different situations in our data transcripts to elucidate the thinking process.  

Other similar ‘path analysis’ methods have been proposed before for the study of 
technology use, notably in works that argue for the importance of context in HCI. For 
example, in ‘activity theory’ (AT), the unit of analysis is human activity, mediated by 
the use of artifacts or tools. One traces the subject, object, actions and operations in an 
analysis approach using AT [32, 33]. In a similar vein, situated action models identify 
the “activity of persons-acting in setting” as the focus of study. Using the approach, 
one traces the relations between individual and environment at a “very fine-grained 
level” as the human engages in dynamic uses of artifacts [32]. Distributed cognition 
(Dcog) looks at the “cognition of a system in terms of its function”. It requires one to 
trace “representation [states] inside and outside the head” as the central unit of analy-
sis [34]. Our method of tracing DOs does not exclude artifacts (devices and displays), 
individuals (students), or their activities (thinking processes). Adopting a different 
focus, it provides a way instead to make sense of the flow of information, literally 
‘food for thought’, from the environment to the mind of the individual (or vice-versa). 

Experiencing the DDEs 

With currently available technologies, students already build ecologies with their 
personal devices in daily life. As highlighted by Jung et al. [14], “every newly de-
signed interactive artifact will inevitably become a part of someone’s ecology”. The 
question is however whether it will be an effective part of his/her ecology. We found 
many situations when the student was faced with ‘gaps’ in his/her DDE, which ham-
pered the smooth flow of his/her thinking. He/she then had to find other technologies 
that could bridge the ‘gaps’. In this sense, the DDEs that one constructs today are ‘ad-
hoc ecologies’: the different components do not function as a synergistic whole by 
design, but places the burden of synchronization and file control on the user [4]. 

Furthermore, we found that the use of the individual devices was mostly characte-
rized by what we call the ‘portal thinking’ effect. We posit that many current interfac-
es and devices are designed based on the Cartesian view that external things and 
thinking processes are mutually exclusive. The result may be that the screen then acts 
only as a conduit through which information is summoned. With computational ad-
vancements (e.g. larger screens, mobile systems) we may have multiple ‘portals’, but 
they remain data straws to draw information to view. It is unfortunate thus that the 
potential of interface, visual and physical components of devices to be MCs for think-
ing often fails to be harnessed, and instead, technology is used as mere input, output 
or ‘projection’ devices.  

Designing DDEs for a Learning Experience 

We believe that there is a lack of designed support to optimize technology’s role of 
augmenting humans’ higher thought. From our findings, we proposed technology 
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affordances that appears to help the process of objectification. These can be classified 
into seven groups, although they are all interrelated at certain levels. Below, we dis-
cuss the central theme of each group, while providing considerations for system de-
sign features that can potentially embody each theme. It must be noted however that 
our proposition of technology affordances in DDEs for learning does not imply that 
one can design such a complete ecosystem for learning. Variations in individual learn-
ing styles and the diversity of subject matter to be learned would preclude such rigidly 
constructed ecosystems. Drawing insight from the inveterate paper ecology that has 
supported learning since Gutenberg’s printing press, we suggest that learning ecolo-
gies, be they physical or digital, have to remain ad-hoc but with designed support. The 
paper ecology, that includes writing implements, tables, bookshelves and libraries, 
books, and the myriad paper clips, staplers, rulers, and folders, has evolved over more 
than half a millennium and provides a vast set of components that are flexible enough 
for the individual to appropriate them to construct his/her environment for specific 
learning experiences. The digital ecology as well, needs to evolve technologies that 
possess affordances but yet are malleable enough to support learning. 

Affordance 1: Expectation of interaction (includes transparency, shareability): 
It is key that components of DDEs are able to not only interoperate in some way, but 
also provide an expectation of interaction to users. Our writing implements for exam-
ple can be expected to write with few impediments on paper. Of course, the paper 
ecology is constrained by materials and physical laws (e.g., we do not have to worry 
about book 2.0 falling through the surface of table 3.1 because of incompatibilities) 
while all interactions in DDEs have to be designed and implemented. Also, the cultur-
al longevity of paper has built expectations and constraints (e.g., pencils do not work 
on leather portfolios) into the user community that digital technologies cannot always 
rely on. In our study for instance, the students reported that they decided to use the 
whiteboard for brainstorming particularly because they knew that they would be able 
to take a picture of it with their iPad cameras later on. Conversely, a clear example of 
failure of this aspect in our study is one instance where the students spent one entire 
meeting only to set up shared Dropbox folders and Evernote notebooks. Work in 
middleware and system interoperability, as well as direct interaction methods, are 
important to enable this affordance of ‘expectation of interaction’ to take place.  

Affordance 2: Immediacy (includes persistence, reference, situatedness, accessi-
bility, multitasking, opportunistic action): Immediacy concerns features that allow 
the user to display, manipulate, and use DOs across devices without going through 
one or more indirect actions. For example, if a user has a physical paper that she 
wants a friend to read, she drops it on the table in front of him. However, if she had 
the document on her laptop, she may have to put it into Dropbox and tell him where 
to get it before they can discuss its contents. The lack of immediacy in this scenario 
hinders the opportunistic use of the document as a focus of discussion or thought. 
Immediacy is closely associated with transparency. Transparent interoperability 
across platforms supports immediate action as do consistency of interaction tech-
niques (consistent ways to move and manipulate MOs across platforms is critical to 
support their use as MCs). In our study, participants used persistence to allow infor-
mation to stay immediate and more easily participate in their thinking: on the laptop, 
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they aligned their Word document and the PDF papers side by side. Others used their 
iPad as a ‘persistent’ secondary display for the PDFs.  

Affordance 3: Concreteness (includes dedicated use, spatiality, tangibility): Com-
ponents that possess the characteristic of ‘concreteness’ in a form appears to better 
support objectification.  In our study we saw that the whiteboard that affords the use of 
space and the iPad that opens applications using the full screen real estate, for exam-
ple, aid information to become what Heidegger [35] calls a ‘thing’, something tangible 
for the student to grasp in her thinking process. A technological environment that re-
quires the user to hold thoughts in mind while looking for the appropriate device to 
record them offers little support for objectification. Work on embodied interaction, 
physicality, and tangible user interfaces that address how to enable the user to easily 
assign thoughts to concrete materials contribute to this affordance. 

Affordance 4: Iconicity (includes structure, mnemonicity, atomization, customi-
zation): Objects to which we have assigned meaning become more easily internalized 
than neutral objects. We have seen the use of file renaming and organization of folder 
structure as instances when iconicity has enabled MOs to be used as MCs of thought. 
The few works in HCI that have looked at familiarity of interfaces are potent infor-
mants of this affordance. Atomization is a related feature that supports the association 
of DOs to TOs. A TO is typically an atomic idea at some level of abstraction, in the 
same way that a ‘unit of analysis’ specifies an entity that is a coherent whole at a cer-
tain level. Take the idea of convolution in our earlier example. A Wikipedia page on 
convolution would be an apropos DO for the concept, but a whole book on signal 
processing would not (even if it contains a section on convolution). Features to sup-
port atomization (e.g., bookmark individual components of larger text documents) 
have been investigated for example in hypermedia research. 

Affordance 5: Common ground (includes simultaneous focus and control): To 
be able to focus on thinking in groupwork, the technology should provide support for 
students to easily create shared MCs. A common MO may not necessarily lead to the 
same mental signs for two different people. This is essentially the question of  
intersubjectivity [36]. Physical things inherently allows for several users to have si-
multaneous focus and control. A page on the table can be seen by everyone around 
the table; several users can write on the whiteboard at the same time. In digital tech-
nologies however, the students always needed a separate ‘situating channel’ (e.g. 
speech, instant messaging, comment lines) to set common ground together with the 
‘information channel’, where work is carried out. This factor also appeared to have 
prompted the more intensive use of GoogleDocs, which has a simultaneous editing 
capability, over Evernote for notetaking. Work in computer-supported collaborative 
would be relevant to further inform the design of this affordance into technologies.  

7 Conclusion 

This paper contributes significantly to the area of technology ecologies, focusing on 
how they may help us to think and to learn. We identified a gap in the literature of the 
plethora of technology ecology/ecosystem concepts previously proposed in terms of 
investigating learning.  Second, we extend Vygotsky’s sign mediation theory to the 
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digital world by proposing how thought objects may relate to digital objects, and their 
manifestation through technology ecologies. Third, we propose a way through the 
concept of objectification and method of DO-path analysis to examine device ecolo-
gies for their potential for learning. And fourth, we articulate affordances that can 
inform either design guidelines or evaluation metrics for the development of device 
and display ecologies that allow us to think effectively.  

One limitation of our study may be that it was conducted with computer science stu-
dents who may have had a different perspective on technology. Researchers from other 
domains like history may require additional support to piece together fragmentary in-
formation. Such extension can be a rich domain for future research. Although we do not 
claim to propose a holistic explanatory theory of cognition, we do believe that the objec-
tification framework manages to uncover basic thinking processes irrespective of the 
student’s domain expertise. Knowledge discovery is foundational to any form of learn-
ing. In a future study, we plan to employ our model to make sense of students’ in-situ 
speech on top of their self-reported experiences of learning using technology. In the face 
of changing perspectives, HCI researchers should begin investigating and designing 
technologies that help us think, or in our Star Trek tale, that make the doctor ‘real’.  
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Abstract. Due to the constantly increasing volume of personal information (PI) 
and the current trend towards mobile devices, there is a growing need to provide 
access to PI across multiple devices. It has become difficult for a user to manage 
his/her PI across these devices. The current hierarchical systems used to organize 
PI do not support accessing PI across multiple devices. The aim of this paper is to 
discuss the outcomes of an interview study that was conducted to determine how 
users currently manage PI across multiple devices and to identify what problems 
are experienced using these devices. Results showed that participants found it  
difficult to access PI across their devices and do not know beforehand what in-
formation they need to access. These problems could be solved by providing an 
information visualization tool installed on their devices which provides a single 
user interface to facilitate an overall view of their PI. 

Keywords: Personal Information Management, Multiple Devices, Interview 
Study. 

1 Introduction 

Personal information management (PIM) involves the daily activities or tasks that 
users need to perform using a set of information items, such as documents, media and 
calendar events [1]. A user’s personal information (PI) increases constantly as infor-
mation is currently being stored on a number of different devices, platforms and  
applications [2]. This has led to a high level of dispersion of PI, referred to as the 
information fragmentation problem, and an increased difficulty in managing, access-
ing and using this information. It has become difficult for a user to access to his/her PI 
at any time regardless on which device the information is stored. The goal of this 
research is to provide support for accessing PI across multiple personal devices.  

The current method used to organize PI is in hierarchies of files and/or folders [3]. 
Although the hierarchy is a familiar organization method, it suffers from several limi-
tations due to its restrictive nature [3]. Current PIM solutions mainly focus on enhanc-
ing PIM on a single device or on a subset of PI [4]. Alternative applications, such as 
Dropbox (www.dropbox.com) and TeamViewer (www.teamviewer.com), provide 
support for accessing PI, but also have several shortcomings.  
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The aim of this paper is to describe the results of an interview study that was con-
ducted to determine how participants currently manage PI across different devices and 
identify the problems that participants experience in managing PI across these devic-
es. The results of this study will inform the design of a tool to support accessing PI 
across multiple devices using information visualization (IV) techniques.  

Section 2 discusses related work regarding PIM. Section 3 introduces the interview 
study and describes the themes identified from the interview data. Design implica-
tions are identified in Section 4 based on the results of the interview study. The paper 
concludes by discussing the main contribution of this research and future work to be 
completed. 

2 Related Work 

PIM is a large, active area of research [1], [5]. The goal of PIM is to enable a user to 
access his/her PI relevant to his/her location, in the most appropriate form, while sup-
porting the tasks of PIM [1]. PIM tasks were originally identified in [6] to include 
acquiring, organizing, storing, maintaining, retrieving and producing PI. PIM tasks 
were then simplified to include keeping (storing), managing (organizing and main-
taining) and finding (searching and browsing for retrieval) [1]. Lower-level PI tasks 
include creating, sorting, moving, naming, assigning properties, copying, distributing, 
deleting and transforming PI [1]. The keeping (storing), organizing and finding (view-
ing and retrieving) PIM tasks across multiple devices form the focus of this paper.  

The type of PI organization has a large impact on how the PI is viewed [3]. Jetter et 
al. [7] suggested that a user interface (UI) needs to be designed to support accessing 
PI to assist a user to develop his/her own processes, structures and views. Gomes et 
al. [8] stated that a meaningful IV technique may be the solution for the difficulty in 
finding relevant PI. 

3 Interview Study 

3.1 Interview Method 

Face-to-face, one-on-one, in-person, informal, semi-structured interviews were con-
ducted with selected participants [9]. Thematic analysis, in combination with coding 
techniques, was used to analyze the interview data. The interview study was used to 
establish how PI is currently being managed across multiple devices. PI types consi-
dered in this study included email, calendar events, document files and media, such as 
images and video.  

The interviews were conducted with ten academic staff and postgraduate students 
from the Department of Computing Sciences at the Nelson Mandela Metropolitan 
University (NMMU), using purposive sampling based on the participants’ computing 
knowledge and experience, and their use of multiple devices for PIM. The partici-
pants ranged between 21 and 50+ years of age. All participants had at least six years 
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of computer experience and all but one participant managed their PI daily using a 
digital device.  

Four main questions were asked in the interview regarding PIM across multiple 
devices, which included the following: 

1. How many digital devices do you currently use to store PI? 
Sub-questions: What type of device is each of these? What platform(s) does each 
device use? Which is the main device for managing PI? If you travel, which de-
vice do you take with you? Are your devices used for personal or work informa-
tion or for a combination? 

2. How do you currently manage your PI across these devices? 
Sub-questions: If you need information on one device that is stored on another de-
vice, how would you go about this process? Do you make use of a file manager or 
email to manage PI? 

3. What problems have you experienced with managing your PI across these 
different devices? 
Sub-questions: Do you have any difficulty in managing information on different 
devices? Do you have any problems with the file manager you use (if any)? Do 
you have any problems with other methods you use to manage your PI? 

4. Do you have any ideas on how better to manage your PI across these different 
devices? 
Sub-questions: Have you heard of Team Viewer or Dropbox? Do you have any 
ideas on managing your PI other than using removable drives for file transfer? 
Would you like a tool that would provide an overview of your PI across your dif-
ferent devices allowing access to this PI? If you would prefer such a tool, would 
you prefer it to be an application installed on your device or a web-based applica-
tion that you would use in a browser? 

3.2 Results 

The transcripts of each interview were analyzed with NVivo 10 software 
(www.qsrinternational.com), using coding techniques to identify themes within the 
data. The results of the data analysis are described in this section.  

Keeping (Storing): The number and combination of devices and platforms exacer-
bate the current PIM situation. The participants of the interview study made use of 
various devices to manage their PI. Most participants of the interview study used at least 
three devices for PIM, with a few participants using five devices for PIM.  

All participants of the interview study used a desktop computer provided by the 
university for PIM or work-related activities. Additionally, all participants com-
mented on using their devices for a combination of personal- and work-related activi-
ties. Nine participants made use of their mobile phone for PIM and eight participants 
had a desktop computer at home that they used for PIM. Six participants made use of 
a laptop for PIM.  

Nine participants had a combination of devices which made use of different plat-
forms. Five participants considered their desktop computer at the university as their 
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main device used for PIM and work-related tasks. Four participants considered a 
combination of devices as their main devices for different purposes. Four participants 
mainly used a laptop when travelling and accessing their PI. Four participants tra-
velled with their mobile phones or netbook computers.  

Management: Participants make use of email for access, removable drives for 
additional storage and transfer, and file managers for organization. Participants 
mainly used different combinations of methods to manage their PI across their differ-
ent devices. Participants still currently make use of email to access information on 
one device from another. Participants also mentioned using removable drives either 
continuously or at some stage for managing PI across different devices.  

All participants made use of the Windows Explorer folder structure provided on 
their desktop computers and laptop devices to organize their PI. Six participants made 
use of Dropbox, either as their primary mechanism for accessing information across 
different devices or as a back-up tool. One participant mentioned that he used the 
same folder structure on each device to “not get lost”: 

“I have the same folder structure; it's more or less the same. So when I take some-
thing in my ‘paper folder’, I just put it on my ‘paper folder’ at home. I have that in 
order not to get lost, because if you have a general folder structure, you will be con-
fused at a certain point of time.” 

Retrieving: Participants currently find it difficult to access PI across their devic-
es and do not know what they will need to access in future. Participants noted 
various problems in managing their PI across different devices. Participants identified 
that the hierarchical folder structure is restrictive mainly due to being limited to cate-
gorizing a file in a single folder: 

“Finding stuff can sometimes be a problem, or, 'I know I took a photo of this, but 
now where did I put it?' I actually had that problem the other day, because when I 
take the stuff off my phone, I don't always put it into the correct place.” 

Participants experienced problems with naming folders appropriately, especially 
when backing up information and organizing different versions of PI items. Other 
issues identified involve versioning issues, having to remember to update folders with 
the latest files and problems with inconsistent structures between different devices. 
One participant also mentioned not being able to view information in different ways: 

“I organize my photos by dates, events and places, but that gets mixed up some-
times. If I want to have it by date and by location it's difficult. If, for example, for our 
holiday trips to Knysna, I can't remember what year it was, then it's a pain to go and 
search each year and check the photo. And then if you do it by location, if you want to 
find everything that happened last year then you have the other problem, or with 
people, ‘view all the photos that have my little girl in it, that's my bulldog.’ Then you 
have to go and search all the folders…” 

Eight participants identified that Dropbox mainly suffers from the same limitations 
as the Windows Explorer folder structure. Participants identified that a problem with 
using various methods for organizing files across different devices is that one is  
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required to know beforehand what information is needed to be accessed. A participant 
noted that he would like all his information to be available:  

“…I will most certainly not know beforehand, and I would prefer everything to be 
available.” 

Participants identified that it is difficult to keep record of different versions of the 
same PI item. Participants found problems with the email structure and other file 
structures not being able to communicate, and that email items and other items cannot 
be linked or associated, as one participant explained: 

“It would be quite a cool thing if you had this integrated view of all your informa-
tion, because here you've got the email system, which is one system, and then you've 
got your file structure on a particular device, which is another system, and yet there 
could be connections between individual emails and a topic.” 

One participant described a problem he had recently experienced involving access-
ing information: 

“The other day I needed a file. I was at home and my Internet was giving me has-
sles. I can VPN from home into this PC fairly easily, if I have the Internet connection. 
And there I'm sitting; I can't get hold of that file. So, I had to drive in to come and 
fetch a file here, to go back and work on it. So, that's the kind of problem: having no 
real time, online access to certain information.” 

Four participants mentioned the information fragmentation problem, some in terms 
of examples, including the following scenario: 

“Here is where things get tricky, because I've got photos on my phone, I've got 
photos which are on the office PC, and I've got photos on my laptop. In addition, my 
wife's netbook has got photos on as well, and one can't easily aggregate them togeth-
er. You can try and bundle them together but they are so massive, you can't really 
forward them easily by emailing, so you've got to use a memory stick. Even working 
across my WiFi network at home would be a bit slow.” 

Viewing: Participants need an IV tool installed on their devices which provides a 
single UI to facilitate an overall view of their cross-device PI. This requirement is 
also supported by literature [7], [8]. Four participants noted that if there was such a 
tool, they would like it to provide some sort of automation in organizing their PI. 
Participants preferred the tool to be a native application installed on each device, as a 
browser may provide limitations for such a tool.  

Participants provided various suggestions on how better to manage PI across dif-
ferent devices. Participants suggested a search tool, which is capable of searching 
across different devices to find information. One participant suggested a tool which 
would intelligently “think” for the user: 

“…Maybe also it would remember the things that I did the most, and pre-fetch stuff 
for me. Rather than saying, 'ok I'm going to give you all this stuff’ but ‘ok I'm rather 
going to give you pre-fetched stuff, that I'm watching you and seeing what you're 
doing', and that would be a cool thing. To be able to see what's there, which I can't 
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do, I can't access the stuff, and I also can't see what's there. I can't picture it. In 
fact…I can't visualize it.” 

4 Design Implications 

Several design implications were identified for the IV tool suggested in Section 3.2. 
These design implications are categorized according to organization, visualization and 
interaction.  

4.1 Organization  

1. Provide a virtual storage solution that aggregates PI in a single location. There 
is currently limited support for accessing PI across different devices. The virtual 
storage solution could allow the PI to reside on the original device but aggregate 
references to PI items, which could be accessed when the different user devices 
are connected, as suggested in [10]. This could address the issues identified by 
participants that they are unsure beforehand which PI items will be needed.  

2. Provide support for association of linked PI items. Supporting linking of PI items 
could assist with version control of PI. Support for PI item association as used in 
Phlat [11], could also address the issue of not being able to link items of PI col-
lections in separate applications.  

3. Provide tagging to assist with retrieval. Tagging PI items could also assist with 
version control. Manually and/or automatically tagging PI items could assist with 
re-finding information when searching, as used in Phlat [11].  

4. Include additional facilities other than general PI types. In addition to the com-
mon PI types, email and contacts were regularly mentioned in the interview 
study. Contact management is another important task of PIM which should be 
supported [5].  

4.2 Visualization 

1. Make use of a single UI to visualize PI across different devices. All participants 
described scenarios where they experienced information fragmentation problems 
and nine welcomed the suggestion of a tool that provides a single UI to visualize 
PI across several devices. Systems, such as Phlat [11] and ZOIL [7], provide a 
single UI for different PI types, but do not fully support cross-device PIM.  

2. Visualize PI using suitable IV techniques. It was identified that the list and in-
dented-list may not be suitable for viewing PI. Suitable IV techniques could ad-
dress the restrictive nature of the hierarchy and its ineffective use of screen space. 
Timelines have been used in various PIM systems, including VizMe [8].  

3. Provide different PI views. Participants noted that only having one view of their 
PI is not sufficient and that the proposed tool should provide different PI views.  
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It was suggested that while time is useful for PIM, it should not be the only as-
pect considered [12].  

4. Consider each device’s constraints. Eight participants managed their PI across at 
least three devices. Thus, UI plasticity should be considered to ensure that the UI 
design will support several different devices. [13].  

4.3 Interaction 

1. Provide intelligent searching across devices. In addition to the IV techniques 
used to support browsing, intelligent searching of PI also needs to be facilitated. 
A combination of keyword searching, in-text searching and filters, as used in 
Phlat [11], could be used to allow searching PI across different devices. 

2. Provide support for file sharing and collaboration. The current hierarchical or-
ganization method, with the exception of tools such as Dropbox, does not support 
file sharing or collaboration, but needs to be supported by the proposed tool [14]. 

3. Provide full functionality associated with PI items. Due to the information frag-
mentation problem, if an item cannot be viewed, it cannot be accessed. The full 
functionality of each PI item should be facilitated, as supported by ZOIL [7].  

4. Support immediate access to PI items. The proposed tool should provide instant 
access to PI items if the device(s) are available, and could possibly include of-
fline accessibility of certain PI items. Additionally, the UI delay problems expe-
rienced using Phlat should be avoided [11]. 

5 Conclusion 

An interview study was conducted to determine how users currently manage PI across 
different devices and the problems that are experienced with PIM. A limitation of the 
study was a small sample size (n=10). Participants made use of various combinations 
of methods to manage their PI across multiple devices. The most popular methods 
included the use of Email, the folder structure, removable drives and Dropbox. The 
participants of the interview study identified a number of problems in managing PI, 
mainly attributed to not being able to view and access PI across different devices. The 
suggestion of an IV tool to support access to PI across multiple devices received a 
positive response. The results of the interview study were used to propose several 
design implications for organization, visualization and interaction. Future work will 
involve the design of an IV tool to visualize a user’s PI across multiple devices, using 
suitable IV techniques.  
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Abstract. Prior studies have shown benefits of interactions on mobile devices. 
Device mobility itself changes the nature of the user experience; interactions on 
mobile devices may present better support for cognition. To better understand 
cognitive demands related to mobility, the current study investigated presenta-
tions on a mobile device for a three-dimensional construction task. The task im-
posed considerable cognitive load, particularly in demands for mental rotation; 
individual differences in spatial ability are known to interact with these de-
mands. This study specifically investigated mobile device orientations and par-
ticipants’ spatial ability. Subjects with low spatial ability were able to complete 
the task more effectively when shown the presentation in a favorable orienta-
tion. Individuals who saw the presentation in an unfavorable orientation and 
those of low spatial ability, were differentially disadvantaged. We conclude that 
mobility can reduce cognitive load by limiting demands for spatial processing 
relating to reorientation. 

Keywords: Mobility, Mental Rotation, Presentation Orientation, Spatial Ability. 

1 Introduction 

Recently there has been an enormous expansion in the sale and use of mobile devices 
as information appliances. It is reasonable to ask why, or more specifically, what is it 
about mobile devices that make them attractive, as compared to fixed stationary de-
vices. There are a number of obvious answers: size, convenience or price. However, if 
users did not find the mobile device to be at least as useful as a fixed counterpart, 
would these devices be so successful?  It seems likely that that users experience men-
tal workload advantages as an outcome of the very mobility of the mobile device for 
some tasks. For example, extracting and interpreting instructions for construction 
tasks1, tasks that impose considerable mental workload in the form of mental rotation 
and spatial processing on users, would fit this description.  
                                                           
1 Construction tasks are ubiquitous: assembling a child’s bicycle, a piece of furniture or folding 

a paper airplane being common examples. 
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In this paper, we first review background literature, including a discussion of the 
likely cognitive load issues at play in construction tasks on mobile devices, specifical-
ly mental alignment of the presentation to the built object, achieved via mental  
rotation. We present a study that examined the role of physical device orientation on 
performance on a construction task. Additionally, in the study, we explored the role of 
an individual difference variable, spatial ability, on performance of the construction 
task. Finally, we present the results and we discuss the ramifications of our findings 
for designers.  

While the constant changes in technology make the definition of mobile device or 
mobile interaction moving targets, for the purposes of this paper the terms mobile 
device or mobile interaction will imply a handheld computing device possessing a 
display screen and input mechanism. This definition includes cell phones, smart-
phones, tablets, handheld GPS (global position) systems and PDAs (personal digital 
assistants), but excludes traditional desktop computers with fixed displays. The key 
defining feature that we focus on in this paper is the ability of the user to easily repo-
sition the display device in any desired orientation. For clarity, we will use the term 
mobile device.  

2 Background Literature 

2.1 Mobility Matters 

It is widely believed that different interactions engage different user capabilities and 
draw on different elements of human cognition [cf. 12]. More specifically, researchers 
have noted numerous HCI issues for mobile devices [cf. 1, 4, 6, 20]. Of interest here, 
[31, 32] found that people used differential strategies to varying degrees of success 
when performing a three-dimensional construction task using instructions presented 
on mobile and non-mobile devices. For these tasks, the instructional presentation 
included interactive 3D models. Traditionally, the instructions for completing con-
struction tasks are presented on paper, with written directions often annotating visual 
representations of the assembly process. Such paper based instruction presentations 
are notoriously difficult to use. [30] has suggested that difficulties arise in part from 
task demands for mental rotation. Interactive presentations offer relief from some of 
the limitations of the traditional paper format. In particular, interactive presentations 
allow the three-dimensional displayed object to be viewed from any vantage point – 
giving the builder a better sense of the spatial relationships of the parts of the assem-
bly. A number of factors potentially impact performance on construction tasks,  
including the nature of the presentation and the spatial ability of the participants [23]. 
More importantly for the current study, instructions on a mobile device allow users to 
physically take the instructions ‘to the object’: physically orienting the instructions by 
holding the device proximate to a built object. Further, the richness of construction 
tasks would seem to make them ideally suited to highlight mental workload differenc-
es between mobile and non-mobile devices.  

[31, 32] compared performance on a construction task between a mobile device 
presentation and a fixed upright display presentation.  They found that the mobile 
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device users were more efficient in building the target object than the fixed presenta-
tion users. [31] also found that at least 25% of the persons with the mobile device 
employed a strategy of moving and aligning the mobile device to the object being 
built during at least one building step and all but one participant removed the mobile 
device from its starting position during the building process. Interestingly, in [31] a 
number of participants with a stationary display brought the object being built to the 
display. In other words, in both conditions, participants aligned the physical device 
with the object being built. When the person could bring the presentation to the object 
instead of vice versa, performance was markedly improved. [31] concluded that the 
participants using the non-mobile presentation found the process of aligning the ob-
ject to the screen was awkward, forcing them to mentally rotate in order to realign the 
images in the instructions to the constructed object. The participants could have inte-
ractively realigned the 3D presentation, in either device condition, at any point and it 
is possible that the subjects in [31] did this; it is notable that the mobile presentation 
users had better performance regardless.  

2.2 Does Orientation Matter? 

When a person is following computerized instructions that include visual presenta-
tions to construct an object, they have several choices as to how to align the spatial 
relations in the visual representation to those of the target object.  They can physically 
move the presentation to the target via the mobility of the device, physically align the 
target to the presentation, manipulate the presentation of the digitally displayed 3D 
object, and/or perform any or all these operations mentally, without manipulating the 
object or the presentation. In other words, in a construction task, when the visuals in 
the presentation and the actual built object are misaligned, the user will mentally, 
physically, or interactively perform transformations to make the alignment. [30]’s 
results suggest that users are most successful when they choose to physically  
realign the device to the target and that they may be surprisingly unwilling to realign 
interactively.  

As we consider the fact that in [31], mobile device subjects were able to move the 
device to realign the images in the presentation to the target while the fixed desktop 
subjects appeared to more often do this mentally, the next obvious question should be, 
does it matter?  If desktop subjects are doing more mental rotations of the presenta-
tion, is there a cost? [25] claimed that internal (cognitive) representations share a 
second-order isomorphism to the world they represent. One outcome of this conjec-
ture is that the greater the angular disparity between the starting orientation of an 
object and its rotated position, the more effort required for rotation of the object both 
in the real world and in their internal representations [26, 31]’s finding of perfor-
mance advantages for mobile device users suggests that the mobility of the device 
may reduce user cognitive load by reducing need for mental rotations.  

Some studies indicate that cognitive load increases as a person does more mental 
rotations [e.g.14, 15]. That some participants in [31] aligned the object that they were 
creating with the image on the fixed display whereas others aligned the mobile device 
with their built object highlights an obvious but critical difference between fixed vs. 
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mobile display devices: mobile devices allow the user to change the orientation of the 
display, which can change the frame of reference used to specify spatial features of an 
object, such as identifying its top or its left or right side. In the fixed display condition 
in [30], participants' options for rotating the presentation to align it with an external 
object were: mental rotation, rotation of the real object relative to the fixed presenta-
tion and/or rotation of the interactive 3D presentation. In the mobile device condition 
of [31], subjects had a fourth option – they could rotate the device containing the 
presentation.  

When an observer encounters an object in the world, two frames of reference -- and 
the spatial relations they define -- are important to consider. First, there is an egocen-
tric reference frame that defines spatial relations from the observer's viewpoint  
(e.g., up/down, left/right). The egocentric up/down axis is typically defined by gravi-
ty, with left/right defined by what's to the left and right of the viewer's midline,  
respectively. Because of the invariance of gravity, the up/down axis is a primary ref-
erence frame for defining the tops and bottoms of objects and whether one object is 
above (or below) another [cf. 27]. 

There is also a reference frame intrinsic to the object itself whereby spatial rela-
tions among parts of the object are specified. Object-centered reference frames can be 
defined by a variety of object characteristics, such as an object's focal point [5], an 
axis of symmetry or elongation, or surface markings [22]. The object in Figure 1(a) 
has an intrinsic axis of elongation, defined by the dotted line; the triangle in Figure 
1(b) has an intrinsic axis of symmetry and a focal point at its upper vertex. With both 
objects, the intrinsic axes are aligned with the egocentric up/down axis. If these were 
animate objects, people would likely construe the upper portion of each object to be 
its head; if they were to move they would move upwards. The triangle in Figure 1(c) 
is probably seen as pointing up, illustrating the primacy of the egocentric up/down 
axis. With its three axes of symmetry, the triangle in Figure 1(c) actually points in 
three directions, but the tendency to see it point up is due, in part, to the viewer using 
the up/down axis to assign spatial relations.  

When an observer encounters an object displayed on a screen, a third frame of ref-
erence comes into play: the reference frame defined by the edges of the display. Fig-
ure 2 shows the triangle from Figure 1(c) surrounded by a rectangular frame, much as 
how the triangle would be seen on a desktop display. Note how the two reference 
frames – the egocentric up/down axis and the vertical axis of the display – are 
aligned, and the triangle is seen as pointing up. Due to the alignment of the viewer’s 
and the display’s reference frames, a desktop display’s reference frame is redundant, 
providing the same spatial relations as the viewer’s up/down axis. 

With a mobile device, the reference frame defined by the display need not be 
aligned with the viewer's up/down axis. Figure 3 shows the triangle from Figure 2 
within a rotated rectangular frame. Here, there is a strong tendency to see the triangle 
pointing down to the left, although it still is possible to see it pointing up. That is, by 
changing the display's frame of reference, the "head" of the triangle shifts from being 
the upper vertex to the one in the lower left. Moreover, within the context of the ro-
tated frame, the triangle is likely seen as heading strictly to the left instead of down 
and to the left. 
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Fig. 1. (a,b,c) Objects with vertical axes of symmetry 

 
 
 
 
 
 
 
 

Fig. 2. Triangle object inside a display’s frame of reference 

 
 
 
 
 
 
 
 
 

Fig. 3. Triangle inside of rotated display 

As noted earlier, the mobility of mobile devices allows one to alter the display's 
frame of reference quite easily. Indeed, the rotated rectangular frame in Figure 3 
represents just one of an infinite number of display-defined frames of reference avail-
able to the mobile device user. The interactive graphics that allow for the shape to be 
rotated within the display gives the user freedom to define the alignment of the pres-
entation using whatever reference frame he or she chooses.  
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In the construction task in [31] there is a fourth frame of reference to consider: the 
one that defines the top, bottom, left, or right of the target object being constructed. In 
principle, there are more opportunities for the four reference frames (i.e., viewer, 
display, displayed object, constructed object) to be misaligned when using a mobile 
device than when using a fixed desktop display (i.e., viewer = display, displayed ob-
ject, constructed object). Much research in cognitive psychology indicates that there is 
a cost in perceiving objects when viewer and object frames of reference are misa-
ligned [cf. 13, 27]. Thus, misalignment of two frames of reference, viewer and object, 
can have information processing costs. To our knowledge, no research has been done 
that examines how users cope with the possibility of there being multiple opportuni-
ties for misalignment.  

2.3 Evidence of the Importance of Presentation Orientation 

Even with the possibility of physically reorienting a presentation, determining the best 
interactive realignment may in and of itself impose significant cognitive load and 
involve mental rotations in planning, especially for low spatial ability users. Given 
that many contemporary mobile devices only automatically realign in cardinal direc-
tions, should it turn out that physical orientation and spatial ability do interact on a 
construction task, persons of low spatial ability who cannot physically reorient to the 
best orientation will be disadvantaged unless the cognitive load for interactive rea-
lignment can be reduced. 

Three older studies point to the importance of orientation in a presentation of  
interactive visual information. [24] found that, for map-based navigation assistance, 
physical rotation is the most effective form of track-up alignment on handheld mobile 
devices   This was due to the users' difficulty to recognize a map when automatically 
rotated, especially when the users were not looking at the map during the time of 
rotation.  

In addition, [28] described a comparative study of the effectiveness of four differ-
ent presentations of instructions for an assembly task: printed manual, monitor-
display, see-through head-mounted display, and spatially registered augmented reality 
(AR). Measurements were task performance (time and accuracy) and perceived men-
tal workload. The task consisted of 56 procedural steps building an object with Duplo 
blocks. Participants in the spatially registered AR treatment made significantly fewer 
assembly errors. The authors concluded that the improvement in the AR condition 
was due to reduced demand for attention switching. Because the spatially registered 
AR appears directly on the object, it was also thought that the participants did less 
mental transformations between the instructions and the object.  

[7] reported on a design tool to build three-dimensional, interactive and movable po-
lyhedrons. In evaluating this tool, they found that users had a preferred orientation for 
the designed polyhedrons. When the figures were moved from the preferred orientation, 
subjects found them to be more difficult to sketch (reproduce by hand). Some partici-
pants reported elements of the preferred orientation include: 1) preference for vertical  
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as opposed to horizontal edges (preference for either type of edges as compared to di-
agonal edges), 2) bilateral symmetry, and 3) stability as indicated by the polyhedron 
resting on a face as opposed to resting on a vertex.  

2.4 The Role of Spatial Ability 

Performing mental transformations, such as those described by [14] can impose a 
workload on working memory. In particular, the mental rotation processes can be 
time-consuming and error prone, particularly as the complexity of the object being 
rotated increases and its familiarity decreases [3, 10].  Just how much effort the men-
tal rotation processes require also depends upon an individual's spatial ability, i.e. the 
ability to generate, retain, and transform well-structured mental images [16, 17]. Indi-
vidual differences in spatial ability are related to individual differences in working 
memory function [17, 19], with transformations such as mental rotation taking longer 
for users with lower spatial ability, as measured by paper-and-pencil standardized 
spatial ability tests [8]. Mobile devices potentially provide a means for users to align a 
displayed object with their own egocentric up/down, limiting the need to engage in 
mental rotation in order to achieve alignment. The savings would be greater for those 
with lower spatial ability and would potentially expand the usefulness of the device to 
a larger population. 

2.5 Summary:  Background Literature 

Prior research has suggested four intersecting themes:  1) Performance on a construc-
tion task is better with a mobile device than on a fixed display device 2) Construction 
tasks engage mental workload, much of which is involved in mental rotation to align 
disparate frames of reference.  The cost of mentally aligning an egocentric and pre-
sented object-centric frame of reference is known to be high; the cost of realigning 
those frames of reference plus others from a display and a built object are not known 
3) Mental rotation requires significant mental workload and 4) People differ in their 
abilities to perform mental rotation; those of lower spatial ability, as measured on 
standardized tests, find spatial tasks like mental rotation, more difficult than those of 
higher spatial ability.  Taking these themes together, we suggest that performance on 
a construction task is better with a mobile device as compared to a fixed display de-
vice because the mobile device participants are able to lessen some of the mental 
work of aligning the presentation to the object to be built.  In [20] mobile device par-
ticipants accomplished the needed rotations by a combination of mental and physical 
rotations rather than mental rotation alone. We hypothesize that mental rotation, inter-
active rotation of the presentation, or rotation of the artifact is more difficult than 
rotating the device itself.  We suggest that when rotating physically, with the imme-
diate visual feedback as the virtual and physical object align, the participant does less 
mental rotation, thus reducing their mental workload.  
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Recognizing that people differ in their ability to do mental rotation, those of lower 
spatial ability, should be differentially more impaired with a stationary device – [20] 
did not measure the spatial ability of their participants, so we cannot be sure of this 
conjecture from their results relating to spatial ability.  

In the current work, we start with the assumption that part of the power of a mobile 
device comes from the reduction in necessary work of mental rotations. We speculate 
that this advantage may extend further for those who are more challenged by deficits 
in their ability to perform mental rotations.   In our study, we seek to demonstrate that 
having the visual presentation for a construction task aligned in a particular way, as 
one would be able to do with a mobile device, would lead to superior performance, 
than having the presentation in other orientations.  

3 Study:  Impact of Orientation of Presentation and Spatial 
Ability on Construction Task Performance 

For this study our hypothesis is:  
Orientation of a mobile device, in combination with participant 
spatial ability will affect performance on a construction task. 

We specifically hypothesize that at least one orientation will lead to better perfor-
mance on the construction task by leading to fewer differences in frame of reference 
between the built object and the presentation by reducing mental rotations (and lower-
ing cognitive/working memory load). However, because the built object itself is in a 
number of orientations during the presentation, we do not predict which orientation(s) 
would be favorable and which would impede subjects' performance on the task. Fol-
lowing prior work on the interaction between spatial ability and mental rotation, we 
also predicted that persons of low spatial ability would be differentially hampered in 
the less favorable orientations.  

3.1 Experimental Design  

We have two independent variables:  Mobile Device Orientation and Spatial Ability, 
and two dependent performance variables, described in Section 4, relevant to the task. 
[20] found that time on the task was non-informative; it was not considered as a  
dependent variable. 

3.2 Mobile Device Orientation 

In the study, the mobile device was physically anchored in four orientations (denoted: 
left, right, top, bottom) as shown in Figure 4a. Figure 4b shows the experimental setup 
with the device in the right orientation. The presentation of the instructions for the 
construction task was symmetric relative to both vertical and horizontal orientations 
and we collapsed the orientations into two categories: UpDown and LeftRight.  While 
fixing the mobile device may seem counter-intuitive (removing the “mobile” aspect of 
the device), we have done so in order to allow for greater experimental control in 
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order to study the effects of the frame of reference imposed by the display of the mo-
bile device. 

The participants sat upright at the table facing the instructions and were to the ex-
tent possible, in a fixed egocentric orientation; participants’ position was set so that 
they did not reorient the presentation by reorienting their own viewpoint. 

3.3 Spatial Ability  

We measured spatial ability using the Card Rotation task, a measure of two-
dimensional mental rotation [8], an individual ability that should be at play, at least in 
part, in our construction task. Because this is not a power test (i.e., the task does not 
get harder at the end) the scores were calculated by subtracting the total number of 
wrong responses from the total number of correct responses. Our median subject 
score was 69. The minimum and maximum scores were -58 and 154 respectively. 
Using median split, participants were grouped into two categories:  high and low  
spatial ability. 

3.4 Participants 

Thirty-two participants, drawn from undergraduate computer science classes, com-
pleted the task to their satisfaction with 16 persons in the UpDown condition and 16 
persons in the LeftRight Condition. Two participants from each spatial ability catego-
ry were dropped; they were the participants closest to the median spatial score of 69, 
leaving a pool of 28 participants with 14 participants in each orientation category. In 
terms of spatial ability, this change to the pool left 15 participants with high spatial 
ability and 13 with low spatial ability. Nine participants were assigned to the High 
spatial ability/UpDown condition, five participants to Low spatial ability/UpDown, 6 
participants to High spatial ability/LeftRight and eight to Low spatial abili-
ty/LeftRight. A chi-square analysis of this frequency distribution was not significant, 
showing that the assignment to condition was independent from spatial ability. 

3.5 Materials and Task 

In previous studies we explored the effectiveness of interactive 3D graphics as a part 
of a system to deliver instructions for a construction task:  origami paper folding  
[cf. 2, 30]. Paper folding does possess many representative characteristics of construc-
tion tasks: the task is non-trivial, it requires multiple manipulation steps, and it results 
in a 3D artifact. Researchers in multimedia learning make a distinction between single 
and dual presentations of instructional information [18, 21]. In single presentations,  
instructions are typically presented in text alone, whereas in dual presentations in-
structions are usually presented in text with accompanying still images or other repre-
sentations [21]. A number of studies indicate that dual presentations lead to better 
performance [e.g. 18, 29]; this advantage has been shown with the present task [31]. 
 

 



202 G.M. Poor et al. 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 4. a) Orientation conditions for the mobile device. b) Set up for right condition. Note: 
device is fastened to the table; paper instructions are anchored to the front of a monitor.  

Our task, identical to the task used in [31], was to fold an origami whale in 25 pa-
per folds (and unfolds), with the instructions for making the folds presented in a series 
of 12 steps. Approximately ½ of the steps involve 2D folds, the remainder were 3D 
folds, including steps to form the mouth, fins and tail.  A completed whale is shown in 
Figure 5. 

 
 

 
Fig. 5. The completed whale 
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The 3D presentation was delivered on a HP IPAQ h5455 with stylus and Microsoft 
Pocket PC version 3. The h5455 used the 400 MHz Intel PXA250 processor with 64 
megabytes of RAM. The IPAQ and the interaction user interface were much less  
familiar to the participants than a smartphone or handheld GPS system; it was our 
thought that participants were not able to engage familiar tasks, outside of the specific 
experimental task, during the experiment.  

The 3D interactive presentation was implemented using VRML 2.0 (Virtual Reali-
ty Modeling Language). The VRML model was rendered within Pocket Internet Ex-
plorer 5.5 using the Pocket PC Cortona VRML client plug-in. The display screen was 
3.8” (diagonal) with resolution 240x320 with 16-bit color. There were two visual 
components to the display: the virtual sheet of origami paper (VOP/model) and the 
user animation/step interface. A simulated sky/horizon was also implemented to pro-
vide a spatial frame of reference for the origami paper. The user moved through the 
steps by clicking the forward/backward buttons on the interface. During each step the 
user could start/stop an animation of the desired operation (e.g., create a fold) by 
clicking the play/pause button. For each step that required a fold operation, the anima-
tion began by highlighting the desired fold line on the VOP; the actual fold operation 
was then performed on the VOP. The user also had the ability to rotate the 
VOP/model in any direction at any time. Technical VRML implementations details 
can be found in [20]. Figure 6(a) shows the 3D interactive presentation. Subjects had 
access to written instructions with figures printed on paper; these were anchored in 
front of the subject using a "flipchart" style of presentation (see Figure 6(b)).  

Fig. 6.  a) The 3D interactive presentation b) The experimental setup; note the built whale is 
misaligned with the presentation (inset) 

3.6 Procedure 

The subjects completed the spatial ability test and a training task to familiarize them 
with the interactive controls. Then they completed the whale-folding task of twelve 
folding steps, used in [30, 31, 32]. 

3.7 Scoring of the Folded Whales 

Each participant’s whale was scored by evaluating every fold on the origami paper.  
Each fold was scored as Correct, Error and/or Recrease. If a subject performed a fold 
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incorrectly and then folded correctly, these were scored as different folds (one correct 
and one error). In addition, a correct fold might be recreased. The range of Correct 
Folds was 0 - 25; of Error Folds and Recrease Folds was 0 – no maximum. Two 
people graded the constructed origami whales with an inter-rater reliability of 0.99. 

3.8 Summary:  Relating the Study to the Hypothesis 

[31] posited that construction tasks in general and the one used in this study specifi-
cally impose significant mental workload as the participants must align four frames of 
references (themselves, the presented instructions, the display and the built object) 
using a combination of mental and physical rotations.  In this study, physical rotation 
of the display and rotation of the egocentric (participant’s) frame of reference were 
limited or fixed by the experimental setup.  Realignments were possible through the 
interactive rotation of the presentation, physical movement of built object and mental 
rotation of any of the component elements.  All participants were free to rotate the 
interactive presentation or to move the built object.  Only demands for realignment by 
mental rotation differed by orientation.  We expected to find that persons of high spa-
tial ability would outperform those of low spatial ability across the board, simply by 
the fact that the cost of mental rotation is higher for individuals of low spatial ability. 
Our alternative orientations simulate the various positions that a mobile device could 
be in.  If one orientation leads to better performance, especially for persons of low 
spatial ability, then we would have shown that physical alignment of the display to the 
other experimental components does reduce mental workload on our task.   

4 Results  

We considered the impact of the independent variables, Orientation (UpDown vs. 
LeftRight) and spatial ability (High vs. Low) on two dependent variables: Adjusted 
Number of Correct Folds (defined as Number of Correct Folds minus Number of 
Error Folds) and Number of Correct Recrease Folds (multiple redundant correct 
folds). The subjects in this study did well on the task, as indicated by our Adjusted 
Correct Folds measure, with an overall mean of 16.3. 

As we had multiple dependent variables, we first conducted a multivariate analysis 
of variance (MANOVA)2. The dependent variables (Adjusted Number of Correct 
Folds, and Number of Correct Recrease Folds) were included in the MANOVA. The 
main effects were significant; the interaction between Orientation and Spatial Ability 
was not. (Wilks' Lambda = 0.714, F(2.0,,23.0) = 4.603, p < 0.021 for Orientation; 
Wilks' Lambda = 0.672, F(2.0,23.0) = 5.607, p < 0.010 for Spatial Ability).  

                                                           
2 We performed a MANOVA because intuitively, it would make sense that our dependent va-

riables were intercorrelated in some way.  The MANOVA identifies significant intercorrela-
tions among dependent measures such that these measures are not incorrectly identified as 
significant effects of the independent variables. While we recognize that our test may be 
somewhat lacking in power, we feel that, in light of the experimental design, these statistical 
procedures are the most appropriate. 
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A two-way ANOVA revealed significant main effects of Orientation and Spatial Abil-
ity on the Adjusted Number of Correct Folds [F(1,24) = 9.323, p < 0.005) and F(1,24) 
= 10.539, p < 0.003, respectively]. No univariate analyses of Number of Correct Re-
crease Folds were significant. The means of the dependent variables are shown in 
Table 1. From the means for Adjusted Number of Correct Folds, persons with high 
spatial ability or the Left-Right orientation performed significantly better than persons 
with low spatial ability or UpDown orientations.  

Table 1. Mean Adjusted Number of Correct Folds and Correct Recrease Folds by Spatial 
Ability (High Spatial Ability vs. Low Spatial Ability)  and Orientation (Updown vs. LeftRight) 
(standard deviations in parentheses)  

 
Adjusted Correct Folds 

Number of Correct Recrease 
Folds 

 UpDown LeftRight UpDown LeftRight 

High spatial abili-
ty 

18.00 (6.90) 
n=9 

21.50 (3.27) 
n=6 

4.33 (2.00) 
n=9 

2.83 (0.75) 
n=6 

Low spatial abili-
ty 

7.00 (4.30) 
n=5 

18.00 (4.30) 
n=8 

3.60 (3.36) 
n=5 

4.88 (2.96) 
n=8 

Note: Maximum value for Adjusted Number of Correct Folds is 25. 
 

In order to understand these findings in detail, we examined the two components of 
Adjusted Number of Correct Folds (viz., the Number of Correct Folds and the Num-
ber of Error Folds) separately as a function of Orientation and Spatial Ability. High 
spatial ability participants made more correct folds than those with lower spatial abili-
ty (F(1,24) = 6.349, p < 0.019), and participants in the LeftRight orientation made 
more correct folds than those in the UpDown orientation (F(1,24) = 4.678, p < .041). 
The Orientation X Spatial Ability interaction was not significant for Number of Cor-
rect Folds. The Number of Errors, on the other hand, was significantly greater in the 
UpDown than in the LeftRight orientation (F (1, 24) = 5.410, p < .029). There was 
also a main effect of Spatial Ability, with Low Spatial Ability participants making 
more errors than their High Spatial Ability counterparts (F(1,24) = 4.566, p < 0.043). 
The Orientation X Spatial Ability interaction was also significant for Number of Error 
Folds(F(1,24) = 4.424, p < 0.046), showing that the performance of participants with 
lower spatial ability was most affected by the unfavorable UpDown orientation. The 
means and standard deviations are listed in Table 2. 

4.1 Discussion:  Study Results 

Our results show significant disadvantages for participants who were in the UpDown 
orientation or low on a measure of two-dimensional rotational spatial ability. The 
disadvantages were exacerbated for persons who were both in the UpDown condition 
and had low spatial ability for the dependent measure, Number of Error Folds.  The fact 
that persons of high spatial ability performed better on the construction task is not 
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surprising – we anticipated that the construction task imposed a higher cognitive cost for 
persons of low spatial ability.  The fact that the two orientations led to differences in 
performance suggests that the position of a device imposes differential demands in 
mental work.  With a real mobile device, individuals can reduce the workload by 
moving the device. That the LeftRight orientation was related to improved performance 
suggests that the critical elements of the presentation best lined up with the object being 
built in this orientation.  Future studies could explore the specific elements of the 
presentation that was influenced favorably by the LeftRight orientation.  

Table 2. Mean Number of Correct Folds and Number of Error Folds by Spatial Ability and 
Orientation  (standard deviations in parentheses) 

 Number of Correct Folds Number of Error Folds 
 UpDown  LeftRight UpDown LeftRight 

High spatial 
ability 

21.56 (4.50) 
n=9 

 24.33 (0.82) 
n=6 

3.11 (2.93) 
n=9 

2.83 (2.92) 
n=6 

Low spatial 
ability 

15.40 (6.54) 
n=5 

 20.88 (5.89) 
n=8 

8.4 (4.72) 
n=5 

2.88 (2.59) 
n=8 

Note: Maximum value for Number of Correct Folds = 25. 

5 Vertical Orientation: Does It Matter? 

In our study, we manipulated the orientation only in two spatial dimensions on a flat 
table surface. It is possible that the flat manipulation is not ideal and that the third 
dimension of vertical could be key as well. In a follow up pilot study we compared 
the Up subjects from the UpDown group to a group of participants who saw the pres-
entation on the mobile device in a stationary vertical position. The setup is shown in 
Figure 7.  All other aspects of the pilot study procedure were identical to our primary 
study, described in Sections 3 and 4. 

We chose to compare the Vertical orientation to the Up orientation from the tabletop 
conditions in our original study, because the Vertical presentation is also in the Up 
orientation but rotated 90 degrees vertically from the desk surface. We had eight sub-
jects in the Vertical orientation (3 lows and 5 high spatial ability) and we compared this 
group to the original eight subjects from the Up (5 lows and 3 high spatial ability). We 
conducted a MANOVA with dependent variables Adjusted Number of Correct, Folds 
and Number of Correct Recrease Folds for the two independent variables, Orientation 
(Vertical vs. Up) and Spatial Ability. The only significant effect, following the 
MANOVA was for Spatial Ability (Wilks' lambda= 0.561, F(2.0, 11.0) = 4.3,  
p < 0.042). Separate univariate ANOVAs showed that Spatial Ability had a significant 
effect on Adjusted Number of Correct Folds (F(1,12) = 9.377, p<.01) only. So the  
independent effect of 3D vertical orientation did not have a significant impact on  
performance nor did it interact significantly with spatial ability. The means for the  
two groups were low spatial ability participants= 13.567, high spatial ability  
participants = 23.3.  
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Fig. 7. Mobile device in a fixed vertical orientation 

5.1 Discussion:  Pilot Study Results 

For the whale folding task, the subjects were not folding the physical whale vertically; 
the pilot study results suggest the vertical orientation of the mobile device did not 
align effectively with the physical whale.  The Vertical mobile device alignment also 
did not yield different results from the Up tabletop position. We posit that Up orienta-
tion placed the interactive presentation in a mostly vertical orientation like the posi-
tion of the display in the Vertical orientation of the pilot.  The LeftRight orientation, 
superior to the UpDown orientation, made up in part by the Up orientation, likely 
positioned the salient elements of the interactive presentation predominantly in the 
position that participants favored during whale construction and that limited demands 
for mental realignment. 

6 Conclusions 

We found that user performance was significantly affected by the physical orientation 
of the mobile device, spatial ability and their interaction on a paper folding task. We 
make our first conclusion – mobility does change the user experience at least for some 
tasks; enabling reorientation potentially reduces the need for mental rotations.  While 
the study was not specifically designed to systematically control the orientations of 
the 3D interactive images shown, it appears that when making folds, performance was 
better when the model was aligned left and right. It is noteworthy that the subjects 
could have interactively changed the orientation of the 3D model at will. The fact that 
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the orientation of the mobile device was a significant factor in performance suggests 
that the subjects did not, on at least some occasions, rotate the model to the more 
favorable orientation. This finding suggests that the frame of reference imposed by 
the display may have had greater power over the participants’ mental representations 
of the task than the mental representation of the object itself.  Prior studies have dem-
onstrated that there is a cognitive cost for mental rotations effected to align disparate 
frames of reference. In order to select an interactive rotation would have required the 
subject to mentally rotate the model before interactively reorienting the presentation. 
Our results suggest that at least some of the time, subjects make tradeoffs between 
impaired performance and the mental effort required for mental rotations or for plan-
ning for interactive rotations. We conclude that mobility matters in part because mo-
bility allows users to put presentations into favorable orientations and reduces the 
need for mental rotation.   

Our results have implications for the design of presentations for mobile devices. 
We note that many contemporary mobile devices automatically alter the orientation of 
presentations on the screen, based on the physical position of the device. Should a 
person move a device to limit the mental work of rotating the presentation, only to 
have the device itself rotate the presentation, the automatic re-rotation could actually 
add to user workload.   

Mobile devices and visual-spatial presentations of information are pervasive and 
likely to become more so, especially for tasks in which the mobile device can be 
moved to close proximity of the task [cf. 9]. Designers will be increasingly challenged 
to build user interfaces that do not inadvertently incorporate significant cognitive 
barriers to users in the form of memory load, especially for low spatial ability indi-
viduals. For individuals who are unable to physically reorient a device, our results 
suggest that they too may be potentially disadvantaged as they may be forced to rely 
initially on mental rotation to plan their interactive reorientation.  Designers potential-
ly may be able to expand the usefulness of their designs to broader spectra of the  
population by limiting the need for mental rotation via the mobile properties of the 
device. 

Acknowledgements. We thank Ron Buchanan and Chris Glenn for their assistance 
on this project.  
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Abstract. Daily office work is often a mix of concentrated desktop work and 
scheduled meetings and appointments. However, constantly checking the clock 
and alarming popups interrupt the flow of creative work as they require the 
user's focused attention. We present Ambient Timer, an ambient light display 
designed to unobtrusively remind users of upcoming events.  The light display 
- mounted around the monitor - is designed to slowly catch the user's attention 
and raise awareness for an upcoming event while not distracting her from the 
primary creative task such as writing a paper. Our experiment compared estab-
lished reminder techniques such as checking the clock or using popups against 
Ambient Timer in two different designs. One of these designs produced a re-
minder in which the participants felt well informed on the progress of time and 
experienced a better "flow" of work than with traditional reminders. 

Keywords: Ambient Light Display, Reminder, Interruptions, User Studies. 

1 Introduction 

In many of today's office jobs, we are expected to fulfil tasks that require concentra-
tion, creativity, and time. Yet, in many professions the day of an office worker is 
highly fragmented [15]. We arrive at 9 for a short briefing, have a meeting from 10-
11, and leave at 12 to meet a colleague for lunch. Thus, we have to squeeze other 
work tasks into the free time slots and handle them one step at a time. In order to han-
dle these tasks well and efficiently we need to focus our attention on them. Preferably 
we enter the state of flow, which means that we become fully immersed and focused 
on the task at hand [23]. 

However, when fully concentrated, we are less likely to pay attention to upcoming 
meetings and appointments [3,4]. We have observed two strategies to approach this 
problem: First, people that use electronic calendars have their devices create an alarm 
once the next meeting approaches [5]. This, however, can disrupt suddenly and un-
pleasantly and leave workers with unfinished tasks, and a mental state that is not  
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Fig. 1. Ambient Timer 

ready to focus on the new topic of the upcoming meeting [1]. Second, many people 
keep watching the clock if a meeting is approaching soon. In this case, however, con-
stantly switching between the primary task and watching the clock may be preventing 
the worker from focussing on the task at hand. In other cases, workers forget to check 
the time regularly and consequently do not show up in time for meetings. 

What is missing is a solution that conveys the remaining time until the next meet-
ing to workers, which allows them to focus on their primary task and enter a state of 
flow at the same time. Instead of sudden interruptions in form of alarms, we need a 
cue that gradually increases its saliency, moving slowly from subconscious into con-
scious perception, so that once the meeting arrives; workers have brought their pri-
mary task to a stable state and are ready to focus on the new topics. 

We propose the concept of an Ambient Timer, which presents the time remaining 
for the current tasks in a way that slowly shifts from ambient to focal attention. As 
information display modality, we investigate the use of ambient light, which gradually 
increases obtrusiveness as the time for the current task runs out (Fig. 1). We envision 
the following usage scenario:  

Alice is working on a report for the head of her department. At the same time, there 
is a meeting scheduled in thirty minutes, which she has to attend. The Ambient Timer 
is already emitting light in a low-attention state, so Alice feels confident that she will 
be reminded of the meeting. A few minutes before the meeting, the status of the  
ambient light display has changed to a more salient, intense output. While she is still 
working on her report, she slowly becomes aware of the nearing deadline and starts 
finishing the paragraph she is currently working on. One minute before the meeting 
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the light has become so salient that it is hard to ignore. Alice stores the document on 
the server, puts her computer into sleep mode, and arrives at the meeting on time. 

In this paper, we investigate how to gradually increase the saliency of an ambient 
light display, so that it slowly catches the attention of a person that is focusing on 
another task. We report from a study in which we compared the Ambient Timer to 
keeping track of time with a clock and to using a popup alarm in a typical office task. 
The results provide evidence that Ambient Timer gives people confidence in being 
able to see the progress of time, make them experience fewer interruptions, and make 
it subjectively easier for them to enter the state of flow. 

2 Related Work 

Ambient information displays received greater attention ever since Weiser introduced 
his work on "calm technology". He pointed out that calm technology engages and 
switches back and forth between periphery and centre of attention [30]. Ishii et al. 
provided an insight into numerous possibilities for ambient displays in a work envi-
ronment when creating their "ambientROOM" [13]. Pousman and Stasko elaborated 
numerous definitions of ambient displays [24]. In our understanding ambient informa-
tion displays - such as the Ambient Timer - provide information which is important 
but not critical. They make a user aware of the information but do not require her to 
focus on the information display. 

"Human interruption", is defined as "the process of coordinating abrupt changes in 
people's activities" [19]. Interruptions may have internal and external sources. An 
internal interruption may occur when e.g. throughout the process of writing a scien-
tific paper new demand for literature arises. Thus the person will interrupt her work in 
order to find the required books. Examples for external interruptions are notification 
systems. McCrickard and Chewar describe notification systems as "interfaces specifi-
cally designed to support user access to additional digital information from sources 
secondary to current activities" [17]. While notification systems may often be distract-
ing, this behaviour is usually tolerated by users [18]. Fogarty et al. report on the de-
velopment of a sensor-based system to better automatically predict interruptability of 
human users [9]. Ambient Timer aims to notify its users on the progression of time 
without distracting them from their primary task. 

In their work, Matthews et al. define multiple attention levels: inattention, divided 
attention and focused attention [16]. Inattention defines a state, in which information 
is not consciously observed, while divided attention means that information is con-
sciously perceived but does not require the fully focused attention of the user yet. The 
existing reminding techniques clock and popup alarm both require focused attention, 
as one would either have to read and understand the digits or hands of the clock, or 
close the popup window in order to return to the task at hand. We aim to have the 
Ambient Timer operate along inattention and divided attention transitioning from the 
first to the latter as time progresses. The orienting reflex as described by Sokolov [28] 
poses limitations on the possible design solutions. Müller et al. report on a study ex-
ploring the design space of an ambient reminding system [22]. 
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Mankoff et al. report an ambient system, informing users on the approach of local 
busses at a faculty building [14]. While displaying information on an upcoming event 
(the arrival of the bus) the reported system does not increase obtrusiveness to make 
users aware of when the bus is near.  

Dragicevic and Huot introduced the idea of continuously displaying the time until 
an event using an analogue clock metaphor on the computer screen [6]. This design 
aims at displaying information on time in an unobtrusive way. However, the informa-
tion is displayed onscreen and not in the periphery. 

Meyer et al. created a system for reminding elderly users of appointments and 
household events, utilising ambient light [21]. Their system however is more of an 
"ambient popup alarm", as it gives no information on the progression of time nor on 
the time remaining until the appointment starts. 

Vastenburg et al. reported their work on the acceptability of notifications in home 
situations [29]. They found a correlation between user acceptability and intrusiveness 
and importance of the displayed message. 

The above mentioned systems all address various aspects of ambient displays and 
conveying temporal information. However they do not address issues of gradual 
change in importance of temporal information and the need to notify the user on these 
changes without disrupting her.  

On displaying information with increasing urgency in the periphery Birnholtz et al. 
report on a projected peripheral vision display [2]. Their results indicate that periph-
eral vision can be used to direct the user's attention. However, this system does not 
utilize an ambient light display, but rather projects graphical information. 

What is missing is evidence that ambient light interfaces placed in the periphery al-
low to gradually shift the user's attention from inattention to focussed attention, with-
out becoming disruptive. 

In the following we report our experiment. We begin with a description of the  
apparatus. 

3 Ambient Timer 

As Ambient Timer we envision an ambient light display that notifies users unobtru-
sively of the progression of time in order to know when to finish the current task to be 
ready in time for the next appointment. Ambient Timer illuminates the periphery of a 
monitor, on which a user focuses her visual attention when working on the computer. 

Focal and peripheral vision may be regarded as two separate perception channels 
[12]. As peripheral vision is more sensitive closer to the foveal point [20], we decided 
to place our ambient light display as close to the monitor as possible (Fig. 2). Placing 
the information in the periphery will allow the user keeping all monitor real estate for 
information that might not be suitable for display in the periphery. 

To gradually grab the user's attention along the attention levels defined by Mat-
thews et al. [16], the output of the Ambient Timer needs to gradually become more 
salient. In order to increase the saliency of the display to gain attention over time two 
forms of transition appear to be feasible: First, a sine wave change where the display 
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alternates back and forth between two states with increasingly faster cycles. Second, 
we use an exponential change from the initial to the final state. Other forms of transi-
tion were ruled out after studying the related literature, e.g. linear change, which may 
not provide enough increased obtrusiveness due to human deficiencies in noticing 
slow changes [25], or cubic or saw tooth changes between initial and target state due 
to excessive obtrusiveness [28]. 

Müller et al. [22] explored the design space for displaying gradual changes with 
ambient light. Their results suggest that colour changes may be superior to change in 
brightness or saturation. While a sinusoid change may not require a sharp contrast 
from start to target colour, exponential changes - which appear to be more unobtru-
sive by design - require a sharp contrast of complementary colours such as green to 
red. As reported, the traffic light analogy was found helpful by participants. With 
regard to these results, we chose to introduce a sinusoid colour change with increasing 
frequency from green to orange as well as an exponential change from green to red as 
conditions for Ambient Timer, thus evaluating the patterns from each category that 
achieved best results overall against state-of-the-art reminding techniques. 

 

Fig. 2. Concept of Ambient Timer 

Our apparatus is made of uniformly controlled LED-stripes which were fixed to a 
three-sided frame that had the same width and height as a 22 inch monitor used for 
our studies (Fig. 3). This frame is mounted on the back of the monitor (Fig. 4). We 
placed frame and monitor on a desk close to a matt white wall. The gap between 
monitor and wall was about ten centimetres. This provided us with a surface to reflect  
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Fig. 3. LED-Frame 

the light emitted by the LEDs and illuminate the immediate periphery of the monitor. 
While the user focuses her view on the monitor, she can perceive the ambient light 
display in her peripheral vision. 

4 Methodology 

In our experiment, we investigated if the Ambient Timer allows workers to work more 
concentrated and efficiently than when using state of the art reminders. Our general 
approach was to expose participants to a demanding primary task and evaluate the 
effectiveness of the Ambient Timer as reminding technique compared to state of the 
art baselines. As a primary task, we asked participants to copy (type) given texts and 
correct mistakes we placed in the original documents. Copying and correcting texts is 
a task requiring good concentration. Thus the impact of interruptions would be  
serious [10].  

As secondary task, we asked the participants to be aware of the time and finish the 
primary task within ten minutes. We defined finishing as finalizing to copy and cor-
rect a full sentence once the participants thought that available time was running out.  
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Fig. 4. LED-Frame mounted on the backside of the monitor 

Participants were instructed to inform the experimenter, when they thought that 
they had finished the primary task. Participants were discouraged from exceeding the 
time limit (overshoot), i.e. to take longer than ten minutes. If participants missed the 
end of the time period by more than 30 seconds a popup window informed them of 
the end of the trial. For staying aware about the remaining time, we experimentally 
compared two implementations of the Ambient Timer with using a clock, i.e. partici-
pants had to monitor the progress of time on a system clock with digits, and pop-ups, 
i.e. the only information given was a pop-up that was shown two minutes before the 
time expired. The two implementations of Ambient Timer were: 

AT Expo: remaining time was conveyed via an exponential colour change from 
green to red. 

AT Sinus: remaining time was conveyed via a sinusoid colour change between 
green and orange with increasingly faster cycles.  

Our hypotheses were that: 
H1: With the Ambient Timer, participants will be or feel less interrupted than with the 
clock. 
H2: Participants will find/correct more and make less new mistakes when using the 
Ambient Timer. 
H3: Participants feel confident and well informed on the progression of time when 
using Ambient Timer. 
H4: Participants will find Ambient Timer as the favourable reminding technique. 

4.1 Design 

Type of Reminder, i.e. the way that participants were informed about the time that 
remained to complete the current task, served as independent variable. We compared 
four different techniques: 
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• In the Popup condition, the participants had no information about the remaining 
time. Instead a popup window appeared to inform them about the end of the task 
two minutes before the time expired. This condition reflects the common strategy 
of not checking the clock and only relying on popups by the calendar system to be 
reminded of appointments. 

• In the Clock condition, we showed the system clock in the task bar at the bottom of 
the screen. The clock showed the current time with hours and minutes. No seconds 
were shown. By knowing when the task had to finish, the participants could calcu-
late how much time is left. This condition reflects the other common strategy of 
keeping an eye on the clock when a meeting is approaching. 

• In the AT Expo condition, the Ambient Timer was used to convey the remaining 
time via an exponential colour change from green to red. 

• In the AT Sinus condition, the Ambient Timer was used to convey the remaining 
time via a sinusoid colour change between green and orange. With this condition, 
we aimed at testing a more obtrusive pattern, in case that the exponential change 
proves to be too unobtrusive when the user focusses on the primary task. 

Except for in the Clock condition, no clock was available to the participants. Dur-
ing the experiment, the order of these conditions was counter-balanced to cancel out 
sequence effects. In order to assess the unobtrusiveness of these designs, and answer 
the hypotheses, we logged the following measures as dependent variables: 

• Interruptions: The number of interruptions, i.e. any occurrence of a pause between 
keystrokes of more than one second. 

• Keystrokes: the total number of keystrokes per task. We measured keystrokes to 
gain insights into how well participants were able to focus on the copying task in 
the various conditions. 

• Keystroke Time: the average time between two keystrokes. This measure was taken 
to gain insight into the ratio of total keystrokes and interruptions. As not all par-
ticipants stopped exactly at the ten minute mark and as the obtrusiveness of the 
displays was not evenly distributed across time we did not simply normalize our 
measures. 

• Corrected Mistakes: the number of grammar and spelling mistakes corrected per 
task. We measured Corrected Mistakes to quantify how concentrated our partici-
pants can work with the compared reminding techniques. 

• Newly Introduced Mistakes: the number of grammar and spelling mistakes that are 
newly introduced by the participant per task. Newly Introduced Mistakes was also 
measured to estimate the participants’ level of concentration and flow. 

• Overshoots: a Boolean value indicating whether the participant did not finish the 
task on time. If the participant continued to work on the task for more than 30 sec-
onds after the time ran out, we interrupted the task and counted this task as an over 
shoot. With this measure, we aimed at quantifying how well the different remind-
ers helped the participants to stay aware of the remaining time. 

In addition, for each of the conditions, we collected the participants' agreement  
(5-point Likert scale) to the following statements: 
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• I think this technique is good. 
• I felt distracted by the system. 
• It was easy to monitor the progression of time. 
• I felt sure about noticing the progression of time. 
• I was able to complete the task in time. 
• I entered the state of flow. 

 

Fig. 5. Screen to copy and correct text 

4.2 Apparatus 

The texts to correct were taken from a collection of dictations for teachers working 
with tenth graders [27,7,26]. Each dictation had a special focus on certain words 
which we used as a guideline for placing mistakes into the text. For the copy and cor-
rect task, the screen was divided into two parallel text-fields, one containing the text, 
one used to copy the text into. 

As work place, we used a standard desktop computer running Windows 7 with a 
22-inch monitor on a standard working table. As shown in Fig. 5, the participants 
were provided with a text field to copy the text into. In the Clock Condition, we 
showed the current time, as shown in Fig. 6. 

We conducted our studies in a room with controlled light setting thus eliminating 
possible effects of changing surrounding light [8]. We kept the light level constant at 
420 lux at the desktop which is in compliance with rules on office workspace settings. 

For tracking interruptions, we used a key logger script that measured the time be-
tween individual keystrokes. 
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Fig. 6. On-screen system clock 

4.3 Participants 

12 participants (4 female, 8 male) aged 17-45 (M = 28.3, SD = 8.8) took part in the 
experiment. None of the participants reported a case of colour blindness.  

All participants were experienced in writing texts on computers. All participants 
rated their typing speed between fast and medium, two of them used 10-finger-typing. 

Asked about their method of reminding themselves of appointments, participants 
either used a calendar with alarms on their computer (6) and/or on their phone (5) as 
well as regularly checked the clock (4). When using reminders, the lead time to ap-
pointments was stated to be any time from five to 60 minutes, or even one to two days 
in advance for full day events.  All but one participant answered that they "some-
times" to "never" missed appointments. One participant said that missing appoint-
ments was a common occurrence. Participants received no compensation for their 
participation. 

4.4 Procedure 

Before the start of the experiment, participants were introduced to the scope of the 
study and familiarized with both light designs of the Ambient Timer. We then con-
ducted four trials per participant, exposing them to the four conditions in randomized 
order. 

After each trial, participants were asked to rate their agreement to the five state-
ments regarding the used reminding technique. Upon completion of all four trials, we 
collected the participants' impressions in an open interview. 
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Mistakes (F(3,44) = 2.03, p = .12), and Newly Introduced Mistakes (F(3,44) = .47, p 
= .7). Hence, we cannot make any assumptions about the effect of Type of Reminder 
on the remaining dependent measures. 

5.2 Subjective Measures 

Fig. 8 shows the Median ratings of the participants’ level of agreement with the six 
Likert-scale statements per condition. Assuming normally-distributed, interval scores, 
we analysed the data for significant effects by using repeated measures one-way 
ANOVA and post-hoc Tukey HSD tests. 

 

Fig. 8. Median level of agreement with the six statements per condition 

There was a significant effect on the agreement to the statement I think this tech-
nique is good (F(3, 44) = 4.5, p < .01). The level of agreement in the AT Expo condi-
tion was significantly higher than in the Popup (p < .05) and in the Clock (p < .05) 
conditions. Thus, participants found AT Expo to be a better reminding technique than 
Popup and Clock.  

There was a significant effect on the agreement to the statement I felt distracted by 
the system (F(3, 44) = 4.8, p < .01). The level of agreement in the AT Expo condition 
was significantly lower than in the Popup (p < .05), Clock (p < .05), and AT Sinus (p 
= .06) conditions. Thus, participants found AT Expo to be less distracting than the 
other reminding techniques. 

There was a significant effect on the agreement to the statement It was easy to 
monitor the progression of time (F(3, 44) = 8.7, p < .001). The level of agreement in 
the Clock condition was significantly higher than in the Popup (p < .01) and AT Sinus 
(p < .01) conditions. Likewise, the level of agreement in the AT Expo condition was 
significantly higher than in the Popup (p < .001) and AT Sinus (p < .001) conditions. 
Thus, in the Clock and AT Expo conditions, participants found it easier to monitor the 
progress of time than in the Popup and AT Sinus conditions. 
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There was a significant effect on the agreement to the statement I felt sure about 
noticing the progression of time (F(3, 44) = 14.0, p < .001). The results are analogue 
to the previous statement. The level of agreement in the Clock condition was signifi-
cantly higher than in the Popup (p < .001) and AT Sinus (p < .001) conditions. Like-
wise, the level of agreement in the AT Expo condition was significantly higher than in 
the Popup (p < .001) and AT Sinus (p < .001) conditions. Thus, in the Clock and AT 
Expo conditions, participants were more confident that they would notice the progress 
of time than in the Popup and AT Sinus conditions. 

There was a significant effect on the agreement to the statement I was able to com-
plete the task in time (F(3, 44) = 7.3, p < .001). The level of agreement in the AT 
Expo condition was significantly higher than in the Popup (p < .05) and AT Sinus (p 
< .05) conditions. Thus, participants found it easier to complete the task in time in the 
AT Expo condition compared to the Popup and the AT Sinus conditions. 

We could not find a significant effect on the agreement to the statement I entered 
the state of flow (F(3, 44) = 2.6, p = .06, marginally significant).  

 
In summary, the clock and the Ambient Timer in the AT Expo condition were found 

to make it easy to monitor the progress of time and finish the task in time. In addition, 
the Ambient Timer in the AT Expo condition was found to be the better reminding 
technique and was rated to be least distracting. 

5.3 Comments and Observations 

For Clock, six participants answered that as keeping an eye on the clock was very 
common, it should not pose a problem. They felt it was reliable and that they were "in 
control". On the other hand ten participants answered when asked what had distracted 
them that switching focus from text to clock and back posed some problems in find-
ing the correct line in the text again. 

Concerning Popup, five participants were unhappy with the way the popup inter-
rupted their work. Three participants commented that they liked how the system was 
hidden in the background until it popped up and that they could work relaxed until then. 

On AT Expo, one participant said it was difficult to see the end of time, while an-
other argued that it was like a clock only better. The calm exponential change was 
well accepted. 

AT Sinus was found to be obtrusive by six participants. They felt unsure on how 
much time had already passed and said that they were somewhat distracted by the 
constant change of colours. While two participants said that the colour change was 
too subtle to notice without looking, one participant answered that he liked the subtle 
changes best. Three participants mentioned that they might be able to get used to AT 
Sinus but that it needed more time to familiarize. 

Ten participants said that they can imagine using the Ambient Timer, while two an-
swered that they would not want to use it. Of the ten positive answers, one participant 
would use the Ambient Timer stand-alone, while the others preferred a combination of 
techniques (+ Popup (6), + Clock (3)) for better control of when the time ran out. 
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Concerning acceptability of an ambient light display placed at the user's desks 11 
participants considered using the Ambient Timer in a work environment as being un-
problematic. Out of the positive answers, some participants argued that the system 
could signal other colleagues that the user is about to leave for a meeting and that a 
discussion should be postponed to a later time, thus adding extra value to the informa-
tion of an upcoming task. However, when engaged in group meetings or talks with 
customers or other outsiders, participants would like an option to temporarily disable 
the system as they felt the use of such a system inappropriate in these situations. Only 
one participant could imagine using Ambient Timer solely in a private setting. 

Asked about the display time of Ambient Timer, most participants would prefer a 
lead time of 10-15 minutes to be able to bring their current work into a stable state 
before having to leave for the appointment. 

We asked participants if they could think of other light patterns or colours to use in 
Ambient Timer. Five participants liked the AT Expo the way it was, especially as they 
liked the green = "go", red = "stop" traffic light analogy. A couple users suggested 
using blue as a starting colour, arguing that blue was a calming colour. Two partici-
pants suggested an exponential pattern with a flashing part at the end of the time pe-
riod so that it would be easier to see. 

5.4 Discussion 

The experiment compared two designs of Ambient Timer, one with an exponential 
change of colour from green to red (AT Expo), and one with a sinusoidal change be-
tween green and orange with increasingly faster cycles (AT Sinus), a clock, and pop 
ups as means to monitor the remaining time. Our results show that participants ex-
perience fewer interruptions when using Ambient Timer with an exponential change 
from green to red, compared to all other reminder techniques in our experiment. Their 
average typing speed was faster when in this condition. Participants ranked this de-
sign best, felt most confident using it and preferred it over all other techniques. 

Discussing results in relation to our hypotheses, we find that we have a split be-
tween the two Ambient Timer designs. While the exponential change from green to 
red performed very well, users experienced no benefits over state-of-the-art reminding 
techniques from the sinusoid change between green and orange. On the other hand it 
is worth to mention, that the sinusoid design was by no means a dropout. 

H1: Participants will experience fewer interruptions when using the Ambient 
Timer 
No significant effects could be found in a one-way ANOVA test of key-logging data 
to support this hypothesis. However, our participants' answers to the question of being 
in the "flow" received marginally significant better results for the exponential Ambi-
ent Timer design than when participants were in the Clock condition. Ambient Timer's 
idea of reminding users without interrupting them works well in the exponential Am-
bient Timer design. 

H2: Participants will make fewer mistakes when using the Ambient Timer 
Even though participants found more mistakes we had prepared in the texts when 
using both Ambient Timer designs, we could not reveal any statistical significance for 
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these findings from the key logging data. Hence, there is no evidence to support this 
hypothesis. 

H3: Participants feel confident and well informed on the progression of time when 
using Ambient Timer 
This hypothesis can be confirmed for the Ambient Timer with the exponential design 
and falsified for Ambient Timer in the sinusoid design. The exponential design scored 
roughly the same results as when participants used the clock, while state-of-the-art 
reminding technique Popup and the Ambient Timer with the sinusoid design scored 
results worse than average. The data revealed significantly better results for the expo-
nential Ambient Timer design compared to state-of-the-art technique Popup and the 
sinusoid Ambient Timer design, as well as significantly better results for Clock com-
pared to Popup and the Ambient Timer with the sinusoid design. We have no statisti-
cal evidence that the Ambient Timer with the exponential design performed better 
than Clock. Considering the significantly better results of exponential Ambient Timer 
design over Clock and Popup concerning the statement "This pattern is good" we 
conclude that Ambient Timer when in the exponential design makes a good alternative 
to state-of-the-art reminding techniques. 

H4: Participants will find Ambient Timer as the favourable reminding technique 
This can be verified for Ambient Timer in the exponential design and falsified for 

the sinusoid Ambient Timer design. The exponential Ambient Timer design ranked 
best together with Clock, while the sinusoid design ranked last. 

Overall, H1 (less interruptions) was supported for the exponential Ambient Timer 
design and Clock, H2 (less mistakes) was not supported, and H3 (well informed) and 
H4 (favourable) were supported for Ambient Timer in the exponential design but not 
for the sinusoid design. 

We have recorded split results suggesting that the benefits of using ambient light 
for reminding users of upcoming events depends on how the design increases its sali-
ency to grab the user's attention. In our experiment, the exponential Ambient Timer 
design receives better scores on all questions we have asked our participants and is 
ranked best in the order of participants' preference. Participants' feedback in our ques-
tionnaires and interviews suggest that they like the way Ambient Timer in the expo-
nential design keeps them updated on the time progress without them having to take 
their eyes off the primary task or being interrupted unexpectedly. With the exponen-
tial Ambient Timer design we have introduced a true alternative to the state-of-the-art 
reminding techniques Clock and Popup. 

Concerning acceptability, the majority of participants had no concerns about the 
visibility of the system in an office environment. They saw benefits such as co-
workers being more aware of the individual schedules. However, some would prefer 
to "mute" the system in group-work situations and when meeting with customers. 

One of the limitations of our experiment is the type of setting. Evaluating ambient 
displays in a lab condition is always difficult, as the expected benefit of blending into 
the environment can hardly be achieved in a lab setting [11]. When using the Ambient 
Timer, participants were using a system that was already "on", which it would not 
normally be in a regular office setting. Therefore we cannot make any statements on 
how users will react to a "warm-up/turn-on"-phase. While we aimed at creating a 
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challenging task that could be solved by the participants, we cannot simulate tasks 
that are truly relevant for our participants, which would then have enabled them even 
further to experience flow and immerse themselves in the tasks. 

6 Conclusion 

We presented Ambient Timer, a way of unobtrusively reminding users of upcoming 
events and appointments using ambient light. In an experiment, we compared the 
exponential change of colour from green to red, a sinusoidal change between green 
and orange with increasingly faster cycles, a clock, and pop ups as means to monitor 
the remaining time. The results show that ambient light can successfully convey re-
maining time. In particular, the exponential change from green to red was preferred 
over all other approaches. The participants found it to be a non-distracting way of 
monitoring the remaining time, in order to know when to wrap up the primary task.  

The main contribution of the work is to provide evidence that ambient light dis-
plays are a good solution for extending the information space in an office environ-
ment by displaying information outside the user's monitor. Ambient light displays can 
help adding important information (such as reminders on upcoming tasks) without 
adding clutter or interruptions to the user's workflow by requiring focused vision. In a 
work environment that is increasingly exposed to interruptions, such approaches may 
help information workers to structure their days and focus on their primary tasks. 

Future directions for this work will be a long-term test in an office environment 
evaluating ambient light "in the wild", giving participants a chance to evaluate the 
system against their usually used reminder technique over the course of a week. Par-
ticipants will design their “own” light patterns, thus avoiding possible pitfalls such as 
colour vision deficiencies. This would give insights into how it blends into the pe-
riphery and becomes noticeable when appointments are due. Further we are rework-
ing the prototype to make it more flexible in use by adding a semi-transparent cover. 
This will allow users, who do not have their computer monitor against a wall, to be 
able to see the light display. 

Another possibility for further research is on novel light patterns for, using both 
uniform illumination of all LEDs as well as patterns controlling LEDs individually 
thus creating opportunities for evaluating "moving" patterns as well. 

Acknowledgments. We would like to thank our colleagues as well as and all partici-
pants in our pilot study and the experiment for the valuable feedback on our design 
and all the time they invested. 
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Abstract. This paper presents two studies investigating the use of novel  
modalities for bimanual vertical scrolling on tablet devices. Several bimanual 
interaction techniques are presented, using a combination of physical dial, touch 
and pressure input, which split the control of scrolling speed and scrolling  
direction across two hands. The new interaction techniques are compared to 
equivalent unimanual techniques in a controlled linear targeting task. The  
results suggest that participants can select targets significantly faster and with a 
lower subjective workload using the bimanual techniques.   

Keywords: Bimanual interaction, scrolling, tablets. 

1 Introduction 

Touchscreen tablet devices present an interesting challenge to interaction design: they 
are not quite handheld like their smartphone cousins, though their form factor affords 
usage away from the desktop and other surfaces. This means that users will often have 
to dedicate one hand to holding the device, constraining their ability to use two hands 
on the touchscreen. This work explores the possibility of using novel input modalities 
mounted on the tablet (such as pressure sensors and physical dials) to enable simulta-
neous two-handed input while the user is holding the device. 

The form factor of tablet devices requires a user to support a larger weight and 
navigate more screen space than a phone. Thus, while the tasks being performed may 
be similar, the form factor of tablet devices dictates that either two hands or a support-
ing surface are required for interaction. Users may interact with the device while it is 
perched on a desk, worktop or even while the device rests on their lap. In these cases, 
it is possible to interact on the screen directly with both hands, which is not easy  
on a small phone screen as it could create  ‘fat finger’ problems with screen occlu-
sion [1], [2].  

In other instances, users may need to interact with the tablet while holding it in 
their hands. To do this, users will need to dedicate one hand to holding the device, 
while interacting with the other [3]. Thus, the repertoire of touch gestures is reduced. 
From this, it is not clear how to design interaction techniques for tablet devices that 
work in all of the usage scenarios afforded by their form factor. 
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Previous studies suggest there are bimanual interaction techniques that offer  
benefits over equivalent unimanual ones [4], though these studies have assumed static 
interactions in a desktop environment or have been limited to using only the  
touchscreen on a tablet device [3]. The challenge of designing bimanual interaction 
techniques for tablet devices is to allow simultaneous two-handed input while still 
allowing the user to hold the device comfortably. This paper presents two studies that 
aim to provide insight towards the design and future research of techniques that could 
allow such bimanual input. 

1.1 Why Bimanual? 

As human beings, we have natural bimanual motor skills that we have been using 
and perfecting our entire lives. This is not to say, however, that all two-handed  
action is equivalent and certainly not all tasks are performed best using two hands 
[5]. It cannot be said, for instance, that writing with a pen in each hand improves the 
efficiency of writing. Human beings have natural bimanual motor skills, but only 
when each hand adopts an appropriate role. Depending on the task being carried out, 
the two hands can cooperate symmetrically or asymmetrically. A useful and well 
tested characterisation of asymmetric bimanual action is Guiard’s Kinematic Chain 
(KC) model [6]. Central to the KC Model is the cooperative and asymmetrical nature 
of bimanual action, meaning that when human beings perform tasks with both of 
their hands, they adopt different and complementary roles in order to do so. Guiard 
argues that the relationship between the dominant hand (DH) and non-dominant hand 
(NDH) is analogous to the relationship between proximal and distal elements in a 
kinematic chain (a series of abstract motors, a common example of which is an arm). 
The implication of this is that the dominant hand will act in relation to the  
non-dominant hand. 

Tablet interaction, as it currently exists, conforms to the KC Model insofar as  
the user’s NDH sets the frame of reference for the action of the DH by holding the 
device. Though, in much the same way as writing on paper - where the NDH holds 
the page (sets the frame of reference) for the DH to write on (the primary action of the 
task) - the NDH in tablet interactions primarily takes a passive role. Designing tablet 
interactions that offer the user’s NDH a more active role in the interaction, while still 
properly supporting the device, has the potential to enable the user to use both hands 
to complete tasks in a richer way in a wider range of circumstances. 

Previous work has suggested that interactions designed using the KC model can 
out-perform equivalent unimanual ones in a desktop environment [7]. There has also 
been early evidence suggesting that multitouch screen gestures that are based on hu-
man body movements that are not well documented or studied, can increase the risk 
of musculoskeletal disorders [4]. From this, the designers of tablet interactions could 
benefit from a better understanding of the ways in which human beings have evolved 
to use both of their hands to complete tasks. In doing so, interaction designers  
can take advantage of the natural abilities of human beings in order to create more 
effective ways to use devices. 
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Fig. 1. Bang & Olufsen BeoSound 5. The side-mounted dial is used to scroll the on-screen 
content. 

Unimanual and Bimanual Scrolling. On tablet devices, unimanual scrolling  
involves controlling speed and direction using flick and drag gestures on the touch-
screen of a multitouch device or by performing similar rotational movements (flicking 
and dragging) on a physical dial (such as on the Bang & Olufsen BeoSound 5 (see 
Figure 1). The physical dial on the Bang & Olufsen BeoSound 5 is used to scroll 
through a music library displayed as a circular list on the screen. This kind of scroll-
ing behaviour is also exhibited on scroll-wheels on mice and keyboards). While this 
technique is straightforward to learn, it only offers very coarse control over scrolling 
speed and scrolling long lists can be time consuming. There are several alternative 
strategies users can adopt to find items in long lists such as searching or filtering the 
list using text input, or by jumping directly to a letter in an alphabetically ordered list 
(such as on Apple iOS devices), or by employing a separate fast scrolling slider (as on 
Google Android devices), though these techniques often require the user to know 
what s/he is looking for in advance, which is not always the case. While the need for 
scrolling through large collections can be mitigated by finding better ways to provide 
good recommendations or by improving search, there is always a need to have an 
efficient and appealing way to access ‘your stuff’ in its entirety.  

Scrolling is composed of two variables: the scrolling speed and the scrolling direc-
tion. The purpose of this paper is to establish whether there is a potential benefit in 
splitting the control of scrolling speed and scrolling direction over two hands. By 
allowing the user’s NDH to set the scrolling speed while their DH controls direction, 
it may be possible to give the user more control over the interaction. In terms of the 
KC Model [6] we can say that the NDH is setting the frame of reference (the speed) 
for the action of the DH (the scrolling). In this paper, we describe a number of scroll-
ing techniques whereby we augment existing scrolling methods (drag and flick  
gestures on a touchscreen and on a dial) with a speed control mechanism. Control of 
the scrolling speed is given to the user’s NDH using either pressure input or an on 
screen slider, and the control of direction is given to the user’s DH using on screen 
drag gestures or a rear mounted dial.  



232  R. McLachlan and S.A. Brewster 

2 Background 

2.1 Bimanual Interaction on Touchscreen Devices 

Multitouch devices are, by definition, capable of accepting bimanual input. By being 
able to sense multiple points of contact on the screen, a user can use either multiple 
fingers from one or multiple hands to interact. Studies have shown that touchscreen 
bimanual interaction techniques can improve performance [7], [8] and selection accu-
racy [9]. However, these studies assume that both hands are free to interact. There is 
no evidence to suggest that they would be beneficial in contexts where one hand is 
constrained by holding the device. 

Despite the fact that one hand is often required to hold the device, it can do so in a 
variety of ways. As the hand may be in contact with the bezel and back of the device, 
these areas could be augmented with additional hardware to enable interaction. For 
example, RearType [10] includes a physical keyboard on the back of a tablet PC. 
Users hold it with both hands while entering text, thus avoiding an on-screen key-
board and graphical occlusion by the fingers. Lucid Touch [11] is a proof-of-concept 
see-through tablet that supports simultaneous touch input on the front and on the back 
of the device. Users hold the device with both hands, with thumbs on the front and 
remaining fingers on the back. The device is small enough that users can reach the 
entire back allowing multitouch interaction with both hands while fully supporting the 
device. However, the arm-mounted camera currently makes this approach impractical. 
Gummi [12] is a prototype “bendable” tablet that allows bimanual interaction by  
deforming the device by gripping its edges.  

Wagner et al. [3] designed BiPad, a user interface toolkit to introduce bimanual  
interaction on tablets. It is designed to work on existing touchscreen tablets, without 
any additional hardware. The users’ NDH can execute commands on special regions 
of the screen that are accessible while they are holding the tablet. For example, users 
can activate contextual menus to control the zooming and rotation of maps by tap-
ping, gesturing or making chords with their NDH, while their DH selects items from 
the menus, or controls the position of the zooming and rotation, simultaneously. They 
found that the bimanual techniques did improve performance over unimanual tech-
niques. Their aim was to provide a general way to provide bimanual interaction  
on tablet devices and actual behaviour of the NDH would vary from application to 
application. 

2.2 Models of Bimanual Action 

Early work on bimanual HCI assumed that users would be sat at a desktop interacting 
through various peripheral devices placed on the desk. Leganchuk, Zhai and Buxton 
[4] give an overview and valuable insight into the early work. In surveying the litera-
ture on bimanual HCI, they observe that there are contrasting views on whether  
bimanual interaction techniques actually provide any benefit when applied to desktop 
interactions. By analysing the interaction techniques from the early experiments with  
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Fig. 2. Hardware setup for our study: Griffin Technologies PowerMate with extended radius 
(right), the dial affixed to the rear of the tablet (centre) and the pressure sensor affixed to the 
top-left of the bezel of the tablet (left) 

respect to Guiard’s KC model [6], they observed that bimanual techniques which 
conformed to the model showed advantage over unimanual equivalents, while those 
that did not showed little or no advantage over equivalent unimanual techniques. 
From this, they concluded that two hands are not always better than one, and that 
when designing bimanual interaction techniques, it is important to do so using the KC 
model.  

While Guiard’s KC model is a useful and well tested characterisation, it only  
models a particular class of bimanual action [6]: asymmetric bimanual action. The 
cooperative and asymmetrical nature of the KC model describes that when human 
beings perform tasks with both of their hands they adopt different and complementary 
roles in order to do so. Guiard argues that vast majority of real life human manual acts 
belong to the bimanual asymmetric class and that asymmetry in action is the rule and 
symmetry the exception. Meaning that not only are there a set of tasks, such as  
opening a bottle or slicing food, that are obviously bimanual and asymmetric, but that 
even supposed unimanual tasks, such as throwing a dart or brushing your teeth, are 
essentially bimanual actions (where the NDH plays a supportive, postural role) and 
tasks where both hands perform essentially the same role either in phase (such as rope 
skipping or lifting) or out of phase (such as typing or rope climbing) are the exception 
to the rule.  

Guiard argues that the relationship between the dominant and non-dominant hand 
is analogous to the relationship between a proximal and distal element in a kinematic 
chain. The implication of which is that the DH will act in relation to the action of the 
NDH, the granularity of action of the NDH is much coarser than the DH hand (i.e. the 
movement of the NDH is macrometic while the movement of the DH is micrometric) 
and the sequence of motion is NDH followed by DH. However, Latulipe and others 
[13–15] have demonstrated that there is a class of common HCI tasks that can be 
modelled as symmetric bimanual actions. Particularly, geometric translations are 
more effectively performed symmetrically than asymmetrically. Latulipe [15] de-
scribes a model of symmetric bimanual interaction in which tasks can be thought of 
and broken down into symmetric components that can be distributed over two hands. 
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However, one of the caveats of the model is that in order to perform symmetric  
interaction effectively, a user requires device symmetry. Therefore, using both hands 
on the touchscreen, symmetric bimanual input is possible (as is demonstrated in the 
‘pinch-to-zoom’ and ‘rotate’ touch gestures on many touchscreen devices). 

Since the goal of this paper is to explore ways to enable simultaneous two-handed 
input while the user is comfortably holding the device, we must conclude that in  
delegating one hand to holding the device, both will not be able to gain full access to 
the touchscreen and so asymmetric bimanual input should be used.  

3 Bimanual Scrolling – Experiment 1 

This study was based on the premise that the control of scrolling speed and vertical 
scrolling direction can be thought of as separate tasks and that the current status quo 
of combining both into a single unimanual gesture on a touchscreen or on physical 
dial can be improved upon. The experiment sought to determine whether splitting the 
control of scrolling speed and scrolling direction over two hands, in accordance with 
the KC Model [6], could improve user performance in a one-dimensional scrolling 
task on a touchscreen tablet device. 

In this paper we control both the way the user holds the tablet and the amount they 
have to support it in order to determine whether these techniques have any value in 
and of themselves without having to deal with the numerous different ways people 
choose to hold tablets [3], which we saw as a confounding factor. 

3.1 Input Methods 

For direction control, we chose to use two existing scrolling methods for our input 
modalities: drag gestures on a touchscreen and a free rotating physical dial. Therefore, 
our direction control modalities were Touch and Dial. 

A pressure sensor was chosen for one of the speed control modalities, since  
pressure has been demonstrated to be a useful modality for the control of speed (for 
rate based cursor control) [16]. A pressure sensor can be mapped well to the control 
of speed using an accelerator metaphor, where increasing the force will increase the 
speed and vice versa. Furthermore, isometric force input is useful as an input modality 
on mobile devices [16–18] and as an augmentation of finger/stylus input on touch-
screens [19] (although not tested in the NDH). It can be detected using force sensing 
resistors (FSRs) that are flat and can be added to different locations on a device  
without changing its form factor.  

Since we have a combination of physical and touch interactions in the direction 
control, we included a touch-based slider control for speed control as well. It did 
not require the NDH to perform a precise task (just one dimensional movement) and 
that it could be mapped well to speed control: up to increase the speed, down to 
decrease. 
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Fig. 3. Experimental Setup – Participant sat at a desk with the tablet supported on a stand 

3.2 Interaction Techniques 

There were six interaction techniques used in the study: two unimanual and four  
bimanual. 
 
Unimanual Techniques. The two unimanual techniques were Unimanual Touch and 
Unimanual Dial, in which scrolling direction and speed were combined. The Unima-
nual Touch technique was the same as that found on current tablets and was used as a 
control condition for the experiment. To scroll through the list used in the study,  
participants would either drag on the screen or to perform a flick gesture on the screen 
that would cause the menu to scroll quickly in the direction of the flick. Flicking  
faster increased the velocity of the scrolling. The Unimanual Dial technique was  
similar insofar as participants could drag the dial to scroll through the list, or ‘flick’ 
the dial to scroll quickly in the direction of the flick in a way similar to that on the 
BeoSound 5 (See Figure 1). 
 
Bimanual Techniques. The bimanual techniques used the same scrolling direction 
devices as the unimanual techniques, but two additional methods were used to control 
speed. The speed could be controlled dynamically using either a force sensing resistor 
(FSR) mounted on the top left front of the device’s bezel or a software slider bar that 
appeared on the top left of the screen. Participants controlled speed by applying force 
to the FSR using the thumb of their NDH on the sensor and their other fingers behind 
the device, in a pinching gesture. Increasing the pressure dynamically increased the 
speed at which the direction control methods would scroll the menu. Releasing the 
pressure from the sensor would decrease the speed. A pressure space (amount of pres-
sure that has to be applied to reach the maximum speed) of 9N was used for speed 
control. This was chosen because pilot tests revealed that with smaller pressure spac-
es, the speed control became binary, with the pinch pushing right through the pressure 
space.  

The software slider bar was also controlled by the participants’ NDH. Pushing the 
slider bar upwards increased the speed of scrolling and vice versa.  

In the bimanual techniques, the speed control was completely separated from the 
direction control and so it was no longer possible to perform ‘flick’ gestures on either 
the dial or the touchscreen to increase scrolling speed. All permutations of these  
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bimanual techniques were used: Bimanual Touch and Pressure, Bimanual Touch and 
Slider, Bimanual Dial and Pressure, and Bimanual Dial and Slider. 

3.3 Participants 

Eighteen participants (4 female, 14 male) ranging from 19-55 years of age (M=23) 
took part in the study, all of whom were right handed. They were paid £6 for  
participating. 

3.4 Hypothesis 

H1: Bimanual techniques designed with the KC Model will outperform equivalent 
unimanual techniques, measured by faster movement times, fewer target overshoots 
and lower subjective workload.  
 
H2: The bimanual techniques will provide more benefits as the distance to the target 
increases, measured by faster movement times, fewer target overshoots and lower 
subjective workload. 
 
H3: Within the bimanual techniques, pressure will outperform the touch slider as a 
speed control method, measured by faster movement times, fewer target overshoots 
and lower subjective workload.  
 
H4: Within the bimanual techniques, the dial will outperform touch drag as a direc-
tion control method, measured by faster movement times, fewer target overshoots and 
lower subjective workload.  

3.5 Experimental Design and Procedure 

The study aimed to answer two research questions. Firstly, whether the bimanual 
techniques were better than the unimanual ones and secondly which combination of 
bimanual modalities were most effective. For the former, we simply compared each 
of the techniques, resulting in the variable Interaction Technique with six levels:  
Unimanual Touch, Unimanual Dial, Bimanual Touch + Pressure, Bimanual Touch + 
Slider, Bimanual Dial + Pressure, Bimanual Dial + Slider. These variables were used 
to test H1 and H2. 

However, in doing this we cannot say anything about the different speed and  
direction control techniques that are being used. Since it is not possible to compare the 
bimanual speed and direction controls with the unimanual techniques (the control of 
speed or direction cannot be isolated in the unimanual techniques), an additional set of 
independent variables was required. Therefore, the variables Scroll Method and Speed 
Method were used to compare the bimanual techniques to one another, excluding the 
unimanual techniques. Each of these had two levels: Scroll Method (Touch or Dial) 
and Speed Method (Pressure or Slider). These variables were used to test H3 and H4. 
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Across both the research questions, we considered the effect of target distance on 
performance. Target distance was a useful measure as it allowed us to assess whether 
having a greater control of scrolling speed was useful when moving different dis-
tances. Therefore, the independent variables in the study were Interaction Technique 
and Target Distance, or Scroll Method, Speed Method and Target Distance. The  
dependent variables were Movement Time and Number of Target Overshoots. After 
each condition participants completed a NASA TLX [20], a six item questionnaire 
that assesses subjective workload. Movement Time was a measure of how long it took 
to complete a selection, from the first scrolling movement to the last scrolling  
movement before selection. Movement Time encapsulated the entire time to scroll 
though did not include any additional time taken to select an item (when, for instance, 
a participant had to move his or her hand from the dial to the touchscreen). Number of 
Target Overshoots was defined as the number of times a target disappeared from view 
after being visible. This meant we could measure how many times a participant  
overshot a target before selecting it, which served as a measure of control; fewer 
overshoots meant that the technique allowed greater control. Finally, Subjective 
Workload was measured using the NASA TLX [20], which gave a measure of how 
hard a participant though s/he had to work using each technique. 

 
Procedure. The interaction techniques were implemented on a Viewsonic Viewpad 
10” touchscreen tablet running custom software on Windows 7. A Griffin Technolo-
gies PowerMate Dial, with an extended radius (using the lid from a jar of fruit so that 
it could be easily reached at the side of the tablet), was used for the dial conditions 
and a single Force Sensing Resistor connected through a SAMH Engineering  
SK7-ExtGPI01 input/output module (which handled A-D conversion and sensor  
linerisation [21]) was used for pressure sensing (See Figure 2). Users applied pressure 
by performing a pinch gesture with the thumb and forefinger of their NDH on the  
left-hand bezel of the device.  

The experimental task involved participants scrolling to and selecting an item from 
an alphabetically ordered list of 312 musical artists, which is similar to the task of 
selecting an artist to listen to from a long list within a music library on a tablet. In 
each condition, participants performed 19 tasks in total (the first 6 being training 
tasks). Target names would appear automatically on screen and after a selection had 
been made (whether correct or incorrect) the next task would begin automatically 
with the user being returned to the top of the list. This continued until all tasks had 
been completed. There were 6 unique data sets used in the study to avoid learning 
effects, and each participant used a different data set in each condition. Each set con-
tained 312 alphabetically ordered musical artists.  

The tasks were defined in terms of how far the participant would have to scroll 
from the very top of the list to the target. There were 13 experimental tasks (excluding 
the 6 training tasks) and the target to be selected in each task was different in each 
condition since there was a different data set for each condition. The distances  
associated with the tasks were 10, 35, 60, 85, 110, 135, 160, 185, 210, 235, 260, 285 
and 310 items from the top. By defining the tasks in this way, and using a different 
dataset in each condition, we could compare the performance of each interaction 
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technique over distance while mitigating any learning effect that might have occurred 
if participants were asked to select the same items in every condition. Conditions 
were counterbalanced using a Latin Square to mitigate any order effects.  

4 Results 

4.1 Overall Results – Interaction Technique and Distance 

This section presents an overall analysis of the bimanual and unimanual conditions in 
which we compare each of the techniques to each other whole. In doing so, we can 
compare the performance of each technique to one another and test H1. 
 
Movement Time. A two-way, repeated measures ANOVA showed a main effect for 
Interaction Technique, F (5, 85) = 23.555, p < .001, a main effect for Distance, F (12, 
204) = 47.653, p < .001. The Interaction Technique x Distance interaction was not 
significant, F (60, 1020) = 1.638, p = .099. 

Post hoc pairwise comparisons with Bonferroni corrections revealed that the com-
bination of Dial and Slider was significantly faster than all other interaction tech-
niques (p < .001). Touch and Slider was significantly faster than both the Unimanual 
Touch and Touch and Pressure techniques (p <.001). Unimanual Dial was significant-
ly faster than the Unimanual Touch (p < .001) and the Dial and Pressure technique 
was significantly faster than the Touch and Pressure Technique (p < .001) and the 
Unimanual Touch Technique (p<.001).  
 
Number of Target Overshoots. A two-way, repeated measures ANOVA showed no 
main effect for Interaction Type, F(5,85) = 2.245,p = .057. There was a main effect 
for Distance, F (12, 204) = 1.516, p < .001. There was no interaction between the two. 
 
Subjective Workload. A one-way repeated measures ANOVA on the overall  
workload scores for each condition showed a significant main effect for Interaction 
Technique, F(5, 85), p <.001. Post hoc pairwise comparisons with Bonferroni correc-
tions revealed that the combination of Dial and Pressure had a significantly lower 
workload score than Dial and Slider (p<.05), Unimanual Touch (p<.001) and Touch 
and Pressure (p<.05).  
 
Discussion. With this analysis we were interested in trying to ascertain whether  
there were any benefits of bimanual techniques over some equivalent unimanual  
techniques. The hypothesis that bimanual techniques designed to conform to the KC 
model will outperform equivalent unimanual techniques (H1) was generally borne 
out. The Dial and Slider technique was superior to the others in terms of Movement 
Time (see Figure 4a) with the Dial and Pressure technique superior in terms of Sub-
jective Workload (See Figure 4b). These results suggest that the bimanual techniques 
do have advantages over unimanual equivalents.  

In general, it took participants longer to select targets that were further away, 
which explains the main effect for Distance, but since there was no interaction effect 
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for Interaction Technique x Distance there is no evidence to suggest that any of the 
bimanual techniques provide additional benefit as the distance from the target  
increases, and thus there is no evidence to support H2.   

A more detailed analysis of the bimanual techniques in the following section  
will attempt to explain why participants performed better with the Dial and Slider 
combination, though had a lower subjective workload with the Dial and Pressure 
combination. A fully balanced experiment was not possible with these six interaction 
techniques (we could not isolate speed control for the unimanual conditions), we  
cannot make any concrete inferences about whether the Dial is a superior modality to 
Touch for controlling scroll direction either unimanually or bimanually.  

4.2 Detailed Results – Scroll Method/Speed Method and Distance 

A second analysis was carried out to test H3 and H4 which are concerned with the 
particular modalities used in the bimanual techniques and aim to test which, if any, 
resulted in better performance. The Independent Variables in this analysis were Scroll 
Method (Dial or Touch), Speed Method (Pressure or Slider) as well as Target  
Distance. The dependent variables were the same as the previous analysis: Movement 
Time, Number of Target Overshoots and Subjective Workload. 
 

Movement Time. A three-way, repeated measures ANOVA on the movement times 
showed a main effect for Scroll Method, F (1, 17) = 44.262, p < .001, a main effect 
for Speed Method, F(1,17) = 35.747, p < .001 and a main effect for Distance F (12, 
204) = 27.898, p < .001. There were no significant interactions between these three.  

In general, it took longer to select items that were further away in the list. In addi-
tion, the movement times for the techniques that used the slider as a Speed Method  
 

 
 

 

Fig. 4. (a) Average Movement Times for each Interaction Technique (b) Overall Subjective 
Workload for each Interaction Technique 
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were faster (M=8330ms, SD=5005ms) than the techniques that used the pressure as a 
speed control method (M=10911ms, SD=5290ms). 

Number of Target Overshoots. A three-way, repeated measures ANOVA on the 
number of target overshoots showed no significant main effect for Scroll Method, 
F(1,17) = .592,p= .452, nor for Speed Method, F (1, 17) = .426, p = .523. There was a 
the main effect for Distance F(12,204)= 3.381, p < .001. Only the Scroll Method x 
Speed Method x Distance interaction was significant F (12, 204)=2.778, p <.05.  

Subjective Workload. A two-way repeated measure ANOVA on the overall work-
load scores for each condition showed no significant main effect for Scroll Method 
F(1,17) = 3.373, p = .084, no significant main effect for Speed Method F(1,17) = 
1.255, p=.278 though there was a significant interaction between Speed Method and 
Scroll Method F(1,17)=10.111, p<.05. Post hoc pairwise comparisons with Bonferro-
ni corrections revealed that the combination of Dial and Pressure had a significantly 
lower workload score than Dial and Slider (p<.05), and Touch and Pressure (p<.05). 

Discussion. The results from the second analysis reveal that, as a direction control 
method, participants performed tasks faster using the dial than with on screen touch 
gestures, though there was no evidence to suggest that Scroll Method has any effect 
on number of target overshoots, lending some support to the hypothesis that partici-
pants would perform better using the dial than the touch gestures (H4). Repetitive 
flick and or drag gestures make it difficult to get anything but very coarse control over 
the scrolling speed and cause the interaction to become slow and staggered. We be-
lieve that the reason the dial turned out to be faster was because it provided more 
continuous control during scrolling. 

As before, it took participants longer to select targets that were further away, which 
explains the main effect for Distance. However, since there was no interaction effect 
between Scroll Method, Speed Method or Distance there is no evidence to suggest 
that any of the bimanual techniques provide additional benefit over any of the other 
techniques as the distance from the target increases. 

As a speed control method, the on screen slider was better than the pressure sensor. 
Participants performed tasks faster when using the on screen slider than when using 
the pressure sensor. However, the pressure sensor was favoured in the subjective 
workload metrics, implying that people found it easier to use. There was no evidence 
to suggest that either of the modalities had an effect on the number of target  
overshoots. The hypothesis that pressure will outperform the touch slider as a speed 
control method (H4), then, was not supported. If we examine the differences in the 
levels of speed achieved using each of the techniques we can begin to explain these 
differences. Figure 5 shows the variation in the speed values for each technique. It can 
be seen that the distribution of speed values was skewed toward to lower end of the 
scale for the techniques that used pressure for speed control and is distributed across 
the centre for techniques that used the on screen slider for speed control.  
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5.4 Experimental Design and Procedure 

The experimental task was identical to the one in the previous study and involved 
participants scrolling to and selecting an item from an alphabetically ordered list of 
312 musical artists. Conditions were counterbalanced using a Latin Square to mitigate 
any order effects.  

The independent variables were: Scroll Method (Dial, Touch Drag), Pressure 
Space (4N, 6N), Pressure Mode (Accelerator, Brake) and Distance (10, 35, 60, 85, 
110, 135, 160, 185, 210, 235, 260, 285 and 310). The dependent variables were 
Movement Time, Number of Target Overshoots and Subjective Workload.  

5.5 Results 

Movement Time. A four-way, repeated measures ANOVA showed a significant 
main effect for Scroll Method F (1, 14) = 5.426, p < .05 and for Distance F (12, 168) 
= 11.413, p < .001. There was no evidence that either Pressure Mode (Accelerator or  
Brake) or Pressure Space (4N or 6N) had any effect on Movement Time. There were 
no significant interactions. In general, participants took longer to scroll to targets that 
were further away from the start of the list and participants took longer to scroll to 
targets when using the Touch Scroll method (M=13708ms, SD=7135ms) than when 
using the Dial Scroll method (M=12429ms, SD=7922ms). 
 

Number of Target Overshoots. A four-way, repeated measures ANOVA showed a 
significant main effect for Pressure Mode, F(1,14) = 7.583,p < .05, and a significant 
main effect for Distance F(12, 168) = 2.985, p < .001 as well as a significant interac-
tion effect for Mode x Distance F (12, 168) = 1.973, p < .05 and for Scroll Method x 
Pressure Space x Pressure Mode x Distance F (12, 168) = 2.246, p < .05. 

In general, there were significantly more target overshoots in the conditions in 
which the pressure sensor was used as a brake (M=1.35, SD=0.9) than in the condi-
tions in which it was used as an accelerator (M=1.21, SD=0.58). Post hoc pairwise 
comparisons of the number of target overshoots across all 13 Distances revealed that 
when selecting the target at position 310 (the distance furthest away from the top, 
which was on the last page of targets and could not be overshot) participants had sig-
nificantly fewer target overshoots than with any of the other distances (p < .001). As 
can be seen in Figure 6 the Pressure Mode x Distance interaction can be explained by 
the fact that for the targets closer to the start of the list, the Brake mode had a much 
larger number of target overshoots than the Accelerator mode, though as the target 
distance increases, the difference between the two modes decreases. 
 

Subjective Workload. A four-way repeated measure ANOVA on the overall workload 
scores for each condition showed no significant main effect for Scroll Method F(1,15) = 
2.475, p = .137, no significant main effect for Pressure Space F(1,15) = 2.524, p=.133 
and no significant main effect for Pressure Mode F(1,15)=3.750,p=.072. There were no 
significant interactions.  
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5.6 Discussion 

The results of the second experiment were not conclusive. There was no evidence to 
suggest that the differences in Pressure Space (4N or 6N) or Pressure mode (Accelerator 
or Brake) had any effect on Movement time. However, the data do suggest that partici-
pants could perform faster with the Dial over Touch as a method to control scrolling 
direction, supporting H4. This mirrors the results obtained in the first study and suggests 
that the dial is better suited as a direction control device for these interactions.  

The data also suggests that the Brake mode resulted in less accurate performance 
for targets that were closer to the start position. Since, by definition, the Brake mode 
moves very quickly for small movements when no pressure is applied, and the start-
ing state for the condition was to have no pressure applied, then it is conceivable that 
for targets that are a short distance away participants are more likely to overshoot. 
The potential advantage of the Brake mode lies in the fact that it requires less effort  
to achieve higher speeds, though it comes with the trade-off of more effort to reach 
lower speeds. Thus, it is not clear whether this potential advantage has any merit in 
realistic situations due to the extra effort involved in travelling short distances. In 
addition there was no evidence that the Brake mode actually improved performance 
or reduced subjective workload for larger distances, leading us to reject H6. When 
using the Accelerator mode, people can always navigate to a target, albeit slowly, 
without needing to apply a great deal of pressure, which for short distances seems to 
result in more accurate performance. 

6 General Discussion 

6.1 Dial vs. Touch for Direction Control 

With the prevalence of touchscreens, physical dials are not particularly common on 
modern devices. However, the results in this paper suggest that, in terms of movement 
time and subjective workload, they are superior to flick and drag gestures on a touch-
screen for the control of scrolling direction. Numerous keyboards and mice contain 
small dials that are used for scrolling through content on a desktop machine, and the 
first generation Apple iPod featured a front mounted touch sensitive dial that was the 
main source of input on the device.  

A dial provides the opportunity for continuous control during a scrolling task,  
unlike the flick and drag gestures that are used on touchscreen devices, which may be 
part of an explanation as to why it performed better in the studies described in this 
paper.  However, the dial used in this study was cumbersome when mounted on  
the device. Future work will consider less obtrusive ways to incorporate a dial into the 
form factor of a tablet, such as with a flat touch sensitive dial.  

6.2 Pressure Space 

There were three ‘pressure spaces’ used across the studies presented in this paper: 9N 
in the first study and 4N and 6N in the second. It was observed that the 9N pressure 
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space might have been too large for participants to comfortably apply the force re-
quired to reach the maximum speed. In response to this, the second study contained 
two smaller pressure spaces (4N and 6N) as well as introducing a ‘brake’ metaphor 
for speed control (alongside the ‘accelerator’ metaphor that was used in the first 
study) in an attempt to make it more comfortable to control the scrolling at higher 
speeds. We hypothesised that the 6N pressure space would give rise to better perfor-
mance than the 4N pressure space since it would reduce the amount of force partici-
pants had to apply, while still giving a wide enough range to allow expressive use of 
the speed control. However, there was no evidence to suggest that the differences in 
pressure space had any effect on performance. It is possible that the distances tra-
velled during the experiment were too small to allow for truly expressive use of the 
speed control. For some target distances, it may not have been possible to achieve 
maximum speed before the target was reached (or overshot). If this were the case, the 
effect of pressure space would be masked because the task did not require it to be 
fully utilised. Future work will explore this issue by evaluating the interaction tech-
niques using tasks that are longer and more involved than targeting tasks, such as a 
browsing task. This will mean that the use of the techniques can be studied when the 
user has to navigate the collection in more detail, thus giving more opportunity to 
make use of the input strategies available.  

7 Conclusions and Future Work 

The studies presented here suggest that the bimanual scrolling techniques are better 
than the status-quo unimanual techniques in terms of both performance and  
preference, lending support to the body of evidence in HCI that the KC Model [6] is a 
useful tool to inform the  design of bimanual interactions that allow people to carry 
out tasks more effectively than with unimanual equivalents. The studies also suggest 
that, as a method of scrolling control, the physical dial is better than conventional 
touchscreen gestures in both the bimanual and unimanual techniques. 

As for speed control methods, the evidence suggests that using touch slider  
resulted in faster performance than the pressure sensor, however participants favoured 
the pressure sensor in terms of subjective workload, implying they found it easier to 
use. There was no evidence to suggest that either had an effect on target overshoots. 
We proceeded by investigating how different configurations might improve perfor-
mance with the pressure sensor with no clear results. No particular configuration 
came out as better than the rest, and the average movement time across all conditions 
was higher (M=13s, SD=7.5) than the first experiment (M=10s, SD=5.5s). However, 
since each study used different participants and the second had more conditions, we 
cannot compare the results of the two studies directly. In future work we will look 
more closely at the different pressure configurations and in such a way that allows us 
to compare them to the touch speed control method we used.  

In conclusion, the studies presented in this paper suggest that splitting the control 
of scrolling speed and scrolling direction across two hands is a viable way to scroll on 
a tablet, which could support simultaneous two-handed input while the user is holding 
the device.  
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Abstract. The diversity of users’ cognitive skills remains the challenge of pub-
lic information system interface design. In this paper, we focus on the universal 
interaction design method for public information systems like kiosks. We have 
developed a method with six steps based on the resources model. The method 
we proposed aims at reducing users’ cognitive load and enabling designers to 
optimize interface information. To validate this method, two prototypes were 
designed based on the method and a usability test was conducted to compare 
users’ cognitive load, performance and satisfaction between the designed  
prototypes and the current referencing system. Results show that, in contrast 
with the current reference system, prototypes we designed based on the pro-
posed method can reduce user’s cognitive load, and enhance user’s performance 
and satisfaction. 

Keywords: Universal usability, Cognitive load, Public information system. 

1 Introduction 

With the widespread of public information systems (PIS) in various service industries 
in China, users with various backgrounds become a challenge for PIS’s interface  
design [1]. PIS designers and interface researchers have been exploring different ways 
to provide PIS users with more user-friendly and understandable interaction platform, 
including developing multi-model interface [2], setting up accessibility guidelines [3], 
and providing interface solutions based on usability test [4]. However, the lack of 
interaction design theory and design methods concerning PIS users ’cognitive levels 
remains the bottleneck for PIS interaction design, resulting in the loss of users and the 
low use rate of current PIS in China.  

In this paper, a PIS interface design model based on distributed cognition theory 
was built to provide foundations and guide for the appropriate PIS interface design 
method, so that users’ cognitive load can be minimized during the PIS interface  
design process. With hotel self-service kiosk interface design as an example, two 
prototypes were designed based on the proposed PIS interface design method. To 
validate whether PIS interface design method can reduce users’ cognitive load, a 
comparative usability test was carried out to evaluate users’ performance, satisfaction 
and cognitive load. Results confirm the validity and effectiveness of the proposed PIS 
interface design method.  
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2 Relevant Research 

Resources model of distributed cognition theory and universal design method are 
main supportive research area for this study.  

2.1 Resources Model 

Resources model of distributed cognition theory was first introduced into human-
computer interaction (HCI) design by Wright [5], to describe how information is  
distributed between users and computer systems, how to design appropriate and  
reasonable outer representations to minimize users’ cognitive load. Resources model  
is mainly applied to describe human computer interaction activities and evaluate  
interfaces, and remains one of the most influential models in HCI field.  

Resources refer to a collection of information structures that can be defined for 
each step in an interaction and which can be used to inform action. Information struc-
ture and interaction strategies are two components of resources model. Plan follow-
ing, plan construction, goal matching and history-based selection are four strategies 
defined by Wright to analyze, design and evaluate interfaces. The basic information 
structure of resources model consists of six elements, including plan, goal, affordance, 
history, state and action-effect relations. Detailed definitions of the six elements are 
listed in figure 1. As an emerging theory in HCI, resources model is mainly applied in 
HCI research by Smith [6], Cheng [7] and Wang [8].  

Table 1. Elements definitions of information struction of resources model 

Element Definition 

Plan A sequence of actions, events and states that could be carried out. 

Goal A required state of the system 

Affordance A set of possible next actions can be taken by the user for a give 
state of the system 

History Actions, events or states already achieved in the interaction 

Sate The collection of relevant values of the objects that feature in the 
interaction at a given point in the interaction 

Action-effect relation A causal relation between an action or event and state which 
represents the effect that executing the action or event will have on 
the interaction 

2.2 Universal Usability 

Universal usability was first put forward in interface interaction design area by Ben 
Schneiderman [9], emphasizing the design of information products and services 
should be usable for every citizen.  

Universal usability design (UUD) method includes three steps. First, it requires  
designers to classify different user groups that need special considerations during 
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design process; second, build universal usability design matrix for the classified user 
groups, listing the specific requirements of different user groups and relevant design 
items; third, propose design solutions according to design matrix and evaluate the 
design solutions.  

Since PIS users significantly differ in terms of age, education background, and  
other variables impacting cognitive load, it is feasible to adopt universal usability 
design method to guide PIS design process. As a newly introduced design method in 
HCI study, the application of this method in PIS interaction design is still limited, 
some representative exploring studies include Kouroupetroglou [10], Carbonell [11], 
and Takeo [12].  

3 Interaction Model for PIS 

There are two common ways to reduce users’ cognitive load in interaction process. 
One is to simplify interaction flow; the other is to provide information easily unders-
tood for majority users. Resources model and UUD method can provide necessary 
support for the realization of the above mentioned ways. By applying resources model 
into the development of PIS interface, interaction flow can be simplified during  
design process, and cognitive resources can be allocated to systems as much as possi-
ble. Combing with UUD method, designers can provide appropriate information  
easily understood for majority users. Based on resources model and UUD method, 
PIS interface interaction model and design method can be built to help designers 
make reasonable interface information allocation decisions. 

3.1 PIS Interface Information Structure 

PIS interface differs from traditional desk interface in its full screen display, and users 
can only complete tasks in a certain fixed interaction flow. Besides that, public  
context has impact on users’ interactions with PIS. Therefore, we adopt flow and 
context as two key elements into PIS interface information structure. Flow is defined 
as the set of actions during interaction process. Describing flow can help interface  
 

 

Fig. 1. PIS interface information structure 
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designers and researchers follow users’ real time goals. Context is defined as users’ 
action-related conditions and variables in human computer interaction. The illustra-
tions of PIS interface information structure is showed in figure 1.  

The PIS interface information structure in fig 1 is aimed at describing general  
information a user need to complete a certain task through PIS. Based on this infor-
mation structure, a set of interaction strategies can be built to guide the design and 
evaluations of PIS interaction process.  

3.2 PIS Interface Interaction Strategy 

We propose three basic interaction strategies for PIS interface, including goal match-
ing and optimization, flow construction and evaluations, and affordance identification 
and obtaining. These interaction strategies can describe users’ possible actions and 
correspondent operations a system provides in interaction process.  

(1) Goal matching and optimization 

According to goal matching and optimization strategy, users need goal, context, 
flow, state, and affordance to complete a task. This is a dynamic process. The state of 
resources changes with users’ operations. For users with different cognitive skills, the 
matching extent of goals and resources differs. Designers have to analyze users’ cog-
nitive skills and evaluate the resources a system can provide to improve design and 
realize the optimized matching of users’ goals and resources a system can provide. 
Detailed goal matching and optimization strategy is showed in figure 2.  

 

 

Fig. 2. Goal matching and optimization strategy 
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cipatory design can help designers bridge the gap between users’ mental model and 
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(2) Flow construction and implementation 
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possible actions when interacting with computers. Basic operation flow of a task is 
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composed of necessary interaction steps. Efficient and concise operation flow will 
facilitate the realization of goals. Detailed flow construction and implementation 
strategy is showed in figure 3. In figure 3, internal flow means the task completion 
order users perceive according to knowledge and system current state, external flow is 
the real task completion order of the designed system. Designers need analyze users’ 
understanding about the system’s working flow and decide the optimum flow for 
system development. 

 

 

Fig. 3. Flow construction and implementation 

This strategy requires designers building the appropriate task completion order and 
interface layout based on interaction task analysis. Universal usability design method 
can be taken into account to design interface layout. The design matrix from UUD 
method includes all the affordance users of different groups need to take actions  
according to task completion order. The set of affordance in the design matrix lists 
necessary points designers need consider in interface design process. PIS interface 
designers can make use of UUD method to propose specific design proposals for  
users with different background.  

(3) Affordance identification and obtaining 

Whether or not obtaining the right affordance is crucial for users to complete an 
interaction task. Too much affordance will increase users’ cognitive load, while the 
lack of affordance prevents users completing tasks. Due to the diversity of PIS  
users’ background, different users need different affordance. Therefore, affordance 
identification and obtaining strategy requires designers evaluating users’ cognitive 
load and adjusting affordance based on evaluation results. Besides interface layout, 
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evaluation results.  
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Fig. 4. Affordance identification and obtaining 
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whole design process. The common user-centered design methods include user needs 
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evaluation. Correspondently, the PIS interaction design method we proposed is  
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Most of PIS users are either beginners or occasionally users, named “forever  
middle users” by Alan Cooper [13], not to mention those without computer skills. 
Relevant research [1] shows that age, education and experience are main factors in-
fluencing users’ attitudes towards PIS products. Therefore, PIS users can be grouped 
according to their age, education and PIS product experience.  

After dividing users into different groups, designers need contextual inquiry and 
interview to analyze different users’ cognition towards PIS products, watching or 
interviewing users about their interaction experience with PIS products, recording  
the problems they meet, and the reasons users’ goals are not matched, including  
problems from contextual influence, information overload, information misleading, 
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and information deficiency. According to ISO25062 [14], each user group need at 
least 8 participants. Findings from users’ cognition analysis should be edited into 
table form, as checklists for further evaluation reference.  

4.2 Interaction Task Analysis 

In interaction task analysis stage, designers need solve two problems. One is task 
categorization; another is to ensure task completion orders. The aim of this stage is to 
settle the general structure of the system being designed, and to describe the relation-
ship between users’ input and system’s output.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Illustrations of task completion order  

Designers can categorize different tasks need to be realized in the target system by 
card sorting, and then build completion order for each specific task through participa-
tory design method, each step of the task flow has to be numbered according to the 
fixed order, as it is showed in figure 5. In this way, the basic task flow of the system 
can be drawn. In figure 5, the work flow of the three tasks of the main menu is listed. 
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For example, C1 in figure 5 represents the first subtask of task C, and M2 represents 
the second system information provided for users to complete certain task.  

4.3 Interface Information Layout 

Based on the results of users’ cognition analysis and interaction task analysis, PIS 
interface design matrix can be built through UUD method. All the points listed in the 
matrix can help designers do specific design to reduce users’ cognitive load, as it is 
showed in table 2. 

Table 2. Examples of design matrix  

user 

task Senior users  Fresh users  Low educated users 

Step 1 ×× ×× ×× 

Step 2 ×× ×× ×× 

Step 3 ×× ×× ×× 

: ×× ×× ×× 

: ×× ×× ×× 

Step n ×× ×× ×× 

 

With user groups as the horizontal axis of the matrix, and task completion order as 
the vertical axis, designers can input the rest intersectional content of the matrix ac-
cording to users’ cognition analysis results, and current PIS interface design standards 
[3], including various specific requirements of different user groups, the solutions of 
their problems need to be considered. Each solution corresponds to the problem a 
group of user have in a certain stage of a task flow. Usually there is no appropriate 
data that can be used directly by designers in a specific design process, especially 
quantitative data. Users’ self-reported data obtained by interview, observation and 
contextual inquiry is the main source for designing PIS interface for users with differ-
ent cognitive levels.  

4.4 Design Project Framing 

The output of design project framing is design document. Interaction designers need to 
draw up specific design documents based on the design matrix, so that system develop-
ers can read in details. A basic design document is consisted of information architecture, 
interface layout, interface elements, task completion flow and interface order.  

4.5 Prototype Design 

In prototype design stage, designers can use Flash, Axure RP and other tools to  
realize the information visualization based on the design documents. The designed 
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prototypes should be revised according to evaluation results. Formative evaluation 
methods like cognitive walkthrough and heuristic evaluation can be applied in this 
stage to save design and development cost.  

4.6 Cognitive Load Evaluation 

User’s cognitive load level correlates the extent of system affordance identification 
and obtaining. Research has found that users’ performance is not directly correlated 
with cognitive load level, some system are tested with high performance but low  
users’ satisfaction [15]. The main reason is the existence of cognitive load during 
human computer interaction process. Therefore, it is necessary to evaluate the  
cognitive load level of PIS users.  

Tapping test proves an effective and efficient method to test users’ cognitive load 
and system’s usability [16]. Comparison test is also necessary for designers to com-
pare users cognitive load levels when interacting with different prototypes. Cognitive 
load can be evaluated by NASA-TLX [17], Paas Scale [18], and user performance.  

5 Case Study 

In order to test the validity and feasibility of the proposed PIS interaction method, we 
recruited two interaction designers to design hotel self-service system interface ac-
cording to the requirements of PIS interaction design method. We chose PIS in hotel 
industry because of the increasing tendency of PIS applications in hotels, and the 
diversity of hotel clients.  
 

 
 
 
 
 
 
 
 
 
 

                Fig. 6. Prototype A                             Fig. 7. Prototype B 

Prototype system A and B designed by PIS interaction design method are showed 
in figure 6 and figure 7. We compare the prototypes with a current running hotel  
self-service system in Shandong, China, as the reference system showed in figure 8. 
Prototype systems and the reference system will be compared in terms of users’  
cognitive load, performance and satisfaction. 
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The comparison test is conducted in the usability lab of Dalian Maritime University, 
China. We recruited 32 users to participate in our test, and divide these users in two 
groups. One is mainstream user group, with 16 users using PIS at least once a month, 
aged from 19 to 28, all the users in mainstream user group are university students; the 
other is non-mainstream user group, with 16 users no PIS product experience, aged 
from 45to 78, all the users in testing group have no bachelor degree.  

 

 

Fig. 8. Reference System 

All users are required to complete three tasks on touchscreens, including self-service 
check-in, self-service check-out, and room renewal, using prototype system A and B, 
as well as reference system, When interacting with systems, users are asked to tap with 
the rhythm of the music playing in the usability lab. Users’ interaction process is rec-
orded to calculate task completion time and error rate. Users are also asked to complete 
NASA-TLX scale and SUS (system usability scale) to calculate their cognitive load 
and satisfactions towards different systems. Test results are listed below. 
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Fig. 9. Comparison of cognitive load means 
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Figure 9 shows that the cognitive load of the mainstream user group is lower than 
the cognitive load of the testing group when they complete the designed tasks through 
the three systems. Both of the groups’ cognitive load is lower when using prototype 
systems than using the reference system.  
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Fig. 10. Comparison of satisfaction means 

Figure 10 shows that the mainstream users’ satisfaction towards the three systems 
is higher than non-mainstream group’s satisfaction. Both of the groups’ satisfaction 
towards prototype systems is higher than towards reference system. 
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Fig. 11. Comparison of task completion time means 



258 N. Zhang et al. 

 

Figure 11 shows that main stream users spend less time completing the designed tasks 
through three systems than non-mainstream users. Both of the groups spend less time 
completing the designed tasks through prototype systems than the reference system.  

Tapping test results show that the ratios of mainstream users and non-mainstream 
users’ missing the rhythm of the music when completing the designed task through 
the three systems are8:6, 4:3, and 1:1 respectively, as it is showed in figure 12.  
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Fig. 12. Tapping missing times 

Independent T test results show that there is significant difference between users’ 
satisfaction towards reference system and towards prototype systems. There is also 
significant difference between users’ performance on the reference system and on the 
prototype systems. However, there is no significant difference between users’ cogni-
tive load on the reference system and on prototype systems, and this result needs fur-
ther validation among broader and more representative sample.  

Data analysis results mentioned above, to some extent, support the validity and 
feasibility of the PIS interaction method.  

6 Limitations and Recommendations 

Due to the limitations of the research sample, the results of the study still need further 
validation. The comparison test was conducted in usability lab, although tapping test 
was applied to simulate the real interaction environment, there is still difference be-
tween lab environment and the real world situation.  
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Abstract. Stereoscopic displays and volumetric 3D displays capable of deliver-
ing 3D views have in use for many years. These standalone displays have been 
investigated in detail for their impact on users’ viewing experiences. Effects 
like aesthenopia and nausea are well-known for flat-screen based stereoscopic 
displays. However, these devices have not been tested in the context of multi-
display environments (MDEs). The performance cost of repetitive switching be-
tween a 3D (stereo or volumetric) display and a standard 2D display are not 
known. In this paper, we perform a thorough user study where we investigate 
the effects of using such 3D displays within the context of a MDE. We report 
on our findings and discuss the implications of the same on designs involving 
such hybrid setups. Our experiments show that in the condition involving two 
2D displays which allow for motion parallax and perspective correction, the 
participants performed the task the fastest. 

Keywords: stereoscopic display, autostereoscopic display, volumetric display, 
zone of comfort, multi-display environment, performance, mental load. 

1 Introduction 

Multi-display environments (MDEs) combine multiple display elements into a  
single coherent system. Such systems have been explored in different combinations of 
tabletop, wall and hand-held setups delivering 2D content as well as non-stereoscopic 
content. Of late, with the increase of availability of stereoscopic 3D displays (stereo-
3D), such devices are also becoming part of MDEs [14, 16, 23]. Another class of 3D 
displays, which we term as spatial 3D displays, display true depth and are inherently 
multi-view and autostereoscopic [10, 25, 38]. Both stereo-3D and spatial 3D displays 
allow an interesting case for MDEs which allow mixed content delivery. 

There are demonstrable advantages of stereo-3D and spatial 3D displays in terms 
of perception of 3D digital content [13, 34] which been studied in detail. However, 
there is an associated cost with the use of these devices especially stereo-3D. Pro-
longed use of stereo-3D has been associated with aesthenopia [3] as a combination of 
blurred vision, headaches, fatigue, nausea and pain. These symptoms are associated 
with visual-vestibular conflict and vergence-accommodation conflict. 
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Visual-vestibular conflict arises when stereoscopic content is meant to simulate 
great depth and movement, such as in cinemas. This triggers the brain into assuming 
motion of the body. However the vestibular organs (in the inner ear) which detect 
physical motion indicate that the body is still. This results in the effect termed as  
visual-vestibular conflict. This conflict is less pronounced in desktop and office  
environments which are physically smaller (than cinema screens) and also afford 
other environmental clues pointing to the lack of motion. Thus this effect is not  
considered within scope of this paper. 

Vergence-accommodation conflict is more important with the display sizes rele-
vant to MDEs. Normally, human eyes accommodate (rotate inwards or outwards) 
such that the lines of sight intersect on an object of interest and the focus is adjusted 
to the same location. However with stereo-3D displays, there is a disparity between 
the focal plane and the perceived location of the object. This results in the effect 
termed as vergence-accommodation conflict. 

Vergence-accommodation conflict is relevant to MDEs using stereo-3D displays. 
While fatigue is well-reported for continuous use of stereo-3D displays, a relatively 
unexplored area is what impact vergence-accommodation conflict has on perfor-
mance. As expected in a task spanning across a standard 2D display and stereo-3D 
display, the user would have to switch context between the two devices on a regular 
basis. Would this context switch aggravate symptoms resulting from vergence-
accommodation conflict? 

While stereo-3D displays are known to have issues with vergence-accommodation 
conflict, spatial 3D displays usually don’t suffer from such problems. This makes 
them ideal for tasks involving localized 3D content while delivering realistic 3D 
views. However, as a part of MDEs, these devices can also impose a performance 
penalty as the user has to switch between a virtual 2D view and a realistic 3D view. 

In the often cited example of using 3D visualization for air traffic control, the con-
troller may be forced to switch between a 3D visualization of the air traffic to a 2D 
view listing weather conditions or information about inbound aircrafts. If the hybrid 
nature of the setup affects the performance of the controller in any form, such effects 
need to be studied. Thus an evaluation of performance becomes critical if such MDEs 
are to become part of day to day use. Motivated by this, we performed an experiment 
involving a 3D task involving three scenarios. The experiment aims to answer the 
question: “What is the effect of repetitive switching between a standalone 3D display 
and a 2D display during a task involving content spread across both?” 

We perform a study that uses a mental rotation task to investigate the effects of us-
ing a 2D display in conjunction with either a spatial 3D or a stereo-3D display. Three 
conditions are studied. In the first condition, we pair a 2D display with another 2D 
display that supports motion parallax and perspective correction. The second condi-
tion involves a 2D display and a stereo-3D display. The last condition uses a swept 
volumetric display (a type of spatial 3D) paired with the 2D display. 

Thus the main contribution of this paper is a systematic investigation of the effects 
of a hybrid MDE on user performance for a 3D data intensive task. Our experiments 
show that in the condition involving two 2D displays which allow for motion  
parallax and perspective correction, the participants performed the task the fastest. 
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However they also achieved higher accuracy when using the stereo-3D display. Final-
ly, the spatial 3D condition had lowest scores for time as well as accuracy. We con-
clude by offering some possible explanations for these outcomes. 

2 Related Work 

We consider three different aspects of related research in this section. We wish to 
explore 3D displays in the context of MDEs, so it is pertinent to explore the MDE 
literature. Since spatial 3D display based MDEs are not commonly known, we also 
look at the literature around standalone 3D displays separately. Finally we explore 
literature related to the cognitive effects that 3D displays have on users. 

2.1 Multi-Display Environments 

Multi-display environments (MDEs) that combine interactive tables with wall-
mounted displays provide users with enhanced visualization and interaction capabili-
ties. Such setups have been around for a while now. Earlier examples like VIP [1] and 
ImmersaDesk [7] have demonstrated that multiple views of a task on different projec-
tion planes enhances user experience. Similarly, MDEs have been shown to be useful 
for a range of tasks such as geospatial applications [11], biomolecular modeling [2] 
and astronomy [40]. Most of these MDEs only explored the combination of planar 2D 
displays making them 2D display-based MDEs. 

With these setups, 3D data is displayed by 3D rendering on a 2D surface [4, 11, 
18]. The ‘3D content’ is non-stereoscopic in nature. With user tracking systems (e.g. 
Kinect) it is possible to provide motion parallax as well as perspective correction [29] 
for the 3D content. While planar devices are capable of delivering a rich rendering of 
3D views, they lack the realism delivered by displaying true 3D objects in terms of 
accuracy of depth estimation [13] and orientation [15]. 

More recently, MDEs with inbuilt stereoscopic capabilities have been demonstrat-
ed. Systems such as Toucheo [14], Holodesk [16] and PiVOT [23] are capable of 
generating stereoscopic views collocated with 2D views thus providing a composite 
MDE that is capable of delivering mixed content. In case of Toucheo and Holodesk, 
the 2D content appears spatially below the 3D content. With PiVOT the content is 
collocated but accessed by leaning forward or back. While these are special examples 
of such MDEs, a simpler example would be one that involves a desktop setup where 
one display is a 2DD and another is either a stereo-3D or a spatial 3D display. These 
desktop setups are currently feasible given the availability of 3D monitors and could 
present the mixed content side by side. 

2.2 Standalone 3D Devices 

Standalone 3D devices fall into two broad categories: Planar stereo-3D displays and 
spatial 3D displays. With stereo-3D displays, the binocular disparity is generated by 
delivering two different views to the user’s eyes looking at a static planar screen. 
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Examples of stereo-3D displays include ones using lenticular arrays [28], microlens 
arrays, parallax barriers [33] or a hybrid combination of these [26]. While there are 
some glasses-free stereo-3D displays [22], the commercially available state of the art 
relies mainly on shutter-glass based systems. All these devices work by providing 
different views to each eye of the user. Thus vergence-accommodation conflict affects 
all these displays. 

On the other hand spatial 3D displays generate views such that the visualized ob-
ject has real spatial depth and dimensions. To achieve real spatial depth, the relevant 
points in the volumetric space are turned into point sources of light. The relevant 
points are representative of the reflective surface(s) of the object(s) allowing percep-
tion by the eye. Different methods have been utilized to solve the problem of lighting 
the volumetric pixel points (voxels). A stack of static but sequentially switched dif-
fusers achieve the true 3D effect in DepthCube [38]. Other approaches apply different 
physical properties like plasma bubbles generated by a pulsed laser as shown by 
AIST, Japan, laser-triggered fluorescence [8] and laser-induced damage glass [30]. 
The swept diffuser technique used by LightField [21], Vermeer [5], Perspecta [10] 
and its anisotropic implementation [6] with a view-point driven autostereoscopic view 
have also been demonstrated. 

2.3 Visual Comfort in 3D Setups 

It is necessary to first make a case in support of 3D displays (both stereo-3D and spa-
tial 3D) as standalone devices. Price and Lee [34] have shown that performance in 
spatial cognitive tasks for students improves with stereoscopic imagery. Also, Jin et 
al. [19] found that stereo-3D provided an advantage when presenting complex struc-
tures and spatial relationships. A study involving volumetric displays by Grossman 
and Balakrishnan [13] showed that volumetric displays (i.e. spatial 3D displays) can 
provide better depth perception in some tasks, in comparison to stereo-3D displays. 

However, since visual discomfort arising from vergence-accommodation conflict is 
well known for stereo-3D displays, extensive research work has investigated these 
effects in a purely single display context. Kooi and Toet [24] explored how binocular 
disparity affects viewing comfort while Tam et al. [39] explored the visual discomfort 
with respect to a 3D TV setting. The dynamic accommodative response to stimuli 
corresponding to stereo-3D display was studied by Oliveira et al. [31] showing effects 
due to vergence-accommodation conflict. Emoto et al. [9] showed that repeated ver-
gence adaptation leads to decline in visual functions. Lastly, work by Shibata et al. 
[36] and Hoffman et al. [17] have explored as to how the visual performance degrades 
while working with stereo-3D displays. 

While these visual fatigue effects associated with stereo-3D displays have  
been shown in detail by prior research, there is little literature regarding effects on 
cognitive load when a 3D display is used in tandem with a 2D display. Paas et al. [32] 
describes that cognitive load can be measured through three properties: mental load, 
mental effort, and performance. They also mention that mental load and mental effort 
are more difficult to measure since they involve the use of secondary tasks. However, 
performance can be measured in terms of item accuracy and completion time. Thus, a 
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task can be designed to measure performance and extrapolate it to cognitive load  
resulting from a particular setup. This leads us to our experiment. 

3 Experiment 

Our experiment is used to determine the impact that integrating 3D displays into 
MDE environments has on a user’s viewing experience, visual comfort, and task per-
formance. While there are multiple options of configuring a 3D MDE, we consider a 
desktop configuration with two displays side by side; as such systems could be easily 
adopted into existing workplaces today. We studied three possible display combina-
tions, as described in the experiment conditions below. 

3.1 Conditions 

 It has already been established that 3D images, irrespective of display type, are better 
for performing shape understanding tasks [37]. Instead, our goal is to determine the 
impact of hybrid 2D-3D display environments. The following three display combina-
tions were used: 

• 2D-2D: In this condition the first display was a static 2D display. The second  
display was also a 2D display, but head tracking was used to present perspective 
corrected views that would also respond to motion parallax. Thus the view  
would be regenerated based on the head-position of the user and would seem three 
dimensional whenever the user moved their head.  

• 2D-3D: In this condition, we combined a static 2D display (as described above), 
and a stereo-3D display. The stereo-3D display also used head tracking to provide 
perspective corrected views. 

• 2D-VO: This condition combined the static 2D display with a 3D volumetric  
display. 

While an additional condition 3D-VO would be possible, it was not considered since 
our assumption is that in the MDE setup, the task always has a 2D display element. 

3.2 Task 

We wished to identify a task which presented a significant amount of cognitive load 
on the participant and also required frequent switching between the two displays. We 
chose a modified form of the Shepard-Metzler Mental Rotation test (SMT) [35] as the 
experimental task. The ability to rotate two and three-dimensional objects in the mind 
is known as mental rotation. The SMT is used to test the ability of a participant to 
accurately and rapidly mentally rotate three dimensional objects. The original SMT 
used two images each containing a 3D shape made up of cubes connected at the face. 
The shape in the second image is either a) the same 3D shape but rotated along one of 
the 3 axes or b) the mirrored (along one of the 3 axis) version of the 3D shape and 
then rotated.  
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In our task, the shape is made up of 1 unit diameter spheres connected to each oth-
er as a chain. The shapes that were select satisfied the criteria that they were three 
dimensional (having 3-4 non-coplanar 90° bends) and fit inside a 5×5×5 grid. The 
number of spheres per shape ranged from eleven to seventeen. Like the original SMT, 
the task was to identify if the two shapes presented on the displays were same or mir-
rored. Our task differs from the original SMT in terms of rotation. While the original 
SMT rotates the shapes along one axis, in our task, the rotation can happen along all 
three axes at the same time. We defined two difficulty levels, easy and hard. With the 
‘easy’ level, the one shape is rotated by <30° along a random axis as compared to the 
other shape. With the ‘hard’ level, the second shape was rotated along all three axes 
such that the sum of the rotations was >60°. Thus, based on match state (same or  
mirror) and difficulty level (easy or hard), four different combinations (as shown in 
Figure 1) were possible. 

The participants had to identify if the shapes were same or mirrored and indicate their 
answer via key presses. The detailed process is described in Section 3.5 (Procedures). 

 

Fig. 1. Shapes used for the task. Top row shows the four shapes used. Bottom row shows the 
paired shape with difficult level (easy or hard) and match state (same or mirrored). 

3.3 Apparatus 

The setup consisted of three displays placed next to each other in front of a plain 
background. 

1. 2D display: This was a Dell 21” 1920×1080 pixel monitor. Usually, the shutter 
glasses used for the 3D TV interact with some 2D monitors. This causes the 
screens to appear black through the glasses. The monitor we used did not get af-
fected in the same way. 

2. Stereo-3D display: A 40” (1920×1080 pixel) Samsung UN40ES6500 3D TV was 
used as the stereo-3D display. The display operates in a side-by-side mode for 3D 
thus allowing an effective resolution of 960×1080 pixels for 3D mode using active 
shutter glasses. 
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3. Volumetric 3D display: A Perspecta display [10] from Actuality Systems was 
used as the volumetric display. Perspecta is a swept volumetric display with a reso-
lution of 100 million voxels and a 10” spatial display diameter. It is one of the few 
spatial 3D displays that was ever available commercially, and has been used for 
numerous other experiments [6, 12-13]. 

The first two displays were connected to an Intel Core i7 machine running Windows 
7. The Perspecta display was connected to a standalone Windows XP machine. The 
two machines were networked together for exchanging experiment state information. 
For tracking the user’s head-pose, we used NaturalPoint’s Optitrack Duo. The Opti-
track Duo uses a marker constellation to provide spatial position of the tracked object 
along with its orientation in space with sub-millimeter accuracy. The head-pose in-
formation was used to present motion parallax such that the users could ‘look around 
the corners’ of the 3D shapes used for the experiment. Head-pose information was 
received by the master program on the first machine via VRPN. The master program 
intercepted the user’s inputs and communicated updates to the slave program running 
on the second machine via OSC messages. The setup is shown in Figure 2. 

The three displays have very different physical dimensions. Thus it was necessary 
to ensure that the field of view (FOV) coverage of voxels of Perspecta should be 
comparable or similar to the FOV coverage of the pixels of both the stereo-3D and the 
2D display. The actual positions of the shape and the pixel dimensions of the shapes 
were adjusted on the stereo-3D and the 2D displays to match that of Perspecta. In 
each case the effective physical dimension of the shapes was 9” and they were all 
aligned horizontally, spaced 25” apart. The shapes shown on the stereo-3D display 
were always within the Percival zone such that the experiment was run within the 
specifications of Shibata's results [36]. Also since the Perspecta requires low light 
operation, the whole experiment was run in a darkened room. 

 

 

Fig. 2. Experimental setup: All three shapes (one on each display) were aligned horizontally 
and had the same physical dimensions 
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3.4 Participants 

A total of twelve participants (7 male, 5 female) were recruited from a local university 
and via Craigslist. Participants’ ages ranged from 18 to 40 years (nine participants 
from the 21-30 years age-group). All had normal stereo-acuity which was verified 
through the Titmus-Wirt Fly test. Participants who regularly wore optical correction 
(5) wore the correction during the experiment (2 wore contact lenses, 3 wore spec-
tacles). All subjects had no prior experience with the task. Also none of them had any 
experience with Perspecta and had never used a stereo-3D display in a work setting. 
The participants were compensated for their time with a gift voucher. 

3.5 Procedure 

For the 2D-2D condition, the 2D display displayed one of the shapes as a fixed 2D 
shape. This shape did not respond to the user’s head movement. The stereo-3D dis-
play was operated as a 2D display and it showed the second shape as a single flat 2D 
shape. This shape responded to the user’s head movement allowing motion parallax 
based viewing. For the 2D-3D condition, the second shape was displayed as a stereo-
3D shape while still allowing for motion parallax. The participant had to wear  
the shutter glasses to view the shape correctly. For both conditions, the program  
reoriented the shape to a perspective correct orientation thus giving a sensation of 3D. 
For the third condition (2D-VO), given the physical arrangement of the three displays, 
the stereo-3D display was operated as a normal 2D display and the first immobile  
3D shape was displayed on it. The second shape was displayed on Perspecta. Since 
Perspecta is autostereoscopic, there was no need to use the head-pose information to 
reorient the shape. 

Before performing the experiment, the participant’s stereo-acuity was confirmed 
by the Titmus-Wirt Fly test. We intended to reject participants who failed the test, 
however all the participants passed the test. After the test, the participants were accli-
matized with setup (especially Perspecta) and then the task was explained. The partic-
ipants were seated 30” from the display plane. They were encouraged to move their 
head right and left but asked to limit the motion towards or away from the displays. 
The actual experiment consisted of 2 phases. During the initial phase, consisting of 20 
trials, the users were allowed to get used to the experimental procedure. Data from 
this phase was discarded. The second phase was the actual experiment. The partici-
pants were asked to perform the task as quickly as possible and were made aware that 
the accuracy of their answers was also being recorded. 

For a single trial, two shapes would be displayed on the two displays (relevant to 
the test condition). To clearly demarcate switching of context between the two devic-
es, only one display would should its shape at any given time. To switch to the other 
shape, the participant had to press the spacebar. The participant had to indicate the 
match state (same or mirror) through a single key-press. Once an answer was given, 
the experiment moved onto the next trial. Since a minimum of one switch would be 
required to see both the shapes, the program would not allow the experiment to move 
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to the next trial if the answer was indicated without a single switch. This prevented 
participants from accidentally or intentionally skipping through the trials. 

The experiment consisted of a total of 300 trials divided into blocks of 100 trials 
per condition per participant. For a single block of 100 trials, there were 50 hard and 
50 easy trials. Also, the block had 50 same and 50 mirror shape pairs. The order of 
easy and hard trials was randomized to prevent monotony. The participants were not 
allowed to pause between trials but were allowed to take a 10 minute break between 
conditions. The participants filled out questionnaires before and after each block and 
at the end of the experiment. The learning and order effects were counterbalanced by 
changing the order of the conditions per participants using a Latin square design. 

3.6 Measures 

The experiment was run as a within-subjects design for the three conditions being 
compared. For the task metrics, difficulty level was used as an additional variable. The 
following data was collected from the participants: 

Task Metrics. 
We measured four details per trial. The number of switches between the two displays 
was logged along with the answer given by the participant. Accuracy of the answer 
was binary, either right or wrong. The total time taken to perform each trial was also 
logged. Since it was possible to differentiate between the time spent on one display 
versus the other (only one display was active at a time), the time spent viewing the 2D 
shape and the time spent viewing the 3D shape were logged separately. We wished to 
investigate if the participants spent more time on either the 2D display or the other 
display. So time non-2D metric was computed as the percentage time spent on the 
non-2D display (100×Time spent on non-2D/Total time). The time metrics were rec-
orded in milliseconds with the accuracy derived from the system clock. 

Head Pose.  
The head-position information was being used by the program to render perspective 
correct views for the 2D-2D and the 2D-3D conditions. However, we also recorded 
the head-pose (as to where the head was pointed) as another parameter. Given the 
distance between the two displayed shapes (25”), simple saccadic motion of the eyes 
was not enough and the participants resorted to turning their heads to view the dis-
played shapes. This turning of the head could be detected by the tracking system and 
could be sampled 60 times a second. We used this to generate heat maps of where the 
participant was looking and for how long. 

Questionnaires. 
We used three different questionnaires during the experiment. Similar to Shibata et al. 
[36] we wished to record any occurrence of symptoms usually associated with stereo-
3D displays. We used a symptom questionnaire adapted from their study as shown in 
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Figure 3 left. Since each participant could have a different starting symptom state, we 
administered a pre-trial questionnaire and a post-trial questionnaire for each condi-
tion. The questionnaires were answered on a digital form requiring the users to click 
on the desired answers. We also administered a NASA TLX questionnaire after the 
end of each block. The NASA TLX questions gauged the mental demand, physical 
demand, pace of task, perceived success, effort and irritation for each block. 

The last questionnaire was a ranking questionnaire (as shown in Figure 3 right). 
We asked the participants to rank the three conditions as per their preference for each 
question. The participant answered this five-question questionnaire after the comple-
tion of the experiment. The first three questions measured the participants’ perception 
about the three conditions as compared to each other for the symptoms of fatigue, eye 
irritation and headache. The last two questions measured the participants’ preference 
for a particular condition and the associated easiness enabled by the condition. 

 

 

Fig. 3. Questionnaires used for evaluation of symptoms and task load. (left) Symptom ques-
tionnaire (right) Final ranking questionnaire. Both tests were administered digitally. 

3.7 Results  

The data logged for the test and collected from the questionnaires was analyzed with 
SPSS 19. These are presented below.  

Task Metrics. 
For the task metrics, the experiment presented as a within-subjects repeated measures 
design with two independent variables as the conditions (3 groups: 2D-2D, 2D-3D 
and 2D-VO) and difficulty level (2 groups: Easy and Hard). We averaged the results 
(except for accuracy, which was summed) per user for each condition and then  
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analyzed the results through two-way repeated measures ANOVA with Bonferroni 
correction. We looked at the main effects of condition and difficulty level as well as 
interaction between the two. We expected that the main effect of difficulty level would 
present as lower accuracy and higher time as well as switches for the hard trials. 

1. Accuracy: The accuracy metric measured if the participants correctly identified the 
trail pair of shapes to be mirrored or the same. A maximum score of 50 was possi-
ble for each combination of condition versus difficulty level. There was a signifi-
cant main effect of condition, F(2, 22) = 8.51, p<0.005. The 2D-3D condition had 
highest average accuracy while the 2D-VO condition fared the worst. As expected, 
there was a significant main effect of difficulty level, F(1, 11) = 6.34, p<0.05, with 
easy trials having higher average accuracy. Also, there was a significant interaction 
between condition and difficulty level, F(2, 22) = 5.84, p<0.05. The results are shown 
in Figure 4 left. 

2. Switches: The metrics were calculated for the average number of switches per-
formed by user per combination of condition and difficulty level. There was no sig-
nificant main effect of condition on the number of switches. However there was a 
significant main effect of difficulty level, F(1, 11) = 9.28, p<0.05. The participants 
performed more switches for hard trials as compared to easy trials. There was a 
significant interaction between condition and difficulty level, F(1.24, 13.66) = 8.2, 
p<0.05. The results are shown in Figure 4 right. 
 

  

Fig. 4. Task metrics analysis with standard error-bars. The green bars for each condition cor-
respond to the Easy task and the red for Hard task. (left) Average accuracy achieved by partici-
pants with standard error-bars. Maximum possible score was 50. (right) Average number of 
switches performed before arriving at the answer. 

3. Total time: The average of total time taken per trial was used for analysis across 
the six combinations. We did not find any significant difference between condi-
tions for total time thus implying a lack of significant main effect. For difficulty le-
vels, however, we found that there was a significant main effect, F(1, 11) = 7.37, 
p<0.05. We also found a significant interaction between condition and difficulty 
level, F(1.33, 14.61) = 5.12, p<0.05. Testing for within-subjects contrasts, we found 
significant difference between 2D-VO and 2D-2D conditions, F(1, 11) = 10.54, 
p<0.05. The results are shown in Figure 5 (right). 
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Fig. 5. Task metrics analysis with standard error-bars. The left bars for each condition corres-
pond to the Easy task and the right for Hard task. (left) Average of percentage of time spent by 
participants looking at the non-2D display. (right) Average of total time in Seconds taken by 
participants per trial. 

4. Time non-2D: We found no significant difference between the three conditions for 
the amount of time spent on non-2D display. Similarly, no significant difference 
was observed for main effect of difficulty levels as well as interaction between 
condition and difficulty levels. The results shown in Figure 5 (left) show near simi-
lar averages across all combinations. 

 

Fig. 6. Heat maps showing how much time a participant spent looking at what part of the 
screens. Color scale is logarithmic and clamped at 5000 samples. 
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Heat Maps. 
The head-pose was available as a 3D spatial coordinate of the tracker and a local rota-
tion of the tracker. Since the tracker was mounted on the participant’s forehead, it 
gave a good representation of where the user was looking. The participants did look 
down at the keyboard when they had to enter their answer. The head-pose records 
related to these events (which showed the tracker orientation almost parallel to the 
ground) were removed from analysis. The remaining records were used to generate 
the heat maps. To compare the head-pose characteristics of different participants, we 
chose to only represent the horizontal location of the head-pose for drawing the heat 
map as the x-axis of the map. The tracker provided 60 samples/second and the num-
ber of samples at each specific location were used to draw the map. As shown in Fig-
ure 6, the x-axis shows the 120 cm region centered on the two shapes. The color scale 
is a logarithmic scale and is clamped at 5000 samples.  

Questionnaires. 

NASA TLX.  
The NASA TLX questionnaires were administered for each condition after the trial 
block ended. Hence, we did not look for differences due to difficulty levels and were 
looking for effects of the conditions only. The questionnaire data was analysed using 
Kruskal-Wallis test. For all questions excluding the first one (How mentally demand-
ing did you find the task?), we found no significant difference between the three con-
ditions. For Mental Demand, there was a significant difference, H(2) = 6.87, p < 0.05. 
Mann-Whitney tests were used to follow up this finding (3 pairs) with Bonferroni 
correction, (significance level at 0.0167). The Mental Demand was not significantly 
different between 2D-2D and 2D-3D (U = 71, r = -0.01) as well as 2D-3D and 2D-
VO (U = 37.5, r = -0.41). However, Mental Demand for 2D-VO as compared to 2D-
2D was significantly higher (U = 29, r = -0.51). 

Symptom Questionnaire. 
The symptom questionnaire results were analyzed separately for each condition and 
question using Wilcoxon signed-rank test. We found no significant change in symp-
toms for Vision clarity and Headache for any of the conditions. Also, for Eye Tired-
ness there was no significant change for the conditions 2D-2D and 2D-3D. However, 
we found significant increase in Eye Tiredness for 2D-VO, z = -2.236, p < .05, r = -
0.46. Similarly, we found that the participants reported a significant increase for Neck 
and Backache for 2D-3D, z = -2.0, p < .05, r = -0.41 and 2D-VO, z = -2.236, p < .05, 
r = -0.48. Lastly, we found significant increase in Eye Strain for all three conditions: 
for 2D-2D, z = -2.24, p < .05, r =-0.48; for 2D-3D, z = -2.65, p < .05, r =-0.54 and for 
2D-VO, z = -2.07, p < .05, r =-0.42. 

Ranking Questionnaire. 
The ranking questionnaire results are presented in Figure 7 (right). For headache, the 
participants consistently ranked 2D-VO condition as the worst (a lower average rank). 
This does not tie in well with the symptom questionnaire where we found no significant 
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difference between the three conditions as well as the verbal feedback of the participants 
stating that they didn’t get a headache from any of the conditions. For overall fatigue, 
the 2D-VO condition again was ranked the worst while 2D-3D condition was ranked the 
best. For the remaining questions (Eye Irritation, Easier and Preferred), the results were 
tied. We did not see a clear trend of preference for any of these questions. All partici-
pants ranked Preferred for the three conditions in exactly the same order as they ranked 
the conditions with respect to Easier. 

 

  

Fig. 7. Questionnaire analysis. (Left) Boxplot for NASA TLX Mental Demand shows higher 
indications for 2D-VO condition. (Right) Ranking questionnaire analysis. 

4 Discussion 

4.1 Interpretation of Results 

2D-2D Condition. 
On average, participants performed less switches within the 2D-2D condition. When 
factored for difficulty level, the 2D condition had higher accuracy than the 2D-VO 
condition. The participants also took less time to complete the task.  

The 2D-2D condition also presented the least change in symptoms. Only the Eye 
Strain symptom was aggravated by the condition, but again a similar change was seen 
in the remaining two conditions. Mental demand, as measured by NASA TLX, was 
significantly lower than 2D-VO. In the overall ranking, 2D-2D was ranked lower for 
headache and fatigue.  

While preference scores were tied, the 2D-2D condition performed better and 
caused fewer symptoms. Thus, it is possible that 3D cues provided by simple motion 
parallax are somewhat better suited than those afforded by stereo-3D. This is compa-
rable to the results of Johnston et al. [20] where multi-frame motion parallax is shown 
to work better than stereopsis. 

2D-3D Condition. 
The 2D-3D condition has the best accuracy as compared to all the other conditions. 
As per the final questionnaire, the 2D-3D condition was ranked the least in terms of 
fatigue. However on average, participants performed more switches and took longer 
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than the 2D-2D condition. The condition also aggravated the symptoms of Eye strain 
and Neck & Backache. 

Thus we can say that the 2D-3D condition has an advantage in case of tasks where 
accuracy is crucial. Our participants reported it to be less fatiguing but also agreed 
with the previously observed results indicating eye strain resulting from vergence-
accommodation conflict. It is important to note that in our setup the objects did not 
present extreme negative or positive parallax. This could be one of the reasons as to 
why other symptoms were not reported. Our results are in line with Shibata et al.’s 
[36] findings. We can conclude that for the 2D-3D condition, if we limit extreme 
parallax we gain on accuracy with lesser fatigue. 

2D-VO Condition. 
The outcomes of the experiment suggest that 2D-VO condition fares worst in terms of 
accuracy and average task time. Even if we only consider the hard difficulty level, we 
see that the results are just marginally better than the 2D-2D condition for accuracy 
and still worse for average task time. From the NTLX scores for mental demand, we 
find that it has higher values than the other two conditions. These results are unex-
pected. We assumed that a more realistic representation of objects would help recover 
more information and hence help accuracy. 

4.2 Implications 

A general and direct implication of these results is that an MDE consisting of a spatial 
3D display and a 2D display should be avoided for spanned tasks involving high cog-
nitive load. This was contrary to our initial expectation that 2D-VO condition would 
be significantly better than the rest. However, as pointed out by Grossman and Bala-
krishnan [13], there are a few mitigating factors for poor performance of a spatial 3D 
display. Even as of today, the display quality of such devices is not at par with that of 
2D and stereo-3D displays. There are artefacts in the display (for e.g. the central spine 
of the display cannot show any information and colour quality) which can influence 
the results. However, it is also important to note that in our case, the experimental 
setup was designed such that these effects were minimized. The visual size of the 
output of all three displays was matched and there were no extra visual cues provided 
by the shapes shown on the 2D display or the stereo-3D display.  

When compared to the 2D-2D condition, it is possible that there are other focus 
based factors affecting the performance for 2D-VO condition. For the side-by-side 2D 
displays, the user has a fixed reference to a focal point on the plane of the display. 
However with a spatial 3D display, there is no central plane and thus no central point 
of focus. This can add to mental load when there is switching between the displays.  

Also as the visualization of the shape in true 3D makes it look more real, it is pos-
sible that the switching process becomes one where the user has to switch contexts 
(from virtual world to real world) and they potentially do not view the two displays as 
a part of the same system. Such a situation also arises when the user has to switch 
focus between a physical object and a virtual object. Surprisingly, we could not find 
any research that investigates performance effects while comparing a purely virtual 
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context to one with mixed context. The closest work is in the tangible literature by 
Marshall et al. [27] where they cautiously suggest that in a single user instance, a 
tangible interface is not necessarily better. Thus further investigation in this regard is 
warranted. 

It is also possible that users find it difficult to compare a true 3D shape with a 2D 
shape that the first display shows. We refrained from using perspective correction on 
the 2D shape for the 2D-VO condition as the static 2D served as a common control 
shape to all three experimental conditions. 

Lastly, as a recommendation for selection of 3D display elements for MDEs, we 
feel that there is a possible benefit of amalgamation of the 2D-2D and 2D-3D condi-
tion. The 2D-2D condition allowed perspective corrected views and motion parallax 
for the second shape. Comparing its accuracy results with 2D-3D, the overall results 
for symptoms and NTLX we can argue that this may be an ideal configuration for 
prolonged use tasks. With the availability of low cost desktop based head tracking 
systems, it might be beneficial to have a stereo-3D display which is operated mainly 
in 2D mode but allow perspective corrected views for presenting 3D. Only when the 
task involves high density of 3D elements, the device can switch to stereoscopic mode 
thus adding binocular disparity as another cue. 

4.3 Future Work 

We do not believe that a spatial 3D display is unsuitable for MDE setups. For tasks 
similar to our experimental task, our results hold true. However there may be other 
tasks with minimal cross-device contexts wherein a spatial 3D display may prove to 
be more beneficial. Future work could be used to explore the impact which the task 
has on our results. Furthermore, effects like aesthenopia and nausea were not a major 
factor in any of our conditions. However, with prolonged use, the effects may become 
most prevalent in the 2D-3D condition. Another factor of our tested MDE setups is 
that they all contained only 2 displays. In the future, it may be interesting to under-
stand the impact of having a greater number of displays, or including displays with 
larger form factors and with arrangements that favor the type of 3D display used. 

5 Conclusion 

We have investigated the performance cost of repetitive switching between a 3D (ste-
reo or spatial) display and a standard 2D display in context of a MDE. The experimen-
tal results prove that there is a cost involved with the scenarios involving a 2DD and a 
spatial 3D display which is higher than other scenarios. The results should provide a 
guideline for the design of MDEs utilizing either spatial 3D or stereo-3D elements. 

Acknowledgments. We thank Daniel Wigdor and DGP Toronto for helping out with 
the participant recruitment. We also thank Anne Roudaut for her inputs. This work is 
supported by the European Research Council (Starting Grant Agreement 278576) 
under the Seventh Framework Programme. 



276 A. Karnik, T. Grossman, and S. Subramanian 

 

References 

1. Aliakseyeu, D., Martens, J.-B., Sriram Subramanian, M., Vroubel, W.W.: Visual Interac-
tion Platform. In: Proc. INTERACT 2001, pp. 232–239. IOS Press (2001) 

2. Bailly, G., Nigay, L., Auber, D.: NAVRNA: visualization - exploration - editing of RNA. 
In: Proc. AVI 2006, pp. 504–507. ACM, New York (2006) 

3. Berezin, O.: Digital cinema in Russia: Is 3D still a driver for the development of the cine-
ma market. 3D Media 2010 (2010) 

4. Bowman, D.A., North, C., Chen, J., Polys, N.F., Pyla, P.S., Yilmaz, U.: Information-rich 
virtual environments: theory, tools, and research agenda. In: Proc. VRST 2003, pp. 81–90. 
ACM, New York (2003) 

5. Butler, A., Hilliges, O., Izadi, S., Hodges, S., Molyneaux, D., Kim, D., Kong, D.:  
Vermeer: direct interaction with a 360° viewable 3D display. In: Proc. UIST 2011,  
pp. 569–576. ACM, New York (2011) 

6. Cossairt, O.S., Napoli, J., Hill, S.L., Dorval, R.K., Favalora, G.E.: Occlusion-capable mul-
tiview volumetric three-dimensional display. Appl. Opt. 46, 1244–1250 (2007) 

7. Czernuszenko, M., Pape, D., Sandin, D., DeFanti, T., Dawe, G.L., Brown, M.D.: The Im-
mersaDesk and Infinity Wall projection-based virtual reality displays. SIGGRAPH Com-
put. Graph. 31, 46–49 (1997) 

8. Ebert, D., Bedwell, E., Maher, S., Smoliar, L., Downing, E.: Realizing 3D visualization us-
ing crossed-beam volumetric displays. Commun. ACM 42, 100–107 (1999) 

9. Emoto, M., Niida, T., Okano, F.: Repeated vergence adaptation causes the decline of visu-
al functions in watching stereoscopic television. Display Technology 1, 328–340 (2005) 

10. Favalora, G.E.: Volumetric 3D Displays and Application Infrastructure. Computer 38,  
37–44 (2005) 

11. Forlines, C., Esenther, A., Shen, C., Wigdor, D., Ryall, K.: Multi-user, multi-display inte-
raction with a single-user, single-display geospatial application. In: Proc. UIST 2006,  
pp. 273–276. ACM, New York (2006) 

12. Grossman, T., Balakrishnan, R.: The design and evaluation of selection techniques for 3D 
volumetric displays. In: Proc. UIST 2006, pp. 3–12. ACM, New York (2006) 

13. Grossman, T., Balakrishnan, R.: An evaluation of depth perception on volumetric displays. 
In: Proc. AVI 2006, pp. 193–200. ACM, New York (2006) 

14. Hachet, M., Bossavit, B., Cohé, A., Rivière, J.-B.D.L.: Toucheo: multitouch and stereo 
combined in a seamless workspace. In: Proc. UIST 2011, pp. 587–592. ACM, NY (2011) 

15. Hancock, M., Nacenta, M., Gutwin, C., Carpendale, S.: The effects of changing projection 
geometry on the interpretation of 3D orientation on tabletops. In: Proc. ITS 2009,  
pp. 157–164. ACM, New York (2009) 

16. Hilliges, O., Kim, D., Izadi, S., Weiss, M., Wilson, A.: HoloDesk: direct 3d interactions 
with a situated see-through display. In: Proc. CHI 2012, pp. 2421–2430. ACM, NY (2012) 

17. Hoffman, D.M., Girshick, A.R., Akeley, K., Banks, M.S.: Vergence–accommodation con-
flicts hinder visual performance and cause visual fatigue. Vision 8 (2008) 

18. Jiang, H., Wigdor, D., Forlines, C., Borkin, M., Kauffmann, J., Shen, C.: LivOlay: interac-
tive ad-hoc registration and overlapping of applications for collaborative visual explora-
tion. In: Proc. CHI 2008, pp. 1357–1360. ACM (2008) 

19. Jin, Z.X., Zhang, Y.J., Wang, X., Plocher, T.: Evaluating the Usability of an Auto-
stereoscopic Display. In: Jacko, J.A. (ed.) HCI 2007. LNCS, vol. 4551, pp. 605–614. 
Springer, Heidelberg (2007) 

20. Johnston, E.B., Cumming, B.G., Landy, M.S.: Integration of stereopsis and motion shape 
cues. Vision Research 34, 2259–2275 (1994) 



 Comparison of User Performance in Mixed 2D-3D Multi-Display Environments 277 

 

21. Jones, A., McDowall, I., Yamada, H., Bolas, M., Debevec, P.: An interactive 360° light 
field display. In: Proc. SIGGRAPH 2007 ETech, p. 13. ACM, New York (2007) 

22. Karnik, A., Mayol-Cuevas, W., Subramanian, S.: MUSTARD: a multi user see through 
AR display. In: Proc. CHI 2012, pp. 2541–2550. ACM, New York (2012) 

23. Karnik, A., Plasencia, D.M., Mayol-Cuevas, W., Subramanian, S.: PiVOT: personalized 
view-overlays for tabletops. In: Proc. UIST 2012, pp. 271–280. ACM, New York (2012) 

24. Kooi, F.L., Toet, A.: Visual comfort of binocular and 3D displays. Displays 25, 99–108 
(2004) 

25. Langhans, K., Bahr, D., Bezecny, D., Homann, D., Oltmann, K., Oltmann, K., Guill, C., 
Rieper, E., Ardey, G.: FELIX 3D display: an interactive tool for volumetric imaging. In: 
Proc. Stereoscopic Displays and Virtual Reality Systems IX, pp. 176–190. SPIE (2002) 

26. Lin, Q., Qiong-Hua, W., Jiang-Yong, L., Wu-Xiang, Z., Cheng-Qun, S.: An Autostereos-
copic 3D Projection Display Based on a Lenticular Sheet and a Parallax Barrier. J. Display 
Technology 8, 397–400 (2012) 

27. Marshall, P., Rogers, Y., Hornecker, E.: Are tangible interfaces really any better than other 
kinds of interfaces? In: Proc. Tangible User Interfaces in Context and Theory Workshop, 
CHI 2007. ACM, New York (2007) 

28. Matusik, W., Pfister, H.: 3D TV: a scalable system for real-time acquisition, transmission, 
and autostereoscopic display of dynamic scenes. ACM Trans. Graph. 23, 814–824 (2004) 

29. Nacenta, M.A., Sakurai, S., Yamaguchi, T., Miki, Y., Itoh, Y., Kitamura, Y., Subramanian, 
S., Gutwin, C.: E-conic: a perspective-aware interface for multi-display environments. In: 
Proc. UIST 2007, pp. 279–288. ACM, New York (2007) 

30. Nayar, S.K., Anand, V.N.: 3D Display Using Passive Optical Scatterers. Computer 40,  
54–63 (2007) 

31. Oliveira, S., Jorge, J., González-Méijome, J.M.: Dynamic accommodative response to dif-
ferent visual stimuli (2D vs 3D) while watching television and while playing Nintendo 
3DS Console. Ophthalmic and Physiological Optics 32, 383–389 (2012) 

32. Paas, F., Tuovinen, J.E., Tabbers, H., Van Gerven, P.W.M.: Cognitive Load Measurement 
as a Means to Advance Cognitive Load Theory. Educational Psychol. 38, 63–71 (2003) 

33. Perlin, K., Paxia, S., Kollin, J.S.: An autostereoscopic display. In: Proc. SIGGRAPH 2000, 
pp. 319–326. ACM, New York (2000) 

34. Price, A., Lee, H.-S.: The Effect of Two-dimensional and Stereoscopic Presentation on 
Middle School Students’ Performance of Spatial Cognition Tasks. J. Sci. Educ. Tech-
nol. 19, 90–103 (2010) 

35. Shepard, R.N., Metzler, J.: Mental Rotation of Three-Dimensional Objects. Science 171, 
701–703 (1971) 

36. Shibata, T., Kim, J., Hoffman, D.M., Banks, M.S.: The zone of comfort: Predicting visual 
discomfort with stereo displays. Vision 11 (2011) 

37. John, M., Cowen, M.B., Smallman, H.S., Oonk, H.M.: The Use of 2D and 3D Displays for 
Shape-Understanding versus Relative-Position Tasks. Human Factors 43, 79–98 (2001) 

38. Sullivan, A.: DepthCube solid-state 3D volumetric display. In: Proc. Stereoscopic Displays 
and Virtual Reality Systems XI, pp. 279–284. SPIE (2004) 

39. Tam, W.J., Speranza, F., Yano, S., Shimono, K., Ono, H.: Stereoscopic 3D-TV: Visual 
Comfort. IEEE Trans. Broadcasting 57, 335–346 (2011) 

40. Wigdor, D., Jiang, H., Forlines, C., Borkin, M., Shen, C.: WeSpace: the design develop-
ment and deployment of a walk-up and share multi-surface visual collaboration system. In: 
Proc. CHI 2009, pp. 1237–1246. ACM, New York (2009) 

 
 



 

P. Kotzé et al. (Eds.): INTERACT 2013, Part I, LNCS 8117, pp. 278–296, 2013. 
© IFIP International Federation for Information Processing 2013 

Touching the Void Revisited: Analyses  
of Touch Behavior on and above Tabletop Surfaces 

Gerd Bruder1, Frank Steinicke1, and Wolfgang Stuerzlinger2 

1 Department of Computer Science  
University of Würzburg  

{gerd.bruder,frank.steinicke}@uni-wuerzburg.de 
2 Department of Computer Science and Engineering  

York University  
wolfgang@cse.yorku.ca 

Abstract. Recent developments in touch and display technologies made it poss-
ible to integrate touch-sensitive surfaces into stereoscopic three-dimensional 
(3D) displays. Although this combination provides a compelling user expe-
rience, interaction with stereoscopically displayed objects poses some funda-
mental challenges. If a user aims to select a 3D object, each eye sees a different 
perspective of the same scene. This results in two distinct projections on the 
display surface, which raises the question where users would touch in 3D or on 
the two-dimensional (2D) surface to indicate the selection. In this paper we ana-
lyze the relation between the 3D positions of stereoscopically displayed objects 
and the on- as well as off-surface touch areas. The results show that 2D touch 
interaction works better close to the screen but also that 3D interaction is more 
suitable beyond 10cm from the screen. Finally, we discuss implications for the 
development of future touch-sensitive interfaces with stereoscopic display. 

Keywords: Touch-sensitive systems, stereoscopic displays, 3D interaction. 

1 Introduction 

Recent exhibitions and the entertainment market have been dominated by two different 
technologies: (i) (multi-)touch-sensitive surfaces and (ii) stereoscopic three-dimensional 
(3D) displays. Interestingly, these two technologies are orthogonal, as (multi-)touch is 
about input, whereas 3D stereoscopic display about output. Both technologies have the 
potential to provide more intuitive and natural interaction with a wide range of applica-
tions, including urban planning, architectural design, collaborative tabletops, or  
geo-spatial applications. First commercial hardware systems have recently been 
launched, e.g., [9], and interdisciplinary research projects explore interaction with  
stereoscopic content on 2D touch surfaces, e.g., [1, 2]. Moreover, an increasing number 
of hardware solutions provide the means to sense human gestures and postures not only 
on surfaces, but also in 3D space, e.g., the Kinect, the ThreeGear system, or Leap  
Motion [3]. The combination of these novel technologies provides enormous potential 
for a variety of new interaction concepts. 
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Fig. 1. Illustration of the main problem of touch interaction with stereoscopically displayed 3D 
data: (left) the user is either focused on her finger, which makes the selection ambiguous, or 
(right) on the object, which disturbs the visual perception of the finger 

Until recently, research in the area of (multi-)touch interaction was mostly focused 
on monoscopically displayed data. For this, the ability to directly touch elements 
without additional input devices has been shown to be very appealing for novice as 
well as expert users. Also, passive haptics and multi-touch displays have both shown 
their potential to considerably improve the user experience [6]. Touch surfaces build a 
consistent and pervasive illusion in perceptual and motor space that the two-
dimensional graphical elements on the surface can be touched. Yet, three-dimensional 
data limits this illusion of place and plausibility [33]. Such 3D data sets are either 
displayed monoscopically, which has been shown to impair spatial perception and 
performance in common 3D tasks, or stereoscopically, which can cause objects to 
appear detached from the touch surface [24, 31,7].  

Stereoscopic display technology has been available for decades. Recently, it was re-
vived due to the rise of 3D cinema, upcoming 3D televisions and 3D games. With 
stereoscopic displays, each eye sees a different perspective of the same scene through 
appropriate technology. This requires rendering of two distinct images on the display 
surface. When using stereoscopic technology to display each projection to only one 
eye, objects may be displayed with negative, zero, or positive parallax, corresponding 
to their appearance in front, at, or behind the screen. Objects with zero parallax appear 
attached to the projection screen and are perfectly suited for touch interaction. In con-
trast, it is more difficult to apply direct-touch interaction techniques to objects that 
appear in front of or behind the screen [15, 26, 29]. In this paper we focus on the major 
challenge of touching objects that appear in front of the projection screen. Two metho-
dologies can be used for touching such stereoscopic objects on a tabletop display: 

1. If the touch-sensitive surface captures only direct contacts, the user has to penetrate 
the stereoscopically displayed object to touch the 2D surface behind it [38, 39]. 

2. Alternatively, if the system can capture finger movements in front of the screen, 
the user may virtually “touch” the object in mid-air, i.e., in 3D space [3]. 

Due to the discrepancy between perceptual and motor space and the missing  
passive haptic feedback, both approaches provide natural feedback only for objects  
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Fig. 2. Illustration of the main problem of 3D mid-air “touch” interaction with stereoscopically 
displayed 3D data: If a 3D tracking system is used, the user can see a stereoscopic image while 
converging to her finger. Due to the vegence-accommodation conflict, the virtual object ap-
pears blurred in comparison to the finger [7]. 

rendered with zero parallax. This poses the questions where users “touch” a stereos-
copically displayed object in 3D space. Here, one issue is the well-documented issue 
of misperception of distances in virtual 3D scenes [20]. Another problem arises from 
potential touch locations on the 2D display surface, as there are two distinct projec-
tions, one for each eye. If the user penetrates the object while focusing on her finger, 
the stereoscopic impression of the object is disturbed, since the user’s eyes are not 
accommodated and converged to the projection screen’s surface anymore. Thus, the 
left and right stereoscopic images of the object’s projection appear blurred and can 
usually not be merged as illustrated in Figure 1 (left). However, focusing on the  
virtual object causes a disturbance of the stereoscopic perception of the user’s finger, 
since her eyes are converged on the object’s 3D position, see Figure 1 (right). If a 3D 
tracking system is used, the user can see a stereoscopic image while converging her 
eyes to her finger. Yet, due the vergence-accommodation conflict [7,8], the virtual 
object will appear blurred in comparison to the real finger (see Figure 2). 

In this paper we address the challenge of how to interact with stereoscopic content 
in front of a touch-sensitive tabletop surface. Towards this, we also analyze touch 
behavior when touch sensing is constrained to the 2D screen surface. In order to allow 
the user to select arbitrary objects, a certain area of the touch surface, which we refer 
to as on-surface target, must be assigned to each object. In the monoscopic case the 
mapping between an on-surface touch area and the intended object point in the virtual 
scene is straightforward. Yet, with stereoscopic projection this mapping is more prob-
lematical. In particular, since there are different projections for each eye, the question 
arises where users touch the surface when they try to “touch” a stereoscopic object. In 
principle, the user may touch anywhere on the surface to select a stereoscopically 
displayed object. However, according to our previous work [39], the most likely  
alternatives that users try to touch are the (see Figure 4): 
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• midpoint (M) between the projections for both eyes, 
• projection for the dominant eye (D), or 
• projection for the non-dominant eye (N). 

A precise approach to this mapping is important to ensure efficient interaction  
and correct selections, in particular in a densely populated virtual scene. First, we 
determine a precise on-display target area where users touch the screen to select a 3D 
object. Second, we compare this approach with systems where the user’s finger can be 
tracked in 3D space, and where users virtually touch objects in mid-air 3D space. The 
results of this experiment provide guidelines for the choice of touch technologies, as 
well as the optimal placement and parallax of interactive elements in stereoscopic 
touch environments. 

In summary, our contributions are:  

• An analysis of on-display touch areas for 3D target objects in stereoscopic  
touch-sensitive tabletop setups. 

• A direct comparison of 2D touch and 3D mid-air selection precision. 
• Guidelines for designing user interfaces for stereoscopic touch-sensitive tabletops. 

The remainder of this paper is structured as follows. Section 2 summarizes related 
work in touch interaction and stereoscopic display. Section 3 describes the  
experiments we conducted to identify 2D/3D touch behavior. Section 4 presents the 
results, which are discussed in Section 5. An example application using the derived 
guidelines is described in Section 6. Section 7 concludes the paper.  

2 Background 

Recently, many approaches for extending multi-touch interaction techniques to 3D 
applications with monoscopic display have been proposed [15, 23, 28, 29]. For  
instance, Hancock et al. [15] presented the concept of shallow-depth 3D, i.e., 3D  
interaction within a limited range, to extend interaction possibilities with digital 2D 
surfaces. However, direct touch interaction with stereoscopically displayed scenes 
introduces new challenges [31], since the displayed objects can float in front of or 
behind the interactive display surface. Müller-Tomfelde et al. presented anaglyph- or 
passive polarization-based stereoscopic visualization combined with FTIR-based 
touch detection on a multi-touch enabled wall [25], and discussed approaches based 
on mobile devices for addressing the formulated parallax problems. The parallax 
problem described in the introduction is known from the two-dimensional 
representation of the mouse cursor within a stereoscopic image [31]. While the mouse 
cursor can be displayed stereoscopically on top of objects [31] or monoscopically 
only for the dominant eye [36], movements of real objects in the physical space, e.g., 
the user’s hands, cannot be constrained such that they appear only on top of virtual  
objects. Grossman and Wigdor [11] provided an extensive review of the existing work 
on interactive surfaces and developed a taxonomy for this research. This framework 
takes the perceived and actual display space, the input space and the physical  
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properties of an interactive surface into account. As shown in their work, 3D 
volumetric visualizations are rarely considered in combination with 2D direct surface 
input.  

Even on monoscopic touch surfaces, the size of the human fingers and the lack of 
sensing precision can make precise touch screen interactions difficult [14, 40]. Some 
approaches have addressed this issue, for example, by providing an adjustable [6]  
or fixed cursor offset [27], by scaling the cursor motion [6] or by extracting the  
orientation of the user’s finger [16]. 

2.1 Kinematics of Touch 

The kinematics of point and grasp gestures and the underlying cognitive functions 
have been studied by many research groups [13, 21, 41]. For instance, it has been 
shown that total arm movement during grasping consists of two distinct component 
phases:  

1. an initial, ballistic phase during which the user’s attention is focused on the object 
to be grasped (or touched) and the motion is basically controlled by proprioceptive 
senses, and  

2. a subsequent correction phase that reflects refinement and error-correction of the 
movement, incorporating visual feedback in order to minimize the error between 
the hand or finger, respectively, and the target [18].  

Furthermore, MacKenzie et al. [19] have investigated the real-time kinematics of 
limb movements in a Fitts’ task and have shown that, while Fitts’ law holds for the 
total limb-movement time, humans usually start sooner decelerating the overall mo-
tion, if the target seems to require more precision in the end phase. The changes of the 
kinematics and control of the reaching tasks within virtual environments have also 
been investigated [7, 9, 29]. Valkov et al. [38] showed that users are, within some 
range, insensitive to small misalignments between visually perceived stereoscopic 
positions and the sensed haptic feedback when touching a virtual object. They  
proposed to manipulate the stereoscopically displayed scene in such a way that the 
objects are moved towards the screen when the user reaches for them [37, 38].  
However, the problem is that objects have to be shifted in space, which may lead to a 
disturbed perception of the virtual scene for larger manipulations. 

2.2 3D Touch for 3D Objects 

To enable direct “touch” selection of stereoscopically displayed 3D objects in space, 
3D tracking technologies can capture a user’s hand or finger motions in front of the 
display surface. Hilliges et al. [16] investigated an extension of the interaction space 
beyond the touch surface. They tested two depth-sensing approaches to enrich multi-
touch interaction on a tabletop setup. Although 3D mid-air touch provides an intuitive 
interaction technique, touching an intangible object, i.e., touching the void [8], leads 
to potential confusion and a significant number of overshoot errors. This is due  
to a combination of three factors: depth perception is less accurate in virtual  
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scenes than in the real world, see e.g., [32], the introduced double vision, and also 
vergence-accommodation conflicts. A few devices, such as the CyberGrasp, support 
haptic feedback when touching objects in space, but require extensive user instrumen-
tation. A similar option for direct touch interaction with stereoscopically rendered 3D 
objects is to separate the interactive surface from the projection screen, as proposed  
by Schmalstieg et al. [30]. In their approach, the user is provided with a physical 
transparent prop, which can be moved in front of the object of interest. This object 
can then be manipulated via single- or multi-touch gestures, since it has almost zero 
parallax with respect to the prop. 

2.3 2D Touch for 3D Objects 

Recently, multi-touch devices with non-planar surfaces, such as cubic [10] or spheri-
cal ones [5], were proposed. Other approaches are based on controlling the 3D posi-
tion of a cursor through multiple touch points [4, 34]. These can specify 3D axes or 
points for indirect object manipulation. Interaction with objects with negative parallax 
on a multi-touch tabletop setup was addressed by Benko et al.’s balloon selection [4], 
as well as Strothoff et al.’s triangle cursor [34], which use 2D touch gestures to speci-
fy height above the surface. Valkov et al. [39] performed a user study, in which they 
displayed 3D objects stereoscopically either in front of or behind a large vertical  
projection screen. They recorded user behavior when instructed to touch the virtual 
3D objects on the display surface. They identified that users tend to touch between the 
projections for the two eyes with an offset towards the projection for the dominant 
eye. However, the results suffered from a large variance between subjects. Hence, it is 
unclear how far these results can be applied to different setups, such as mobile screens 
or tabletops, where users have an easy frame of reference due to the bezel. Also, they 
may engage in different touch behavior due to physical support and gravity. 

So far, no comparative analysis exists for 2D and 3D touch interaction in stereos-
copic tabletop setups. Thus, it remains unclear if 2D touch is a viable alternative to 
3D mid-air touch.  

3 Experiments 

Here we describe our experiments in which we analyzed the touch behavior as well as 
the precision of 2D touch and 3D mid-air touches. We used a standard ISO 9241-9 
selection task setup [19] on a tabletop surface with 3D targets displayed at different 
heights above the surface, i.e., with different negative stereoscopic parallaxes.  

3.1 Participants 

Ten male and five female subjects (ages 20-35, M=27.1, heights 158-193cm, 
M=178.3cm) participated in the experiment. Subjects were students or members of 
the Departments of computer science, media communication or human computer-
interaction. Three subjects received class credit for participating in the experiment.  
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Fig. 3. Experiment setup: photo of a subject during the experiment (with illustrations). As  
illustrated on the screen, the target objects are arranged in a circle. 

All subjects were right-handed. We used the Porta and Dolman tests to determine  
the sighting dominant eye of subjects [22]. This revealed eight right-eye dominant 
subjects (7 males, 1 female) and five left-eye dominant subjects (2 males, 3 females). 
The tests were inconclusive for two subjects (1 male, 1 female), for which the 2 tests 
indicated conflicting eye dominance. All subjects had normal or corrected to normal 
vision. One subject wore glasses and four subjects wore contact lenses during the 
experiment. None of the subjects reported known eye disorders, such as color weak-
nesses, amblyopia or known stereopsis disruptions. We measured the interpupillary 
distance (IPD) of each subject before the experiment, which revealed IPDs between 
5.8cm and 7.0cm (M=6.4cm). We used each individual’s IPD for stereoscopic display 
in the experiment. 14 subjects reported experience with stereoscopic 3D cinema, 14 
reported experience with touch screens, and 8 had previously participated in a  
study involving touch surfaces. Subjects were naive to the experimental conditions. 
Subjects were allowed to take a break at any time between experiment trials in  
order to minimize effects of exhaustion or lack of concentration. The total time  
per subject including pre-questionnaires, instructions, training, experiment, breaks, 
post-questionnaires, and debriefing was about 1 hour.  

3.2 Materials 

For the experiment we used a 62 x 112cm multi-touch enabled active stereoscopic 
tabletop setup as described in [7]. The system is shown in Figure 3 and uses rear  
diffuse illumination [24] for multi-touch. For this, six high-power infrared (IR) LEDs 
illuminate the screen from behind. When an object, such as a finger or palm, comes  
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in contact with the diffuse surface it reflects the IR light, which is then sensed by a 
camera. We use a 1024x768 PointGrey Dragonfly2 with a wide-angle lens and a 
matching IR band-pass filter at 30 frames per second. We use a modified version of 
the NUI Group’s CCV software to detect touch input on a Mac Mini server. Our setup 
uses a matte diffusing screen with a gain of 1.6 for the stereoscopic back projection. 
We used a 1280x800 Optoma GT720 projector with a wide-angle lens and an active 
DLP-based shutter at 60Hz per eye. We used an optical WorldViz PPT X4 system 
with sub-millimeter precision and sub-centimeter accuracy to track the subject’s  
finger and head in 3D, both for 3D “touch” detection as well as view-dependent  
rendering. For this, we attached wireless markers to the shutter glasses and another 
diffused IR LED on the tip of the index finger of the subject’s dominant hand. We 
tracked and logged both head and fingertip movements during the experiment. 

The visual stimulus consisted of a 30cm deep box that matches the horizontal di-
mensions of the tabletop setup (see Figure 3). We matched the look of the scene to the 
visual stimuli used by Teather and Stuerzlinger [35, 36]. The targets in the experiment 
were represented by spheres, which were arranged in a circle as illustrated in Figure 
3. A circle consisted of 11 spheres rendered in white, with the active target sphere 
highlighted in blue. The targets highlighted in the order specified by ISO 9241-9 [18]. 
The center of each target sphere indicated the exact position where subjects were 
instructed to touch with their dominant hand in order to select a sphere. For 3D touch 
this was the 3D position, and for 2D touch the center of the 2D projection. The size, 
distance, and height of target spheres were constant within circles, but varied between 
circles. Target height was measured as positive height from the level screen surface. 
Subjects indicated target selection using a Razer Nostromo keypad with their non-
dominant hand. The virtual scene was rendered on an Intel Core i7 3.40GHz computer 
with 8GB of main memory, and an Nvidia Quadro 4000 graphics card.  

3.3 Methods 

The experiment used a 2 x 5 x 2 x 2 within-subjects design with the method of con-
stant stimuli, in which the target positions and sizes are not related from one circle to 
the next, but presented randomly and uniformly distributed [11]. The independent 
variables were selection technique (2D touch vs. 3D mid-air touch), target height 
(between 0cm and 20cm, in steps of 5cm), as well as target distance (16cm and 25cm) 
and target size (2cm and 3cm). Each circle represented a different index of difficulty 
(ID), with combinations of 2 distances and 2 sizes. The ID indicates overall task diffi-
culty [12]. It implies that the smaller and farther a target, the more difficult it is to 
select quickly and accurately. Our design thus uses four uniformly distributed IDs 
ranging from approximately 2.85bps to 3.75bps, representing an ecologically valuable 
range of difficulties for such a touch-enabled stereoscopic tabletop setup. As depen-
dent variables we measured the on- as well as off-display touch areas for 3D target 
objects.  

The experiment trials were divided into two blocks: one for the 2D and one for the 
3D touch technique. We randomized their order between subjects. At the beginning of 
each block subjects were positioned standing in an upright posture in front of the 
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tabletop surface as illustrated in Figure 3. To improve comparability, we compensated 
for the different heights of the subjects by adjusting a floor mat below the subject’s 
feet, resulting in an (approximately) uniform eye height of 1.85cm for each subject 
during the experiment. The experiment started with task descriptions, which were 
presented via slides on the tabletop surface to reduce potential experimenter bias. 
Subjects completed 5 to 15 training trials with both techniques to ensure that they 
correctly understood the task and to minimize training effects. Training trials were 
excluded from the analysis. 

In the experiment, subjects were instructed to touch the center of the target spheres 
as accurately as possible (either with 2D or 3D touch), for which they had as much 
time as needed. For this, subjects had to position the tip of the index finger of their 
dominant hand inside the 3D sphere for the 3D touch condition, or push their finger 
through the 3D sphere until it reached the 2D touch surface. Subjects did not receive 
feedback whether they “hit” their target, i.e., subjects were free to place their index 
finger in the real world where they perceived the virtual target to be. We did this to 
evaluate the often-reported systematical over- or underestimation of distances in vir-
tual scenes, which can be observed even for short grasping-range distances [32], as 
also tested in this experiment. Moreover, we wanted to evaluate the impact of such 
misperceptions on touch behavior in stereoscopic tabletop setups. We tracked the tip 
of the index finger in both 2D and 3D touch conditions. When subjects wanted to 
register the selection, they had to press a button with their non-dominant hand on the 
keypad. We recorded a distinct 2D and 3D touch position for each target location  
for each configuration of independent variables, with a total of 20 circles and 220 
recorded touch positions per participant. 

4 Results 

In this section we summarize the results from the 2D and 3D touch experiment. We 
had to exclude two subjects from the analysis who obviously misunderstood the task. 
We analyzed these results with a repeated measure ANOVA and Tukey multiple 
comparisons at the 5% significance level (with Bonferonni correction).  

4.1 2D Touch 

For the 2D touch technique, we evaluated the judged 2D touch points on the surface 
relative to the potential projected target points, i.e., the midpoint (M) between  
the projections for both eyes, as well as the projection for the dominant (D), and the 
non-dominant (N) eye, as illustrated in Figure 4. Figure 5 shows scatter plots of the 
distribution of the touch points from all trials in relation to the projected target centers 
for the dominant and non-dominant eye for the different heights of 0cm, 5cm, 10cm, 
15cm and 20cm (bottom to top). We normalized the touch points in such a way that 
the dominant eye projection D is always shown on the left, and the non-dominant  
eye projection N is always shown on the right side of the plot. The touch points are 
displayed relatively to the distance between both projections.  
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Fig. 4. Illustration of finger movement trails for eye user groups touching towards the dominant 
eye projection (D), non-dominant eye projection (N), or towards the midpoint. The trails have 
been normalized and are displayed here for a right-eye dominant user. 

As it is illustrated in Figures 4 and 5, we observed three different behaviors when 
subjects used the 2D touch technique. In particular, eight subjects touched towards the 
midpoint, i.e., the center between the dominant and non-dominant eye projections. 
This includes the two subjects for whom eye dominance estimates were inconclusive. 
We arranged these subjects into the group GM. Furthermore, three subjects touched 
towards the dominant eye projection D, which we refer to as group GD, and three 
subjects touched towards the non-dominant eye projection N, which we refer to as 
group GN. This points towards an approximately 50/50% split in terms of behaviors in 
the population, i.e., between group GM and the composite of groups GD and GN. 

We found a significant main effect of the three groups (F(2,11)=71.267, p<.001, 
partial-eta2=.928) on the on-surface touch areas. Furthermore, we found a significant 
two-way interaction effect of the three groups and target heights (F(8,44)=45.251, 
p<.001, partial-eta2=.892) on the on-surface touch areas. The post-hoc test revealed 
that the on-surface target areas, see Figure 5, significantly (p<.001) vary for objects 
that are displayed at heights of 15cm or higher. For objects displayed at 10cm height 
group GD and GN vary significantly (p<.02). For objects displayed below 10cm we 
could not find any significant difference. As illustrated in Figure 5, for these heights 
the projections for the dominant and non-dominant eye are close together, and  
subjects touched almost the same on-screen target areas.  

Considering the on-surface touch areas, we found that on average the relative touch 
point for group GD was 0.97D+0.03N for projection points D∊ℝ2 and N∊ℝ2, meaning 
the subjects in this group touched towards the projection for the dominant eye, but 
slightly inwards to the center. The relative touch point for group GN was 
0.11D+0.89N, meaning the subjects in this group touched towards the projection for 
the non-dominant eye, again with a slight offset towards the center. Finally, for group  
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Fig. 5. Scatter plots of relative touch points between the dominant (D) and non-dominant (N) 
eye projections of the projected target centers on the surface for the 2D touch technique. Black 
crosses indicate the two projection centers. Black circles indicate the approximate projected 
target areas for the dominant and non-dominant eye. Top to bottom rows show results for 
20cm, 15cm, 10cm, 5cm, and 0cm target heights. The left column shows subject behavior for 
dominant-eye touches (3 subjects), the middle for center-eye touches (8 subjects), and the right 
for non-dominant-eye touches (3 subjects). Note that the distance between the projection cen-
ters depends on the target height. 

GM we found that on average the relative touch point for this group was 
0.504D+0.596N. We could not find any significant difference for the different 
heights, i.e., the touch behaviors were consistent throughout the tested heights. 

However, we observed a trend of target height on the standard deviations of the ho-
rizontal distributions (x-axis) of touch points for all groups as shown in Figure 5. For 
0cm target height we found a mean standard deviation (SD) of 0.29cm, for 5cm 
SD 0.32cm, for 10cm SD 0.42cm, for 15cm SD 0.52cm, and for 20cm SD 0.61cm. 
For the vertical distribution (y-axis) of touch points and at 0cm target height we found 
a mean SD of 0.20cm, for 5cm SD 0.20cm, for 10cm SD 0.25cm, for 15cm SD 
0.29cm, and for 20cm SD 0.30cm. 

In summary, the results for the 2D touch technique show a significant effect for the 
different user groups on the on-surface touch area over the range of tested heights. 
These on-surface touch areas vary significantly for objects displayed at heights of 
10cm and higher. 
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4.2 3D Touch 

We analyzed the tracked physical 3D “touch” points where subjects judged the per-
ceived center of the mid-air target spheres for the 3D touch technique in terms of their 
deviation from their actual position in the 3D virtual scene. Figure 6 shows scatter 
plots of the distribution of judged target positions in relation to the 3D target centers 
for the different target heights over all trials. The red dots indicate the center positions 
of the spheres as judged by the subjects. The black wireframe spheres illustrate the 
actual position and size of the objects. We normalized the judged positions relative to 
the optical view angle towards the target center. We found no significant difference in 
the judged positions for the three groups identified in Section 4.1 and pooled the data. 
We analyzed the effect of target height on the subjects’ judgments. We found a  
significant main effect of target height on the distances of judged positions from the 
displayed target centers. Mauchly's test indicated that the assumption of sphericity had 
been violated for effects of height on the distances of judged positions (chi2(9)=62.388, 
p<.001), therefore degrees of freedom were corrected using Greenhouse-Geisser  
estimates of sphericity (epsilon=.302). The results show that the distances of  
judged positions significantly differs for heights  (F(1.21,15.725)=12.846, p<.002, 
partial-eta2=.497). 

A Tukey post-hoc test with Bonferroni correction revealed that subjects estimated 
the target centers significantly closer to the actual displayed target centers for the 0cm 
targets in comparison to targets displayed at 20cm height (p<.002). For all other 
heights the results suggest that the higher the targets are displayed, the larger are the 
deviations. Pooling over all subjects, we observed mean distances to target centers  
of M=0.56cm (SD=0.27cm) for 0cm target height, M=0.88cm (SD=0.53cm) for 5cm, 
M=0.97cm (SD=0.61cm) for 10cm, M=1.32cm (SD=0.93cm) for 15cm, and 
M=1.90cm (SD=1.48cm) for 20cm. The results suggest that the physical constraints 
provided by the touch surface at 0cm height reduced judgment errors for objects at 
zero parallax relative to the other heights. We found no significant difference when 
comparing to the results for the 2D touch technique at 0cm target height as presented 
in Section 4.1. 

As it can be seen in Figure 6, subjects made larger errors along the view axis than 
along the orthogonal axes. For the mid-air target positions we found a mean standard 
deviation of 1.43cm along the optical line-of-sight, a mean SD of 0.36cm parallel to 
the touch surface, and a mean SD of 0.50cm orthogonal to the other axes. Further-
more, these deviations increased with increasing target heights. For the different  
target heights above the surface we observed standard deviations of judged positions 
along the optical line-of-sight of SD=2.20cm (for 20cm target height), SD=1.52cm 
(15cm), SD=1.05cm (10cm), and SD=0.94cm (5cm). On the other hand, we observed 
standard deviations of judged positions orthogonal to the view axis parallel to the 
touch surface of only SD=0.49cm (20cm), SD=0.39cm (15cm), SD=0.30cm (10cm), 
and SD=0.27cm (5cm). Finally, we found standard deviations of judged positions 
orthogonal to the other axes of only SD=0.70cm (20cm), SD=0.55cm (15cm), 
SD=0.41cm (10cm), and SD=0.35cm (5cm). We further analyzed the data to  
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Fig. 6. Scatter plots of judged positions of the 3D target centers for the 3D touch technique over 
all subjects. Black wireframe spheres indicate the targets. The diagonal arrow illustrates the 
normalized view angle. The five diagrams show results for 20cm, 15cm, 10cm, 5cm, and 0cm 
target heights. 

determine whether deviations in judged target positions result from under- or overesti-
mation of distances from the observer to the mid-air targets [7,8]. We observed a mean 
distance underestimation of 0.25% (SD=2.93%). Surprisingly, we found a distance 
overestimation of M=0.4% (SD=2.00%) and M=1.0% (SD=2.25%) for heights of 5cm 
and 10cm, respectively. Yet, we found an underestimation of M=-0.54% (SD=2.67%) 
and M=-0.98% (SD=4.18%) for heights of 15cm and 20cm, respectively. 

In summary, the results for the 3D touch technique show a significant effect of  
stereoscopic parallax over the range of tested heights on the precision and accuracy of 
judging the position of a target object. 

5 Discussion 

Our results provide interesting guidelines on how touch interaction in 3D stereoscopic 
tabletop setups should be realized. First of all and in contrast to previous work [39], 
our results show evidence for a twofold diversity of 2D touch behaviors of users.  
As shown in Figure 5, roughly half of the subjects in our study touched through the 
virtual object towards the center between the projections, and the other half touched 
towards projections determined by a single eye. The second group roughly splits in 
half again depending if they touch the projection for the dominant or non-dominant 
eye. Our results differ from the findings by Valkov et al. [39]. Using a setup with a 
large vertical projection plane they observed that subjects touched towards the center 
projection, with a slight offset towards the dominant eye. With 3 subjects touching 
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towards the dominant eye, and 3 subjects towards the non-dominant eye in our study, 
user behavior in tabletop environments cannot be explained by this model. As a 
guideline, we suggest that the center between the projection for the left and right eye 
can be used to detect selections of objects stereoscopically displayed with less than 
10cm height, since we did not observe significant differences between subjects at 
such heights. In order to reliably detect selections for objects higher above the screen, 
i.e., with larger parallaxes, our results suggest that for each user a calibration would 
be required. Our results confirm that this approach is highly beneficial, since subjects 
touched consistently for all heights towards the dominant, center, or non-dominant 
projection. 

For practical considerations and to evaluate the ecological validity of using the 2D 
touch technique for selections of targets at a height between 0cm and 10cm, we  
computed the minimal on-surface touch area that supports 95% correct detection of 
all 2D touch points in our experiment. Due to the similar distributions of touch points 
between the three behavior groups for these heights shown in Figure 5, we determined 
the average minimal 95% on-surface region over all participants. Our results show 
that an elliptical area with horizontal and vertical diameter of 1.64cm and 1.07cm 
with a center in the middle between the two projections is sufficient for 95% correct 
detection. This rule-of-thumb heuristic for on-surface target areas is easy to  
implement and ecologically valuable considering the fat finger problem [14, 40]. Due 
to this problem objects require a relatively large size of between 1.05cm to 2.6cm for 
reliable acquisition, even in monoscopic touch-enabled tabletop environments. 

The results of our second experimental condition reveal that distinct differences  
exist between the 3D mid-air touch technique and the 2D touch technique. These 
differences impact the relative performance and applicability for interaction with 
objects displayed stereoscopically at different heights above the surface. We found no 
behavior groups or effects of eye dominance on the distribution of judged 3D target 
positions. Our results show that target height has an effect on precision and accuracy 
of 3D selections, with large errors mainly along the optical line-of-sight, which we 
believe to correlate with distance misperception. For 3D objects displayed close to the 
display surface up to 10cm, touching objects in 2D on the surface by touching 
“through” the stereoscopic impression is more accurate than 3D mid-air touching. 
Considering that much research has shown that 3D mid-air touches of virtual objects 
suffer from low accuracy and precision due to visual conflicts, including vergence-
accommodation mismatch, diplopia, and distance misperception [7, 8], it is a promis-
ing finding that the reduction of 3D selection tasks to 2D input with the 2D touch 
technique can improve performance for tabletop surface with stereoscopically dis-
played objects. However, the results also show that the accuracy for 2D touching of 
objects displayed above the screen decreases significantly for large negative parallax. 
The findings are encouraging for stereoscopic visualization on (multi-)touch surfaces. 
They suggest that virtual objects do not have to be constrained exactly at the zero-
parallax level, but may deviate up to 10cm before 2D touch accuracy is significantly 
degraded [38, 39]. For such distances, the 2D touch technique is a good choice and 
instrumenting users with gloves or 3D markers can be avoided. Overall, our results 
show that it is possible to leverage stereoscopic cues in tabletop setups for an  
improved spatial cognition. 
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As a guideline for future tabletop setups with direct 2D touch input, the results 
suggest that touch-enabled 3D objects should not be displayed above an interactive 
display surface at more than about 10cm height. Above that, the disadvantages out-
perform the benefits and 3D interaction techniques should be used in that region, as 
they will provide more accurate interaction possibilities. 

6 Example Application: Stereoscopic 3D Widgets 

Our experiments have shown that the 2D touch technique has enormous potential as a 
new interaction paradigm for stereoscopic multi-touch surfaces as long as the objects 
are displayed with less than 10cm above the surface. In this region our 2D touch  
technique is the more accurate choice. While this constraint appears to limit the  
application scenarios in which one could use the 2D touch technique, it also ensures a 
simple implementation for interaction, in particular, a clear definition of on-display 
target areas as described in Section 5. Moreover, the size and scale of many virtual 
objects used in actual tabletop applications suit this constraint. For instance, 3D  
widgets can be displayed stereoscopically on any multi-touch surface and provide the 
user with a natural haptic feedback experience when she virtually touches them. 

In order to evaluate the quality of the 3D touch technique in a real-world applica-
tion, we adapted a simple visualization application for virtual caravans (see Figure 7). 
With this application customers can evaluate various types of caravans with several 
different features. The 3D widgets on the menu plane allow users to change the visual 
appearance of the caravan, lighting parameters, turn on signals, headlamps etc. We 
implemented the on-surface target areas of these 3D widgets as described in Section 
5. The highest widgets, i.e., the 3D buttons on the menu panel, are displayed about 
10cm above the surface. We used the same physical setup as described in Section 3.2. 
For this application we used the Unity3D game engine for the generation and render-
ing of the virtual scene. Unity3D provides a simple development environment for  
 

 

Fig. 7. User interacting with a virtual scene in a stereoscopic multi-touch tabletop setup using 
touch-enabled 3D widgets. The widgets in the graphical user interface were rendered with 
negative parallax of up to 10cm height. 
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virtual scenes, animations and interactions. In order to synchronize virtual camera 
objects with the movements of a user, we integrated the MiddleVR for Unity software 
framework. MiddleVR supports streaming of motion data from our tracking system to 
Unity3D using the Virtual Reality Peripheral Network (VRPN) protocol. With this we 
stream head poses to Unity3D, resulting in a correct perspective from the user's point 
of view at all times. 

We presented this application to four users, and made several interesting observa-
tions. First, all users acknowledged the stereoscopic display when viewing the  
3D scene. Second, most users immediately understood that the menu panel with the 
3D widgets provides a means to interact with the setup. Surprisingly, when users tried 
to “touch” the 3D widgets, they adapted their actions to the affordances provides by 
the widget. For instance, when they pressed the toggle switch, usually they touched its 
lifted part, although we did not distinguish between touch positions on the surface. 
We see this as further indication that stereoscopic display in combination with a 
touch-enabled surface does indeed support the notion of 3D physical interaction  
elements. Finally, none of the users complained about non-reactive 3D widgets, 
which might have occurred if they missed the on-surface target areas. This suggests 
that the shape and size of the on-surface touch areas, as determined by our above 
study, is sufficient for using stereoscopic 3D widgets in tabletop setups. 

7 Conclusion and Future Work 

In this paper we evaluated and compared 2D touch and 3D touch interaction  
techniques for scenes on touch-sensitive tabletop setups with stereoscopic display. We 
analyzed the differences of 3D mid-air touch input and a technique based on reducing 
the 3D touch problem to two dimensions by having users touch “through” the stereos-
copic impression of 3D objects, resulting in a 2D touch on the display surface. We 
identified two separate classes of user behavior, with one group that touches the cen-
ter between the projections, whereas the other touches the projection for the dominant 
or non-dominant eye. The results of the experiment show a strong interaction effect 
between input technique and the stereoscopic parallax of virtual objects. 

The main contributions of this work are: 

• We identified two separate classes of user behavior when touching “through”  
stereoscopically displayed objects. 

• We compared precision and accuracy of 2D/3D direct touch input, which revealed 
that the 2D touch technique is a viable alternative to 3D touch interaction for object 
selection up to about 10cm height from the display surface. 

• We determined on-surface target regions that support a simple implementation  
of the 2D touch technique. This enables intuitive touch input for 3D objects and 
widgets in stereoscopic 3D tabletop applications. 

The results are encouraging for stereoscopic visualization in future touch-enabled 
tabletop setups, since no additional instrumentation and tracking technology is needed 
for objects with a small stereoscopic parallax. An interesting question for future work 
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is if the results can be applied to portable setups, where the orientation of the touch-
sensitive surface varies during interaction. We plan to further pursue these topics to 
provide compelling user experiences and effective user interfaces for touch-sensitive 
stereoscopic display surfaces. Moreover, we plan to investigate also how the 2D and 
3D touch methods compare in terms of the speed-accuracy tradeoff. 

Acknowledgements. This work was partly supported by grants from the Deutsche 
Forschungsgemeinschaft and the Natural Sciences and Engineering Research Council 
of Canada. 
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Abstract. Interactively creating and editing 3D content requires the manipulation 
of many degrees of freedom (DoF). For instance, docking a virtual object involves 
6 DoF (position and orientation). Multi-touch surfaces are good candidates as  
input devices for those interactions: they provide a direct manipulation where 
each finger contact on the table controls 2 DoF. This leads to a theoretical upper 
bound of 10 DoF for a single-handed interaction. With a new hand parameteriza-
tion, we investigate the number of DoF that one hand can effectively control on a 
multi-touch surface. A first experiment shows that the dominant hand is able to 
perform movements that can be parameterized by 4 to 6 DoF, and no more (i.e., at 
most 3 fingers can be controlled independently). Through another experiment, we 
analyze how gestures and tasks are associated, which enable us to discover some 
principles for designing 3D interactions on tabletop.  

Keywords: 3D manipulation, multi-touch interaction, tabletop interaction,  
gesture-based interaction. 

1 Introduction 

The interactions used to create or edit 3D content need to control simultaneously a 
large number of degrees of freedom (DoF). For instance, the classical docking task 
(i.e., defining the position and orientation of an object) requires the control of 6 DoF. 
The recent rise of tabletop devices seems promising for enabling such 3D interactions. 
Indeed, those devices have a number of desirable properties: first, despite the mis-
match between the 2D nature of the input and the 3D nature of the virtual objects to 
be manipulated, tabletop interaction is closer to traditional shape design tools (such as 
pencil and paper, or modeling clay on a support table) than many 3D input devices, 
requiring to be hold in mid-air. Resting on a horizontal table induces less fatigue, 
allowing longer periods of activity. It also enables more precise gestures. Lastly, with 
the advent of multi-touch devices, the number of DoF that can be simultaneously 
controlled on a tabletop device is high: since each fingertip specifies a 2D position, 
the use of a single hand theoretically allows the control of 5 fingers × 2D = 10 DoF. 

This value of 10 DoF is clearly an upper bound of the actual number of DoF that a 
user can simultaneously manipulate with a single hand. Several evidences show that 
the actual number is lower: so far, no multi-touch interaction uses the positions of the 
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five fingers of a hand to control 10 parameters of the object being manipulated. Our 
common sense tells us that our fingers are not totally independent, since they are 
linked by the hand, and moreover that even for movements that would be physically 
doable, we can hardly control each finger independently.  

To analyze gestures and DoF, using a new hand parameterization, we successfully 
decomposed gestures into elementary motion phases, such as translation, rotation and 
scaling phases.  Such phase analysis method permits us to investigate fundamental 
behaviors of hands and gestures.  

A first goal of this paper is to evaluate the upper bound of the number of DoF that 
can be simultaneously controlled by a hand on a multi-touch device. This is done 
through an experiment that confirms and refines what our common sense, as well as 
what the corpus of current multi-touch interaction techniques tell us: the number of 
DoF of the hand on a surface is between 4 and 6.  

A second goal of the paper is to study how those DoF can be mapped to actual 3D 
manipulations, i.e., which interactions are the most efficient to exploit those DoF.  
Despite interaction with 3D content on tabletops is not “natural”, in the sense that 
there is no consensus among participants on how nontrivial 3D manipulations should 
be performed through 2D gestures, through another experiment, we discover some 
principles for designing 3D interactions on tabletop, which enable us to disambiguate 
3D content manipulations. Possible manipulations correspond to navigation tasks 
(when the point of view is manipulated), object positioning tasks (i.e., object transla-
tion, rotation or scaling) and object deformation tasks (i.e., stretching, compressing or 
bending some part of an object).  

Finally, to compare and validate our research, we investigate how the new phase 
analysis method fits with the other recent results on multi-touch devices. 

2 Related Work 

The first manipulation tool humans ever use is their hand, which enables them to 
touch, grab, pinch, move, or rotate many objects. Thanks to multi-touch devices, these 
abilities are nearly extended to the digital world.  

Before creating a 3D user interface for multi-touch device, understanding the hand 
gesture is mandatory. Two aspects need to be studied: the hand gestures themselves, 
and the mapping between these gestures and tasks. 

2.1 Hand/Finger Dependencies 

Hand gesture analysis is a broad topic connected to many research fields. Every area 
we have explored notes dependences between fingers while performing a movement 
or a task. From a mechanical point of view, the hand consists of twenty-seven DoF, 
although biologically speaking, fingers are linked together by tendons and nerves and 
so on [1]. Neuroscientists note that a majority of hand movements can be described 
using two principal components [2]. Martin et al. observe dependence between fingers 
during voluntary and involuntary finger force change [3].  
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2.2 Multi-touch Interactions 

The manipulation of 3D contents on tabletop is a recent research topic. Hancock et al. 
compared different techniques to manipulate 3D objects with one, two or three 
fingers [4]. They extended the RNT (for Rotation ‘N’ Translation) algorithm [5], and 
showed that, using spatial modes, one touch input is sufficient to control 5 DoF, while 
three touch inputs enables the decoupling of interactions and thus becomes more user-
friendly. Martinet et al. described techniques to translate 3D objects along the depth 
axis using a finger of the non-dominant hand together with a unmoving dominant 
hand [6].  

Those works are just two examples of the many 3D user interfaces using tabletop 
(e.g., [7–9]). A common characteristic of those interactions lies in the limited number 
of fingers used to manipulate the objects. Indeed, three fingers by hand are used to 
interact with the virtual environment for the most complex tasks, and the use of the 
five fingers only occur if the gesture performed is simple (a global translation and/or 
rotation involving the whole hand).  

This rule even holds for interaction techniques designed for tasks more abstract 
than the manipulation of 3D contents like contextual menus that visualize information 
[10], or that enable the selection of tools or the switching of modes for manipulating 
objects [11, 12]. Again, all these interactions, while designed specifically for multi-
touch devices, use at most three fingers by hand. Bailly et al.’s works about finger-
count menus is a rare exception to this general pattern [13, 14]. Indeed, the number of 
finger corresponds to the number of the selected field in the menu. 

2.3 Hand Gestures Analysis 

In the context of multi-touch devices, hand gestures have been analyzed in conjunction 
with their mapping to particular tasks. Wobbrock et al. studied the “naturalness” of 
such mapping by letting users define gestures for a given set of tasks [15, 16]. Cohé et 
al. focused their analysis on object positioning tasks, and demonstrate the importance 
of finger starting points and of hand forms and trajectories [17].  

In contrast, gestures are analyzed by phase analysis techniques. Nacenta et al.  
studied gestures during object positioning tasks, and discover that an order of manipu-
lation exists [18]. One goal of this paper is to discover principles in order to develop 
3D interactions based on phase analysis techniques.   

3 Understanding Hand DoF on a Surface 

To get a better understanding of possible hand gestures when the fingertips are  
constrained to remain on a table, we ran a first experiment that does not involve any 
3D task. Since our goal was to estimate the number of DoF a user is able to simulta-
neously control with a single hand, we asked participants to use their dominant hand 
to perform a number of specific gestures. 
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3.1 Tasks 

The gesture is specified by a starting position and an ending position. Those positions 
consist of five circles, each circle (resp. labeled with 1, 2, etc.) representing the  
position of a finger (resp. the thumb, the forefinger, etc.), as depicted on Fig. 1.a. 
Once a finger is correctly positioned, the corresponding circle turns green. Once all 
fingers are correctly positioned, the circles vanish, and the ending position appears. 
Then, the participant has to move his/her fingers to match the ending position, while 
keeping all fingers in contact with the surface. She/he can take as much time as she 
wants to perform each gesture. 

The experiment was composed of thirty-seven trials. Those thirty-seven gestures 
are designed to be of various complexities: the simpler ones only involve movements 
of the whole hand, while the more complex ones involve the combinations of both 
hand movements and individual uncorrelated finger movements. Our set of gestures 
set was designed by testing in a preliminary study a comprehensive combination of 
elementary movements, and by discarding those that were too difficult to perform. 

For the first ten trials, an animation between the starting and the ending position 
was shown to the user prior the trial, whereas for the other trials, no path was sug-
gested. The participants were not asked to follow the suggestion, and its presence had 
no noticeable effect on the results we report below. 

 

 

Fig. 1. To analyze hand gestures, we asked users to move their fingers from specific initial 
positions to specific final positions 

3.2 Apparatus and Participants 

This experiment was conducted on a 22’’ multi-touch display by 3M (473 × 296 mm, 
1680 × 1050 pixels, 60 Hz, 90 DPI). The software was based on the QT and Ogre3D 
libraries.  

31 participants, composed of 8 women and 23 men, were tested. Average age was 
30 (min. 22, max 49). All participants had normal or corrected to normal vision. For 
left-handed participants, the experiment was mirrored. Participant’s background was 
variable, and not only computer scientist background. Participants’ experience with 
3D applications, and tactile devices was variable, but this was not an issue, as the goal 
of the experiment was to get some understanding of fundamental physical behavior.  
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3.3 New Parameterization for Hand Analysis 

During each trial, the trajectories of the tip of the fingers were recorded. To analyze 
gestures, we define the following parameterization of the hand: we use the position of 
the thumb as the origin of a local frame, in order to simplify the decomposition into 
phases. The first axis of the frame is given by the thumb/forefinger direction of the 
starting position. Therefore, the hand position is given by the local frame (2 DoF  
for the position of the origin), and by the position of each finger in this frame (0 DoF 
for the thumb as it is always at the origin, 2 DoF –distance and angle– for the  
other fingers). 

The position of each finger in the local frame is parameterized by a couple (Ri, Si) 
–for rotation and scale– where Ri is the angle defined by the finger of the local frame 
(i.e., the angle between the thumb/forefinger direction at the starting position and the 
thumb/finger direction at the current position); and Si is the ratio between the current 
distance to the thumb of the finger and its distance to the thumb at the starting posi-
tion (Fig. 2). With these definitions, a simple translation of the hand keeps the couple 
(Ri, Si) constant (only the origin of the local frame changes); a rotation of the hand 
changes all the Ri by the same amount but does not impact the Si. In contrast, a pinch 
gesture will only impact the Si, making them decrease from 1 (fingers at the same 
distance from the thumb than while resting in the starting position) to a value smaller 
than 1 (fingers closer to the thumb). 

 

 

Fig. 2. Hand parameterization: definition of Ri and Si 

3.4 Results 

A first look at the traces produced by participants’ fingers confirms an intuitive  
hypothesis: hand gestures on a table can be decomposed into global motion phases 
(Fig. 3) and some local motion phases. 
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3.4.1 Global Gestures 
The global part consists of the position of the hand (hand translation), its orienta-
tion (hand rotation), and how much it is opened (hand scaling). We quantify those 
parts using the hand translation (T) as the position of the origin of the local frame 
(i.e., of the thumb); and the hand rotation (R) (resp. scaling (S)) as a weighted 
barycenter of the Ri (resp. Si). The weights are chosen to reduce the impact of  
a finger that is far from the others (i.e., to provide a kind of continuous median 
value), e.g., for R:  

 
(1)

We then define phases as periods of time during which a significant variation oc-
curs for those variables, i.e., their first derivative is above a threshold (i.e., threshold 
are respectively 0.005, 0.5, and 0.001 for translation, rotation and scaling). Fig. 3 
shows the variation of T, R and S while performing a gesture (top), and the corres-
ponding phases (bottom). The pattern formed by this example is typical of what can 
be observed: there is a single phase for the translation, while the rotation and scaling 
are achieved during several phases (typically less phases are needed for R than for S). 
The different phases start roughly at the same time but end in this order: first T, then 
R, and then S. This pattern is similar to the one observed by Nacenta et al. [18], since 
what they call “period of maximum activity” are the second phase for R and the 
second or third phase for S.  

To further validate this order of manipulations, we can look at the number of phas-
es needed to validate the trials. Fig. 4 summarizes those results: for more than 93% of 
the cases, users need a single translation phase to correctly position their hand; while 
a correct rotation is achieved within a single phase for 68% of the trials and a correct 
scale for 35% of the trials. 

 

 

Fig. 3. Global variations (top), and corresponding phases (bottom), during a gesture: variations 
of translation, rotation and scaling 
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Fig. 4. Percentage of tasks where 1, 2, 3, 4, 5 or more phases are required among all tasks and 
participants for translation (T), rotation (R) and scaling (S) 

Thus we think that hand gestures can be decomposed into sub-parts that have  
different degrees of stability: from the most stable motion (global translation) to the 
less stable motion (one finger motion). For instance (Fig. 5), the global translation is 
the easiest to get right (1 phase only), without any interference afterwards. On the 
contrary, global translation could induce interferences on rotation (first rotation 
phase), before that the major rotation motion is performed (second rotation phase). As 
translation and rotation are simultaneously performed, sometimes rotation motion has 
to be corrected (third phase). 

 

 

Fig. 5. Phases superposition for the Fig. 3 example 

3.4.2 Local Gestures 
The local parts of gesture are the components of individual finger movements that 
are not explained by the global T, R and S described above. A first look at the data 
shows that those local parts are mainly movements performed by the middle, ring 
and little fingers. To get a better understanding of those movements, we concentrate 
our analysis on the trials in which users had to perform movements involving only a 
subset of those fingers, and in which those movements was the same for the fingers 
involved.  
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Fig. 6. Average percentage of time spent for moving a single finger, more than other fingers 
including/not including the index finger for tasks involving the motion of one or more fingers 
among the last three fingers only 

For those tasks, Fig. 6 shows the proportion of time spends moving a single finger 
(≈ 50% of the time), the time spends moving more than one finger, including and 
excluding the index finger (≈ 25% each). We can note that those proportions are 
roughly the same whether the participants are asked to perform a scaling task, i.e., to 
control the Si (top) or a rotation task, i.e., to control the Ri (bottom). It is also interest-
ing that the movement of one (or more) of the last three fingers involves the motion of 
the index finger despite that in those tasks the index finger was not supposed to move. 
This shows how it is difficult for users to control the three last fingers simultaneously 
and independently. The interdependence between those fingers is consistent with the 
study conducted by Martin et al. [3]. 

To further investigate the interdependencies among the last three fingers, we split 
the trials into three groups, depending on the number of fingers the users have to 
move among the middle, ring and little fingers. Fig. 7 shows for each group (vertical-
ly: 1F, 2F, 3F), the relative time spent moving 1, 2 or 3 of those fingers. It is interest-
ing to note that even when asked to move a single finger (1F), the participants spend 
more than 30% of their time moving two or more fingers. On the other hand, when 
participants have to perform the same motion for the last three fingers (3F), only one 
third of the time is used to move the fingers together, while ≈ 40% of the time the 
fingers are moved individually.  

This confirms that the three last fingers cannot be used to control something inde-
pendently of the index finger, even if they are used together as a whole. Such depen-
dencies induce difficulties for users to efficiently control the hand 10 DoF, and  
decrease this upper bound around 4 or 6 DoF (two or three independent fingers).  

 

 

Fig. 7. Average percentage of time spent for moving 1, 2 or 3 fingers among the last three 
fingers, when the user is asked to move 1, 2 or 3 of them (1F, 2F, 3F) 
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4 Mapping Gestures and 3D manipulation 

We ran a second experiment to understand the most natural mapping between 2D 
gestures and 3D tasks. Recent researches have focused either on navigation tasks 
(e.g., [4, 6]) or object positioning tasks (e.g., [7, 15]). Mixing both kinds of task in-
creases the number of possible mapping. Therefore, one of our goals was to discover 
if the implicit information included in an interaction could be used to automatically 
switch between interaction modes, rather than having to provide explicit widgets for 
mode selection 

4.1 Tasks 

The participant observes an animation of the desired task on the first part of the screen 
(Fig. 8a, b) (left)), and then he/she performs a gesture of their choice to perform this 
task (right). The experiment was composed of thirty-six trials, divided into three 
classes: eleven navigation tasks, nine object positioning tasks and sixteen object de-
formations tasks. For navigation or object positioning tasks, the scene was composed 
of two cubes, a grid, and a background picture (Fig. 8a). For object deformations, 
only the grid and 3D object were shown (Fig. 8b). 

 

 

Fig. 8. a) Example of setting for discovering fundamental behavior for navigation / object posi-
tioning tasks. An animation is shown on one screen (left), while users perform gesture on 
second screen (right). b) Similar setting for object deformation tasks. 

4.2 Hand Phase Analysis 

The analysis process performed for the first experiment was reproduced with little 
differences. However, we had to adapt the hand parameterization to the number of 
fingers in contact with the table. Contrary to the first experiment, where each finger 
could be identified by the starting position, all interactions did not always involve the 
five fingers (e.g., the thumb was not always used).  

The first experiment demonstrated that the thumb is usually the most stable finger 
(this was our reason for using it as origin of the local frame). Therefore, we assumed 
the thumb to be the one that was moving the less (this assumption can be wrong when 
the gesture is a translation, but this is non-issue, since all the fingers are being moved 
the same way in this case). The other fingers do not need to be distinguished. We also 
had to perform two distinct phase analyses, one for each hand, to interpret the gestures. 
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4.3 Results 

4.3.1 Hands/Fingers Uses 
To deeper investigate the efficient DoF a hand can control, we first observe that only 
three participants used more than 3 fingers by hand. Those cases mostly involved 
navigation tasks. In more details, when participants involved more than 3 fingers to 
manipulate the 3D contents, the principal phase of their interaction corresponds to 
translation phase (i.e., the most global motion). On average, fewer fingers by hand are 
used to handle objects than to navigate (Table 1). The difference between numbers 
can be explained by the use of the second hand. Further explanations are developed in 
the next section. 

Table 1. Second Experiment results 

 Generality 2nd Hand Data Phase Analysis Best 

Gesture 

1st/2nd 

 

Tasks Dist. 

to Obj. 

Avg. 

#Fingers 

% 

Tasks

2nd Hand 

#Fingers 

Type #T. 

Phase 

#R. 

Phase 

#S. 

Phase 

Navigation          

Translation /xy 1.5 2.5 03 1.0 Sym. 1.2 0.1 2.0 Tr./- 

Translation /z 1.9 2.9 46 1.7 Sym. 1.5 0.1 1.0 Tr./Sym. 

Rotation /xy 2.3 2.8 52 1.4 Sup. 1.1 0.3 1.5 Tr./Sup. 

Zoom 1.6 3.5 54 1.8 Sym. 1.5 0.1 1.2 Tr./Sym. 

Zoom to Object 1.2 3.0 40 1.6 Sym. 1.5 0.2 1.1 Tr./Sym. 

Object Positioning          

Translation /xy 0.2 1.2 00 - - 1.0 0.1 0.3 Tr./- 

Translation /z 0.5 2.1 24 1.3 Sup. 1.2 0.1 0.6 Tr./- 

Rotation /z 0.5 2.3 00 - - 0.7 1.1 1.9 Rot2./- 

Rotation /xy 0.7 2.3 57 1.1 Sup. 0.9 0.1 0.9 Tr./Sup. 

Scaling 0.4 3.0 19 2.5 Sym. 1.4 0.4 1.0 Sca2./- 

Obj. Deformation          

Extrusion  - 1.6 42 1.4 Sup. 1.1 0.1 0.2 Tr./Sup. 

Bending /z - 2.2 19 1.3 Sup. 0.2 0.9 1.2 Rot1./- 

Bending /xy - 2.3 77 1.2 Sup. 0.7 0.2 0.2 Tr./Sup. 

Local Scaling - 2.4 21 1.8 Sup. 0.9 0.2 1.3 Sca2./- 

Deleting - 1.2 11 1.5 Sup. 1.1 0.0 0.2 Tr./- 

New Object - 2.6 17 1.3 Sup. 1.4 0.2 1.4 Sca2./- 

Object Selection          

Selection 0.5 1.0 - - - - - - *see 4.3.2 

 

However, many users interacted using both hands. From our observations, the non-
dominant hand had two main functions: a support function (Sup.) (e.g., frequently 
indicating the parts of the scene that should not move by keeping a still hand on 
them); or a symmetric function (Sym.) (e.g., doing symmetric gestures with both 
hands for scaling). The support function is most frequently used, specifically on  
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object manipulation tasks where it is used to maintain some objects or some part of 
the object of interest in place. 

4.3.2  Modes Disambiguation 
The vast majority of users (87%) performed ambiguous gestures, i.e., used similar 
gestures for two different tasks. This leads us to look for ways to disambiguate those 
gestures. 

A first clue for disambiguation is the location of the fingers at the start of the  
gesture: the first finger is hardly put on or around an object when a navigation task is 
involved (distance > 1, Table 1), directly manipulating on the background image. 
Furthermore, the grid is sometimes manipulated to perform indirectly navigation tasks 
such as panning along the depth axis. On the other hand, object manipulations typical-
ly start in or nearby the object (distance < 1). Although this criterion enables us to 
distinguish navigation tasks from object manipulation tasks, further investigation has 
to be done to disambiguate object positioning from object deformations. 

A second clue for disambiguation is the number of fingers used. The average  
number of fingers involved to navigate is about 3 while this number decreased to 2 for 
object positioning. Though, the non-dominant hand gives the most relevant number of 
fingers: 1 finger used for navigation, no finger for object positioning and 1 or more 
for object deformation. In a large proportion, the non-dominant hand fingers reached 
the border of the screen for navigation tasks when it has a support function. 

Therefore, the different modes could be automatically distinguished during user  
interaction by mixing these two criteria: a finger-count method [13] would give the 
selected interface mode, while finger locations could tell to which object the interac-
tion is to be applied, if not to the whole scene. 

4.3.2 Group Selection 
Another issue investigated is how a transformation could be applied to a couple of 
objects. The same gesture was usually performed for both objects (≈ 75% of users), 
each object involving one hand. But this does not scale to more than two objects, and 
cannot be applied to gestures requiring both hands. 

Instead of simultaneously/sequentially manipulating the different 3D contents, 
fewer participants (≈ 20%) preferred to first select the object by clicking (or double 
clicking) before manipulation. Only two users performed a “lasso” gesture to select 
object before performing the transformation. After the object selection, the gesture 
was performed either on one of the object, or near the barycenter of the group. This 
leads us to conclude that a specific widget should be created to represent the selected 
group. 

4.3.3 Scaling Interferences 
During most tasks, the participants performed scaling phases while performing their 
interaction. In many cases, the DoF involved by scaling was meaningless. 
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Fig. 9. Gesture for a translation task and its phases 

For instance, Fig. 9 illustrates the gesture of a participant during a navigation task:  
a translation in the (x, y) plane. In this illustration, more than 90% of the motion was 
analyzed as translation phase, while short scaling phases occurred in parallel.  
As stressed when analyzing the first experiment, the stable and useful part of scaling 
motions usually takes place when the translation and rotation phases of a motion have 
ended. Therefore scaling phases should not be taken account when they occur  
concurrently to other phases, and the gesture in Fig. 9 should be interpreted as a bare 
translation. 

4.3.4 Navigation Tasks: Zoom vs. Depth Axis Translation 
Two consecutive trials were depth axis translation and zooming tasks. To distinguish 
the different kinds of trials, a background image was added to the 3D scene. Though, 
every user but two asked for the differences. Once answered, they mainly succeed to 
understand the shown transformation.  

Moreover, we can also notice that, although they did know the difference (as they 
asked for it), half of the participants still performed the same gestures for both tasks. 

4.3.5 Combining Different Manipulations 
Some tasks of the experiment consisted in combining elementary motions – for  
instance, object translation and rotation. In order not to influence the participants, and 
leave them free to invent their own interaction mode, only a before/after animation 
was shown in this case. Analyzing data by phase analysis techniques enables us  
to easily distinguish whether users prefer to perform each “elementary” motion  
sequentially, or simultaneously. The results are gathered on Table 2.  
 

Table 2. Table illustrating whether users prefer to separate the different motion (left), or not 

Tasks % Sequential motions % Concurrent motions 

Translation + z/Rotation 58% 42% 

Translation + 
xy/Rotation 

79% 21% 

Translation + Scaling 61% 39% 
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In two third of the cases, participants preferred to decompose gestures into “ele-
mentary” ones. This is consistent with Martinet et al. work [19]. In details, performing 
a translation and a depth axis rotation are mainly decomposed into a translation and a 
rotation phases. The higher number of participants performing simultaneously these 
two phases (42%) are consistent to Wang and Nacenta works [18, 20], as these two 
phases slightly interferes each other. On the other hand, when translation is coupled 
with a rotation along the other axis, the phase analysis mainly identified two transla-
tion phases; the second phase corresponding to the second hand gesture: a trackball 
like rotation (see further details in the next section) [21]. 

4.3.6 Starting Finger Positions for Deformation Tasks 
We already observe that starting positions of fingers is relevant in order to disambi-
guate navigation from object manipulation tasks. Further investigations about fingers 
starting positions have been performed for object deformation tasks.   

When participants use their non-dominant hand, their fingers typically remain far 
away from part of the object that is deformed (even sometimes at the opposite side). 
By performing such gesture, participants keep in place the object, while she/he works 
on a region of interest of the object –such as designers keep in place their paper while 
drawing [22].  

However, the dominant hand gestures are typically performed around the deformed 
object. For instance, on bending tasks, the thumb position corresponds to the center of 
rotation, and remains static, while a rotation gesture is detected by phase analysis 
(Table 1). Local scaling (such as stretching or compression tasks) is typically  
performed by a shrink gesture, where the gesture barycenter is located nearby the 
center of the part of the object that is being deformated. 

4.3.7 Noticeable Gestural Design Pattern 
As we already observed, a majority of users performed ambiguous gestures, and 
therefore the interface need some disambiguation between modes. On the opposite, 
we note that some manipulations can be linked together, enabling us to identify  
typical gestures and a gestural pattern for each mode.  

 

Gestures Translation Rotation 1 Rotation2 Scaling 1 Scaling 2* 
Phase: Translation Rotation Translation 

+ Rotation 
Scaling Translation. 

+ Scaling 

Type: 

  

Fig. 10. Five typical gestures for one hand interaction, identified through our experiment.  
Scaling 2 is difficult to identify due to scaling interferences (see section 4.3.3) 
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Once phases are analyzed, hand gestures on a surface can be easily classified into 5 
main classes (Fig. 10). Due to scaling interferences, no gesture is identified when all 
three phases are detected. On the contrary, the detected gesture is Rotation 2. In Table 
1 (last column), we associate each task of the user study to the corresponding typical 
gestures for the first hand. 

The gestural pattern is summarized in Table 3. On the first hand, manipulations 
that transform the scene/object on the 2D screen plane mainly used one-handed ges-
tures (e.g., translation/extrusion along x, y axis tasks are performed by one hand trans-
lation gestures). Scaling manipulations can be gathered into two possible gestures, 
which both represent a shrink gesture, either performed by one or two hands. 

Table 3. Table grouping a set of action – either usable on navigation tasks, or object 
positioning/deformation tasks – and the users associated gestures 

 

On the other hand, manipulations that required depth axis motions need more  
attention. For instance, rotation tasks are usually performed with two hands: one hand 
is keeping the object in place, while the second hand is “pushing” the object, like in 
the trackball technique [21]. Though, manipulations that correspond to a translation 
along depth axis are outsiders: no gesture was consistently used to perform these 
tasks. 

Using such a gestural design pattern for all 3D multi-touch interfaces would be a 
real advantage, since users would need to learn the pattern only once, and would im-
mediately be efficient with new tools.  

5 Comparison with, and Application to Previous Work 

5.1 Other Multi-touch Gestures Analysis: Cohé and Hachet Work 

Cohé and Hachet recent research lead them to another approach of understanding 
gestures for manipulating 3D contents [17]. Their paper focused on object positioning 
tasks.  

Their approach was to classify gestures using three parameters: form, initial point 
locations, and trajectory. They identified gestures by the number of moving/unmoving 
fingers (the form), their starting locations (initial point), and the kind of motion  
(trajectory), while exploring object translation, rotation or one axis scaling tasks. 

For those tasks, while we used a different methodology, our results are largely con-
sistent with their findings:  in our case, form and trajectory parameters are considered by 
the phase analysis. Nearly all their classifications are coherent with the gestural pattern 
that we defined above. For instance, their rotation gestures (except for R3 and R8)  

Action Translation  
/ xy 

Translation
/ z 

Rotation 
/ z 

Rotation 
/ xy 

Scaling 
/ Zoom 

Gestures 
(Phases) 

Translation ? Rotation Translation 
+ Support 

1 or 2 handed 
Shrink gesture. 
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are identical to our rotation phase.  Moreover, both papers observe that a majority of 
users prefer to start on or nearby the object.  

The main difference is the parameters used to define the starting locations. While 
we only defined the neighborhood of object to distinguish between modes, they di-
vided this parameter according to cube elements (faces, edges, corners and external). 
Both classifications bring their own advantages. Using cube elements to directly ma-
nipulate complex 3D content such as large triangular meshes would be meaningless. 
On the opposite, manipulating 3D content with 3D transformation widgets could al-
ways make use of cube like widgets, and therefore use the proposed decomposition. 

5.2 Direct Interaction Techniques: 1-, 2- and 3-Touch Techniques 

A first kind of 3D manipulation is interactions that are directly performed onto  
the objects. Hancock and Cockburn researches identify 3 techniques, based on  
the number of fingers used (which are extended by Martinet’s works for depth axis 
translation) [4, 6] . 

Their paper is focused on the comparison between three techniques that enable users 
to perform translations and rotations. The first technique, involving only one-touch 
interactions, corresponds to an extension of the RNT algorithm [5]. By doing so, the 
interface can manipulate 5 DoF with a single finger. The second technique, involving 
two touch interactions, the first finger correspond to the RNT algorithm for translations 
and yaw motions, while the second finger is used to specify the remaining rotations. 
The last technique maps each group of motion to a specific finger – translation to the 
thumb, yaw rotation to the second finger and the remaining motions to the last finger. 

It is noticeable that they stop their comparison up to three-finger techniques that cor-
responds to our effective upper bound number of fingers. They compared the three 
techniques in two experiments. For both tasks, they concluded that the three-touch tech-
nique was the fastest to use, while the one touch techniques was the less efficient one. 

We will further focus on the differences between these methods, compared with 
our phase analysis method. Even though the one touch technique is the most stable 
gesture (as it can only provide translation phases), the technique suffers of DoF dis-
tinctions: all interactions are mapped to the same gesture. On the other hand, the 
three-touch technique easily decomposes translation and z-axis rotation to translation 
and rotation phases into the two first finger motions. Translation and rotation phases 
can be mainly performed at the same time, with little interference between them, so 
users are more efficient while performing such techniques.  

Though, the last finger suffers from the same issue on two and three touch  
techniques. Indeed, as the roll and pitch rotation are mapped in the Cartesian frame, 
rotation and scaling local phase are mixed during the last finger gestures. Therefore, 
performing pure roll or a pitch rotation are interfering each other. 

5.3 Indirect Interaction/Widget Technique: tBOX Analysis 

Another kind of 3D manipulation involves a widget that acts as a proxy to the real 
object. 3D transformation widgets are commonly used in 3D applications. A recent 
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example of 3D transformation widgets for multi-touch devices is the tBOX [7]. To 
easily manipulate 3D objects, they are enclosed in their bounding box that is made 
interactive. This is an extension of the standard manipulation widget (represented by 3 
arrows). The existing manipulations on objects are translation, rotation and scaling. 
All user gestures have to involve the cube widget – specifically the vertices, edges or 
faces of the cube. For instance, pushing a single edge performs rotations, while  
translating along edge performs translations. A shrink gesture on both sides of the 
tBOX widget represents a single axis scaling. 

The first observation about tBOX, once analyzed into phases, is that all object ma-
nipulations are translation phases only (scaling corresponding to one hand translation 
and a symmetric second hand role). In terms of stability, such gestures are the most 
efficient, as no interferences can occur. Moreover, such widget leaves a lot of possible 
interactions for other manipulations (such as deformations).  

To the tBOX authors mind, one goal of their interactions was to discriminate  
between rotation and translation. Therefore, users cannot efficiently switch between 
these two manipulations: they have to stop their first gesture and reach again the  
required edge. On the other hand, phase analysis based interface would permit to  
easily switch between these manipulations, maybe at the cost of stability.  

6 Discussion 

Theoretically, multi-touch devices offer the possibility of manipulating 3D scenes 
while simultaneously controlling many DoF: up to 20 actually, if the two hands were 
used. However, this upper bound is never reached. Because of the interferences be-
tween fingers and to their restricted motion when moved in contact with a plane, 
complex gestures involving all fingers are often unstable, and the time it takes to per-
form them would be prohibitive for an interactive use. 

As shown by the second experiment, users easily invent gestures to interact with 
3D content. Quite interestingly, they tend to use all fingers for global hand gestures 
such as translation, rotation, and scaling, although two or three fingers would be suffi-
cient (in this case, using all fingers is easy, since there is no local hand motion to con-
trol). For more complex interaction gestures, users naturally limit themselves to one 
to three fingers per hand. This leads us to the following methodological rules when 
designing 3D interaction on a multi-touch table: 

• Firstly, the number of DoF effectively controlled by the user (never more than 8 
for the two hands in our experiments) is actually much smaller than the number of 
DoF required for navigating, plus moving and deforming objects in a 3D  
scene. Therefore, using an interaction system based on several interaction modes 
is mandatory. 

• Secondly, the number of fingers actually on the device during the interaction 
gesture could be easily used to distinguish between simple navigation tasks, and 
more complex object positioning/deformation tasks: full hand interaction could  
be used to select and control navigation, since simple global gestures, which the 
user preferably performs with all fingers, are sufficient in this case. For object  
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manipulation/editing tasks, the interface could disambiguate the required mode by 
counting the number of finger on non-dominant hand. 

• As noted in our experiments, the location where the gesture starts is often mea-
ningful: users typically use it to select the object to which the action is applied. In 
addition to controlling object selection, the hand location at the start of the gesture 
could be another way of automatically selecting between navigation (if the gesture 
starts on the background) and object positioning (with some limitation for 
crowded scene, where some free background space would need to be artificially 
preserved for navigation). 

• Global phase analysis is quite coherent for mapping gestures and tasks: gestures 
are easily classified. Even more, a design gestural pattern for 3D contents manipu-
lations emerged from the experiments, which are reproduced inside each tested 
mode, and could be extended to any other 3D content transformation mode. 
Though, scaling phases should be analyzed independently, when the other gesture 
phases have stopped, as they can be produced as side effect of other phases. 

• Lastly, using the full hand to grab groups of objects on which to apply a gesture 
(such as all the objects covered by finger tips, or by the convex envelop of finger 
tip positions) would be a further extension of this technique. However, extra ges-
tures such as double-clicking with a finger, or circling the object to select it (as 
done by some of our users), would be needed to add distant objects to the group.  

7 Future Work 

The first goal of this paper was to understand hand gestures on a surface. The phase 
analysis technique we proposed provides a simple, yet consistent way to analyze and 
classify gestures, especially regarding global hand motion. Therefore, an interesting 
direction for future research would be to develop new interaction methods directly 
relying on such phase analysis to drive task control. 
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Abstract. Highly diverse settings such as London (with people from ~179 
countries speaking ~300 languages) are unique in that ethnic or socio-cultural 
backgrounds are no longer sufficient to generate a sense of place, belonging and 
community. Instead, residents actively perform place building activities on  
an ongoing basis, which we believe is of great importance when deploying  
interactive situated technologies in public spaces. 

This paper investigates community and place building within a complex 
multicultural context. We approached this using ethnography, complemented 
with workshops in the wild. By studying the relationships arising between  
different segments of the community and two networked screen nodes, we  
examine the place building activities of residents, and how screen nodes are  
incorporated into them. Our research suggests that urban screens will be framed 
(and eventually used) as part of this continuing process of social, spatial  
and cultural construction. This highlights the importance of enabling socially 
meaningful relations between the people mediated by these technologies. 

Keywords: Diversity, communities, ethnography, workshops, in the wild,  
urban screens. 

1 Introduction 

When studying the deployment of interactive screens in urban public settings [14-17] 
it is important to consider not only their immediate use and spatial location [2, 13, 
17], but also their assimilation within the wider socio-cultural context of the locale. 
This is of great importance because the interplay between these spatial and cultural 
elements can strongly influence the long-term success of these technologies. One way 
in which this interplay can be addressed is by investigating the production of locality 
[1, 5, 18]. This refers to the processes that communities use to build a sense of place; 
in other words, how the communities create cultural conventions to control both space 
and people’s behavior within them in ways that allow individuals to develop their 
own identities in relation to both the locale and other people [1]. By defining who has 
access to what spaces, at what times, under what conditions and based upon which 
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narratives or behaviors, a community can define itself in terms of its conventions, 
practices, values and aspirations, hence providing a shared social identity. 

Place building activities are varied, and they are as much about appropriation as 
they are about the negotiation and control of space when interacting with other 
people. For instance, Dant and Deacon observed that homeless people living in hos-
tels emphasized control over what they were allowed to do, such as being able to 
make a cup of tea whenever they wished, as a way to transform an impersonal space 
into a place they felt they belonged to [4]. Similarly, some residents in the London 
neighborhoods where we worked emphasize a degree of control over certain public 
spaces (e.g. Library halls) to install art exhibitions for public display. In these two 
cases, certain practical actions (such as making tea or periodically renewing art exhi-
bits) enable social exchanges and conviviality, which translate into a feeling of com-
monality that underpins the wider social structures that support the community. The 
analysis of place building is of particular interest in locales where there is a large 
heterogeneity in ethnicity, nationality, language, religion, educational level and in-
come. In these highly diverse contexts [19] a sense of place does not arise implicitly 
as a simple product of long held traditions; instead, the local inhabitants must explicit-
ly create it through active efforts of place building [1].  

The literature on urban screens has explored the crossroads between communities, 
public space, technical factors and social interaction around interfaces [6, 10, 12, 16, 
18]. Although some works address the social aspects of screen use, the study of how 
wider socio-cultural variables influence long-term community support of urban 
screens remains an open question. In general, there has been an emphasis on social 
interactions mediated through screen content on shorter timescales [13, 15, 17], with-
out the consideration of longer term, wider scope socio-cultural variables. Only very 
few longitudinal case studies have taken a wider contextual approach such as [14, 18]. 

The present paper argues that this wider social context matters if one wants to un-
derstand the different perspectives and behaviors surrounding long-term community 
support for public interactive screens. To study the ways in which such wider cultural 
context affects screen node use, we explore how urban, networked screens are  
integrated within the cultural practices of a highly diverse urban locale in London. We 
examine the social aspects of screen use through an analysis of place building practic-
es, and inquire into the reasons why certain people emphasize certain uses for the 
screens as opposed to others. Our research takes a targeted, longitudinal approach to 
understand a complex range of social, technical and interactional issues [2, 6, 12].  

Our data gathering methodology includes ethnography and workshops in the wild. 
The main contribution of this work is to show how action, space and sociality mutual-
ly impinge upon one another forming a wider cultural logic, which in turn has a great 
influence on how a network of public interactive screens is experienced, treated,  
understood and embraced in practice. 

The structure of the paper is as follows. First, we describe our methodology in  
Section 2. In Section 3 we discuss the integration of screen nodes within pre-existing 
place building activities. We provide further analysis and conclusions in Section 4. 
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2 Methodology 

Our project involves a network of four interactive touch screens designed to encourage 
public participation and to explore how networked urban screens can augment urban 
experience to support communities and culture [6]. There were three main screen  
node applications discussed with our participants during workshops and ethnography: 
Slideshow, SoundShape and ScreenGram. Slideshow simply loops through a set  
of images. SoundShape enables people connected remotely to create a collaborative 
musical pattern. ScreenGram leverages common technologies (e.g. Twitter) to enable 
users to upload images to the screen nodes. For further description see [12]. 

Diversity is a fundamental consideration of this project: two of these screens are 
located in London, which is home to people from ~179 countries and speaking ~300 
languages [19]. Furthermore, the borough where these are located (Waltham Forest) is 
one of the most ethnically diverse in Britain [22]. One of our screen sites is The Mill 
in Walthamstow, a non-profit organization that runs a building that has become a hub 
for local communities; the second one, Leytonstone Public Library, fulfills a similar 
social role. Amongst many other uses, locals use these two sites to hold business 
meetings, playgroups and art exhibitions, and also to give and/or take free courses. 
Both The Mill and Leytonstone Library are popular public places where people or-
ganize and enact initiatives that actively build a sense of local identity (a sense of 
place) for both their neighborhoods and the borough itself. Both sites bring together a 
diverse cross-section of local residents to pursue varied social activities, and hence 
represent a natural sample of people present in the locality. 

In order to engage with a wide range of social groups within these diverse com-
munities, we carried out ethnography and conducted two workshops in Leytonstone 
and four in Walthamstow. Rather than defining our groups in terms of statistical or 
demographic properties, we chose to target “grassroots” groups that were already 
being sustained through various degrees of involvement with the locality. This 
enabled us to interact with people in their usual social configurations and pre-
established networks of relationships. A total of 70 people from the locality partici-
pated in the workshops. These people came from a wide variety of cultural back-
grounds and age brackets; with roughly equal numbers of toddlers, children, teenag-
ers, adults and seniors. In addition to the workshops, we also carried out ethnography, 
consisting of observations during the various stages of implementation for over a 
year, and conducted 64 semi-structured interviews with locals belonging to different 
social groups. In all our research encounters we discussed a broad selection of issues 
that included the locale, the screen, and issues relating to a sense of community and 
belonging. 

Each one of the workshops was built around the activities of one or more local 
groups with which the researchers established contact after engaging ethnographically 
with the locale for ~8 weeks. These groups emerged from social meeting grounds 
such as churches, local schools, activism societies and hobbyist communities. Each 
group was chosen to be not only as homogeneous as possible, but also to fit with other 
groups so that, in aggregate, it would provide as wide a view into the dynamic of the 
locale as possible. Although we did not specifically create our groups on this basis, as 
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the research progressed we found that age provided a convenient means to identify 
sets of groups which manifested consistent behaviors. Hence, regarding the analysis 
of our data, we chose to divide the whole population into three age-related groups: 
children/teenagers, adults/young adults, and seniors. This classification, although 
mainly intended to facilitate data analysis, is supported by the social dynamics of our 
sites. For instance, a group of children in the locale that participated in our workshops 
also participate in playgroups with their parents. Another example of a local group 
that participated in our workshops is The Recycled Teens, a group of seniors that 
gathers every Tuesday in a senior residence to sing old tunes, watch old films and 
discuss current affairs in relation to past events. Of course, some groups are not as 
homogeneous as these. An example of this kind is a knitting group, that includes par-
ticipants ranging from children as young as 6 to others over 65 years old. In between 
creating scarves and hats, they discuss local, national and international politics. They 
use their knitting to support and draw attention to causes. Also this group participated 
in one of our workshops. In the following section we discuss how our informants 
integrated screen nodes within these pre-existing place-building activities. We will 
follow the three age-centered categories we defined earlier in this section. 

3 Embedding Screen Nodes within Place Building Activities 

3.1 Screens Approached through Competitive Physical Action 

One of the ways in which children and teens generate a sense of belonging, communi-
ty and place is by playing in public spaces after school hours. These include play-
grounds, parks, markets, and sites like The Mill and Leytonstone Library. It is here 
where they meet friends that can become an integral part of their life. Discovering and 
mastering the spatial landscape and its community helps children and teenagers build 
their personal and social identity, while at the same time, helping them feel their 
neighborhoods as actually theirs. In a way, children and teens seek to assert certain 
degree of control over their spaces and their social experience within, eventually 
claiming these places as an extension of their own selves. To a great extent, this is 
done through a highly embodied, physical engagement. This means that a park or 
public space only becomes theirs in action [20]: by wandering around, playing in it, 
and interacting with friends and family both in the space and with the space.  

From both ethnographic observations and workshops we noticed that, when inte-
racting with the screen node, children and teens use the same action-centered ap-
proach that they use when they make public spaces theirs. They like to explore the 
opportunities provided by the technology: the sensitivity of the touch foil, the fluidity 
in application response, and their ability to exert control over the system. Whether it 
is by simply moving the pointer or by systematically exploring the possibilities in 
touch response, their approach is dominated by the actions that they can perform ra-
ther than by the explicit interactions that the developer envisaged for the application 
running in the node. Children and teens hence use the node in novel ways, inventing 
competitive games that rely on physical interaction (e.g. free pointer motion) and play 
them with others. In this way they create their own uses for the screen, which are 
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quite independent from those intended by the application designers (who in our 
project imagined mainly collaborative, rather than competitive applications). In this 
case, users invent competitive games because it is easier for them to embed competi-
tion within their playground politics, as compared with the abstract collaboration ideal 
presented by the application itself. In both of our sites children and young teens attend 
playgroups where they learn to share the space with others; they enjoy books, toys 
and resources that are not theirs, but which they can borrow and play with. These 
objects and spaces are not seen as alien, but as personal, in that “public property may 
become viewed as private possessions and thereby potentially contribute to a sense  
of self” [3]. Children frame the screen node using a similar collective ownership  
approach, and they treat it as personally enjoyable, yet community-owned. For these 
participants, the screen node is experienced in the same way as a park or a playgroup, 
and social behavior is enacted accordingly.  

3.2 Screens Used as Springboards for Local Culture  

When constructing a sense of belonging, adults emphasize less the physicality of the 
environment and take a more instrumental view. They are interested in using the 
screen node to create what they consider a positive environment by improving educa-
tion, increasing historical awareness or fostering better communication flows between 
different groups within their neighborhoods. This place building perspective has  
resulted in the formation of many of initiatives, from the creation of grass-roots  
business improvement districts, to art trails and community centers. In this context, 
generating a “Walthamstow/Leytonstone culture” is relevant to adults as an intellec-
tual, symbolic and material practice that not only enables the production of a sense  
of place, but also promotes “the human capacity to expand worlds towards other po-
tentially distant horizons and more complex outcomes of life” [11]. For our adult 
participants, place building is an opportunity for the purposeful pursuit of change in 
the locality; it is a scaffold [8], an instrument to mediate between their imagined view 
of their locality and the reality in which it stands. Hence, our adult participants see 
their place building activities as a springboard to generate local culture and bridge the 
gap between what their locale is and what it could become; a stage for the display of 
the unrealized potential development of the locale. For instance, those explicitly en-
gaged in transformative activities (such as local activism) wanted to use it to extend 
their efforts, informing and educating the local population about relevant projects. 
Members of the Knitting Group, expressed this view, urging researchers to upload to 
ScreenGram images of knitted characters they were selling to raise funds for their 
local community center. Local artists thought that the node could extend the available 
physical exhibition spaces by imagining it as a window to display digital art. The 
managers of The Mill imagined the node as a virtual notice board, extending their 
own functions and enabling users to connect with each other even if the building itself 
was closed. Even those adults not involved in specific community-building projects 
identified the node as an opportunity for dissemination of community ideas, particu-
larly as outlets of local useful information: recommendations on what to do in the 
area, news on what is happening and mechanisms to connect with other locals.  
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As shown above, most adults in our workshops and interviews reported that they 
expected the screen node to embody a higher purpose. They approached the screen 
as an extension of their pre-existing place building endeavors, uploading photos or 
short messages that were relevant to their community. For many, the mere physical 
presence of the node itself legitimized previous efforts for place building, showing 
them to have been efficacious, as new resources for the realization of the community 
had been produced. These locals presented the node in local events with pride, as  
a symbol of their achievements to bring the community closer to its unrealized  
potential.  

3.3 Screens Used as Collective Memory Fixing Mechanisms 

One important way in which seniors generate a sense of place is through remem-
brance narratives involving the past of the neighborhood and their lives within it. This 
activity is one of anchoring [7], in which subjects bring the past to inform the present, 
and ensure that valuable historical lessons remain with us. Although this is particular-
ly visible when they interact with each other during community group meetings, these 
narratives are also important in other contexts. Whether sharing these stories with 
children in local schools or with local historical societies, seniors enjoy talking about 
the past in public spaces. 

Given this predilection for reminiscence, our senior participants enjoyed the node 
applications that enabled them to preserve and share memories. Hence, they quickly 
identified the ScreenGram and Slideshow applications as a potential collective photo-
album, which could help preserve and rework memories, acting as a vehicle for their 
remembrance narratives. In addition, since the screen node is located within one of 
the social hubs in which our senior participants congregate, it can also serve as a fo-
cus point to talk about these memories. Hence, the visual elements of the screen faci-
litate the verbal storytelling with which they usually accompany photographs, and 
which they traditionally employ to build a sense of belonging.  

Although seniors were not able to interact easily with the screen node (researchers 
helped them upload images and display them in the node), they enjoyed the social 
opportunities provided by using the node to share images in their community group. 
Rather than a superficial feeling derived from watching a large number of generic 
images, these participants preferred to dwell for longer in specific images that held 
importance for lives of others in the neighborhood; they preferred the images that 
better allowed them to retain collective memories, rather than those that simply had 
aesthetic appeal. They stressed that they would have liked to have a pause button to 
dwell for longer on specific images and discuss them, rather than having an automatic 
timed loop. Capturing an image in a photograph, and re-capturing the moment by 
pausing its display on the screen node, enhances the process of building intimate con-
nections with the place and with other people. Hence, for these users remembrance is 
less about simple archiving and more about reclaiming the experiences of others  
as own, and enabling their own experiences to be reclaimed in the same way by  
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others. Hence, our senior participants expressed a need to discuss specific images that 
participants of other ages did not require, and which directly connected with their 
place building efforts. Screen nodes helped seniors share their place building percep-
tions with each other, reinforcing their commonalities and leading to a more reward-
ing sense of place identity based on collective participation and mutual reinforcement.  

4 Discussion and Conclusions 

When interacting with the screen nodes, most participants (irrespective of their age) 
enact performances that connect them to their existing place building practices. These 
performances consist of patterns of behavior “whose repetitions situate actors in time 
and space, structuring both individual and group identities" [9]. Although these per-
formances are based on repetition, mimicry and reproduction of social interaction in 
the neighborhood, they are also varied: to an extent, each performance is unique, al-
lowing locals the expression of individuality even when following normative patterns 
of interaction. On the one hand, the repetition associated with each performance 
serves to deeply embed patterns of interaction and produce a shared sense of place. 
On the other, the freedom that each performance affords the individual can become a 
vehicle for the exploration of the relationships between the individual and the com-
munity. Hence, these performances are both agents of social change and aids to re-
produce current social structures of interaction.  

Although anchoring, scaffolding and action based approaches are universal human 
experiences regardless of age, we found that the behavior of our participants towards 
the screen could be understood (albeit in a simplified manner) by considering one of 
these approaches as dominant. We posit that this simplification can provide useful 
guidance when designing applications for public interactive screens, particularly re-
garding their longer-term integration with the social dynamics of a locale. 

In this paper, we emphasized the commonalities between regular place building 
practices and the performances that locals enacted when interacting with screen 
nodes. To understand this performance, simply conducting interviews and recording 
the spoken word is not enough, as it misses the sociological and cultural milieu in 
which the performance acquires its meaning and cultural significance. Hence, we 
argue that understanding the wider context through ethnography and workshops in the 
wild provide an invaluable tool to make sense of the ways in which technologies be-
come embedded within the place building practices of a locale. 

Place building is directed towards the generation of a structure of feeling [21]; a 
deep subconscious familiarity with our everyday living spaces. Hence, it is not a  
purely emotional construction: it is also physical, leading to a deep-seated bodily 
experience in which the residents belong in the space and are able to navigate it effor-
tlessly. It depends not only on the values, beliefs and customs of locals; it also de-
pends on the unique ways in which their pre-existing place building practices create a 
bridge between their culture and the locale in which they live. In this sense, place 
building takes the spatial analysis of interaction with users and extends it with cultural 
dimensions, making it a useful addition to the tools that can be applied when consi-
dering the deployment of a technology in a given public setting. 
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Abstract. Designing across cultures requires considerable attention to inter-
relational design methods that facilitate mutual exploration, learning and trust. 
Many Western design practices have been borne of a different model, utilizing 
approaches for the design team to rapidly gain insight into “users” in order to 
deliver concepts and prototypes, with little attention paid to different cultural 
understandings about being, knowledge, participation and life beyond the  
design project. This paper describes a project that intends to create and grow a 
sustainable set of technology assisted communication practices for the Warnin-
dilyakwa people of Groote Eylandt in the form of digital noticeboards. Rather 
than academic practices of workshops, interviews, probes or theoretical  
discourses that emphasize an outside-in perspective, we emphasize building 
upon the local designs and practices. Our team combines bilingual members 
from the local Land Council in collaboration with academics from a remote  
urban university two thousand kilometers away. We contribute an approach of 
growing existing local practices and materials digitally in order to explore  
viable, innovative and sustainable technical solutions from this perspective.  

Keywords: Cross-cultural, Aboriginal, slow design, sustainable design, digital 
noticeboards, urban screens, interface design, Human-computer interaction.  

1 Introduction 

Aboriginal communities in Australia see great potential for technologies to engage 
their youth, preserve their language, strengthen their culture and assist their commu-
nication within and outside their communities. The Anindilyakwa Land council of 
Groote Eylandt together with academic researchers has embarked upon a project to 
design “digital noticeboards” suited to and in service of the Warnindilyakwa people to 
support bilingual communication about news, culture, health, education etc. However, 
effective introduction of technology in a remote community requires consideration of 
how it will fit and thrive amidst the everyday practices of the Warnindilyakwa.  

In this paper we examine design practice across cultures in general and then intro-
duce the Warnindilyakwa people of Groote Eylandt. We then explain our research 
approach for the context of Groote Eylandt. This provides the background for our 
approach of extending existing Indigenous designs digitally in order to (a) best  
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engage the expertise, cultural knowledge and aspirations of the local people and (b) 
demonstrate technological possibilities in a concrete and culturally relevant way.  

2 Design Practice across Cultures 

There is recent recognition of the problem of design practices not translating across 
different cultures and settings [6,14]. Winschiers demonstrated that common Western 
Participatory Design (PD) methods such as workshops and brainstorming were  
incompatible with the socio-cultural habits of Namibian participants [14]. Irani et al 
[10] argued that methods are transnationally produced and dynamic, and we can  
expect that problems will arise if methods are assumed to move easily and stably from 
one setting to another. Irani et al call for embracing heterogeneity in design, thinking 
about design in terms of engagements between different groups, the complexities of 
articulating perspectives and implications of translation between sites.  

Brereton and Buur [5], in moving beyond the idea of users and defined participant 
groups, found that “new formats of participation can be characterized by their  
sensitivity towards new types of networked relations among people, the diverse moti-
vations of people to participate, the subtle balance of values and benefits involved in 
collaborative endeavours and the inherent power relations between participants”. 

Different cultures have understandings about being, knowledge, participation and 
life. Winschiers et al [15] in the African context also found it is more useful to  
emphasize communities than individual users. In Sub-saharan Africa, “the way of life 
is deeply rooted in a paradigm of ‘connectedness of all’ expressed in the aphorism, ‘a 
person is a person through other people’ ”[15]. When participation is already a core 
value in a community, the role for researchers engaging in design with a community 
is to read and respond to community practices and way of life such that they  
themselves become “participated”.[15] There is thus recognition among engaged 
design practitioners in developing contexts that hybrid practices in technology design 
must emerge that are sensitive to the contexts and networks of relations at hand. 
Moreover understanding of the evolving context and networks of relations takes time 
to develop and hence design is worth growing over time [3]. 

3 Groote Eylandt and the Warnindilyakwa People 

The Groote Eylandt Archipelago is a unique and diverse environment in the Gulf of 
Carpentaria off the northern coast of Australia; it is the traditional homeland of the 
Warnindilyakwa people. The Warnindilyakwa people were brought to Groote Eylandt 
on a series of songlines [16] which created the land, rivers, animals and people and 
which named everything pertaining to the region. The language, “Anindilyakwa” is 
spoken by the 14 clan groups, which make up the two Moieties on Groote Eylandt. 
There are approximately 1400 Warnindilyakwa people living in three communities, 
and they are all formally related. Traditional collective culture governs much of the 
Warnindilyakwa people’s lives, but people in this region endeavour to “combine a 
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traditional lifestyle with the comforts of the 21st century” [7] building upon the  
opportunities presented largely by manganese mining and tourism. 

The history of Groote Eylandt has changed dramatically over the past century [8], 
with a nomadic lifestyle and oral culture replaced by a more Western one bringing 
many problems as well as benefits. The cumulative effects of long-term disengage-
ment between governments and the three Anindilyakwa communities on Groote  
Eylandt has led to poor comparative socio-economic outcomes [7,8]. 

The Anindilyakwa Land Council (ALC) is a progressive land council that has  
initiated approaches across the spectrum to reconnect and re-engage the people of 
Groote. The executive membership consists of elected members, Elders from each of 
the 14 clans on the island. Contemporary challenges include: poor school attendance 
rates and declining engagement of youth in Warnindilyakwa culture, ceremony and 
history.  

Fundamental to the ALC’s initiatives is to seek ways of using technology within an 
Aboriginal context to support communication and connection on Groote. New digital 
technologies have the potential to address isolation problems leading to improved 
education, health and employment outcomes and improved cultural exchange and 
understanding [9]. Schools have adopted iPads in the classroom and many Aboriginal 
residents own iPads (over 100 owned by the 1400 residents). 

With limited internet access, low literacy, an oral language tradition and a collective 
Aboriginal culture that is fighting to remain vibrant and sustainable, there is considera-
ble work to do to understand how to best to support communication and connection 
through technologies. In summary, the Warnindilyakwa people seek to embrace the 
opportunities and challenges of the modern world by maintaining a firm footing in  
both Warnindilyakwa traditional culture and Western culture and seek to exploit  
technologies in order to do this. 1 

4 A Research Approach for the Groote Context 

Groote Eylandt is a cultural and environmental jewel. As such the Warnindilyakwa have 
been extensively researched, often by fly in fly out researchers, with little perceived 
benefit to the community. It is important that new knowledge and technologies are 
owned by the people and that the project is sustainable: not an expensive toy. So in this 
project the team has tried to take a different approach to design “of the noticeboards” by 
growing existing design practises and thereby ensuring sustainability, familiarly and 
above all ownership of the project and its design by the community, building upon the 
ethos of Participatory Design as construed by Beck [1].  

Previously we have we emphasized the importance of building relationships across 
cultures through the Aboriginal cultural practice of “yarning” and time spent together 
in hands on practical activities [4].  As academic researchers one of us was first  

                                                           
1  For the purpose of definition, we take “culture” to simply mean the way of life of a group of 

people. People by virtue of their family history, environment, relations, hobbies and work 
may belong to many different cultures and sub-cultures. Particular design questions and  
participating groups tend to bring into focus different cultural perspectives. 
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engaged in work on Groote to address the environmental threat of cane toad invasion, 
a non-native species that is a pest in Australia. This led to the deployment of envi-
ronmental monitoring projects in collaboration with the local Indigenous Ranger 
groups. Such practical projects involve time spent together engaged in activities on 
country and in the lab and time out in tea breaks. This provides time for talking, notic-
ing each other’s different ways, and helping each other out.  The digital noticeboard 
project was first conceived in this context: on country, yarning and with local designs. 

With consent from the Elders who make up the Land Council Executive member-
ship, the project was put to the Australian Research Council and approved. Having 
received funding to work together to develop a series of digital noticeboards, one 
might expect the workshops and design activities to begin. However, differences in 
cultures are such that even contemplating holding an event or workshop is revealing 
of a large number of unknowns, so much so that it becomes intuitively clear that a 
workshop is not the place to start. Moreover in a collective culture it is important to 
make sure that everyone feels included and that Elders guide the project.  

As a first step the non-Anindilyakwa members of the project undertook a cross cul-
tural course and spent much time speaking with different members of the community, 
other stakeholders and other Aboriginal Australians. Bi-cultural people (Anindilyakwa 
who have spent time off island in Western communities) proved immensely important 
in understanding issues and being able to relate them across cultures.  

The project has proceeded through dialogue with the Elders to explain our current 
thinking and to seek suggestions and advice. Dialogue and activities have also taken 
place with the Linguistics Centre staff, the Indigenous Land and Sea Rangers, the 
School principals and other groups on the Island. Activities have included ecological 
monitoring, fishing with the Rangers, and much fixing of computers and transferring 
photos between iPads. This has given insights into issues using everyday technology.  

The goal of our project is to research, design, build and evaluate novel public 
communal technologies harmonised to the Warnindilyakwa. It is important to under-
stand who will use the noticeboards, where they will be placed, what form they will 
take (noticeboards, tabletops or other forms that emphasize orality [2]), what kinds of 
interaction modalities they will support, protocols for publishing content, how they 
will be maintained etc. 

The Warnindilyakwa culture is so different from Western culture and there seems 
to be so much potential for mistakes that it is difficult to know where to start. So we 
start from an existing point, working together, researchers with bilingual Warnindi-
lyakwa members of the Land Council, beginning with Warnindilyakwa designs.  

5 Warnindilyakwa Existing Design Practise 

The Warnindilyakwa have invested considerable time and resources into designing 
and producing several artefacts whose principal purpose is for communication, both 
within the community and to the outside world. These include:  

1. A poster presenting the Anindilyakwa Indigenous Protected Area (IPA) [11];  
2. The land council newsletter “Ayakwa” [12]; and  
3. Photos, videos and maps. 
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Fig. 1. Poster explaining the Groote Eylandt Indigenous Protected Area 

The IPA poster (Fig. 1) was designed for communicating the importance of the 
Anindilyakwa Indigenous Protected Area agreement with the community and outside 
world. The IPA poster went through many iterations incorporating feedback from 
each of the different Warnindilyakwa clans. In particular the poster and its compo-
nents required permission from Elders of each clan in order to be used and displayed. 

The Ayakwa newsletter is a bi-monthly publication of the Anindilyakwa Land 
Council, see Fig. 2. The newsletter informs the community of news, event and impor-
tant social messages. It is produced by the ALC and vetted by other members of the 
community before being published. Whilst being English text based the newsletter 
also contains stories “in language” and is highly visual. 

Photos, videos and maps are used by the community, anthropologists, educators, 
health workers and rangers to discuss and present ideas. For example videos of ranger 
activities are shown to old people at aged care facilities both for their enjoyment but 
also to discuss issues, garner feedback and obtain permission. Videos have also been 
published for people remote from Groote to view on island activities [13]. 

6 First Steps Towards Cross Cultural Design of Digital 
Artefacts 

Growing existing designs of the IPA poster, Ayakwa newsletter and maps and videos 
into digital and slightly interactive forms proved to be effective starting points for the 
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It became clear for example from the initial demonstration of the digital notice-
board that the Elders were very pleased to be able to present positive stories from the 
Ayakwa magazine spoken “in language” on the digital noticeboard. At present these 
stories may not reach many in the community with low literacy. There was much 
discussion of subtitles and speaking in both Anindilyakwa and English languages, so 
as to foster literacy in English, and to further the correct spoken form of Anindilyak-
wa, reinforced by subtitles. The discussion revealed further concern about the way in 
which the design of some social media and texting practices encourages the use of 
creole, since they do not support oral forms, and because the written form of Anindi-
lyakwa is quite long. 

Showing a Google map of Groote Eylandt on the large touchscreen noticeboard led 
to proposals from the Elders for the possibility to show songlines, ecological names, 
clan estates and their boundaries and stories of the people, so that they can better im-
part and share their culture with the youth. It also revealed the quite different qualities 
between the Google map and a map created by an anthropologist, charting the names 
of the country according to the local people. The Elders were keen to enable these 
sorts of representations through technology. 

From the conception of the project there have been different expectations and un-
derstandings of the project and different perspectives on what might or might not be 
acceptable regarding interfaces and publication. In a collective culture such as the 
Warnindilyakwa there are no leaders, the only consensus is on what Elders from all 
the clans might agree too. Some members of the community are keen to publish and 
promote culture to other parts of the world; others are more conservative. 

The reaction of the non-Anindilyakwa was to avoid any cultural sensitivities and to 
initially target ‘safe’ aspects of the community life like the ranger program (environ-
ment) and sport. This proved both naïve and unnecessary: naïve in that culture per-
vades aspects of community life and unnecessary in that existing designs had already 
been undertaken and were ideal seeds from which to grow designs. 

7 In Conclusion 

Familiarity and expertise are key starting points that enable people to make design 
contributions. Building upon existing Indigenous designs and growing them into digi-
tal forms was an effective method of beginning a cross-cultural design project. It en-
abled the design team to engage the expertise and cultural knowledge of the local 
people and demonstrate technological possibilities in a concrete and culturally rele-
vant way. In cross cultural design projects, approaches that respect cultural practices 
and learn from earlier local initiatives form an important stepping stone towards de-
veloping shared understandings and making greater innovations together. 
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Abstract. Being the most used method for dissemination of information, espe-
cially for public services, it is of paramount importance that the Web is made 
accessible as to allow all its users to access the content of its pages.  

In this paper, we evaluated 2250 Governmental Web pages from each one of 
three different African countries (i.e., Angola, Mozambique and South Africa). 
This report compares the accessibility quality and the level of structural com-
plexity of these African countries government’s Web pages. We found that 
hand coded pages tend to have larger number of HTML elements and also  
to present higher number of accessibility problems. Finally, it suggests some  
recommendations to repair the most common problems in these pages.  

Keywords: Web Science, Web accessibility, automated evaluation. 

1 Introduction 

In many countries, the Web is the main vehicle used by governments to spread infor-
mation, education, allow civic participation and other public services. It also is an 
important medium for receiving and providing information and interacting with soci-
ety. Therefore, it is essential that the Web is accessible in order to provide equal  
access and equal opportunity to people with or without disabilities. Besides, an acces-
sible Web has the potential to help people with disabilities and the elderly to partici-
pate more actively in society. 

The United Nations (UN) estimates that approximately 10% of the world’s popula-
tion are persons with disabilities [2]. It is difficult to estimate how many people are 
affected by Web accessibility problems, nevertheless, if we move forward to an ideal 
situation, where only a reduced percentage of the population faces accessibility barri-
ers, then technology is serving society in the right way. 

The importance of Web accessibility is increasing in the international context, and 
especially in the European Union [1]. In Europe, more and more countries have legis-
lation requiring that government Web sites be accessible. In contrast, developing 
countries in Africa have less stringent laws, if any [2]. Governments worldwide have 
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several stimuli to adopt accessibility. Demonstration of social responsibility by provi-
sioning information and services to all citizens is one of them. 

In this paper, we present a report of the state of Web Accessibility in three coun-
tries located in the African continent. The evaluation of accessibility we describe is 
based on the Web Accessibility Guidelines (WCAG) 2.0 [3]. 

1.1 Web Content Accessibility Guidelines 2.0 

To help creating accessible Web pages, WCAG 2.0 defines guidelines that encourage 
designers/developers to craft Web pages according to a set of best practices. These 
guidelines are also used for accessibility evaluation. 

WCAG 2.0 contains several guidelines written as testable sentences and chosen to 
address specific problems related with accessibility. Each guideline has a testable 
success criterion, which is supported by techniques that can be true or false when 
testing Web content against them. 

Although, it is possible to use the guidelines to manually evaluate Web pages, due 
to the nature of this study (i.e., the large number of Web pages evaluated) we used an 
automated evaluation tool: QualWeb [4]. 

1.2 QualWeb 

QualWeb is a Web automatic accessibility evaluation tool. The main advantage of this 
tool is the in browser context evaluation [6], i.e., after the Web browser processes the 
Web page and all resources are loaded. To this end, the Webkit-based Phantom1 headless 
browser is used, allowing us to assess the page’s code after browser processing. In terms 
of techniques, QualWeb covers 51% of the HTML and 73% of the CSS techniques.  

An additional distinguishing feature of this tool is the ability to find different states 
of the Web page [4]. This means QualWeb is capable of interacting with DOM ele-
ments and detecting changes to the DOM of a page. QualWeb stores a new state if 
more than content is replaced after interaction (e.g., introduction of new HTML ele-
ments on the DOM tree). We consider the total number of states found, the level of 
complexity of a Web page as this reflects the dynamism we can find on the current 
state of the Web. 

2 Experimental Study 

For this study, the first step was to obtain a list of governmental Web pages for each of 
the three countries: Angola, Mozambique and South Africa. Starting from each of the 
main government's pages, we used a Crawler to look for clickable elements in it. Every 
time a clickable element redirected to another URL on the same domain name (gov.ao 
for Angola; gov.mz for Mozambique; or gov.za for South Africa), this new URL was 
kept as an object to be evaluated and the algorithm continued to execute. Using this 
method, we collected a sample of 2250 government Web pages, from each country.  
                                                           
1  PhantomJS: http://phantomjs.org/ 
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Afterwards we performed the evaluation itself, on each one of these 2250 Web 
pages per country. Every Web page was assessed with the QualWeb evaluator to 
check for conformance with WCAG 2.0 HTML and CSS techniques. The evaluation 
produced a list of Warnings, Passes and Fails that are analysed in the results section. 
In the interest of classifying the complexity of the evaluated Web pages, the QualWeb 
feature allowing the identification of different page states was used to determine the 
total number of states in the pages evaluated. 

2.1 Results 

Our evaluation yielded differences in the HTML documents in terms of number of 
HTML elements, between domains of different countries (Figure 1). The pages of 
South Africa (za) present a higher number of elements with an average of 846.37 
elements per page, followed by pages of Angola (ao) with an average of 360.17 ele-
ments per page and finally by the pages of Mozambique (mz) with an average of 
344.60 elements per page. 

 

Fig. 1. Average number of elements per page for each country’s governmental pages 

Figure 2 presents how the evaluation outcomes (fail, pass and warning) differ be-
tween the African countries’ Web pages. A failure occurs in the cases where the 
evaluator can detect automatically and unambiguously if a given HTML element has 
an accessibility problem. A pass ensues from elements that, unambiguously, are clas-
sified as having no accessibility problems. Warnings are raised when the evaluator 
can partially detect accessibility problems, but which might require additional inspec-
tion (often by experts). Table 1 presents the percentage of outcomes (pass, fail and 
warning) by country. Inspecting these results with additional detail, the Web pages 
have the following evaluation outcomes: 

• Fail: Even though the compliance with accessibility techniques is quite different in 
all three countries, the common factor between the Web pages of Mozambique and 
South Africa is that fails are slightly above 50%. In addition, the Angolan Web 
pages are just above 40% for fails. 

• Pass: Angola’s governmental Web pages register the highest percentage of passing 
elements, reaching over 40%. Mozambique ratio decreases to around 37% and 
South Africa registers the lowest value, around 19%. 
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• Warning: Mozambique’s Web pages elements register the lower percentage of 
warnings, around 10%. Followed by Angola’s Web pages with 13% and South Af-
rica with 27%. The three countries have total of fail and warning above 50%: Mo-
zambique just above 60%; Angola around 55%; and South Africa approximately 
80%. South Africa registers the highest total of potential accessibility problems. 
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Fig. 2. Average number of HTML elements by evaluation outcome by country 

Table 1. Distribution of evaluation outcomes (absolute values and percentages) by country 

Country Pass % Pass  Fail % Fail  Warning % Warning 

Angola 159.66 43.61% 157.92 43.14% 48.51 13.25% 

Mozambique 101.45 37.42% 143.77 53.03% 25.88 9.55% 

South Africa 133.47 19.46% 370.05 53.94% 182.45 26.60% 

Evaluation by Technique  

In the following analysis, we will focus on the accessibility results by technique, identi-
fying the more compliant and the more infringed techniques for each country. Figure 3 
shows the techniques where occurred passes and their average. All three countries pre-
sent higher pass values for techniques C23 and C19. The third higher pass value is C8 
for South Africa, C9 for Mozambique and C21 for Angola. These techniques evaluate 
the following conditions:  

• C23 – if div elements in main content have background colour; 
• C19 – whether text is incorrectly altered to “look” as if it has an align right or centre; 
• C8 – for paragraphs and headings, looks for a wrong usage of extra spaces between 

letters to simulate the letter spacing property; 
• C9 – whereas decorative images are specified in CSS rules and therefore remov-

able when disabling CSS; 
• C21 – checks if the line-height property is used with relative values and if these 

values range between the ones recommended. 
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The first observation that can be made is that HTML techniques present lower val-
ues of pass comparatively with CSS techniques. This can be explained by the fact that 
CSS techniques are more specific than HTML ones, which means that an automated 
evaluation can more easily determine pass for these, while HTML return higher num-
ber of warnings. 

 

Fig. 3. Average number of passes by technique per country 

The average number of possible problems and problems (fails and warnings) per 
technique is presented in Figure 4. All three countries present higher values in tech-
niques C15 and C7. For South Africa and Angola, the subsequent high value tech-
nique is H30, while for Mozambique is H73. Respectively these techniques evaluate 
the following conditions:  

• C15 – if anchor and input form components present a visual alteration when inter-
acted with; 

• C7 – whether anchor elements are followed by a span tag with a textual description 
of the link hidden by a CSS rule;  

• H30 – if the link text describes the purpose of the anchor;  
• H73 – checks the correct usage of the summary attribute in tables.       

From these results, we can deduce the most common elements with potential ac-
cessibility problems. In South Africa and Angola these are anchors or input form 
components, and in Mozambique tables are added to these. 

Incompliance with certain techniques is more pronounced in some countries. For 
instance: 

• H33 – if a title attribute supplements a link, is a more common problem in South 
Africa (average of 24.61), comparing with the other countries (average of 2.95 for 
Angola and 1.50 for Mozambique); 

• C23 – which presents an average of 9 elements with problems for Angola, being 
negligible in the other two countries; 

• H39 – verifies the usage of caption elements to associate data tables captions with 
data tables, shows the same behaviour as H33, with an average of 39.58 for South 
Africa (average of 1.10 for Angola and 11.42 for Mozambique). 
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Fig. 4. Average number of fails and warnings (possible problems) by affected technique 

Level of Complexity 

We found that the average complexity for the three different domains is approxi-
mately 1. The results gathered for Mozambique and South Africa show that the high-
est level of complexity is 2 (found in 2 Web pages). For the Angolan Government 
pages, the highest level is 3 (found in 3 Web pages), while 17 pages had level 2.  

From these results we can conclude that, for these countries, dynamic changes to 
the governmental pages layout or interaction elements (thus excluding changes to 
their content) is not common. When these changes are required, a new page will be 
loaded, instead of changing the DOM. 

3 Discussion 

We found there are differences between the three African domains government’s Web 
pages accessibility quality. The South African Government’s Web pages have a larger 
number of HTML elements, but also present a larger percentage of elements raising 
fails and warnings, comparatively with the Web pages from Angola and Mozambique. 
This goes towards the conclusions of Lopes et al [5], where it was found that the size 
of the pages influences its quality (i.e., smaller Web pages have less accessibility 
problems than bigger ones). 

Concerning the techniques, it was observed that CSS techniques have a greater in-
fluence on the positive accessibility values for all the countries domains than HTML 
techniques. Techniques C23, C21, C19, and C8 were found to be the ones with high-
est compliance levels.  

When considering potential accessibility problems (fails and warnings), we per-
ceived that they also have higher values in CSS techniques but the difference to 
HTML techniques is not as pronounced as we found when analysing passes.  
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The techniques most often violated were C7, C15, H30 and H73. It is interesting to 
note that what we observed for one of the techniques with more problems, H30 
(which verifies if the link text describes the purpose of the anchor), is consistent with 
what was already seen in a previous accessibility study of two hundred of the most 
used Web pages in the entire world [6].  

The majority of the HTML problems found are related with the accessibility qual-
ity of tables, specifically when they do not have captions and summary elements, and 
if links do not have text descriptions. If those were carefully reviewed and redone the 
accessibility quality of the pages would considerably improve.  

The results show that government Web pages would greatly benefit from review-
ing their CSS, since the majority of their problems are located in techniques C7 and 
C15, especially for the South African government's Web pages. Problems with these 
techniques can be solved by adding a description of the link given in the anchor ele-
ment, inside a span tag and hidden by a span CSS, as recommended by the WCAG 
2.0 description. For technique C15, the solution would be to ensure that every anchor 
link and input box changes its colour whenever it is interacted with. People would 
greatly benefit from this visual aid and contrary to technique C7, it is much easier to 
enforce. Correcting these situations would help separate the normal paragraph's text 
and the interactive text in the anchor element, as well as help signalling which form 
input element is selected at a specific instant when it is being interacted with.   

After finishing the automated evaluation, we performed a manual inspection of some 
of the government’s pages from each country. This inspection was performed following 
the indications of the WCAG 2.0. For the South Africa’s Web pages we observed that: 
the limitations of the several divisions of the pages was not always clear; link elements 
were confused with parts of the text; the general structure was quite similar to a news-
paper and did not denote a lot of accessibility concerns. For Mozambique’s Web pages, 
decorative images do not have either alt or title attributes when they should have them 
with empty values; some colours are also perceived as being too bright; table captions 
were also almost inexistent; there are also some flash objects directly embedded without 
any textual descriptions. For Angolan Web pages, since they generally follow the same 
structure, they all could benefit from adding captions to tables and textual descriptions 
to images and anchor elements. We can see that some of the issues found manually 
confirm the findings of the automated evaluation. 

It was also possible to detect that Angola and Mozambique’s Web pages benefited 
from tools that help code generation (such as Flyout and Plone, respectively). On the 
other hand, South African pages, taking into account the quantity of comments in the 
code and its specificity, were probably manually coded. This probably contributed to 
the bigger number of CSS problems, because code generators avoid several CSS 
problems, such as the use of relative font-sizes. 

Regarding the level of complexity of the Web pages, we found that dynamic 
changes to the pages’ DOM are mainly used to change the content of the pages and 
not to add new elements to the page (i.e., less structural complexity). In what con-
cerns the accessibility quality, the slightly higher complexity found in Angolan Web 
pages does not reflect any significant change in the overall accessibility score. 
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4 Conclusion 

The Web is the main vehicle used by many governments to spread information, edu-
cation, allow civic participation and other public services. If these pages are not ac-
cessible they fail to reach their target population. 

In this paper we evaluated 2250 Governmental Web pages from each one of three 
different African countries: Angola, Mozambique and South Africa. This report 
shows that the South Africa Government Web pages have more elements than the 
other countries but have less quality in terms of accessibility. The Angolan Govern-
ment Web pages scores the best ratio of passes when comparing with the other coun-
tries. Mozambique’s pages have the lower rating of fails and warnings combined. 
Regarding the level of structural complexity, we did not find major differences be-
tween the different countries’ Web pages.  

A manual inspection of a sample of the pages suggested that Angolan and Mozam-
bican Web pages might have benefited from the support of code generation tools dur-
ing their development, while this is not so clear in South African Web pages. The 
accessibility evaluation, concomitantly, has shown more accessibility problems in 
South African pages, with some of these problems being in some cases more easily 
addressed and prevented with the use of code generation tools. 

This overall view of the current state of accessibility in these African governments 
Web pages by WCAG 2.0 techniques facilitates establishing a set of recommenda-
tions to repair the most common problems.  
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Abstract. A wealth of studies has revealed a cross-cultural difference in the us-
er preference on webpage designs. Users from other cultures often criticize a 
widely accepted webpage design in one culture. Designs for diverse cultures are 
thus expected to be specific to address diverse user preferences. This study in-
vestigated the preferences of Chinese users on four essential design elements re-
lated to the readability of texts of the result pages of search engines. The results 
suggested that the search result pages of the Bing search engine designed for 
typical ‘US users’ did not satisfy Chinese users. Chinese users, in general, pre-
ferred huge-sized texts for titles, a more compact layout of the search result 
pages, and keywords to be highlighted in red. The findings of the study  
contributed to webpage design guidelines for Chinese users, and may serve as a 
catalyst in exploring user preferences in designing for diverse cultures. 

Keywords: webpage design, cross-culture, diversity, Chinese users. 

1 Introduction 

As the number of Internet users in China increases (up from 11,100 (8.5% of the pop-
ulation of China) to 56,400 (42.1%) in the last 7 years), some international companies 
that offer online services have realized the potentially huge business opportunities and 
rushed into the Chinese market. Designs of websites of these companies usually fol-
low the ones that have been accepted in the respective homeland of the company, with 
language the only difference. Chinese users are sometimes not satisfied with a mere 
translation of the content. The question may be asked as to why a websites with good 
“pedigree” may not be successful in China. 

1.1 Cross-Cultural Difference in Preferences of Webpage Design 

A wealth of studies has revealed a cross-cultural difference in user preferences and 
judgments on the webpage design [1-6]. For instance, Simon [6] found that Asians 
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disliked triangles and squares on webpages, whereas North Americans and Europeans 
preferred combinations of those shapes. Faiola, Ho, Tarrant, and MacDorman [7] 
suggested that the U.S. and South Korean people perceived the aesthetics of home 
pages differently. These findings suggest that designs that are blindly copied or 
slightly modified from other cultures may actually not be satisfying. 

Attempts have been made to provide explanations for the cross-cultural difference 
in preferences on the webpage design. Many studies suggested that the cognition and 
communication styles in diverse cultures influence how people learn and interact with 
online information [6, 8-12]. This learning process, in turn, influences how users in-
terpret a website’s aesthetics [13-15]. For instance, in low-context cultures  
(e.g., Germans and Swiss), communication occurs predominantly through explicit 
statements in text and speech. In high-context cultures (e.g., Japanese and Chinese), 
messages include other communicative cues such as body language and the use of 
silence [16]. Previous studies showed that the high-context people browse information 
faster and prefer fewer links to find information than the low-context users [15]. The 
high-context users appreciate the webpages with a compact layout more, while the 
low-context ones prefer the pages that looked more open. These studies provide theo-
retical evidence for the cross-cultural differences in the judgments and preferences of 
webpage designs. 

1.2 Motivations for the Present Study 

Considering the cross-cultural differences in the judgment and preference of webpage 
designs, it may be advantages for the international companies to provide specific de-
signs to cater to the preferences and requirements of the users from diverse cultures. 
However, there are only a few theoretical or empirical studies that provide detailed 
guidelines for designers. Accordingly, some webpages, which were specifically de-
signed for Chinese users, were found not to be satisfying due to the limitation of the 
degree to which the designers understood the preferences of Chinese users. 

Our study was performed to investigate the specific preferences of Chinese users, 
aiming to make attempts to enrich the guidelines of the webpage design for Chinese 
users and to act as a catalyst for future studies that explore the specific preferences of 
users from diverse cultures on the designs (i.e., not limited to the webpage design 
alone). 

1.3 Design Elements Tested in the Present Study 

Numerous studies have been conducted to explore impact factors of readability of 
texts on computer screens, indicating that many essential design elements do have an 
effect on the readability of computer-displayed texts [21-26]. For instance, the font-
size and font-color were indicated as having effects on both of the readability of Eng-
lish and Chinese texts, which reflected in accuracy and reading speed [21-22]. Chan 
and Lee [24] suggested that the line-spacing also influence an individual’s reading 
speed, as well as the comprehension of offered information. A similar finding regard-
ing to the impact of line-spacing on readability indicated that texts with wider line 
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spacing lead to better accuracy and faster reaction times [26]. Researchers also found 
the line-length of text on websites to influence its clarity and comprehension [25].  

Based on these observations, our study examined whether and how four design 
elements that have been suggested to relate to the readability of texts (i.e., the font 
size, style of keyword-highlighting, line height, and search result margin (SR-
margin)), influenced Chinese user preferences on the webpage design. Specifically, a 
search result was composed of a title, an attribution, and a snippet. The SR-margin 
referred to the space between search results, while the line-height was a combination 
of the space between the title and attribution, the space between the attribution and the 
snippet, and the space between lines within the snippet. The terms of the line height, 
the SR-margin, and the title, attribution, and the snippet of search results are illu-
strated in Fig. 1. 

 

Fig. 1. An illustration of the terms of the line height, the SR-margin, and the title, attribution, 
and the snippet of search results 

2 Methods 

A total of 1009 participants (roughly 50% female; 90% white collared workers and 
10% students; 59% aged from 25 to 30, 12% aged from 18 to 24, and 29% aged  
from 31 to 35) were recruited by iResearch, a professional consulting company 
(www.iresearch.com), from cities of Beijing, Shanghai, and Guangzhou. All partici-
pants randomly completed no more than 3 prepared tasks. Participants in each task 
ranged in number from 318 to 361. 
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Four kinds of font-size, six kinds of keyword-highlight, six kinds of line-height, 
and six kinds of SR-margin were separately tested using four tasks. Detailed parame-
ters of all designs of these elements are summarized in Table 1, including the parame-
ters of the designs of the Bing search engine (www.bing.com) for typical ‘US users’ 
(the so-called US designs). A set of search result pages (SERPs) that contained exact-
ly the same contents with the only difference in only one of the four design elements 
was prepared in each task. 

Table 1. The detailed parameters of all designs of the four elements tested in this study 

Font-size 
(T/A&S) 

Keyword-highlight 
(T/S) 

Line-height 
(T/A/S) 

SR-margin 

A 13px/13px Red/Red 1px/1px/16px 17px 

B 16px/12px Red/Red 3px/1px/18px 19px 

C 16px/13px Blue/Blue 4px/1px/19px 21px 

D 20px/13px Blue/Blue 5px/3px/21px 23px 

E - Orange/Orange 7px/5px/23px 25px 

F - Red/N/A 9px/7px/25px 27px 
Note. T, A, S denoted the title, attribution, and snippet. Underlined parameters indicate the 
design of the Bing search engine for typical ‘US users’. 

In each task, participants were side-by-side presented with two random SERPs 
from the SERP set and were required to indicate their preferences. After that, the 
“loser” SERP disappeared and a new “competitor” from the SERP set showed up. The 
participants were required to indicate their preferences again. Then another new 
“competitor” replaced the “loser”, and so on. After all SERPs in the set have shown 
up, the final winner was recorded as the page with the most preferred design. 

3 Results 

We separately calculated the percentages of total participants that preferred each kind 
of design for each of the four design elements. We aimed to find out which kind(s) of 
design(s) were most preferred by participants. Further, with respect to each design 
element, we separately analyzed whether and how participant preferences were  
influenced by the individual gender, age, and occupation. We did not analyze the 
interactions between gender, age, and occupation on participant preference due to the 
limitation of the sample size. 

3.1 Font-Size 

Four kinds of font-size combinations, as listed in Table 1, were tested in this study. A 
chi-square test revealed a significant font-size effect on the percentage of participants 
that preferred each kind of combination most (χ2(3) = 29.70, p < .01). The popularity 
of these designs increased with the increasing size of the font of titles. That is, overall, 
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a significant majority of participants (34.77%) preferred the design with the largest 
font-size (20px) of titles most (ps < .001), while the design with the smallest font-size 
(13px) of titles was the least preferred one (13.54%). The results indicated that the 
percentage of Chinese users that most preferred the font-size combination 
(16px/13px) in the so-called US design (25.51%) was significantly less than the per-
centage of users that preferred the ‘largest one’ (20px/13px) (p < .01). Further analys-
es revealed no significant effects of gender (χ2(3) = .52, n.s.), age (χ2(6) = 7.04, n.s.) 
and occupation (χ2(3) = 2.34, n.s.) on the distribution of participants that favored each 
kind of font-size. 

3.2 Keyword-Highlight 

Six kinds of keyword-highlight design were prepared for testing in this study. A chi-
square test revealed a significant difference between individual preferences on SERPs 
with these designs (χ2(5) = 52.23, p < .01). Most participants preferred either the red-
normal design (25.79%) or the red-bold design (22.64%) of keyword-highlight most. 
No significant difference was observed in the individual preference between these two 
kinds of design, n.s. Participants most dislike the blue-normal and the blue-bold de-
signs. Specifically, only 5.66% of participants indicated that they preferred the blue-
bold design most, which serves as the so-called US design of the Bing search engine. 
The percentages of participants that favored the orange-normal design (19.50%) and 
that favored the red-N/A design (19.18%) were in the middle of these two extremes. 
Further, neither individual gender (χ2(5) = 3.61, n.s.), age (χ2(5) = 14.44, n.s.), nor 
occupation (χ2(5) = 3.24, n.s.) was observed to have a significant impact on the distri-
bution of participant preferences on kinds of keyword-height design. 

3.3 Line-Height and SR-Margin 

We compared the participant preferences on six kinds of line-height combinations. A 
chi-square test revealed a significant difference between individual preferences on 
SERPs with these combinations of line-height (χ2(5) = 14.68, p < .01). The combina-
tion preferred by the most participants (21.88%) was as follows: 3px wide between 
the title and the attribution, 1px wide between the attribution and snippet, and 18px 
wide between lines in snippet. The popularity of the combination roughly increases as 
the layout of search results was designed to be more compact. In particular, only 
16.41% of participants preferred the line-height combination of 5px wide between the 
title and the attribution, 3px wide between the attribution and snippet, and 21px wide 
between lines in snippet, which serves as the so-called US design of the Bing search 
engine (p < .05). Further chi-square tests revealed that there were no gender (χ2(5) = 
7.52, n.s.), age (χ2(10) = 8.22, n.s.), and occupation (χ2(5) = 7.82, n.s.) effects on 
participant preferences on each kind of the line-height combination.   

We prepared six kinds of SR-margin, which ranged from 17px to 27px with inter-
vals of 2px for testing in this study. A chi-square test revealed that there was a signifi-
cant difference in participant preferences on the six kinds of the SR-margin design 
(χ2(5) = 15.57, p < .01). Take a closer look at the preference data, we found that a 
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significant majority of participants (22.56%) favored SERPs with 19px SR-margin, ps 
< .01. Specifically, among the four SERPs with the SR-margin that was wider than 
19px, the popularity roughly decreased with the increasing of the width of the SR-
margin. A total of 19.51% of participants preferred the design for typical ‘US users’ 
with 21px SR-margin, which was significantly less than the percentage of participants 
that preferred the design with 19px (p < .01). No significant effects of individual 
gender (χ2(5) = 7.99, n.s.), age (χ2(10) = 7.09, n.s.), and occupation (χ2(5) = 4.68, 
n.s.) were observed on the distribution of the participant preferences on SR-margin 
designs. These findings were generally consistent with those of the line-height design, 
suggesting that participants more appreciate SERPs with a relatively compact layout. 

4 General Discussion 

Our study tested Chinese user preferences on four essential design elements of the 
search result pages. Overall, the results revealed that most of the search result pages 
that were designed for ‘US users’ actually did not satisfy Chinese users. The four 
main findings are summarized below. 

First, Chinese users consistently preferred the huge-sized texts for titles to the me-
dium-sized ones used in the designs for typical ‘US users’. Previous studies have 
suggested that enlarging the font-size can improve the readability of texts [17, 23-24]. 
When viewing search results, Chinese users were used to fixating on the titles of 
search results and almost ignored the attributions and snippets. Chinese users mainly 
focus on the good readability of search result titles, but pay less attention to the aes-
thetics of the whole pages.  

Second, Chinese users consistently preferred keywords to be highlighted in red. 
We reasoned that Chinese users might be used to first fixating the texts around key-
words when judging the value of a search result. They desired one way of highlight-
ing that could help them distinguish keywords among texts immediately. Therefore, 
the reason why Chinese users preferred keywords to be highlighted in red is probably 
because the keywords in a more distinguishing color were more legible than those  
in bold. 

Third, Chinese users consistently favored a relatively compact layout of the search 
result pages. For the pages that were designed on the basis of the favorite combination 
of SR-margin and line-height of Chinese users, the amount of information displayed 
on one screen was approximately twice as much as that offered by the pages that were 
designed for ‘US users”. We proposed that Chinese users were sometime prone also 
to view some of other information that seemed to be irrelevant to their original target 
search. For example, consumers with the aim of purchasing clothes would also like to 
view promotion information concerning other goods. Therefore, they would not reject 
pages containing a great deal of information.  

These findings indicate that when designing webpages for Chinese users, the fol-
lowing general guidelines should be followed: (1) try to use a relatively large font; (2) 
highlight the keywords in red; and (3) make the layout of the webpage compact with a 
relatively great deal of information. 
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This study added to the wealth of evidence that users from different cultures can 
perceive webpages differently and often prefer different designs [1-6, 25-26]. We 
suggested that designers should understand the preferences of users from diverse cul-
tures and provide specific designs to address their preferences. The findings of this 
study may assist to enrich the guidelines of the webpage design for Chinese users, and 
are expected to act as a catalyst for future studies that explore the specific preferences 
of users from diverse cultures on the designs. 

Two limitations of this study should be acknowledged. Firstly, the experimental 
design should be more rigorous. We examined the main effects of the four design 
elements on user preferences, but we did not take the interactions between these ele-
ments into account due to the limitation of the sample size. Secondly, using the  
paradigm of the current study, we can measure the user preferences on the design of 
webpages, but we cannot determine the exact reasons behind their judgments and the 
actual influences of the webpage design on user information search and processing. 
Considering both aspects, we suggest that a larger participant pool, a more rigorous 
experimental design and various methodologies to measure individuals’ unconscious 
information search and processing (e.g., think aloud and eye-tracking) to be used in 
future studies.  
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Abstract. This study focuses on teenage users of public internet access venues 
(PAVs) in low-income neighborhoods of Cape Town. It documents their cultiva-
tion of detailed ICT repertoires to make the most of available ICTs. It highlights 
the continuing importance of PAVs as supplements for poorly equipped schools 
and reveals the incompleteness of any supposed transition to mobile-only inter-
net use. While the mobile internet is opening up opportunities for young people, 
its current form still conflicts with the easy (global) rhetoric of a closing digital 
divide and the end of the PAV. We recommend policy and design actions (ef-
fecting rules, training, messaging, functionality, and Wi-Fi) to reconfigure PAVs 
to be more useful "in the age of the mobile internet". Though some actions re-
quire support from policymakers, this is fruitful ground for designers and tech-
nologists. We identify steps that can be undertaken immediately, rather than 
waiting for future device convergence or lower tariffs. 

Keywords: Libraries, ICT4D, Shared Access, South Africa, Developing  
Regions, Human Factors, Mobile Phones. 

1 Introduction 

This paper revolves around a question: “If you have the internet in your pocket, why 
do you still visit a public access venue?” Mobile Internet access is growing world-
wide, propelled by lower cost smart phones and data enabled “feature phones” costing 
as little as USD$50. Though mobile handsets may not provide the same functionality 
as a PC, the mobile internet promises to bring a billion or more people online [1].  

The arrival of this private, accessible, but perhaps not optimal mobile internet has 
implications for ‘traditional’ public access venues (PAVs), such as libraries, telecen-
ters and cybercafés serving low-resource communities. We suggest that recent asser-
tions in the practitioner literature (e.g., [2, 3]) about the irrelevance of public access in 
the age of the mobile deserve further scrutiny. Only a handful of studies have syste-
matically addressed the interplay amongst these forms of access [4–6], and no one has 
examined the effect of mobile internet use on particular groups engaging in specific 
activities or the strategic choices made by users confronted with a potential repertoire 
[7, 8] of access choices. This paper describes a study in Cape Town, South Africa, 
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emphasizing an ongoing role for public access venues even among some mobile in-
ternet users, and suggesting ways to redesign and reconfigure public access venues to 
be more useful in the era of the mobile internet. 

This study focuses on older teenage PAV users in low-income neighborhoods of 
Cape Town, identifying the roles of PAV and mobile phones in their educational, 
cultural, civic, and health-related involvement. The consequences of PAV use are 
important for young people who confront various information-related challenges as-
sociated with transitions between school, tertiary studies, and a forbidding job market 
where only one in eight adults under 25 years of age find formal employment. 

The mixed-design deployed four activities: (1) Semi-structured initial interviews 
with operators of 36 PAVs in the Western Cape Province; (2) Detailed interviews, 
activity/drawing probes, and task analyses with 53 teenage PAV users in 6 sites, in-
cluding neighborhood libraries, larger ‘central’ libraries, and some cybercafés; (3) a 
closed-end questionnaire administered to 280 PAV users in Cape Town, and (4) an 
extensive debriefing session with leaders of three PAV organizations in Cape Town. 

The results of the three main activities are detailed in [9], prepared as part of a 
broader multi-country study on public access to computing. This paper condenses the 
report [9],  and adds the results of the consultation to find: 

1. Teenage users have developed practices which help them negotiate the respective 
strengths and weaknesses of public access and private mobiles.  

2. The PAV ecology supports a valued and non-substitutable repertoire of practices 
for resource-constrained users, even those with ‘the internet in their pocket’.  

3. Teens can use a combination of mobile and public access internet resources to 
participate in media production (though not all of them do so).  

4. PAV operator policies influence the chances for simultaneous, complementary use 
of the mobile internet in the venue.  

We discuss specific implications for design and policy, implementable in the short 
term, to increase the utility of PAVs in the mobile age. In essence, the PAV can 
'welcome the mobile' into the venue through rule changes (to allow file transfers), 
staff training, Wi-Fi, and spatial reconfiguration to support sociality and play.  

2 The South African Context 

South Africa remains a society with extreme differences between rich and poor [10]. 
Its distinctive patterns of ICT use [11, 12] make it an important case in policy initia-
tives around digital inclusion [13]. Hardware is expensive due to import duties and 
lack of domestic manufacturing. Cell coverage is good but data, whether via terrestri-
al DSL or wireless GPRS/3G connections, remains relatively expensive. DSL lines 
are frequently capped with monthly limits as low as 1GB. Wireless data is purchased 
by bundles (similar to prepay airtime minutes), encouraging careful attention to a 
“running meter” [14]. Public access [15] to the internet in South Africa is available in 
libraries, NGO-run telecenters, schools, and cybercafés [16, 17]. 
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By 2010, South Africa had over 100% mobile penetration (50 million subscrip-
tions) but only 743,000 fixed broadband subscribers [18]. Market research suggests 
that 9 million unique users subscribe to the GPRS data channel [19]. Meanwhile 
MXit, a Java-based GPRS “internet-lite” chat application, has become popular 
enough, as a first-time mobile internet experience, to spawn moral panics, new phras-
es, and political sagas [20–24]. Thus "mobile centric" [25] internet use is increasingly 
prevalent, particularly in urban areas and among youth [26, 27]. Germane to our study 
population, most grade-11 teens in low-income township schools in Cape Town used 
their mobiles to access the internet as early as 2008 [28].  

Books, libraries, and computers are scarce in most South African schools [29]. Un-
equal access to good teaching and facilities  testify to contemporary class inequalities 
and to racial discrimination in past provisioned under apartheid [30]. Since 2002/3, 
public schools in the Western Cape Province, where Cape Town is located, have be-
nefited from a rollout of computer labs and at around the same time, the SmartCape 
project began providing internet access to libraries in disadvantaged areas of Cape 
Town. With simply not enough PCs or internet access points at school or at home, 
teens turn to libraries, cybercafés, and other PAVs to augment their access. We had no 
difficulty finding teens in Cape Town libraries every afternoon and on weekends, 
waiting for their allotted periods of free internet access on the SmartCape computers.  

The participants in this study have been growing up in post-democracy in an era of 
dramatic social change. Opportunities increased for Black households, just as growing 
unemployment plunged many into poverty. Unemployment is particularly serious for 
young people who leave school facing national unemployment rates of 25% [31].  

If young people are unsuccessful in their exams or cannot afford to study further, 
contacts in their social networks may be their major source of opportunities for em-
ployment or income. Ideally, they need to find a way to develop interests or networks 
that connect them with the worlds of work and higher education. Many are skilled 
users of the ICT  and their practices suggest a continuing role of PAVs in supple-
menting for poorly equipped schools, highlighting shortcomings of the mobile inter-
net as currently experienced.  

3 Framing/Perspective 

The literature on the roles of mobiles in the theory and practice of “Information and 
Communication Technologies for Development” (ICT4D) is too voluminous [32] to 
cover here. Our interest is not voice calls or even text messaging but mobile internet 
use in relation to shared PC and internet access. We do not presume that mobile inter-
net use is a substitute for public access or that it is irrelevant to those who use PAVs. 
Indeed, it may often not be the same “internet” on the mobile, as access modes range 
from accessing WAP sites to running enclosed applications, such as a chat clients, to 
downloading premium content or games from operator websites [33]. 

We join other recent HCI papers to explore communicative ecologies and reper-
toires in resource constrained settings [34, 35]. Communicative ecologies involve 
interactions among technologies, sociality, and discourse [36, 37]. Information or 
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cultural ecologies are characterized by ‘hybrid’ interactions of physical and digital [8, 
38]. We adopt ecological metaphors to explain the roles of mobile internet, other 
ICTs, social networks, and PAV spaces in the repertoires of young people. This ap-
proach allows us to acknowledge young people’s agency and supplement it with an 
awareness of power, first, the long, powerful shadows cast by institutionalized school-
ing centered around adult institutional authority and second, the overall contours of 
participation, as sculpted and truncated by economic forces.  

4 Methods 

Our project was intended to explore the leading edge of a non-equally-distributed 
phenomenon (complementary use of mobile internet and PAVs). The theoretical tar-
get population was urban teens from historically disadvantaged populations in South 
Africa who lack access to resources. Due to cost constraints, we pursued non-
representative, purposive sampling during all phases of data gathering. Our sample is 
urban, restricted to Cape Town. Our informants were all PAV users. Thus our results 
are exploratory in nature, and should be interpreted to identify patterns and issues 
relevant to design and to policy, rather than to fix specific estimates of behavioral 
frequencies in the broader population. All questionnaires and recruiting procedures 
were prepared in accordance with the University of Cape Town regulations for re-
search with human subjects, including written parental consent for participants under 
the age of 18. 

In phase one, we conducted semi-structured qualitative phone or in-person inter-
views with 36 PAV operators in the Western Cape (11 cybercafés, 5 telecenters/NGO 
facilities, and 21 libraries). We selected sites at random from a list of Cape Town 
libraries located in low-resource neighborhoods and included the city’s two central 
libraries. Telecenters and Cybercafés were selected using a convenience sampling 
method, focused on the same low-resource neighborhoods in Cape Town.  

The interviews were the same in the phone and face-to-face conditions. The ques-
tions were formulated to consider the use mobile internet. Interviews were conducted 
in the language of the respondents (English, isiXhosa, or Afrikaans). These brief 15-
20 minute interviews were recorded, transcribed, translated, and then entered into 
Excel for analysis. Face-to-face interviewees were provided a prepay airtime voucher 
worth 40 Rand ($4.48) as an honorarium. 

In phase two, we recruited 53 teenage participants from public access venues 
around Cape Town, primarily the public libraries in Delft (14%) and Langa (14%), 
Cape Town’s Central Library (13%), and the African Axess Internet Cafe in Langa 
(11%). Selected venues provide insight into a mix of government and commercial 
operators in diverse neighborhoods. We interviewed both Afrikaans and isiXhosa 
speaking participants (who were mostly multi-lingual). The group included 24 young 
women (45%) and 29 young men (55%) who ranged in age from 13 to 19 years old, 
with an average age of 17 years.  

The interaction with participants varied depending on availability of PCs, safety  
of bringing a mobile to the venue, time, and the evolving needs of the project.  
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An interaction consisted of some or all of the following components. (a) A semi-
structured interview on PAV and mobile internet behaviors inquired about the task 
that had led the participant to come to the venue. (b) Assisted drawing of a project 
network diagram detailed the socio-technical resources (including PCs and mobiles) 
recruited for the participant’s most recent school project [39]. Finally, (c) a video-
taped facilitated task analysis on a PC or mobile using the “think aloud” method [40]. 
Participants received a R15 ($1.68) airtime honorarium.  

In phase three, we distributed a questionnaire that focused on validating and quan-
tifying issues and patterns found in earlier phases. We used leave-behind or self-
administered questionnaires, with a R10 ($1.12) incentive for completing the 15 
minute task. The questionnaire was available in English-only, Afrikaans + English, 
and isiXhosa + English versions. 

In June and July 2011, we distributed questionnaires at seven PAVs. Overall, 294 
users, 171 users at 4 libraries and 141 users at 3 cybercafés (missing value on ve-
nue=3), responded to the survey. Overall, 67% of respondents were male and 33% 
were female. Respondents ranged in age from 12 to 55 years of age. The highest 
completed education among the adults ranged from high school and “matric” (passed 
final high school exams) up through some university training.  

The questionnaire captured a diverse set of Cape Town residents, not strictly the 
poorest of the urban poor. Overall, 56% of respondents spoke isiXhosa as their first 
language, followed by English (27%), Afrikaans (24%), and Zulu (1%). English was 
listed as a second language by 52% of respondents. Furthermore, 62% of respondents 
said they were unemployed, 17% were employed, 10% were part-time employees, 
and 8% were self-employed. Concerning their living arrangements, 92% had electrici-
ty in their homes and 81% of respondents could get to the PAV in 20 min. or less. 

Finally, in phase four, we held a three-hour workshop to discuss findings with rep-
resentatives of African Access (a cybercafé chain), The Cape Town Libraries Smart-
Cape initiative, and the manager of the Cape Access project of the Provincial Gov-
ernment of the Western Cape. During the workshop, we tested and refined initial find-
ings and developed recommendations with these key stakeholders. 

5 Findings 

5.1 Teenage Users Have Developed Practices Which Help Them to Negotiate the 
Respective Strengths and Weaknesses of Public Access and Private Mobiles  

In this section, we describe how teens navigate the interrelated affordances and con-
straints made available via mobiles and PAVs. Free use (as in a library) supports more 
resource-intensive goals (requiring storage space, time, and bandwidth) and stable 
media production. Paid use (such as a phone) supports time-sensitive goals, inter-
personal communication, and low bandwidth media use. 

In phase three, we asked the respondents about locations, beyond the shared access 
venue, where they could get Internet access. Figure 1 shows that nearly half of res-
pondents had access at home. In our target group of teens, 42% of survey respondents 
had home access to a PC while 30% of in-depth interviewees owned a PC. These 
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Some tasks were clustered to take advantage of the functions and affordances of a 
specific platform (PC or mobile). No one used word processors on their phones. Simi-
larly, no one preferred to use MXit on a computer. The inability to multitask on, print 
from, download, or display large images on a mobile phone were seen as disadvan-
tages, and writing down information from a mobile screen was viewed as a highly 
inconvenient way of transferring information. 

Hybrid or cross-platform practices characterized the use of Google Search and Fa-
cebook. PCs were the preferred platform for Google search, with users able to transfer 
their skills to mobile. Cross-platform use seemed to be the preferred way of using 
Facebook, with participants electing to use the accessibility and privacy of mobiles 
together with the convenience and economy of computers. This allowed them a less 
expensive mode of access, better ergonomics as well as an expanded set of features, 
particularly instant messaging (not available on mobile Facebook at the time).  

Costs were a persistent factor. L explains: "Sometimes I don't have money to go to 
the Internet cafe and don't have money to use my sister's phone, so I do come here", 
and A. concurs: "I use a computer when I do not have airtime and I use cell phone 
when I have airtime". Phones were a way of accessing the mobile web ‘ka ncinci’, 
just a tiny bit - costly but cheaper than hourly fees in an Internet cafés. 

Many web pages download painfully slowly on phones. Some networks bill for da-
ta by time rather than by megabyte, and our observations of mobile internet use  
showed that young people avoided certain actions on the mobile web to avoid costly 
downloads. 

Time constraints were also a factor in free PAVs, where restrictions on PC use 
times as short as fifteen minutes prompted quick-turnaround ‘match and grab’ search-
copy-paste-print routines adapted to the pressurized library environment. In other 
cases, longer periods at the computer (as in the internet cafés) or regular visits to the 
library allowed more sustained involvement in editing and visual design as well as 
integration with handwritten and photocopied material.  

Those with airtime and data resources took delight in contacting peers on Facebook 
via mobiles. MXit allowed a more economical, less interrupted mode of interaction: 

─ N: If I don't have airtime, I have like one Rand, I go on MXit, chat with my friend 
the whole night. (f 15)  

Since MXit costs were so low, interactions proliferated, shifting freely into popular 
games. The low costs of MXit also allowed evasion of parental surveillance and regu-
lation. This freedom and abundance of communication allowed for a multitude of 
interactions via MXit, which we did not observe with the more expensive channels.  

Some interviewees framed their interactions on MXit as a separate space, cut off 
from institutional ecologies. They were adamant that their use of MXit, games, or 
other mobile applications was entirely for pleasure, and bore absolutely no relation to 
schoolwork or other institutionally approved ‘instrumental’ uses. While the mobile 
internet was well established in the informational ecosystem, both project network 
diagrams in Phase II interviews and the Phase III survey indicated that it was not of-
ten utilized for schoolwork.  
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5.2 The PAV Ecology Supports a Valued and Non-substitutable Repertoire of 
Practices for Resource-Constrained Users, Even Those with ‘the Internet 
in Their Pocket’ 

Clearly, phones support elements like social networking, media sharing (SD cards, 
photo sharing, and music playback) [43] and chat through teens’ friendship-based 
ecologies and peer practices.  Do teens still require PAVs? We highlight three asser-
tions in the affirmative below.  

First, we asked PAV operators: “In your community, has it made a big difference 
to have public access to the internet in your venue?” Overall, 33 of 36 respondents 
answered yes. The most common theme, mentioned by 15 respondents, was the way 
the PAV helped people search for employment. Other responses, less common, in-
cluded confidence (11 mentions) and the provisioning of a safe space (7 mentions). 
As predicted [44], the biggest difference between free and paid venues was in the 
issue of cost: 10 of 25 of the free venues mentioned their primary effect in terms of 
the subsidy of free access. Contrast these quotes from venue operators: 

─ Cybercafé: We have very good parking facilities and are located in a mall, so 
people feel very safe to come here, or to drop their children off here 

─  Library: It’s free of charge. And it’s a central safe place. Sometimes if we’re of-
fline, people will go look for other libraries. It’s helped so much for development. 
People can keep an eye on tenders, or look for jobs online, create CVs – at no cost. 

─ Library: For school children it helps to get the most recent information we cannot 
provide with books. That makes their life more easy. And also from our side, in-
formation is not on books yet. So we go onto the internet… 

PAV operators were asked if there were other options for getting internet in their 
communities. Generally, the libraries mentioned the cybercafés and vice-versa. The 
differentiator is price. Consider these responses: 

─ Cybercafé: The library is around the corner, where people have free internet for 45 
minutes. We often get the people who do not have patience to wait at the library. 
Even though they have to pay, the rates are good and they would rather pay than 
have to wait…in a queue. 

─ Library: People come to the library cause the internet is free, even phones are too 
expensive. We’ve even had clients saying that they do have internet at home, but 
they prefer to work at the library cause they don’t have to pay for the data 

Overall, cybercafés framed their effect as transactional based on convenience and 
access. Libraries stressed transformational elements of confidence and training, but 
also the financial subsidy. 

Second, in 39 of the 53 Phase II interviews, we asked teens why they were in the 
PAV that day. The majority (69%) of respondents in this group had come to the venue 
for reasons, which they presented as primarily serious, such as working on a school 
project or studying. Two had come to assist a younger sibling with schoolwork, and 
three had come for other reasons (sending faxes for a parent's business, attending  
 



 Yo

 

a training course, or creatin
Many had come to the venu
and another related to socia
suing an interest or hobby. 

The South African schoo
exist, requiring project-bas
such as computers, books, 
and young people rely on
would be ‘prevented from 
‘all the schoolwork require
venues also extended to ho
appropriate spaces for home

Several participants claim
had helped them achieve h
success of passing the scho
pass!’ 

Fig. 2. Ph

Interviewees had a numb
including whether the venu
their visual presentation an
They mentioned both the c
a ‘neat’ and ‘professional’ a

 

our Phone Has Internet - Why Are You at a Library PC? 

ng publicity posters for a non-profit concert to raise fun
ue with more than one purpose, one related to schoolw
alizing, either online (18 %) or at the venue (5%), or p

ol curriculum envisages an ecology, which simply does 
sed learning despite the limited availability of resourc
and libraries in public schools. As a result, both scho

n public libraries. As A. (age 19, library) explained, 
learning’ if she did not have access to the public libra
s you to get information here at the library’. Public acc
ome ecologies, which often did not provide computers
ework. 
med that the availability of the libraries and internet ca

higher grades at school. For example, M (m, 17) attribu
ool year to web searches: ‘one can say [Google] helped

 

hase III Survey Stated Preferences for Tasks 

ber of theories about what had helped increase their grad
ue had helped them to find and edit information, impro
nd neatness, and assisted them in meeting tight deadlin
onvenience of digital writing and the dividends paid w
appearance of their projects translated into higher grades

355 

ds). 
work 
pur-

not 
ces, 
ools 
she 
ary: 
cess 
s or 

afes 
uted 
d me 

des, 
ved 
nes. 

when 
s.  



356 J. Donner and M. Walton 

 

Third, we asked survey respondents whether they preferred to complete a series of 
tasks exclusively on the PC in the PAV, exclusively on their mobile, or using a mix of 
the two devices (for parsimony, we were unable to separate out mobile internet from 
the mobile in general). There were no significant differences between the preferences 
of teen vs. adults, although the results showed plenty of variance amongst the tasks. 
There are two key patterns here. First, participants preferred completing instrumental 
items (research, health, job search, learning new things) on PC only than on mobile-
only. Second, the most common answers were often “a mix” of PC and phone – res-
pondents did not want to choose between the devices. This is evidence for emerging 
complementary rather than competitive roles of PCs and phones. 

Taking away the “mix” option, we asked: “if you had to choose between using on-
ly your phone for a month or only the computer in the center, which would you pick?” 
Teens were slightly more likely than adults to say the phone (61% vs. 52%), although 
the difference was not statistically significant. We also asked “if Internet access  
was free on your cell phone network, would you still use the PAV?” Overall, 54% of 
teens and 63% of adults said they still would, although again the difference was not 
significant. 

5.3 Teens Can Use a Combination of Mobile and Public Access Internet 
Resources to Participate in Media Production  

Some examples from studies on social support and media production illustrate differ-
ent ways in which fixed and mobile internet are complementary, and hint at ways 
PAVs could be more welcoming of the mobile internet. Almost all of the interviewees 
used MXit as an academic backchannel to update one another about schoolwork or to 
assist one another with homework and projects. For example, A (f, 18) was able to 
use MXit to catch up on missed homework (‘I would ask my friend through MXit’), or 
in the case of an accounting project, to co-ordinate. Mobile phones are powerful enab-
lers of photography and audio and video recording, but publishing and downloading 
audio-visual media via mobile networks is expensive and can be slow, thus phones 
were used for media production and (to a lesser extent) editing media, while comput-
ers and PAVs were used to produce CDs and DVDs or browse visually intensive sites. 
One member of a singing group used a computer to produce a CD of their songs, 
while another participant used the library to administer an amateur drama group and 
Facebook to sell a DVD of their production. These examples reveal how bandwidth 
and airtime constraints limit networked sharing of audio and video. 

Most of the networked media production we encountered involved simple photo 
editing on feature phones, L. (f, 16) explained that she had edited her Facebook pro-
file image using software on her feature phone, annotating it with the following mes-
sage using a green typeface [ee….]* Hahahaah …. preettyy … * . The distinctive 
orthography, imitation of speech, and use of symbols suggest that such images are an 
extension of her mobile messaging practices. For her, annotated and tinted shots held 
a certain distinction: A picture is just a boring picture. Everything must be edited, it 
looks so stylish…..  
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5.4 PAV Operator Policies Strongly Affect the Chances for Simultaneous, 
Complementary Use of the Mobile Internet in the Venue 

Phase one discovered differences between cybercafés and free venues in mobile inter-
net use. Among the 11 cybercafés, 8 said that users printed files from their phones, 
and 8 had seen other examples of ‘simultaneous use’ of mobiles and PCs. Among the 
free venues, these observations were less frequent. Ten out of 25 reported that phone 
users printed files from their phones. Twelve out of 25 had seen instances of simulta-
neous use.  

Some of this gap was likely due to differences in clientele, with older, more afflu-
ent users visiting the cybercafés. Beyond this, different venues offered different ser-
vices and enforced different rules. Contrast these operator responses: 

─ Cybercafé: We help with everything. Whatever question. We don’t mind. If it has 
anything to do with internet. On the phone or on the computer. We help. That is 
our service. 

─ Cybercafé: Sometimes people ask how to set up email on the phone. We help them, 
but charge for it. 15 min help = 10 Rand. 

─ Library: The system always gives us problems with USB connection, when they use 
the phone on the computers. No one was allowed to log in. We had to shut down 
the server and then switch on again. 

─ Library: When we see them on MXit or Facebook we are lenient. But we tell them 
that it is very dangerous to have the phone with them. 

Thus a venue's rules and policies are a major influence on complementary, simultane-
ous use of mobile internet and PAVs. Nine of the eleven cybercafés had no rules 
about cell phone use. By contrast, six of the libraries had total bans, eight said phones 
should be silent, and another four specified phones should not be connected to PCs. 
Five cybercafé operators reported having helped users register for phone-based ser-
vices or configure their phone; four specifically allowed users to upload photos. Four 
free venues blocked USB ports for phone uploads/downloads. Only three helped con-
figure phones, and another three said their users knew more than they did about 
phones. Cybercafés charged the equivalent of a dollar or two to help a user set up a 
phone, and they were more than happy to allow uploads and downloads from the 
phone.  

6 Discussion 

The discussion builds on these findings by questioning the declaration of a closed 
"digital divide" and identifying steps designers, policymakers, and venues can make 
to allow PAVs to be more effective in the coming age of mobile internet.  

Though we are not the first to critique oversimplifications of how mobile internet 
promises to 'close the digital divide' [45], our work shows the continuing importance 
of safe, well-equipped venues such as these. Computers in particular play a key role 
in ecologies of resource-constrained feature phone users. Young people who could,  
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Rules. At a basic level, the “rules” prohibiting cell phone use in libraries are simply 
about noise management, but blanket bans could be replaced with rules to limit noise. 
All of the phase IV consultees were amenable to this rule change. 

Affordances. If connected in some way, phones could be better storage devices, in-
creasing the coherency of short PAV sessions and cutting down on costly inter-
session printing. Since viruses are a major concern and a drag on scarce support  
resources [48], phase-IV consultees preferred web-based and wireless solutions to 
physical connections. With the assistance of design, PAVs could support the more 
cost-effective methods of transferring text or images to mobile-friendly cloud-based 
storage, and free transfer to phones via Bluetooth or USB cable.  

Equally important, designs allowing phones to interface better with paper in school 
ecologies might include mobile interfaces for PC-less printing or mini design apps for 
creating printable display text or diagrams on feature phones. Phone cameras or scan-
ning apps could help shorten queues for copiers.  

Skills. Librarians and other PAV operators outside of those in for-profit cybercafés 
may benefit from specific training and encouragement oriented towards the oppor-
tunities presented by the mobile internet. With the proper skills, PAV staff could help 
users save time waiting for shared resources and encourage them to get more out of 
the internet in their pocket. PAV operators need new skills to help mobile-centric 
users with things like configuring email on phones to searching, cloud storage, and 
local caching, and less technical (but critical) skills, such as  managing time, con-
tacts, online reputation, and use of mobile-accessible resources for leisure and school. 
In Phase IV, we discussed the development of posters, covering topics such as cloud-
based storage and photo processing, which might augment and backstop training  
provided to PAV staff. Individual tips could also be saved as small graphics and dis-
tributed via Bluetooth. 

Framing. These shifts in rules and skills are not simply a matter of technical changes. 
Our interviews highlighted the suspicion with which PAV operators (particularly 
librarians) viewed phones, emphasizing negative associations with time wasting, dan-
gerous social networks, destructive viruses, and the like. Many missed the remarkable 
potential that some teens had identified – the value of linking their personal digital 
devices to a shared access resource. Phase IV participants suggested that libraries 
could curate and promote electronic sources designed specifically for mobile plat-
forms to encourage people to explore to identify and take advantage of what their 
phones can do as a complement to PC internet access. Free public access venues can 
(continue to) support young people’s mobile-centric activities beyond schoolwork, 
such as games, media production and distribution, and social networking, thus refram-
ing PAVs to support participation in youth culture beyond the dominant ecologies of 
schooling.  

Some librarians would be opposed to teens using media in the libraries, particularly 
noisy gaming; thus, they may oppose groups of young gamers were likely to disturb 
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other patrons. "We do allow games but the librarian has the right to say that if they 
are too rowdy they must quiet down or cut the sessions". Another problem relates to 
the fact that parents might be using the libraries as a ‘babysitting’ facility. Although 
librarians object to becoming afterschool supervisors, there is recognition that kids 
have few other places to go, and at least the library is a safe place. Hence, it is impor-
tant to make the PAV an interesting and enjoyable place for kids pursuing various 
goals. Other PAVs in settings where security is less of an issue or where there are 
more alternatives may select different policies in this case.  

Bits. Part of the appeal of the public PAVs remains free (subsidized) bits. In a country 
where internet data remains expensive, the long lines for PC access are understanda-
ble. On the one hand, this is a key observation regarding mobile design for resource-
constrained settings. The free community hotspots common in more prosperous  
contexts [49] remain rare in places where bits are relatively expensive. The Wi-Fi 
feature of a handset is of little use to those who cannot afford to turn it on.  

A more complementary policy view of Wi-Fi-enabled handsets could reduce pres-
sure on library PCs to provide enough time for everyone. Phase IV consultees de-
scribed how two of the central libraries had instituted Wi-Fi options. However, they 
were adamant that provisions needed to be in place to refund PAV's for the cost of 
their bandwidth.  

Nevertheless, disaggregating the access to the machine from subsidy of the bits and 
increasing the flexibility, utility, and accessibility of both could be an effective move. 
One study suggested that worldwide, 50% of mobile phone users access the internet 
via Wi-Fi rather than the cell network [50]. With the spread of lower-cost data- 
enabled handsets, resource constrained people (without access to Wi-Fi at home, 
school, or work) would like free hotspots, too.  

In summary, there is an opportunity for public PAVs to not simply follow the lead of 
cybercafés, but rather to go further in supporting their users’ increasingly mobile-
centric internet behaviors. Through a combination of staff training, updated rules, a 
Wi-Fi connection (cost permitting), and perhaps some cabling and charging stations, 
PAVs could provide valuable mobile-related services to users with a relatively modest 
investment in materials and time. Design could support specific shared-PC and own-
mobile scenarios around printing, file management, and storage. Even PAV owners 
and frontline staff with low-resources could begin to treat the mobile internet less as 
an affliction (social networking) or threat (substitution) and more like the supplement 
to PC Internet access, as suggested by our analysis and interviews suggest it can be. 

6.2 Limitations and Next Steps 

The methodological limitations of a non-representative sample were discussed in the 
methods section. Here, we reflect on broader issues of generalizability. On the one 
hand, the purposive sample was appropriate for this research topic at this time. Young 
people in urban townships in this area are a leading case vis-à-vis mobile internet use, 
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and the patterns we identify here will become prominent as more adopt data-enabled 
phones emerge in South Africa and elsewhere on the continent. Relatively good pub-
lic facilities in Cape Town suggest possibilities of public access for state, schools, and 
businesses alike. Lower levels of PC use or of mobile internet adoption would not 
have allowed us to explore demand for coexistent, complementary, or competitive 
uses with any certainty. On the other hand, the uses observed in 2011 are a “snapshot” 
of an ongoing process. Conditions are changing as more mobiles become more inter-
net-enabled, as smart phones and tablets become more affordable, as schools invest in 
ICTs, and as bandwidth tariffs come down. The progression towards lower cost and 
‘converged’ devices may over time erode the current stark differences in affordances 
between public PCs and private mobiles. Thus, we are reluctant to make forecasts 
regarding how long the conditions (and repertoires) we observed will persist or to 
how long it might be before teens, as the ones we met will be able to do without pub-
lic access internet. This is likely to happen before they will stop needing safe public 
spaces, which are conducive to learning, social networking, and cultural participation. 
Instead, we hew closer to current conditions to suggest some immediate steps that 
policymakers and PAV operators can take.  

Space constraints in the paper have prevented us from addressing how broader pat-
ters of social and economic constraints shape participation and available ecologies, 
but this will be addressed elsewhere in a later publication. In brief, South African 
inequalities show how starkly power and economic stratification shape ecologies and 
user repertoires. Simultaneously, school and work shape demand, requiring and re-
warding the genres that index middle-class ecologies. 

7 Conclusion 

Ecological metaphors encourage us to see PAVs as places of agency, which support 
learning, growth, and adaptation. Nonetheless, PAVs also interface with broader  
markets of participation and access. Those who can pay enjoy relative freedom to 
communicate, while those who cannot, must conform to rules designed to serve insti-
tutional ecologies and the adult ‘owners’ of PAV spaces, who often, particularly in 
the case of free public services, stigmatize, misrecognize, and fail to support young 
people’s mobile repertoires.  

The snapshot we offer is one of stark practical and conceptual splits between (pub-
lic) PCs and (private) mobiles. We see little evidence in this context that demand for 
PAVs among resource constrained, mobile internet-using teens will decline in the 
near-term, but also identify opportunities associated with the increasing prevalence of 
data-enabled handsets among PAV users. Thus, we suggest improvements in rules, 
changing affordances, upgraded skills, revised framing, and a different provision of 
bits (Wi-Fi) in order to help "welcome the mobile internet into the public venue".  

These steps require support and funding from policymakers, and they are also a 
fruitful ground for interaction designers and technologists. All can be undertaken 
immediately to help this generation of teens, rather than waiting for convergence or 
lower mobile tariffs to help the next one. 
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Abstract. Number entry is ubiquitous and there are several ways a number en-
try interface can be designed. Until recently, research has been focused mainly 
on one type of number entry interface: the numeric keypad. Various factors 
such as the range of values, and the space available for the design allows for 
several alternative interfaces to be used for number entry. In the design of med-
ical devices such as those used for controlled drug delivery, accurate and timely 
entry of numbers are required in order to reduce any risk of harm to patients. 
This paper reviews five number entry interface styles and reports the result of 
an experiment conducted to evaluate the performance differences of the inter-
faces based on numbers used in infusion therapy in a hospital. The result shows 
a significant effect of interface style on speed and accuracy. 

Keywords: Number entry interfaces, number entry error, user interface  
performance, safety critical devices. 

1 Introduction 

Number entry has been a part of human culture since humans learned to count and the 
use of numbers is evident in spoken languages around the world. Number entry inter-
face design dates back as far as 2nd century B.C. as seen in the Salamis Tablet, an 
ancient Greek counting board [12, p.300]. Much later, starting in the mid 17th cen-
tury, the advent of a series of mechanical calculators such as Pascal’s Calculator and 
later, the Arithmometer, brought about a series of different design options for interact-
ing with numbers and designing modern number entry user interfaces. Most of these 
interfaces are still in use today in interactive devices–although implemented in a va-
riety of ways that account for technological advances both in software and hardware. 

Tasks involving entering numbers are extremely common. For instance we enter or 
select numbers at the cash machine, we enter, select or modify numeric values on our 
microwave ovens to specify time, and we often change the volume on our music play-
er. While performing any of these tasks, the user might be oblivious to the number 
entry aspect of the task, after all, you only wish to withdraw some money from the 
bank, warm up your food or increase the volume of music. Number entry is usually 
such a subtask in achieving a more primary goal that it is hardly noticed and very 
often perceived as trivial. 
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The reader could probably think of more than one type of interface for performing 
these tasks. For instance, a cash machine might use a 12-key numeric keypad, a mi-
crowave might use a dial and the music player might use a slider. There are several 
ways a number entry interface might be designed. Despite dating back many years, 
until recently, research on number entry has failed to identify a classification of num-
ber entry interfaces, and a review of the performance of the different styles of inter-
faces that might be beneficial to designers of interactive systems. 

The most common number entry interface is the numeric keypad. It is found on 
telephones, calculators and keyboards. Its popularity is not surprising since it provides 
a direct mapping between interaction input and output and allows sequential entry of 
the digits that constitute the intended number much like spoken western language. 
Several constraints, factors and requirements in certain contexts may however restrict 
the adoption of a type of number entry interface. Examples of such constraints might 
be space requirements or footprint of the device in question or the range and precision 
of values intended to be addressed in the host application. 

In the design of medical devices, these constraints become more compelling and 
designers ought to be able to make number entry interface design decisions with a 
clear understanding of the strengths and weaknesses of an interface. The use of many 
medical devices involves entry of numeric data that represent drug doses, duration of 
therapy or frequency of therapy. According to a report in 2007, about 7000 medicine 
doses are administered each day in each hospital in England and Wales [1]. Some 
drugs have to be administered intravenously due to the treatment requirements of 
patients. This sometimes involves multiple intravenous drugs to be administered si-
multaneously [9]. Devices such as infusion pumps, used for controlled delivery of 
drugs in hospitals, require timely and accurate programming in order to avoid patient 
harm [14]. Setting up an infusion pump requires entering numbers that correspond to 
the rate of infusion, the volume to infuse and duration of the infusion. Many adverse 
incidents in hospitals have been as a result of number entry errors in programming 
infusion pumps [8, 21, 22]. 

This paper presents the results of an empirical evaluation of five different number 
entry user interfaces using a customisable high-fidelity prototype. Our aim was to ex- 
plore the performance difference across these interfaces with the intent of providing a 
summary of tradeoffs involved in choosing to implement one of the styles of interface 
over another. 

2 Related Work 

The majority of research in number entry interface performance has mainly obtained 
performance metric on a variety of configurations of the numeric keypad. Early re-
search by Deininger [17] in the design of telephone keypads explored the perfor-
mance differences of 16 layouts and the effects of keying behaviour of users on the 
keying entry speed. Deininger’s experiment found that the entry speed was dependent 
on the participant’s strategy for reading the numbers. Participants who memorized the  
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numbers before starting the keying sequence, performed significantly better than 
those who referred back to the number during entry. 

Further experiments on the effect of keypad layout by Conrad and Hull [5] initially 
suggested that the 3 x 3 grid of telephone keypad layout with 1, 2, 3 at the top was 
more accurate than the calculator layout with 7, 8, 9 at the top. Marteniuk et al. [11] 
later found that performance differences between different keypad layouts based on 
the two popular telephone and calculator layouts were as a result of the placement of 
the zero key, suggesting that the zero key be placed below the other keys. 

Other studies have explored the effects of button size, button spacing and auditory 
feedback on number entry speed and accuracy on touch screen devices. Schedlbauer 
found better performance with larger button sizes [18] and Bender et al. [2] found that 
auditory feedback lasting between 50ms and 400ms only had a significant effect on 
accuracy for small targets of 10mm x 10mm. 

Recently, research in number entry interface design has focused on trying to under- 
stand number entry error and improving design to reduce the risk for error. Wiseman 
et al. [23] built a taxonomy of number entry error based on an experiment designed to 
induce errors while people entered numbers on the numeric keypad. They identified 
21 types of number entry errors and organised them into a framework based on the 
position of their causes in Norman’s Action Cycle [13]. 

Oladimeji [15] proposes that number entry interfaces can be classified into the fol-
lowing groups: (1.) Serial digit entry describes interfaces that enforce sequential spe-
cification of the digits that make up a number typically using a numeric keypad. (2.) 
Independent digit entry describes interfaces that allow specification of the digits that 
make up a number in any order. (3.) Incremental number entry describes interfaces 
that allow number entry through widgets (such as dials, knobs or buttons) that are 
used to increase or decrease the number. 

Thimbleby and Cairns [20] have shown that the probability of ten-fold errors, 
which are a significant risk to patient safety [10, 6], can be significantly reduced. 
They propose a method for parsing the input stream from a serial entry interface so 
that syntax errors such as multiple decimal points are correctly detected and alerted to 
the user. 

Oladimeji et al. [16] compared a serial interface to an incremental interface to ex-
plore their effects on error detection. They found that the interface style had a signifi-
cant effect on the parts of the interface on which users placed visual attention. While 
the incremental interface encouraged visual attention on the display, the serial inter-
face encouraged visual attention on the input keys. Consequently, the serial interface 
had more undetected errors than the incremental interface. 

Number entry interfaces can often be implemented in a variety of ways. For in-
stance an independent digit entry interface such as that found in Figure 1(d) can be 
implemented in as many as 28 different ways. Variations in implementation might 
include whether or not changes to the digits wrap around. This means incrementing 
the digit ‘9’ turns it to a ‘0’ or decrementing the digit ‘0’ turns it to a ‘9’. Another 
variation determines whether the action of increasing or decreasing a digit affects the 
neighbouring digit to the left. In order words, the implementation performs some  
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arithmetic on the entire number. By running simulated trials of users making keying 
slips while entering numbers, Cauchi et al. [4] discovered that the differences in the 
implementation can have effects on the severity of error i.e., by how much an unde-
tected error deviates from the intended number. 

With a few exceptions, research in number entry has so far been based on the nu-
meric keypad, usually testing the performance of different layouts. The serial inter-
face offers very quick number entry and its performance scales well as the size of the 
number to be entered increases. However numbers used for tasks such as infusion 
therapy in hospitals are from a well-defined range with rules governing the allowed 
precision of numbers above certain thresholds. For instance, precision of numbers 
used for rate settings in a critical care unit might be two decimal places for numbers 
below 10 and only one decimal place for numbers that are between 10 and 100. In 
addition, from the analysis of interaction logs from infusion pumps used in 4 depart-
ments in a hospital, Wiseman et al. found that digits 0, 1, 2 and 5 were the most 
common digits used when programming infusion pumps [24]. These properties have 
made it feasible to use other number entry interfaces other than the serial interface in 
the design of medical devices. 

For the rest of the paper, we present a detailed description of five interfaces, fol-
lowed by an analytical evaluation of the speed of the interfaces using the Keystroke 
Level Model (KLM) [3] in section 4. We then present details of our user study in 
section 5, followed by the results and a discussion on the implications of the results. 
We conclude with some recommendations for number entry interface design. 

3 Number Entry Interfaces 

Based on Oladimeji’s classification and implementations found on medical devices, 
we have implemented five exemplar interfaces: one instance of serial digit entry 
(number pad), two instances of independent digit entry (up-down and five key) and 
two instances of incremental entry (chevrons and dial). To evaluate the user interfac-
es, we built a prototype device with easily customisable keys. 

Since previous researchers have explored the performance effects of different 
layout configurations of the serial interface, we evaluate only one instance of the seri-
al interface in our study.  

 

Fig. 1. The different configurations of interfaces used in our setup. From left to right (a) Num-
ber pad (b) Chevrons (c) Up-down (d) Five key (e) Dial 
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3.1 Number Pad 

This interface allowed number entry using a 12-key numeric keypad in the telephone 
style layout (see Figure 1(a)). It had a decimal point and a cancel key. The decimal 
point key appends at most one decimal point to the number on the display. The cancel 
key deletes the rightmost character on the display. 

3.2 Chevrons 

This interface utilised four buttons in a single row. The two buttons on the left  
(i.e., the upward facing chevron buttons) increased the number displayed, while the 
buttons on the right (i.e., the downward facing chevron buttons) decreased the num-
ber. Within each pair of buttons, the double chevron buttons caused a change ten 
times more than the single chevron buttons. This interface allowed two modes of 
interaction. The user could press the buttons or they could press and hold the buttons. 
Pressing the buttons changes the displayed number as specified above. Pressing and 
holding the buttons changes the displayed number at a rate dependent on the duration 
of hold. Users were expected to press and hold for faster changes to the number. 

3.3 Up-Down 

This interface had eight buttons arranged in two rows and four columns. The top row 
buttons were used to increase the number and the bottom row buttons were used to re- 
duce the number. Each column corresponded to a place value in the resulting number. 
For our set up, the rightmost column matched the hundredth place value and was used 
to increase or decrease the value by 0.01. This interface worked using the arithmetic 
configuration described by Cauchi et al. [4]. This means the effect of decreasing a 
digit from 0 or increasing a digit from 9 is carried over to the digit to the left. 

3.4 Five Key 

This interface had four1 buttons arranged in a navigation style: up, down, left and 
right. The left and right buttons moved a cursor on the screen which selected a place 
value in the number and the up and down buttons increased or decreased the selected 
digit. Like the up-down interface, it worked using the arithmetic configuration. 

3.5 Dial 

This was a 24-step dial interface with unrestricted continuous rotations in both clock- 
wise and anti-clockwise directions. Users entered numbers on this interface by turning 
the dial left or right to decrease or increase the number. Quicker turns on the dials 
caused bigger changes to the number. 

                                                           
1  Although the reader might see this as a four key interface, we refer to this interface as five 

key to be consistent with naming conventions in literature, for example see Cauchi et al. [4]. 
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4 Analytical Evaluation 

Prior to running our experiment, we analysed the performance of the key based inter- 
faces and estimated task completions times using the Keystroke-Level Model (KLM) 
for user performance [3]. This is a model for predicting error free expert performance 
and as such, we use this prediction as the best-case performance achievable by users 
of these interfaces. Moreover, we expected that the relative ranking produced by the 
KLM analyses should be maintained in the results of the experiment. 

4.1 Numbers Used 

We obtained log files of 60 syringe pumps from our affiliate University hospital in 
Swansea. The log files were completely anonymous and contained no personal infor-
mation. We randomly selected 30 numbers used as rate and volume settings from the 
logs for our analysis. All the numbers had a decimal part and ranged from 0.26 to 
83.3. A third of the numbers used had a precision of 2 decimal places. 

4.2 Method 

Based on simulations of the interfaces used in our experiment, we exhaustively ex-
plored the user interface model of each interface using the model discovery technique 
presented by Thimbleby and Gimblett [7, 19]. The user interface model discovery 
process produces a graph whose nodes represent the states in an interactive system 
and edges represent the user actions necessary to transition between the states. 

To limit the number of states produced by the model discovery process, we limited 
the numbers addressable by the interfaces to a range covered by those used in the 
experiment. For each number entered in the experiment, we derived the optimal key-
ing sequence for entering that number on the interface by searching for a shortest path 
from 0 to N, where N was the intended number. We ran a JavaScript implementation 
of the A* path finding algorithm, with cost functions that prioritised estimated time of 
execution over number of button clicks required to enter a number. We estimated the 
task completion time using standard KLM estimates for pointing and clicking [3].  As 
estimated by Card et al. [3], we used a value of 1100ms for the time (P) taken to point 
to a button and a value of 200ms for the time (K) taken to click a button. In our pre-
diction of task time, we did not include the time (M) taken for mental preparation 
because we were interested in the execution time of each task. In our prediction, we 
do not include the initiation time, i.e., the time elapsed before the task is started or the 
commit time, i.e., the time taken to click the enter button to confirm the task. Using 
the keying sequence produced by this process, we derived an approximation for the 
performance time for executing the sequence. 

Given that there are 24 steps in the rotary encoder used in the dial interface, to es-
timate the time T required to enter a given number N on this interface, we used the 
following expression: 
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Note that t is the time to perform one-step rotation on the rotary encoder. The value 
for t was set as 200ms. This is the value (K) taken to click a button. 

4.3 Result 

The Keystroke Level Model analyses produced the estimates displayed in Table 1. 
The predictions show that the up-down interface should be fastest with a slight per-
formance edge over the number pad interface and the chevrons interface should be 
slowest. To validate these predictions, we designed and ran a user study. 

Table 1. Approximation of the task times for the different interfaces KLM 

Interfaces Number pad Chevrons Up-down Five key Dial 

Time (ms) 4875 9545 4600 6954 7855 

5 Experiment 

5.1 Design 

The experiment was a two-way, mixed design. The within subjects independent vari-
able was the type of number entry interface, and it had five levels: the five interfaces 
tested. The between subject independent variable was the instruction given to the 
participant: one group was instructed to enter the numbers as quickly as possible (the 
speed group) and the second group was instructed to enter the numbers as accurately 
as possible (the accurate group). We expected the speed group to exhibit more error 
due to time pressure. The order in which the interfaces were presented to the partici-
pants was randomized. The primary dependent variable was the speed of entry of 
correct numbers. Other dependent variables were the number of incorrect entries, the 
number of corrected errors. 

5.2 Participants 

There were 33 participants, 17 in the speed condition and 16 in the accurate condition. 
There were 22 females with 11 in the speed condition. Three participants were left-
handed. The participants ranged in age from 18 - 43 with a mean age of 23.5 years 
(SD=4.86). The participants were undergraduate and postgraduate students in our 
University. Participants were randomly allocated to conditions. 

Prior Experience with Interfaces. All participants were familiar with the number 
pad and reported using it on interfaces such as calculators, cash machines and tele-
phones. Five participants (15%) were familiar with variations of the chevrons  
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interface with experience using it in digital stop watches and alarm clocks, eight 
(24%) had prior experience with the up-down interface on medical devices and 
games, nine (27%) had prior experience with the five key interface on remote controls 
and game controllers and 19 (58%) had prior experience with the dial interface on 
microwave ovens and temperature controls. 

5.3 Apparatus 

To run our experiments we built a high fidelity prototype unit consisting of a colour 
display with a resolution of 800 x 480 pixels encased in a box with a configurable 
front panel and a pole clamp for mounting the device. The front panel served as the 
input user interface with two variations. The first variation was connected to a 4 x 4 
membrane keypad with insert pockets for configuring what is displayed on the keys. 
The second variation was a dial powered by a 24 step rotary encoder with tactile 
feedback on rotation and a selection switch that is activated by pushing the dial. Both 
front panels were controlled by Arduino boards but with different components at-
tached to them. With these two front panels we were able to configure five types of 
number entry interfaces; we configured four using the membrane keypad and one 
using the dial. The different configurations are shown in Figure 1. 

We used a pole to mount the prototype unit as shown in Figure 2 and connected the 
unit to a laptop computer (a 15 inch MacBook Pro). The laptop displayed the instruc-
tion for the next trial. Instructions were displayed as numbers in the middle of the 
laptop screen using a white font color on a black background and a font size of 20px. 
We used a total of 30 different numbers in the experiment. We used 10 numbers in a 
practice session and 20 for the experiment. Numbers used were those described in 
section 4.1. We implemented the software for the experiment in JavaScript and 
HTML and we logged keystrokes with corresponding time values and the numeric 
value after each keystroke for all the trials in the experiment.  

 
 

 

Fig. 2. The setup for the experiment showing the prototype mounted on a pole 
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5.4 Procedure 

Each study session lasted about 45 minutes and we tested all participants individually. 
We informed each participant that the experiment involved entering numbers using 
five different number entry interfaces. Before the experiment started, the participants 
filled a short pre-experiment questionnaire containing demographic information about 
their age, gender, handedness and whether or not the participant was dyslexic. 

The study itself was in five parts: one for each interface. Each part had a practice 
session followed by an experiment session. We randomly assigned participants to a 
speed or accuracy group. We instructed the speed group to enter the numbers in the 
instruction as quickly as possible and the accurate group to enter the numbers as  
accurately as possible. We randomised the order in which the users encountered the 
interface. A laptop computer displayed all study instructions. The instruction was a 
number displayed in the center of the computer screen. The next instruction was au-
tomatically displayed once the participant confirmed entry of the current trial. For the 
key-driven interfaces using the membrane keypad, participants confirmed entry by 
pressing a green button on the bottom right corner of the keypad. For the dial inter-
face, participants pushed in the knob to confirm entry. A message signified the end of 
a session after a participant entered all the numbers required for that session. 

Before starting each part of the experiment, the participants watched a video show-
ing them how to use the interface they were about to test. They then had a training 
session where they tried out using the interface by entering 10 numbers. When they 
were confident with how the interface worked, they proceeded to the experiment. 

The experiment session involved entering 20 numbers using the same interface 
they used in the training session. These numbers were different from those used in the 
training session. For each interface tested, each participant entered the same set of 20 
numbers, although the order in which the numbers were encountered was randomised. 
Participants successively entered the numbers displayed in the instruction. 

After the experiment, we conducted a short post-experiment semi-structured inter- 
view to find out prior experience with the interfaces and the participants relative pre-
ference for the interface styles. In return for their time, we gave the participants a gift 
voucher. 

6 Results 

6.1 Effect of Instruction 

Table 2 shows means and standard deviations for each group across the five inter- 
faces. Although we expected more errors in the speed group, an ANOVA showed that 
group had no statistically significant effect on the participants’ speed of entry F(1.67, 
51.69) = 0.56, p = 0.55 or accuracy of entry F(2.96, 91.84) = 0.62, p = 0.60. As a 
result, we combined both groups for the rest of the analysis. 

We next summarise the results of the speed and accuracy of the interfaces. 
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Table 2. Mean and standard deviation for the speed and accuracy of entry between the groups 

 Entry Accuracy Entry Speed 
Speed Group Accurate Group Speed Group Accurate Group 
Mean SD Mean SD Mean SD Mean SD 

Number pad 0.29 0.77 0.06 0.25 1906 423 2266 466 
Chevrons 0.65 1.17 0.19 0.54 13355 3122 14471 2691 
Up-down 0.65 1.69 0.38 0.62 3990 745 4783 1210 
Five key 0 0 0 0 5231 908 5911 1213 
Dial 0.94 1.92 0.44 0.81 9072 1211 10276 2024 

For the rest of the results below, except the user interface preference statistic, we 
conducted post-hoc tests using multiple t-tests in order to find out which interfaces 
differed significantly from the others. For the user interface preference, we conducted 
post-hoc tests using multiple Wilcoxon Signed-Rank tests. 

6.2 Speed of Number Entry 

We separated the speed of entry of the interfaces into three constituent parts. The 
initiation time is the time elapsed between the display of the instruction and the par-
ticipant’s first key press. The execution time is the time elapsed between the partici-
pant’s first key press and the last key press involved in setting the required number. 
The commit time is the time elapsed between the last key press in setting the required 
number and the key press for confirming the task.  

Table 3. Mean and standard deviation for the initiation, execution and commit times 

 
Initiation  Execution  Commit Total 

Mean SD Mean SD Mean SD Mean SD 

Number pad 1286 339 2080 474 730 223 4096 821 

Chevrons 1535 433 13896 2931 1005 291 16436 3231 

Up-down 1469 392 4374 1061 970 323 6813 1531 

Five key 1463 354 5561 1105 1017 389 8040 1571 

Dial 167 51 9655 1740 910 282 10732 1861 

Initiation Time. A one-way repeated measures ANOVA with Greenhouse-Geisser 
correction found a statistically significant effect of interface style on initiation time 
F(3.31, 105.85) = 200.08, p < 0.0001. Post-hoc analysis showed that the dial interface 
had significantly less initiation time than all other interfaces, and the number pad had 
significantly less initiation time than the chevrons, five key and up-down interfaces. 
The dial interface had the shortest initiation time and the chevron interface had the 
longest. Table 3 shows the mean initiation time for all interfaces. 

Execution Time.  A one-way repeated measures ANOVA with Greenhouse-Geisser 
correction found a statistically significant effect of interface style on speed of entry 
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F(1.69,54.02) = 425.5, p < 0.001. Post-hoc test showed that the speed of entry of all 
the interfaces tested were significantly different for all pairs at the 0.001 level. The 
number pad had the shortest execution time while the chevrons interface had the 
longest. Table 3 shows the mean execution time for all the interfaces. 

Commit Time. A one-way repeated measures ANOVA with Greenhouse-Geisser 
correction found a statistically significant effect of interface style on commit time 
F(2.84, 90.83) = 24.35, p < 0.0001. Post-hoc analysis showed that the number pad 
had significantly shorter commit time than all other interfaces and the dial  had signif-
icantly shorter commit time than the chevrons interface. five key interface had the 
longest commit time. Table 3 shows the mean commit time for all interfaces. 

6.3 Errors 

We analysed both uncorrected errors and corrected errors. Uncorrected errors were 
trials for which the user transcribed and confirmed a wrong number whilst corrected 
errors were keying slips that the user recovered from before confirming the tran-
scribed number. 

Uncorrected Errors. A one-way repeated measures ANOVA with Greenhouse-
Geisser correction found a statistically significant effect of interface style on uncor-
rected error F (2.98, 95.25) = 4.68, p = 0.004. Post-hoc test showed that the five key 
interface had significantly less errors than the dial interface t(32)=-3.24, p=0.03. The 
experiment elicited a total of 57 uncorrected errors, committed by 20 different partici-
pants. Only the five key interface was free of uncorrected errors. Table 4 shows the 
mean uncorrected errors on each interface. 

Corrected Errors.  A one-way repeated measures ANOVA with Greenhouse-Geisser 
correction found a statistically significant effect of interface style on number of  
corrections F(2.55, 81.61) = 63.17, p < 0.001. Post-hoc test showed a significant dif-
ference for all pairs of interfaces at a 0.01 level, with the exception of the pair up-
down/five key, which did not differ significantly. Table 4 shows the mean corrected 
errors on each interface. The experiment elicited a total of 833 corrected errors. The 
dial interface had the highest number of corrected errors while the number pad had 
the least. 

6.4 User Interface Preference 

At the end of the experiment, each user ranked the interfaces in order of preference. 
We assigned a score of 1 to the lowest preference and a score of 5 for the highest 
preference. There was a statistically significant difference in the preference rating for 
the user interfaces χ2 (4) = 73.8, p < 0.0001. The number pad was most preferred 
interface while the chevrons interface was the least preferred. Table 5 shows the mean 
ranks for all interfaces. Post-hoc test using multiple Wilcoxon Signed-Ranks test 
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showed that the numeric keypad was preferred to all other interfaces, the up-down 
was preferred to chevrons, the up-down was preferred to five key, and the dial was 
preferred to chevrons.  

Table 4. Mean and standard deviation for the corrected and uncorrected errors 

 Corrected Errors Uncorrected errors 

 Mean SD Mean SD 

Number pad 0.88 1.08 0.18 0.58 

Chevrons 6.48 3.86 0.42 0.94 

Up down 2.73 2.74 0.52 1.28 

Five key 3.09 2.38 0 0 

Dial 12.06 5.53 0.70 1.24 

Table 5. Mean ranks for interface preference 

 Number pad Chevrons Up-down Five key Dial 
Mean Rank 4.81 1.69 3.50 2.44 2.56 

7 Discussion 

7.1 Relative Preference of Interfaces 

Since all participants had prior experience using the number pad, it was not surprising 
that it was rated highest. This preference rating is also reflected in the speed exhibited 
by the interface. We were however surprised that the dial was not rated significantly 
worse than up-down and five key interfaces due to the number of corrected errors that 
occurred on the dial. One possible reason for this could be the significantly shorter 
initiation time for the dial. In addition, the simplicity of the interface which is based 
on increasing and decreasing the displayed number means the user has to do little 
thinking while executing the task. This was articulated by one participant, who said: 
 

Dial was easier to turn the numbers. No need to move your hands from button to 
button. 

7.2 Types of Errors 

The types of errors made during the study spanned across seven classes of errors pre-
viously reported in separate studies by Wiseman et al. [23] and Oladimeji et al. [16]. 
A summary of all errors is provided in Table 6. 

The most common type of error was the Digit Added error. Thirteen different par-
ticipants made this error on three different interfaces. Oladimeji et al. [16] reported 
this error in their experiment investigating the effect of interface style on error detec-
tion. While we classify this error as a member of the Digit Added error type in this  
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Table 6. Frequency of errors made during the experiment 

Error type Total Interfaces Example 

Digit added 31 chevrons, up-down, dial 4.05 for 4.5 

Wrong digit 8 chevrons, up-down, dial 60.5 for 62.5 

Missing decimal 3 number pad 249 for 24.9 

Out by ten 3 number pad, up-down 1.11 for 11.1 

Missing digit 1 number pad 6.5 for 62.5 

Skipped 4 number pad, chevrons, up-down, ‘’ for 62.5 

No clear reason 9 chevrons, up-down, dial 56.7 for 3 

 
paper, we believe the nature of the error makes it different from what the error type 
suggests. Syntactically, from the numerals that compose the intended number and the 
transcribed number, the error type suggests that an extra digit has been added to the 
number. This extra digit, in the case of errors in our experiment, is always zero. Se-
mantically, however, this error appears to involve the inability to correctly understand 
the difference between the tenths and hundredths part of a number. It is possible that 
certain people mix up numbers matching the pattern. Indeed one participant tran-
scribed 4.05 for 4.5 and in another trial transcribed 2.5 for 2.05. Over 50% of all un-
noticed errors were of this form. 

Despite featuring on the chevrons, up-down and dial interfaces, this error did not 
occur on the number pad. This could be because number entry on the number pad is a 
more direct transcription process of keying a sequence of digits that make up the in-
tended number. Analysis of keystroke logs showed that an instance of this error oc-
curred on the five key interface although it was noticed and corrected. 

7.3 Difference in Speed Prediction and Study Results 

We expected the absolute differences in the prediction of results and the actual study 
results since the participants that took part in the study were not expert users of all the 
interfaces. As a result, they could not match the optimal performance predicted by 
KLM. For the numbers used in the experiment, our prediction expected the up-down 
interface to be marginally faster than the number pad. Participants’ familiarity with 
the number pad however meant that their performance was superior on this interface 
in comparison to the other interfaces. For the number pad, participants actually out-
performed the expert model prediction and performed the task in less than half the 
predicted time. This could be due to the reduced target selection time exhibited in the 
experiment (554ms) for the number pad in contrast to the standard estimate used in 
the prediction model (1100ms). 

The relative ranking in performance for the interfaces were preserved in the actual 
experimental data. For the number pad, up-down and five key interface, the observed 
task completion time for the experiment was less than the predicted time. On the other 
hand, the observed times for the chevrons and dial interfaces were higher than the 
predicted time. This difference in prediction could be due to the corrected error rates 
on the chevrons and dial interfaces which were higher than the corrected error rates  
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7.5 Severity of Errors Committed 

The types of errors committed were closely related to the interface used to enter the 
number and consequently the severity of error, i.e., the deviation of the intended 
number from the transcribed number or the ratio between the intended and the tran-
scribed number. Theoretically, the number pad and the up-down interfaces have the 
potential for producing the largest deviations from the intended number based on 
keying slips. This is due to the possibility of missing decimal points and missing di-
gits on the number pad and the possibility of wrong place value on the up-down inter-
face. We defined three levels of error severity based on the errors committed in our 
experiment. Low error severity referred to those errors where the ratio between the 
intended number and the transcribed number is at most 2, medium error severity re-
fers to when the ratio is at most 10 and high error severity refers to when the ratio is 
greater than 10. Table 7 shows a summary of all errors committed and their severity. 

Table 7. The severity of undetected errors committed on each interface 

     Total Errors Error Severity 
Low Medium High 

Number pad 4 0 3 1 
Chevrons 11 10 1 0 
Up-down 16 13 3 0 
Five key 0 0 0 0 
Dial 21 16 5 0 

7.6 Incremental Interfaces and Varying Number Precision 

As is typical of setting up some infusion devices used in hospital critical care, the set 
of numbers used for the study required that numbers below 10 were precise to two 
decimal places while numbers from 10 and above were precise to one decimal place. 
This factor meant that the display of incremental interfaces would only render num-
bers to the appropriate precision. As a result of this, button functions changed modes 
when the precision of numbers change on the display. For instance on the chevrons 
interface, when users change the value 9.99 to 10.0, the double chevron button 
changes meaning from ‘increase by a tenth’ to ‘increase by a unit’. Similarly on the 
dial interface, one turn on the dial changes meaning from ‘increase by a hundredth’ to 
‘increase by a tenth’. We based our implementation of the chevrons interface on a 
medical device. It was also evident that some participant found the hold-down mode 
of the chevrons very difficult and challenging to predict. In this mode, the longer the 
buttons were held down, the larger the increments made to the number. This mode 
change was confusing for some users. Two participants expressed that: 

For chevrons, the increments were very confusing. The same button did two jobs 
and the mode changes are confusing. Sudden changes were very confusing . . . for 
example you could go from 30 - 60 in a very short time span and then going back 
restarts the counter and climbs up rapidly. . . 
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Chevrons, seem to jump quite a lot, took too long to get to intended number. Same 
problem with dial. It goes in sequential order rather than control individual digits. 

The feature of varying precision described in this section is a requirement in infu-
sion pumps used in critical care and intensive therapy units where low dose settings 
are common. It remains a design challenge to create an incremental interface that 
supports this form of varying precision in a way that is not confusing to the user. 

8 Conclusions 

Number entry is ubiquitous and number entry interfaces are very common in interac-
tive devices. Unlike text entry, it is difficult to build a predictive model that suggests 
corrections for number entry error because a number entry error is usually more am-
biguous than text entry errors. 

In order to approach more dependable design for number entry interfaces, particu-
larly those in use in safety critical scenarios like in medical devices, we have explored 
the performance differences between five different interfaces. Our results show that 
the number pad is the fastest and five key is the most accurate. With the results of our 
study, we make suggestions to designers concerning the trade offs to expect when 
choosing between different styles of number entry interfaces as well as the likely 
errors on an interface style. 

The number pad offers the fastest mode for number entry but it comes with the risk 
of high severity errors such as tenfold errors. These high severity errors are mostly 
caused by unintentional repeated digits or unintentional missing digits. Designers 
should guard against repeated digits caused by overly sensitive keys, e.g., those 
caused by key-bounce errors [8]. Repeated decimal points should be properly parsed 
and alerted to the user as an error, as suggested by Thimbleby and Cairns [20]. Key-
pad hardware should be rigorously tested to guard against missing digits which might 
be caused by keys that provide tactile feedback even when they have not been com-
pletely activated electronically. 

Incremental interfaces, like the dial or chevrons, have the advantage that users 
place their visual attention on the display of the interface so they are more likely to 
notice and correct any errors. They are however much slower for entering numbers 
and can be frustrating to users due to high likelihood of overshooting and undershoot-
ing the target value. Designers should explicitly indicate to the user, what place value 
in the number is being edited by using a cursor. Designers should consider offering a 
more direct control of the rate of change of values in order to reduce the error rate and 
consequently, task time for these interfaces. 

For the up-down designers should be aware that numbers might be shifted to a 
wrong place value e.g., 24.5 might be transcribed as 2.45 since the decimal point is 
not explicitly set and the number entry keys might not be perfectly aligned to the di-
gits they affect. Designers should consider labeling the keys on this interface or using 
this interface style on touch screens where input and output are on the same media 
and the cost of changing key layout is minimal. 
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Prior to this study, the majority of studies on number entry interfaces have been 
limited to the numeric keypad, mainly studying the effects of key layout on perfor-
mance, both speed and accuracy. Our study covers a wider design space for number 
entry interfaces. The results provide information to designers about the tradeoffs in-
volved in choosing one interface style over the other. 
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Abstract. Currently, inputting mathematical formulas into a document using a 
PC requires more effort by users than inputting normal text. This fact inhibits 
the spreading of mathematical formulas as internet contents. We propose a me-
thod for predicting user’s inputs of mathematical formulas using an N-gram 
model: a popular probabilistic language model in natural language processing. 
Mathematical formulas are usually presented in hierarchical structure. There-
fore, our method incorporates hierarchical information of mathematical formu-
las to create a prediction model. We try to achieve high prediction accuracy of 
inputting characters for mathematical formulas.  

Keywords: mathematical input, probabilistic language model, predictive input, 
N-gram model. 

1 Introduction 

Mathematical formulas are helpful tools for representing knowledge in all research 
fields such as science, engineering, social science, and economics. The World Wide 
Web Consortium (W3C) has standardized the markup language for representing ma-
thematical formulas, called MathML. Users have become able to present mathemati-
cal formulas on web pages. Most web browsers and formula manipulation software 
comply with MathML standards. Community sites related to mathematics are just 
beginning to become widespread. Those users share how to solve mathematical prob-
lems and teach each other their knowledge of mathematics. In the internet research 
field, search technologies are beginning to be applied to searching for mathematical 
formulas on web pages [4, 16]. It is believed that potential needs for presenting  
mathematical formulas are becoming greater on the web.  

However, mathematical formulas have still not spread to the internet as a represen-
tation media to the same degree as other media such as text, graphics, sounds and 
movies. The currently available bothersome methods of inputting mathematical for-
mulas are a deterrent against formula usage on the web. Although we usually use 
only a keyboard when inputting natural languages, one must use both a keyboard and 
a mouse when inputting mathematical formulas. Mathematical formulas are not simp-
ly presented as the sequence of numerical numbers, alphabet and other symbols. They 



384 Y. Hijikata, K. Horie, and S. Nishida 

 

are usually presented as a part of some structures such as fraction and exponent, 
which cannot be input using a keyboard. Users input them by clicking special buttons 
for the functions on the formula editor with a mouse. We believe that insisting on 
users using both a keyboard and a mouse engenders irritation when inputting mathe-
matical formulas. 

In this paper, we propose an input method incorporating a function to forecast  
mathematical characters that the user will input next. For predicting the subsequent 
characters that the user will input, the forecasting method uses the characters in the 
mathematical formulas that the user has already input.  The target of the forecast is 
limited to mathematical structures or characters that cannot be input using a keyboard. 
Then, using keyboard, a user selects a prediction proposal given by our input method. 

Predictive text entry is popular for inputting natural language, especially for hand-
held devices. In the research area of natural language processing, dictionaries are 
invariably used to realize predictive text entry [1, 5, 13]. The dictionary usually cov-
ers text elements with high appearance frequency. The forecasting method using the 
dictionary outputs prediction proposals when the text part the user has input most 
recently begins with some text in the dictionary. It shows the user the remainder of 
the matched text parts in a word or a phrase as a prediction proposal. It usually orders 
prediction proposals according to the most recently used order or the most frequently 
used order [3]. 

We need dictionaries specialized for mathematical formulas if we apply this me-
thod to mathematical formulas. However, unlike natural language, the subsequent 
characters are not narrowed down in mathematical formulas when a character is input. 
For example, “no see” usually comes after “Long time” in English. However, the 
connections among characters in mathematical formulas are not so definitive. It is 
difficult to create a dictionary that is effective for forecasting mathematical formulas. 
Therefore, we propose to make a prediction based on a probability model. We apply a 
probabilistic language model [7] that is popular in natural language processing, to 
mathematical formulas and to make a prediction using the probability output from this 
model. This method outputs prediction proposals in the order of the probability of the 
next input for the user. 

We assume that our input method works on an ordinary formula editor such as Mi-
crosoft Office Formula Editor or MathType. These formula editors usually provide an 
input interface based on What You See Is What You Get (WYSIWYG)1 . Users can 
check their input formulas on the screen immediately after they input them. They also 
provide buttons for inputting characters which cannot be input using a keyboard on 
the top of the screen. In this study, we implemented our original formula editor to 
evaluate our proposed input method. Our formula editor follows the characteristics of 
ordinary formula editors described above. 

                                                           
1  WYSIWYG (What You See Is What You Get) is technology which provides an input inter-

face where the content displayed on the screen matches the content of process (especially 
printed results). 



 Predictive Input Interface of Mathematical Formulas 385 

 

2 Related Works 

One popular input method of mathematical formulas is TeX. Users cannot see the 
input formula immediately after they input each character when using TeX. Formula 
editors are more popular for inputting mathematical formulas. Users can check the 
input formula directly because it complies with WYSIWYG. The formula editor in 
Microsoft Office, along with its enhanced version MathType and InftyEditor are pop-
ular formula editors. InftyEditor allows users to input a math structure by inputting a 
command. However, they must learn the commands in advance. Handwriting input 
has been studied for inputting formulas [8, 12, 17]. In these studies, the systems di-
vide the input streams into a token using the user's input stroke (or gesture). Usually, 
they conduct character recognition by matching the extracted tokens to the characters 
in the database. Finally, they infer the structure of the formula using the stream of the 
identified characters. Although handwriting input requires a special input device like 
pen input, our proposed input interface does not require it. 

Input word prediction has been studied since the 1980s in the field of natural 
language processing. Input characters have usually been predicted in a word unit [3]. 
Predicted words are usually provided when a user inputs a few beginning characters in 
the word [1, 5, 13]. Prediction is done by matching the input characters to the dictionary 
[9]. Especially when users input long characters, they want predictive word entry. 
However, the next characters to input become various in the mathematical formula. 
Therefore, it is difficult to apply the dictionary-based prediction for the predictive math 
entry. We introduce the N-gram model, a popular probabilistic language model, into 
predictive math entry. An N-gram model is usually used for predictive text entry in the 
research area of Augmentative and Alternative Communication (AAC) [14, 15]. 
Reactive Keyboard is a typical study of word prediction using an N-gram model for 
AAC [5]. In that study, a tree is built for the prediction, where one alphabetical 
character corresponds to a node. Priority is assigned to each node based on the number 
of occurrences of the N-gram. When a user inputs some characters, the method matches 
them with nodes in the tree, words in the children of the matched node are provided as 
prediction proposals. In another research area, Zweig et al. investigate methods for 
answering sentence completion questions using an N-gram model [18]. Although all of 
their methods do not consider the structure of a sentence, our method considers the 
structure of mathematical formulas. 

In recent years, the predictive entry of natural language has been put to practical 
use in cell phones and smart phones. POBox is a major predictive entry system of 
Japanese [10]. It outputs a word that matches the starting few characters. It also 
outputs characters followed by the recent input words. T9 is a popular predictive entry 
for cell phones [6]. Characters are divided into nine groups in T9. Each group is 
assigned to one key in the cell phone. Matched words in the dictionary are shown to 
the user as prediction proposals if a user pushes a key. Predictive entry is useful for 
cell phones because they are equipped with limited number of buttons. Our 
assessment is that it is also useful for inputting mathematical formulas because 
current keyboards are not equipped with keys for numerous special mathematical 
characters. 
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3 Probabilistic Language Model 

3.1 Introduction of a Probabilistic Language Model 

The basic role of the probabilistic language model is to calculate the string generation 
probability )( 1

nwP  under a given string of words 
n

n www 11 = . Each of 
nwww ,, 21

 

stands for a word. 
1( )nP w  can be transformed to the following formula using the 

multiplication rule in probability theory [7]. 
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An N-gram model is a popular probabilistic language model in the natural lan-
guage processing. We propose a method for predicting user’s inputs of mathematical 
formulas using an N-gram model. 

3.2 N-gram Model 

Generally, when the probability of an event that might occur at some point in time is 
influenced only by the events which happened at the last N time point, we call this 
phenomenon an N-th order Markov Process [7]. An N-gram model is a model that 
approximates word occurrences as an N-1-th order Markov Process. In other words, it is 
considered that the occurrence of a word at some time point depends only on the last N-
1 words. The general prediction model in the N-gram model becomes the following. 

 1 1
1 1( | ) ( | )n n

n n n NP w w P w w− −
− +=   (2) 

The cases of N=1, 2, 3 are respectively called unigram, bigram and trigram. The ac-
tual formula for calculating the probability of N-gram model becomes the following. 
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We designate this probability as the N-gram probability. The calculation of this proba-
bility presents the process by which the user inputs the next word in the context that the 
user has input the recent words. This helps the prediction of the next input. Here, 

1( )nC w  

stands for the number of occurrences of string of words 
1
nw  in the learning data. 

4 Prediction Method of Math Input 

4.1 Problems in Modeling Math Input 

In predictive text entry, a user inputs characters sequentially. The system predicts a 
word to be input next, as inferred from the characters that the user has already input. 
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Natural language is a simple time series of data when we specifically examine the 
apparent sequences of characters. Therefore, it can be modeled appropriately by the 
probabilistic language model explained in the preceding section.  Mathematical for-
mulas have structures in their presentation. They are not simple symbolic sequences. 
For example, mathematical formulas including fractions or integrals have hierarchical 
structures. This indicates that mathematical formulas cannot be modeled using simple 
probabilistic language models. 

4.2 Hierarchical N-gram Model 

For solving the problem described above, we propose a hierarchical N-gram model. In 
this model, the user's log of math input (hereinafter, “log data of math input”) is di-
vided in hierarchical levels. A model is constructed in each hierarchical level. 

The content and hierarchical level of the user's input are recorded in the log data of 
math input. Here is an example of mathematical formula for showing the actual log 
data. 

2

20

sin t
dt

t
π

∞
=                           (*) 

In this formula, , , , , ,frac d tπ =   is in the first level, 0, , , , , ,t sup sin sup t∞  is in the 

second level, 2 is in the third level. frac denotes fraction and sup signifies superscript. 
The hierarchical information is defined in advance in each character containing a 
hierarchical structure. For example, for the symbol of integral   , it is defined that 
integral range exists in the lower level of  . The previously defined hierarchical in-
formation helps to record logs with hierarchical levels. 

For characters that can be input using a keyboard, the unit for recording the log is a 
variable, numerical value, operator, function like sin and log. The name of function is 
detected by preparing a dictionary in which popular function names are recorded in 
advance.  For characters that cannot be input using a keyboard, the unit for recording 
the log is a character that is obtainable by clicking an input button in the formula edi-
tor. Characters that cannot be input using a keyboard are Greek alphabet characters, 
mathematical symbols such as differential ∂  and quantifier ∀ , fraction, operators 
such as ∩  and ⊂ , large operators such as a summation symbol and integral symbol, 
accents such as tildes and circumflexes, script such as subscript and superscript. One 
of the log data of the above formula becomes the following. The number written in a 
parenthesis is the character's hierarchical level in the formula. 

{ (1), (1), (1),0(2), (2), (1), (2), (2), 2(3),frac t supπ = ∞  

(2), (2), 2(3), (2), (1), (1)}sin sup t d t  

For modeling the math input, the log data are divided by the hierarchical level. The 
log data corresponding to the k-th level are designated as “k-th level log data”. Not 
only the characters in the k-th level but also those in the higher level are used for 
representing the k-th level log data because, when predicting the next input in the 
lower level, the last characters in the upper level can be a trigger here. For example,  
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in the sequence (1),0(2), (2)∞  appeared in the above log data, 0 and ∞  is often 

used for integral range. Therefore, these characters occurred by   as a trigger. The 
log data of each hierarchical level obtained from the above log data are shown below. 

• 1-st level log data : { }, , , , ,frac d tπ =   

• 2-nd level log data : { , , ,0, , , , , , , , , }frac t sup sin sup t d tπ = ∞  

• 3-rd level log data : { , , ,0, , , , , 2, , , 2, , , }frac t sup sin sup t d tπ = ∞  

The N-gram probability is calculated in each hierarchical level. The N-gram probabil-
ity corresponding to the k-th level log data is designated as the “k-th level N-gram 
probability”. The model of math input considering hierarchical level is designated as 
the “hierarchical N-gram model”. 

4.3 Prediction Using Hierarchical N-gram Model 

A learning dataset is required for constructing a hierarchical N-gram model. It is ideal 
to create the model from the user's own log data. However, it is difficult to prepare a 
massive amount of log data of a target user (a user who will use the predictive math 
entry) in advance. Therefore, we prepare general log data of math input obtained from 
several users. The N-gram probability in each hierarchical level is calculated based on 
the general log data. To reflect the target user's input pattern in the model, the input 
log obtained while the user uses the predictive math entry is added to the log data. 
The hierarchical N-gram model is updated using the additional log. The prediction is 
made based on the N-gram probability according to the hierarchical level where the 
user sets focus by a keyboard or mouse. Characters with high probability to the last 
N-1 inputs are output as prediction proposals. 

The method predicts characters to be input next in the same unit used for recording 
the log. It does not predict the combination of several input units at one time. The 
occurrence patterns become increasingly diverse and the prediction accuracy might 
become low if we predict the occurrence of the combination of input units. Prediction 
proposals are limited to characters that cannot be input using a keyboard. For math 
input, it is easier to input characters directly using a keyboard than to input them us-
ing predictive math entry if they can be input using a keyboard. 

4.4 Smoothing 

Generally, an N-gram model has a problem called the zero frequency problem. Because 
the N-gram probability is calculated using occurrence frequency, the probability for a 
word pair that does not occur in the learning dataset becomes zero. This fact suggests 
cases in which no prediction proposal is presented. To solve this problem, we conduct a 
smoothing of the probability value. We adopt a smoothing method called linear 
interpolation [7], which calculates the N-gram probability 1

1( | )n
n n NP w w −

− +  using not 
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only the N-gram probability but also using the lower-order M-gram probability (M < 
N). Actually, it linearly interpolates N-gram probability 1

1( | )n
n n NP w w −

− +  and lower order 

M-gram probability  in the following equation. 
The N-gram probability is calculated as follows if N=2 (bigram). 

 
1 1( | ) ( | ) (1 ) ( )n n n n nP w w P w w P wλ λ− −= + −   (4) 

Therein, λ  is the interpolation coefficient. We set 0.7λ =  from our experience. 
The N-gram probability is calculated as follows if N=3 (trigram). 

 ( )2 1 3 2 1 2 1 1( | ) ( | ) (| )n n n n n n n n nP w w w P w w w w wP P wλ λ λ− − − − −+ +=   (5) 

In that equation, 
3λ , 

2λ  and 
1λ  respectively represent interpolation coefficients 

for a trigram, bigram, and unigram. We set 
3 0.5λ = , 

2 0.3λ = , 
1 0.2λ =  respectively 

from our experience.  We used the   values above for interpolation coefficients in a 
later experiment. 

5 Interface of Predictive Math Entry 

We implemented an interface equipped with our proposed prediction method. The 
interface was implemented in JavaScript. It runs on major web browsers. Figure 1 
portrays our developed interface, which conforms to general formula editors. There-
fore, the interface realizes WYSIWYG. It has buttons for inputting characters that 
cannot be input using a keyboard. The usage of our interface is the following. When a 
user moves a cursor to the place where the user inputs characters, predictive proposals 
are shown below the cursor in the predictive proposal display (see Figure 1). The user 
uses cursor buttons of the keyboard to move the cursor. The user moves a cursor to 
 

MathML Code Output

Buttons for inputting characters

Display style with WYSIWYG

Prediction Proposal

 
Fig. 1. Image of a mathematical editor with our prediction method of mathematical inputs 
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the predictive proposal display by hitting the space key if the user wants to select a 
character from the predictive proposals. To select a character from the predictive pro-
posals, the user moves the focus to the character that the user wants to input by hitting 
the space key consecutively or using the cursor buttons. The selected character is 
input in the target place in the formula if the user pushes enter key. The user can ob-
tain the input formula as in the form of MathML code by clicking the “get MathML” 
button.  

6 Evaluation of Prediction Accuracy 

The objective of this evaluation is to ascertain (1) whether our proposed prediction 
method outputs more highly accurate prediction results than those provided by base-
line methods, and (2) whether the hierarchical N-gram model is effective for math 
input. As baseline methods, we use a method using only the user's recent inputs, a 
method using only the user's past inputs, which means that the method uses user's 
recent inputs, and a method using both methods. These baseline methods can be re-
garded as the simplest prediction methods. To evaluate the effectiveness of hierar-
chical modeling, we compare our hierarchical N-gram model to a general N-gram 
model that uses no hierarchical information. 

6.1 Evaluation Data Set 

We manually selected 1,000 mathematical formulas from a textbook of mathematical 
analysis [11] for evaluation. We invited six test subjects to input those mathematical 
formulas to build a dataset. The six test subjects were divided into two groups 
comprising three persons each. One group inputs half of the mathematical formulas. The 
other group inputs the remainder. Each test subject in the same group inputs the same 
500 mathematical formulas. Consequently, three pieces of log data per mathematical 
formula are obtained. Our dataset contains 3,000 pieces of log data of math input. 

We apply ten-fold cross validation to these datasets and evaluate our proposed 
method in terms of its prediction accuracy. In detail, the mathematical formulas are 
divided into 10 subsets. Then nine subsets are used as a learning dataset, another 
subset is used as an evaluation dataset. To calculate the prediction accuracy, we 
presume that a user inputs each formula of the evaluation dataset from its head to the 
tail. The prediction is made in each input position (see Figure 2). We examine which 
prediction proposal matches the actual character at the input position in the log data of 
the evaluation dataset. That is to say, at each input position in a mathematical formula 
in the evaluation dataset, we acquire prediction proposals using N-1 recent inputs 
extracted from the log data. We regard the character at each input position in the log 
data as a correct character and examine which prediction proposal corresponds to the 
correct character. We calculate prediction accuracy as a ratio of the input position 
where the top k candidates of the prediction proposals include the correct character in 
the log data to the entire input positions. We use the top 10 candidates for evaluation. 
This calculation is done for all input positions for all formulas in the test dataset. 
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π(1), =(1), f(1), 0(2), ∞(2), frac(1), …

Predict

π(1), =(1), f(1), 0(2), ∞(2), frac(1), …

Predict

π(1), =(1), f(1), 0(2), ∞(2), frac(1), …

Predict
 

Fig. 2. Method for calculating prediction accuracy 

6.2 Baseline Method 

The following prediction methods are compared with our proposed prediction 
method. We consider these prediction methods as baselines.  

- Prediction using recent inputs (Recent): This method considers the character  
existing at the k-th former position in the input log as a prediction proposal ranking at 
k-th order. It outputs prediction proposals to k=10. When k<10 at the current input, it 
outputs prediction proposals within the k-th rank. 

- Prediction using recent inputs and their frequencies (Rct & Frq): This method  
orders the prediction proposals output by the recent input method described above 
according to their frequencies. The frequency of each candidate is calculated by 
counting its occurrences in the formula that the user is currently inputting.  

- Unigram (N=1): This method makes a prediction based on the N-gram model 
(N=1). The prediction proposals become the top-k characters according to the fre-
quencies in the whole dataset. It always outputs the same prediction proposals. 

- Unigram (N=1) + Recent input method (Rct & N=1): This method is a hybrid me-
thod of unigram model and the recent input method. It calculates the appearance 
probability for all the characters using unigram model. For characters which exist in 
the former k characters in the log data of math input, it calculates the probability that 
a character at the j-th rank in the recent input method becomes a correct character (the 
prediction accuracy of the recent input method in Table 1 which can be calculated in 
advance). It adds the both probabilities and uses the added values for ordering the 
characters. 

6.3 Comparison of Our Proposed Method and Baseline Methods 

We show that our proposed prediction method achieves better prediction accuracy 
than the baseline methods. We examine our hierarchical N-gram model (N=2, 3) and 
their smoothing methods (hereinafter, “N-gram model (N=2, Smoothing(Smt))” and 
“N-gram model (N=3, Smoothing(Smt))”. The implementation becomes difficult 
when building an N-gram model with N = 4 and higher because it requires vast mem-
ory capacity. The prediction accuracy is calculated using the mathematical formulas  
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in the evaluation dataset. The results are presented in Table 1. Bold values represent 
the best prediction accuracy among the prediction methods, which is true also for the 
latter table. As the results show, the proposed method (N=3 with smoothing) appar-
ently achieves the highest accuracy. Its accuracy becomes about 89% when the num-
ber of prediction proposals to show to the user is limited to the top five ranking. Its 
accuracy becomes about 95% when the number of prediction proposals to show to the 
user is limited to the top ten ranking. 

We compared our proposed method (N=3) and another proposed method (N=2). 
When N=3, the prediction accuracies of the top three ranking and the smaller rankings 
(k=1,2) become higher than when N=2. The prediction accuracies of the larger rank-
ings (the top four ranking and the larger rankings ( 5,6, ,10k =  )) become worse 

because of the increase of the N-gram pairs in the learning dataset. However, when 
N=2, the prediction accuracies of the larger rankings become higher than when N=3. 
However, the prediction accuracies of the top three ranking and the smaller rankings 
become worse. The method can use only the latest input when N=2. Therefore, the 
prediction accuracies of the smaller rankings become worse than N=3. Regarding  
the result of N=3 with smoothing, the prediction accuracies are high both in the 
smaller rankings and in the larger rankings. It is apparent that the smoothing treatment 
compensates the above shortcomings by linear interpolation between the trigram and 
bigram. 

Finally, we provide some insight into the results of the baseline methods. The pre-
diction accuracy of the top five ranking is about 41% in the recent input method. Im-
provement of the precision is not apparent after the top five ranking. Therefore, cha-
racters that are repeated in one formula are limited to five kinds and fewer. Compared 
to the recent input method, in the recent and frequent input method, the accuracies 
become higher in the larger rankings. However, the degree of improvement is not 
great. Although unigram (N=1) always outputs the same prediction proposals, it 
achieves nearly 80% of accuracy in the top ten ranking. However, the accuracies in 
the smaller rankings are worse than those achieved using our proposed method. When 
combining unigram and the recent input method, the accuracies become better in the 
top three ranking and the larger rankings. However, the accuracies of the top one 
ranking become worse. 

Table 1. Probability of the correct charcter appearing in the top k candidates 

k=1 2 3 4 5 6 7 8 9 10
Recent 0.154 0.286 0.353 0.393 0.410 0.416 0.416 0.416 0.416 0.416

Rct & Frq 0.181 0.295 0.359 0.394 0.411 0.415 0.416 0.416 0.416 0.416
N=1 0.287 0.496 0.571 0.595 0.638 0.681 0.702 0.728 0.758 0.793

Rct &N=1 0.242 0.498 0.614 0.668 0.710 0.736 0.787 0.810 0.826 0.844
N=2 0.546 0.703 0.778 0.826 0.856 0.880 0.898 0.912 0.925 0.935
N=3 0.627 0.730 0.780 0.806 0.819 0.826 0.833 0.839 0.843 0.845

N=2, Smt 0.541 0.689 0.758 0.798 0.838 0.873 0.899 0.916 0.930 0.940
N=3, Smt 0.657 0.770 0.833 0.844 0.888 0.907 0.921 0.934 0.945 0.954  
 



 Predictive Input Interface of Mathematical Formulas 393 

 

6.4 Effectiveness of Hierarchical N-gram 

We validate the effectiveness of introducing hierarchical information to an N-gram 
for predicting the math input. We compare the case which introduces hierarchical 
information to the model and the case which does not introduce hierarchical informa-
tion to the model. The comparison is made for N-gram model (N=3, smoothing) that 
achieves the best accuracy in the previous subsection.  

Hierarchical information works well for a case in which the user inputs characters 
at a shallower level after inputting characters at a deep level. We examine the predic-
tion accuracy for this case. Those cases cover about 15% of input positions in our 
dataset. Table 2 shows results for those cases. They reveal that we can increase the 
prediction accuracy using the hierarchical information. It might decrease the overall 
usability if the prediction accuracy decreases for some input conditions. We infer that 
incorporating hierarchical information into the model is effective for predictive entry. 

6.5 Effectiveness for Adding the Personal Log Data 

This subsection validates the effectiveness for adding the target user's log data to the 
learning data. This might deal with the inconsistency problem of the input order 
among users. 400 log data are always used as learning data in this evaluation. One 
user's 500 input logs are divided in to five sets, each of which has 100 input logs. 
Each set is used as test data in turn. At first, 400 input logs consist of those of the 
other two users. As we explained, one formula has three user’s input logs. One user is 
randomly selected from the other two users. The selected user’s log is used here. We 
increase the ratio of the target user's log data to the all log data in the learning data set 
from 0% to 25, 50, 75, 100% and calculate the prediction accuracy. Note that we do 
not add the target user's log data to the original 400 learning data but replace the log 
data for the same formula in the original learning data set. The number of logs in the 
learning data stays constant. This eliminates the influence of the increase of the learn-
ing data to the prediction accuracy. Six users' logs are used for this evaluation. 

The average of the six users' prediction accuracies are presented in Table 3. The re-
sults show that the prediction accuracy increases a little when the ratio of the personal 
logs increases. The improvement is not so large. However, we can also say that our 
prediction method achieves accurate prediction even if it does not use the target user's 
personal logs. It is expected that our method improves the prediction accuracy when 
many log data are used as learning data even if they are other users' logs. 

Table 2. Probability of the correct character appearing in the top k candidates :comparing the 
case with hierarchical information(with) and that without hierarchical information(w/o) 

 k=1 2 3 4 5 6 7 8 9 10 
with 0.603 0.712 0.790 0.816 0.845 0.872 0.889 0.915 0.928 0.940 
w/o 0.507 0.631 0.723 0.755 0.789 0.823 0.844 0.865 0.896 0.905 
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Table 3. Probability of the correct character appearing in the top k candidates :changing a ratio 
of log data inputted by a certain user in the learning dataset 

 k=1 2 3 4 5 6 7 8 9 10 
0% 0.477 0.596 0.647 0.690 0.729 0.772 0.793 0.815 0.834 0.844 
25% 0.476 0.597 0.647 0.688 0.728 0.772 0.794 0.818 0.832 0.844 
50% 0.478 0.597 0.648 0.688 0.728 0.775 0.797 0.822 0.837 0.849 
75% 0.482 0.600 0.650 0.690 0.733 0.778 0.800 0.820 0.839 0.851 

100% 0.484 0.600 0.653 0.695 0.738 0.779 0.800 0.820 0.842 0.853 

7 Evaluation of Usability 

The previous section showed that our proposed method outperforms other prediction 
methods in prediction accuracy. However, that fact does not mean that our proposed 
method helps users to input mathematical formulas. The objective of this section is to 
show that our interface of predictive math entry (an input interface incorporating our 
proposed prediction method) helps users' actual inputs by conducting user evaluation 
according to the interface's usability. 

7.1 Experimental Condition 

The evaluation of usability is accomplished according to quantitative indices and 
qualitative indices. The number of times of switching between a keyboard and a 
mouse (hereinafter, “#switching”), input time and the number of incorrect inputs (he-
reinafter, “#incorrect”) are used as quantitative indices. Questionnaires related to the 
usability of the interface, comprising multiple-choice questions and free description, 
were used as qualitative indices. In this experiment, 12 graduate and undergraduate 
students participated. We asked them about their experiences of inputting mathemati-
cal formulas on PCs. All users answered that they had some experiences on inputting 
mathematical formulas on PCs. They answered that they had used general formula 
editors or TeX. Among the participants, three users were good at inputting formulas 
using TeX and were able to input most formulas without seeing the reference. 

7.2 Evaluation on the Differences among Interfaces 

Experimental Method 
This subsection shows the effectiveness of our interface of predictive math entry. Our 
interface was compared to a general formula editor and an input interface using TeX. 
Our interface of predictive math entry used in the experiment is the interface depicted 
in Figure 1. We eliminated the function of our predictive entry from the above inter-
face. That is used as a general formula editor. We originally implemented an input 
interface using TeX on JavaScript. The screen shot is depicted in Figure 3. A user  
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inputs mathematical formulas using TeX command in its text area. When the user 
clicks the compile button, the system outputs the compiled formulas with rendering. 
This interface does not comply with WYSIWYG. 

The users input 60 formulas (20 formulas using each interface). The number of 
characters in each formula is set within some range. These formulas are selected from 
a textbook of mathematical analysis [11]. We carefully selected formulas different 
from the formulas in the learning dataset. All the 3,000 formulas used in evaluation of 
prediction accuracy are used as the learning data for our interface. The quantitative 
indices are measured in each input formula. After inputting 60 formulas, users ans-
wered the questionnaires for qualitative evaluation. The question items are shown in 
the 1-st column of Table 4. Q1 and Q3 are provided to ascertain which interface the 
users can use to input formulas with a good level of comfort. We set Q2 to find the 
time the user felt for inputting formulas. The actual time might differ from their sen-
sory time. Q4 is provided to elicit how fast the user can learn the input method in each 
interface. Q5 is provided to find out which interface the user prefers with all evalua-
tion viewpoints considered. 

Text area for inputting a Tex command

Compiled Tex command  

Fig. 3. Input interface using TeX 

Results on Quantitative Indices 
The results related to quantitative indices are presented in Table 5. The number of 
times necessary for key inputs and those of mouse clicks (hereinafter, #keyinputs and 
#clicks) are also presented in Table 5. Furthermore, we examined whether a statisti-
cally significant difference exists among the interface on these indices using a Student 
t-test. The results are presented in Table 6. In Tables 5 and 6, “ours” means our inter-
face with predictive math entry, “w/o prediction” means the input interface without 
predictive math entry and “TeX” means the input interface using TeX. We confirmed 
the statistically-significant difference among interfaces in all indices except #incorrect 
between our interface and that without predictive entry. 

The results showed on input time, it is apparent that our interface achieves the 
shortest input time. Input time is an important index to show that the user can input 
formulas smoothly. When comparing our interface and the interface without  
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predictive entry, it is apparent that our interface decreases the #switching that is re-
garded as a reason that inputting mathematical formulas is bothersome. The reduction 
rate is about 89.1%. In the TeX interface, #incorrect becomes the three times that of 
the proposed interface and the interface without predictive entry. From these results, it 
is apparent that the incorrect inputs decrease when users can see the input formulas 
immediately after inputting characters. No significant difference was found between 
our proposed interface and the input interface without predictive math entry. Howev-
er, the value of #incorrect is lower in the proposed method than the interface without 
predictive entry. A clear difference might be found if we increase the number of users 
in the experiment. #keyinputs is higher in the proposed method than the interface 
without predictive entry because users input characters by selecting the prediction 
proposal with a keyboard and move the cursor with cursor key.  

Results on Qualitative Indices 
The results of questionnaires for qualitative evaluation are presented in Table 4. The 
value for each item is the number of users who selected the item. Values shown in the 
parentheses are the numbers of users who can input mathematical formulas without 
seeing any references (hereinafter “TeX users”). Our interface achieves the best eval-
uation for all questionnaire items (Q1 - Q5). Especially for Q3, all users answered that 
they can input formulas most intuitively using our interface. In our interface, users 
can see the input formulas right after they input each character. Our interface also 
provides the prediction proposals that the users want to input. These characteristics 
engender the users' high evaluations to our interface. When we checked users' free 
descriptions, many users gave the opinion that switching a keyboard and a mouse 
took a burden in inputting mathematical formulas. This result supports our proposed 
interface that decreases the mouse input using the predictive entry. 

However, some users supported the TeX interface in answers to the questionnaires. 
They gave the opinion that they are comfortable with the interface, and that they are 
used to it because they usually use TeX for inputting formulas. Actually, they were 
able to input formulas smoothly when using the TeX interface in the experiment. In 
the TeX interface, users can input formulas only by a keyboard when they learn the 
TeX command. Therefore, users who learn the TeX command tend to assign positive 
opinions to the input interface using TeX. 

Table 4. Results of questionnaires for finding differences between each interfaces (The value 
for each item is the number of users who selected the item. The values shown in parentheses are 
the numbers of users who can input mathematical formulas without seeing any references). 

 ours w/o  
prediction 

TeX 

Q1. By which interface could you input the most smoothly?  10(2) 0 2(1) 
Q2. By which interface could you input the most quickly? 10(2) 0 2(1) 
Q3. By which interface could you input the most intuitively? 12(3) 0 0 
Q4. Which interface could you get familiar with the most quickly? 11(3) 0 1 
Q5. Which interface do you prefer most? 9(1) 0 3(2) 
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Table 5. Results of the experiment for finding differences between interfaces 

 ours w/o prediction TeX 
#clicks 1.69 13.2 0 
#keyinputs 86.8 52.2 121 
#switching 1.79 16.5 0 
input time 66.0 74.0 89.6 
#incorrect 1.38 1.57 4.43 

Table 6. Results of t-test for the experiment for finding differences between interfaces 

 Ours vs. w/o prediction Ours vs. TeX w/o prediction vs. TeX 
#switching *** *** *** 
input time *** *** *** 
#incorrect  *** *** 

*** : p<0.01 

7.3 Evaluation on the Differences in Prediction Accuracy 

Experimental Method 
This subsection presents results of an examination of the influence of the differences 
in prediction accuracy on usability. Prediction methods of three types were selected 
considering the difference in prediction accuracy. The N-gram model (N=3, smooth-
ing) was selected as a method with high prediction accuracy. The recent input and 
unigram method and the recent input method were selected as a method with medium 
prediction accuracy and a method with low prediction accuracy, respectively. Herei-
nafter, we designate these methods as “high-accuracy method (high)”, “medium-
accuracy method (medium)”, and “low-accuracy method (low)”. We conducted a user 
experiment using our input interface depicted in Figure 1. We changed the prediction 
method in this interface for the experiment. 

The experimental method is the same as that used in the evaluation on the differ-
ences among interfaces. Only question items for the qualitative evaluation differ from 
those used in the previous evaluation. Table 7 presents the question items. Q3 is pro-
vided to know that the users noticed the difference in the prediction accuracy. Q1, Q2, 
and Q4 are the same questions as those used in the prior evaluation. 

Table 7. Results of questionnaires for finding differences between different prediction methods 

 high medium low 

Q1. By which interface could you input the most smoothly?  11 0 1 
Q2. By which interface could you input the most quickly? 12 0 0 
Q3. Which interface’s prediction did you feel the most accurately? 11 0 1 
Q4. Which interface do you prefer most? 12 0 0 
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Table 8. Results of the experiment for finding differences between different prediction methods 

 high medium Low 
#clicks 1.32 4.00 6.99 
#keyinputs 87.5 96.3 73.4 
#switching 1.46 4.20 8.70 
input time 54.3 62.7 61.9 
#incorrect 1.21 1.43 1.53 

Table 9. Results of t-test for the experiment for finding differences between different prediction 
methods 

 high vs. medium high vs. low medium vs. low 
#switching *** *** *** 
input time *** ***  
#incorrect ** *  

*** : p<0.01, ** : p<0.05, * :p< 0.1 

Results on Quantitative Indices 
Table 8 presents the results on quantitative evaluation. #keyinputs and #clicks are also 
shown in Table 8. We conducted Student t-test to assess differences among the pre-
diction methods. The results are presented in Table 9. We confirmed statistically sig-
nificant difference among the methods in all indices except input time and #incorrect 
between the medium-accuracy method and the low-accuracy method. When particu-
larly addressing #switching in Table 8, #switching decreases when the prediction 
accuracy becomes high. #incorrect decreases in the high-accuracy method compared 
to the other methods. The input time becomes the shortest in the high-accuracy me-
thod. From these results, it is apparent that prediction accuracy influences the usabili-
ty for inputting formulas. 

It is particularly interesting that the input time becomes shorter in the low-accuracy 
method than in the medium-accuracy method. The reason for this result is the follow-
ing. The low-accuracy method (recent input method) shows only those characters 
which the user has input before as prediction proposals. In this case, the user can ex-
pect what characters are given as prediction proposals while inputting characters. We 
think that users use predictive entry by considering what characters are given as pre-
diction proposals next. In fact, when we observed the users' input activities when they 
used the N-gram model (N=3, smoothing), we found that some users moved the input 
cursor to the predictive proposal display before checking what predictive proposals 
are shown there. In N-gram model (N=3, smoothing), the users input formulas under 
the expectation in which their target character exists in the higher rank in the predic-
tive proposal list because the prediction accuracy is highly sufficient. Actually, they 
input formulas very smoothly by forecasting the prediction results. With the recent 
input and unigram method, the users had difficulty forecasting the next prediction 
proposals because unigram does not achieve the high-accuracy prediction and the 



 Predictive Input Interface of Mathematical Formulas 399 

 

prediction proposals change according to the most recent inputs. Based on this result, 
it is important for users to forecast the next prediction proposals for predictive entry. 

Results on Qualitative Indices 
The results of questionnaires for qualitative evaluation are presented in Table 7. Most 
users selected the high-accuracy method as the best method for all question items. 
This result corresponds to the results on the quantitative evaluation. For Q1 and Q3, 
one user selected the low-accuracy method as the best method. The reason is related 
to the user's input activities explained in the previous subsection. The user preferred 
the prediction that is easily forecasted before shifting the input cursor to the prediction 
proposal display. 

8 Conclusions 

As described in this paper, we proposed an input method that predicts the next input 
characters for mathematical formulas. N-gram model is applied to our method, which 
is a popular probabilistic language model. We incorporated hierarchical information 
in mathematical formulas into an N-gram model. The calculated probability was used 
for predictive math entry. The proposed method is evaluated using prediction accura-
cy. Results showed that the prediction accuracy of our method is higher than that of 
other baseline methods. The proposed input interface was evaluated using a user ex-
periment. Results showed that our interface outperforms the input method without 
predictive entry and the input method using Tex in the usability. We expect that our 
interface for predictive math entry shall contribute to the spread of math contents. The 
ease with which users can forecast the prediction proposals is important for usability. 
We will examine the relation between user predictability and usability for the predic-
tive math entry. 
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Abstract. Most text entry methods require users to have physical devices with-
in reach. In many contexts of use, such as around large displays where users 
need to move freely, device-dependent methods are ill suited. We explore how 
selection-based text entry methods may be adapted for use in mid-air. Initially, 
we analyze the design space for text entry in mid-air, focusing on single-
character input with one hand. We propose three text entry methods: H4 Mid-
Air (an adaptation of a game controller-based method by MacKenzie et al. 
[21]), MultiTap (a mid-air variant of a mobile phone text entry method), and 
Projected QWERTY (a mid-air variant of the QWERTY keyboard). After six 
sessions, participants reached an average of 13.2 words per minute (WPM) with 
the most successful method, Projected QWERTY. Users rated this method 
highest on satisfaction and it resulted in the least physical movement. 

Keywords: Text entry, mid-air interaction techniques, large high-resolution 
displays, Huffman coding, multitap. 

1 Introduction 

Devices and interaction techniques for text entry are much researched [24], and it is 
clear that the effectiveness of text entry is shaped by the context of use. For instance, 
mobile text entry is different from desktop text entry [22,30], and typing on a tactile 
keyboard requires little or no visual attention, whereas text entry on a touch surface 
requires visual attention. Thus, text entry in non-desktop settings presents new chal-
lenges and requires new methods [39].  

The present paper is motivated by a need to support text entry in one such setting, 
users working with a large high-resolution display. Large high-resolution displays 
have been shown to improve productivity [11] and, in contrast to desktop displays, 
they promote physical movement [3]. Around large displays, users can move in order 
to navigate, explore, and make sense of data on the display. We seek to design text 
entry methods that allow users to move in front of the display, without having to hold 
a device or move to a fixed location to be able to enter text. 

Recent research has helped users interact with large displays by supporting object 
selection and manipulation (e.g., [5,14,19,35]). Mid-air interaction [16], based on 
tracking of users’ hands, may work well for interaction in the context where users 
move in front of a large display. Vogel and Balakrishnan [35], for instance, used  
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Vicon-tracking to let users point to a large display from a distance and manipulate the 
cursor; Nancel et al. [27] showed how mid-air gestures can be used to navigate a large 
display. 

Whereas mid-air interactions have been explored for selection and manipulation, 
they are rarely used for text entry. Prior work approximates mid-air interaction by 
using devices such as the Nintendo Wiimote [9,33]. Other mid-air text entry tech-
niques include AirStroke [28], a glove- and vision-based method using the Graffiti 
unistoke alphabet [10]. AirStroke provided a text entry rate 6.5 words per minute 
(WPM) without word completion. Kristensson et al. [20] demonstrated continuous 
recognition of mid-air gestures for writing Graffiti letters using a Kinect sensor to 
detect gestures within a predefined input zone. 

We adapt existing selection-based text entry methods to mid-air interaction with 
large displays. Selection-based methods rely on series of movements and activations 
of UI components to facilitate text entry. We do so for several reasons: (1) Leveraging 
familiarity with existing techniques help users learn the techniques faster, which is 
preferable for walk-up-and-use contexts of large displays. (2) Although mid-air text 
entry can potentially benefit from the increased expressiveness and additional degrees 
of freedom of spatial 3D input, simple and effortless techniques is recommended 
when the user's goal is simple [7]. (3) Despite the potential of more expressive input, 
the most successful mid-air text entry method to date has to our knowledge been the 
ray-casting selection-based QWERTY method of Shoemaker et al. [33]. More studies 
of adaptations of text entry methods from other contexts, such as desktop or mobile 
computing, are needed in order to establish a base line for mid-air text entry. In order 
to simplify comparison, we have chosen to focus on single-character input (rather 
than predictive input) and on one-handed input. 

In this paper, we contribute an analysis of the design space for mid-air text entry 
using a structured approach that enables researchers to relate future analyses to ours. 
Further, we contribute an evaluation of three mid-air text entry methods that match 
the context of using large high-resolution displays. The methods we propose are 
adapted versions of previously successful methods from three different domains; 
game controller text entry, mobile phone text entry, and a previously successful mid-
air text entry method. The methods provide a solid baseline for comparison of future 
mid-air text entry methods. 

2 Design Space for Mid-Air Text Entry 

Many considerations in designing for mid-air text entry are similar to those encoun-
tered when designing text entry in other contexts; previous work describes them tho-
roughly (e.g., [18]). Below we therefore focus on design considerations specific to 
mid-air text entry, aiming to sum up earlier mid-air text entry work in the process; 
Fig. 1 shows some initial design ideas that we also discuss.  

A guiding context of use for the present analysis is work around large high-
resolution displays. The scope of our analysis is text entry methods that support  
input of single characters through hand movement. Although predictive methods can  
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(a) (b) (c) (d) 

Fig. 1. Some initial ideas for mid-air text entry. (a) shows handwriting in mid-air; (b) shows 
typing on an imaginary keyboard directly in front of the user; (c) shows ray-casting to a 
QWERTY keyboard; (d) shows EdgeWrite gestures in mid-air. 

perform significantly better, we consider single-character entry a baseline that sup-
ports a variety of text entry needs (e.g., entering a code or acronym). Even though 
writing with coarse body movements is certainly possible (e.g., the photographer 
Howard Schatz’s Body Type), we follow earlier work and focus on movement of the 
fingers and hands (though only one hand at a time).  

We structure the discussion using the design space analysis methods of MacLean et 
al. [25]. They distinguished questions (about what a design should do), options (an-
swers to questions), and criteria (ways of assessing designs) as three key components 
for mapping a design space. 

2.1 Questions and Options 

Q: What Type of Movement? Earlier work has two uses of user’s hand movement in 
mid-air. In gesture-based techniques, users write either freely or using a set of ges-
tures. This is the idea in Fig. 1d and in many other studies [9,18,20]. GesText [18], for 
instance, uses accelerometer data for text entry. The most successful version used 
single-depth vertical and horizontal gestures to achieve 5.4 WPM. 

In selection-based techniques, users point at symbols laid out in either 2D (e.g., us-
ing a QWERTY layout, see Fig. 1c) or 3D (e.g., as in [33]). Shoemaker et al. found 
better performance and satisfaction with techniques using 2D layouts (QWERTY and 
circular) compared with a 3D technique where symbols were laid out in a cube [33].  

Q: 2D or 3D? Whereas many text entry methods use some form of interaction with a 
2D surface (i.e., work on touch screen devices), mid-air interaction provides pitch, 
yaw and roll [1,9] in addition to position in 3D.  

2D-approaches can mimic typing on a surface. Fig. 1b has the users imagine a 
QWERTY keyboard floating in front of them and use that plane for input; handwrit-
ing in mid-air (Fig. 1a) also creates an imaginary surface on which the user writes. 
Such designs are simple; Benko [6] suggested that we try to achieve the simplicity of 
touch-enabled devices when designing mid-air interaction techniques. In Kristens-
son’s work [20], Grafitti is used in free-air, but depth (z-distance) does not appear to 
be used in classifying gestures: effectively, users are writing on a plane.  
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3D-approaches can use all of the six degrees-of-freedom. However, there seems to 
be a trade-off between the richness of 6-DoF gestures and an increase in complexity. 
For instance, the distance to the screen (or away from ones body) could be used for 
making selections. Research on GesText [18], however, suggested that for accelero-
meter input, using depth was not efficient. 

Q: Typing in Relation to What? Another question is whether to use an explicit point 
of reference for making gestures or selections. Touch and mid-air interaction differ in 
that the touch surface can implicitly maintain a point of reference for the user, whe-
reas this is not the case for mid-air interaction. Several options exist: 

• Absolute point of reference, such as the display surface (Fig. 1c). Many mid-air 
input techniques use this approach [27]. 

• Relative point of reference, which could include the other hand (as in imaginary 
interfaces, [15]) or the location of ones feet. 

• Kinesthetic point of reference, that is, a remembered hand position. For selection-
based input using a QWERTY layout (see Fig. 1b), the user might initiate text en-
try by placing both hands on an imaginary plane; the position of left and right in-
dex fingers map to f and j on a virtual keyboard that is transformed to fit the finger 
placement. While this is attractive, it is well know that human hands drift [26]. 

Q: Visual Feedback or Not? Given the lack of tactile feedback, typing on a touch 
surface is primarily supported by visual feedback. In mid-air, visual support is even 
more challenging to provide, as mid-air text entry at large displays uses indirect input, 
that is, the input space is separated from the output space [17]. Users may need feed-
back on tracking of their movements, feedback on movements in relation to recog-
nized gestures or characters, and feedback on production of characters. 

Q: How to Initiate and Finish Writing? A well-known challenge in gesture-based 
input is to identify when gestures start and stop [4]. Specific gestures, pinches, input 
zones, and so forth has been used to delimit gestures (see for instance [35,36]). A 
similar challenge for selection-based input methods is to determine when a symbol is 
activated. In Kristensson’s work [20], Grafitti input was delimited to an input zone 
and gestures were ignored outside this zone.  

2.2 Criteria 

Intuitiveness, Efficiency and Learnability. For some use contexts, the method for 
entering text must be easy to learn. For instance, a goal for “walk-up-and-use” sys-
tems might be that novices can enter text with minimal introduction, and perform 
acceptably without practice. Wobbrock et al. [37] and North et al. [29] evaluated in-
tuitive gestures for multi-touch surfaces. The design of mid-air interaction techniques 
could benefit from similar studies. One approach is to draw on users’ experience with 
widespread text entry methods. For instance, Fig. 1b and Fig. 1c benefit from users’ 
knowledge of the QWERTY layout. 
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Multi-user Support. With multiple users around a large high-resolution display, text 
entry methods must satisfy additional criteria. First, users may physically interfere 
with each other’s use of the display (e.g., by blocking the view of the display). 
Second, physically-based interactions must be social acceptable, else users might 
avoid physical movement because of fear of looking “silly” [31]. 

Distance- and Visibility-Dependence. Shoemaker et al. [33] argued that mid-air text 
entry methods differ in how they are affected by the distance and visibility of the 
display used for entering text. For instance, Fig. 1b is not distance-dependent, but  
Fig. 1c is. 

Tracking Sensitivity. Many tracking technologies have been used for mid-air interac-
tion, including optical tracking, gyroscopic sensors, and magnetic sensors. Some de-
sign options require accurate tracking (e.g., handwriting recognition), whereas others 
can do with very low tracking precision (e.g., 2D gesture-based input like Fig. 1d).  

Effort and Fatigue. The motor effort needed to perform mid-air text entry (e.g., due 
to imprecise tracking) can be relatively large compared to typing on a keyboard. Ex-
tended periods of large movements in mid-air can cause fatigue. One approach to 
dealing with fatigue is to extend methods for movement minimization [22] to include 
the full range of body motions involved in mid-air text entry. For instance, text entry 
methods could be compared a priori on the effort they induce on hands, elbows, and 
shoulders. 

3 Three Candidate Methods  

The design space for mid-air text entry methods just outlined is huge. In order to iden-
tify candidate text entry methods in the space that are relevant to large high-resolution 
display interaction, we made two overall decisions. First, we have chosen to focus on 
selection-based input. Although gesture-based text input may potentially be intuitive 
and efficient for entering text mid-air, it is difficult to develop competitive text entry 
performance using existing gesture-based techniques. For instance, [28] reported a 
mean entry speed of 6.5 WPM for AirStroke without word completion. Second, we 
limit body movement to reduce fatigue, focusing on movement of hands and fingers. 

For all methods, hand tracking is implemented using a glove with reflective mark-
ers attached to the back of the hand. A marker tracks the location of the index finger. 
Differences in angle between the hand’s orientation and the vector connecting the 
location of the hand and the fingertip are used to detect taps. An increase in the angle 
of more than 5 degrees followed by a decrease of more than five degrees within 500 
ms is interpreted as a tap. These thresholds were identified during pilot studies. 

Based on the design space presented earlier, we can compare our methods to earlier 
work. A key design decision is that we use orthogonal projection instead of ray cast-
ing, as used for instance by Shoemaker et al [33]. With ray casting, users’ movements 
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in order to produce a character. We investigate how these differences affect the 
amount of hand movement required and the usability of the methods. 

Third, the methods aim to ease adoption by novices. Using the well-known alpha-
bet layouts for Projected QWERTY and MultiTap should help novices adopt the me-
thods faster. Although H4 Mid-Air leverages the QWERTY layout, it does not benefit 
from previous user experience as well as the other methods. However, the H4 Huff-
man coding has proven fast in previous longitudinal studies [2,21]. 

4 Empirical Study 

To evaluate the three mid-air text entry methods, we conducted a controlled experi-
ment. The experiment spanned six sessions in which participants used the methods to 
transcribe sentences. 

4.1 Participants 

Six participants (one female) were recruited; ages ranged from 21 to 28. One participant 
performed the experiment left-handedly. None of the participants were native English 
speakers, but all participants rated their level of English between good (2) and fluent (6).  

4.2 Apparatus 

A 2.80m×1.20m display containing 7680×3240 pixels was used. The display is back-
projected by 12 projectors that are arranged as tiles in a 4×3 layout. Participants stood 
2 meters away from the display while transcribing sentences. 

For tracking, we used the OptiTrack (http://www.naturalpoint.com/optitrack) motion 
capture system equipped with 24 V100:R2 cameras. The system provides tracking data 
at 100 fps. The tracking precision was ±4 mm over the entire tracking volume; partici-
pants were located in a part of the volume with higher precision. Although the Opti-
Track system is expensive, we decided to use it for several reasons. First, affordable 
tracking systems available at the time of this study have low precision. High-precision 
tracking reduces noise in the data and thus gives confidence that we are measuring the 
performance of the techniques, and not effects of noise caused by current tracking 
equipment. Second, affordable systems (e.g., Microsoft Kinect) have limited fields of 
view and require the user to interact at certain, constrained distances. This limits users’ 
ability to move freely, which is needed around large displays. Third, tracking technolo-
gy is improving at a high rate. The present study can be replicated and the text entry 
methods practically applied with widespread equipment within a few years; use of high-
precision tracking thus ensures a better baseline for future research. 

4.3 Tasks 

Users were asked to transcribe randomly selected phrases from the MacKenzie and 
Soukoreff corpus [23]. Sentences were transcribed as unconstrained text entry [38]. 
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Consequently, users were allowed, but not forced, to delete previously entered text 
and correct any errors that they noticed. Participants were instructed to complete sen-
tences as quickly and accurately as possible. 

4.4 Design 

The experiment was conducted as a within-subjects design with the three text entry 
methods (H4 Mid-Air, MultiTap, and Projected QWERTY) and text entry session as 
independent variables. Dependent measures were text entry speed, error rate, physical 
hand movement, and subjective satisfaction: they are detailed in the next subsection. 

Participants completed 6 sessions. During each session, participants transcribed 
text with all text entry methods, completing 2 blocks of 5 sentences with each me-
thod. The order in which the methods were used was fully counterbalanced between 
participants and sessions. In all, 1080 phrases were transcribed (6 participants × 6 
sessions × 3 text entry methods × 2 blocks × 5 phrases).  

4.5 Data Collection and Analysis 

We collected data describing participants’ interaction with the methods, including 
data on the location of their hand. From these data we used StreamAnalyzer [38] to 
calculate text entry speed and error rate, and derived a measure of hand movement. 
Text entry speed was calculated using equation 1, where |T| is the length of the tran-
scribed string and S is the time in seconds from the entry of the first character to the 
entry of the last character. 

 = | | 60  , (1) 

Error rate was calculated using the methods described by Soukoreff and MacKen-
zie [34], as Minimum String Distance (MSD), Uncorrected Errors (ErrUC) and Cor-
rected Errors (ErrC). 

To provide a quantitative measure of the physical effort put into typing, we defined 
Hand Movement Per Word (HMPW). HMPW is calculated as the sum of the dis-
tances travelled by the hand between tracking frames. Calculating the sum of dis-
tances over data containing noise may result in erroneous values for HMPW. We 
therefore ran the Douglas-Peucker algorithm [12] on the movement data with a thre-
shold of 2mm in order to minimize noise. HMPW is measured in meters per word in 
the transcribed string; one word is five characters including whitespaces. As with 
WPM, HMPW is measured from the entry of the first character to the entry of the last 
character and is calculated as follows: 

 = | || |  (2) 

|HM| is the sum of distances between consecutive tracking frames and |T| is the 
length of the transcribed string. We removed the first phrase with each text entry  
method from this calculation because it was typed slower and with more hand  
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movements than subsequent sentences, and because participants said they used the 
first phrase to get used to a method. 

Subjective satisfaction was measured using three instruments at various stages 
throughout the experiment: (1) To get an estimate of how much effort participants had 
to put into the operation of a text entry method, SMEQ [32] was administered to par-
ticipants each time they had finished using a text entry method. (2) We adapted thir-
teen questions from the ISO-9241-9 standard [13] to evaluate physical operation, 
fatigue and comfort, speed and accuracy, and overall usability. We administered these 
questions at each participant’s first and last session to gauge their experience with the 
methods after little training and after some training. (3) After the first and last session, 
participants ranked the three text entry methods (1 being the one they liked the most, 
3 being the one they liked the least). 

4.6 Procedure 

At the first session, participants were introduced to the concept of mid-air text entry 
and to the three methods being evaluated. Participants were then allowed to practice 
with each method. They were asked to practice until they felt confident with using the 
method, and felt they would be able to reproduce any randomly chosen character. No 
participant entered more than 4 sentences per text entry method during practice. 

At the beginning of sessions 2 to 6, participants were asked to practice with each 
method until they felt confident that they would be able to reproduce any randomly 
chosen character. Typically, participants practiced only one sentence to reacquaint 
themselves with a method. Session lasted 45 minutes on average. 

In each session, participants completed two blocks of five sentences with each text 
entry method. Participants were allowed a short break after each block. After having 
transcribed the two blocks of sentences with a method, participants were administered 
an electronic SMEQ; at the end of session 1 and 6 participants answered the ISO 
questionnaire and ranked interfaces by order of preference. 

5 Results 

A 3 (text entry method) × 6 (session) repeated measures analysis of variance was 
performed on the entry speeds, the error rates, and the measure of hand movement. 
Significant effects were examined using Bonferroni-corrected pairwise comparisons. 

5.1 Text Entry Speed 

Fig. 6 shows the text entry speed in words per minute (WPM) for the text entry methods 
across sessions. We found a main effect for text entry method, F(2, 10) = 109.63,  
p < .01. Pairwise comparisons showed that Projected QWERTY (M = 11.63, SD = 2.29) 
was faster than MultiTap (M = 8.38, SD = 2.45), p < 0.01, which again was faster than 
H4 Mid-Air (M = 4.19, SD = 1.25), p < 0.01. In the final session, Projected QWERTY 



412 A. Markussen, M.R. Jakobsen, and K. Hornbæk 

 

achieved 13.2 WPM (SD = 1.55), MultiTap 
almost 9.5 WPM (SD = 2.19), and H4 Mid-
Air 5.2 WPM (SD = 1.31).  

A main effect was also found for ses-
sion, F(5, 25) = 176.22, p < .01, showing 
that users improved over sessions. Speed 
improved from first to last session by 39% 
for Projected QWERTY, 47% for Multi-
Tap, and 80% for H4 Mid-Air, all signifi-
cant at the p < .001 level. No significant 
interaction was found between method and 
session. 

5.2 Error Rate  

Fig. 7 shows the error rate measured as Minimum String Distance (MSD), Uncorrected 
Errors (ErrUC), and Corrected Errors (ErrC). Text entry method was found to have a 
significant effect on ErrC, F(2, 10) = 9.14, p < .01, but not on MSD, F(2, 10) = 1.52,  
p = .27, or ErrUC, F(2, 10) = 1.46, p = .28. Pairwise comparisons showed more cor-
rected errors with MultiTap (M = 5.7%, SD = 6.6 %) than with Projected QWERTY 
(M = 2.8%, SD = 4.6 %), p < .05. No significant different were found between Multi-
Tap and H4 Mid-Air (M = 4.0%, SD = 4.9 %), p = .35, or between H4 Mid-Air and 
Projected QWERTY, p = .20. Session was also found to have a significant effect on 
ErrC, F(2.175, 10.874) = 4.19, p < .05, but not on MSD, F(1.853, 9.264) = 2.205,  
p = .17, or ErrUC, F(1.922, 9.609) = 1.962, p > .19. Overall, ErrC declines over ses-
sions, which was expected because participants make fewer errors as they become 
increasingly familiar with a text entry method.  

5.3 Subjective Measures 

Fig. 8 shows the SMEQ scores across input methods and sessions; recall that lower 
SMEQ scores represent lower mental effort. Mental effort differs significantly across 
input methods, F(2,10) = 6.25, p < .05. Pairwise comparisons showed that mental  
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Fig. 10. Distribution of taps in motor space for each text entry method: H4 Mid-Air (left), Mul-
tiTap (middle), Projected QWERTY (right). Motor space proportions are identical for the inter-
faces. Activation zones are indicated by gray lines. 

divides the motor space into four slices surrounding a 4cm dead area; MultiTap sepa-
rates the motor space into a central 4cm x 4cm square activation zone, surrounded by 
eight infinite activation zones. 

Fig. 10 shows a plot of all taps for the three text entry methods. Even though H4 
Mid-Air and MultiTap both have open-ended activation spaces, they used motor 
space differently. For H4 Mid-Air, the shape of the tap-cloud indicate that users are 
aiming for the activation space close to the center, but often overshooting takes place, 
resulting in taps in the parts of the activation area further away from the center. Per-
haps users may be relying less on the visible feedback of the radar and more on pro-
prioception. However, tap-clouds for MultiTap indicate that participants targeted the 
center of the keys in the on-screen keyboard. We hypothesize that this difference is 
primarily related to the visual design: using buttons may discourage the use of open-
ended activation areas. This suggests that the radar feedback of H4 Mid-Air facilitates 
fast, but inaccurate movements that could potentially be based on muscle memory 
rather than visual feedback. In contrast, the button-based design of the MultiTap key-
board may motivate users to perform accurate pointing and tapping rather than quick 
movements based on muscle memory. 

During the experiment, several participants commented that the movement re-
quired could be reduced for H4 Mid-Air and MultiTap without loss of text entry per-
formance. In Fig. 10, we see that the tap-clouds for both H4 Mid-Air and MultiTap 
are clearly separated by areas with few taps. This is less pronounced for Projected 
QWERTY. It seems that taps on the keys of Projected QWERTY occurs everywhere 
on the keys. Taking the low error rate and relatively good performance of Projected 
QWERTY into account, we see no reason to suspect that the motor space of Projected 
QWERTY is too small for participants to tap. Rather, this pattern could indicate that 
the button size in Projected QWERTY is approaching a lower limit for the current 
tracking precision; using this technique with lower-precision equipment (e.g., Kinect) 
could result in poor performance. Instead, we hypothesize that a reduction of the mo-
tor space movement required for H4 Mid-Air and MultiTap could reduce HMPW and 
potentially improve text entry performance. We do however note that a reduction of 
motor space would potentially impact the level of visibility-independence of the text 
entry methods.  
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6 Discussions 

We first discuss our results in relation to design options and criteria in mid-air text 
entry. Then we discuss potential improvements to each of the methods. 

6.1 Results and Design Space 

The criteria that the methods were designed for impacts their performance. First, Mul-
tiTap and H4 Mid-Air, both designed to work without visual feedback, perform sig-
nificantly worse than Projected QWERTY in terms of speed; MultiTap also has a 
higher error rate. This suggests a trade-off between visibility-dependence and perfor-
mance. However, further empirical studies are needed to actually show whether 
skilled users can use MultiTap and H4 Mid-Air without feedback. Surprisingly, we 
did not see any benefit from the open-ended activation areas of MultiTap. On the 
contrary, users seemed to perform accurate pointing and tapping within the motor 
space of the keys. 

Second, the number of buttons is likely to affect the results. MultiTap had fewer 
but larger buttons (in motor space) than Projected QWERTY, which might explain 
why more hand movements were found for MultiTap. We would expect an increase in 
performance with MultiTap if the activation areas were smaller. However, this could 
have a detrimental effect on the method’s visibility-dependence. Given the wide dis-
tribution of taps with H4 Mid-Air (see Fig. 10), we hesitate to make similar specula-
tions about reducing the activation areas for H4 Mid-Air. 

6.2 Improving the Methods 

The H4 Mid-Air technique did not work well in the present study. It achieved only an 
average of 5.2 WPM in the last session, compared to 20.4 WPM in the paper describ-
ing H4 Writer [21], and 14.0 WPM in a glove based study [2]. It is worth noting, 
however, that the number of sessions and transcribed phrases per participant in our 
study were significantly lower than in these two studies. Users’ satisfaction was the 
lowest for H4 Mid-Air among the methods we explored, though SMEQ scores 
dropped by 63%. 

In our view, H4 Mid-Air performance may be improved in several ways. First, the 
distribution of tap points is elliptical (rather than circular as for the other methods). 
Thus, users moved their hands much more than they had to, as also shown by the 
HMPW measure. Second, the original H4 Writer used Huffman coding on four possi-
ble choices because a four-button device was used. We can do a HX Mid-Air, where 
X is the number of discrete zones that the user can actuate in mid-air; it is not clear 
that four is the right number. For instance, Fig. 10 suggests plenty of space to do H8, 
resulting in reduced input zones in motor space and shorter Huffman codes for each 
character. Third, tapping was used to write a character, but as mentioned in the sec-
tion on design space, many other options exist (e.g., pinching, using depth). Fourth, 
we reiterate that the feedback method for H4 Mid-Air was designed to facilitate walk-
up-and-use. We have not compared it to the feedback in the H4 Writer system [21]. 
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The MultiTap method performed quite good, achieving an average of 9.5 WPM on 
the last session; almost identical to the 10 WPM performance of typical MultiTap 
implementations for mobile phones (without text prediction) [24]. One way to im-
prove MultiTap is to minimize the time spent on timeouts between taps; earlier stu-
dies have attempted to do this by using an extra button to skip the timeout. However, 
adding buttons to the MultiTap interface would reduce some of the potential benefits 
with regards to visibility-independence. Other improvements that do not impact visi-
bility-independence could be the use of bimanual interaction or depth information, 
even though that was found too complicated with an accelerometer in GesText [18]. 
Interestingly, MultiTap seems to be successful in generating a feeling of buttons-in-
the-air, which means that users make less movement to hit an area (in contrast, tap 
distributions in H4 Mid-Air were elliptical). As previously mentioned, a reduction in 
used motor space could also result in performance improvements for MultiTap. 

The Projected QWERTY method achieved high text entry rates (13.2 WPM in the 
final session) and was the preferred system among users. We have a few ideas for 
further improving this technique. First, the size of the motor space for controlling 
Projected QWERTY was determined through pilot studies, but it might be further 
optimized. Second, Projected QWERTY could easily be extended to support input for 
two hands, which could dramatically increase performance. 

6.3 Next Steps 

Our results indicate that the adaptions of successful text entry methods from other 
domains are indeed possible, and that some of these adapted techniques can provide 
acceptable text entry speeds. This paper provides a performance baseline of how a set 
of adapted text entry methods from other domains may perform in mid-air. Based on 
the experiences from our experiments, we agree with Shoemaker et al. [33] that the 
terms distance- and visibility-dependence describe important properties of mid-air 
text entry well, and we see a need to further study how aspects of the mid-air design 
space affect these properties. 

We are aware that the availability of 6-DoF and precise tracking could potentially 
open up for new and innovative text entry methods. The guidelines for designing 
character-entry systems in 3D user interfaces presented by Bowman et al. [7] com-
bined with detailed empirically based analyses of the mid-air design space, such as 
that attempted in the present paper, provides starting points for future research.  
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Abstract. When choosing a solution, decision makers are often required to ac-
count for multiple conflicting objectives. This is a situation that can result in a 
potentially huge number of candidate solutions. Despite the wide selection of 
multivariate visualizations that can potentially help decide between various 
candidates, no designated means exist to assess the effectiveness of these visua-
lizations under different circumstances. As a first contribution in this work, we 
developed a method to evaluate different types of multivariate visualization. 
The method focuses on the visualization’s ability to facilitate a better under-
standing of inter-objective trade-offs as a proxy to more sensible decision  
making. We used the method to evaluate two existing visualization aids: Paral-
lel-Coordinates and an adaptation of Self Organizing Maps (SOM). Both visua-
lizations were compared with tabular data presentation. Our results show that 
the first visualization is more effective than a plain tabular visualization for the 
purpose of multi-objective decision making. 

Keywords: Multi-criterion decision making, Multivariate visualizations,  
Information Visualization, Usage experience evaluation. 

1 Introduction 

There are many circumstances where a person has to decide among competing alter-
natives. From a consumer trying to choose the right car, house, or cell phone to a 
business executive who must decide upon a new portfolio of product offerings, and on 
to elected representative voting on national health policies—all of them must choose 
among multiple, often competing, alternatives. Many studies in the area of multi-
criterion decision making (MCDM) attempt to help decision-makers reach better 
conclusions in a more efficient way [18]. The multi-criterion decision making process 
typically examines various alternatives with respect to their values for each criterion. 
In most practical scenarios, the number of options is too large to be examined by a 
human, and decision makers aspire to examine a limited set of options. Towards this 
end, the MCDM research community has identified two major challenges: (a) reduc-
ing the number of options by means of an optimization process that yields a smaller 
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set of optimal solutions, termed Pareto Frontier [6], and (b) effectively visualizing 
these solutions (namely, the solution space) to help users select the solutions that best 
satisfy their subjective criteria. The task of visualizing the Pareto Frontier is based 
upon multivariate visualization, and is generally considered a hard problem for more 
than three objectives [19]. 

The decision making process becomes even more challenging when some of the 
objectives being considered conflict with each other. In this conflicting relationship, 
the performance in one objective is seen to deteriorate as performance in another is 
improved. In such settings, actual choices should ideally reflect the tradeoffs that are 
in keeping with the decision maker's priorities. For example, given a certain budget, a 
person who travels frequently and wants to buy a new laptop would tend to give 
weight a higher priority over performance, while a “gamer” would aim for increased 
performance and settle for a heavier weight. 

We distinguish between sensible and non-sensible choices. Sensible choices faith-
fully correspond to the decision-maker's subjective perception of inter-objective  
trade-offs and non-sensible choices do not. According to Lotov et al. [22], “Tradeoff 
information is extremely important for the decision maker since it helps to identify the 
most preferred point along the tradeoff curve.” Hence, it is expected that the better the 
decision-maker's understanding of the various tradeoffs in the solution space, the 
more sensible their choices will be. Correspondingly, we introduce the following as 
an underlying premise: 

Assumption 1: A better understanding of the inter-objective conflicts results in more 
sensible decision making. 

Derived from the above assumption, our main objective in this work is to provide 
decision makers with a concrete means to improve the understanding of inter-
objective conflicts.  

Ideally, identifying a sensible choice should rely on first discovering the perceived 
trade-offs the decision maker may have with regard to a given set of objectives [10, 
11, 26]. Pragmatically, extracting even a single trade-off function seems to be highly 
cumbersome, and in some cases very inaccurate [12]. Furthermore, in some cases, the 
decision maker may become aware of subjective preferences only after confronting 
the actual solution space [12]. 

Since a purely analytic approach is deemed unfeasible, we chose to focus on the 
area of ‘visual analytics,’ in which visual interfaces are used to facilitate interactive 
reasoning [14]. Having decision makers closely involved in data exploration and 
processing cycles eliminates the need to extract and formalize their subjective prefe-
rences. Despite the plethora of multivariate visualization aids that exist in this domain 
(e.g., SOM [25], Interactive Decision Maps [21], Parallel Coordinates (PC) [13]), we 
found no prior work on user-experience evaluation to direct our selection of a desig-
nated visual interface that would facilitate multi-objective decision making. As a re-
sult, we decided to investigate and test the effectiveness of existing visual interfaces 
in promoting the selection of sensible choices. The evaluation of information visuali-
zation is an area in which the development of designated metrics and benchmarks has 
been identified as invaluable [28]. Our work is also unique in tackling the special 
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circumstances in which any choice made is deemed acceptable since all competing 
alternatives are quantitatively equivalent (all being on the pareto frontier). It is the 
sole (unknown) preference of each decision maker that can determine the subjective 
ranking of the solution space. 

We consider our contribution as twofold: (1) providing a pragmatic method and a 
carefully adapted measurement scale for testing the effectiveness and usage-
experience of multivariate visualization aids for MCDM, and (2) providing a first 
glance into the actual performance of two existing visualization techniques for pro-
moting effective MCDM. In the following sections we present the preliminary 
process of adopting and refining our experimental instruments, followed by a com-
plete report of our experimental settings and results. 

2 The Effectiveness of Visualization Aids 

The presented work is driven by the growing desire evident in the HCI literature for 
the development of alternative methods to evaluate visualization and encourage more 
widespread adoption of visualization [31]. Specifically, we focused on the unique 
nature of interaction with multivariate information visualization to more effectively 
benefit from and measure insights discovered [30] rather than extracting efficiency 
measures such as time to complete a task. In our experimental configuration, we did 
include a measurement of task completion time for which no significant differences 
had been found across the different visualization types1. Hence, we considered effec-
tiveness according to the following proposition: 

Proposition 1: A (multi-dimensional) visual representation of the solution space pro-
motes better decision making sensibility than a plain representation of the solution space. 

For the purpose of a visual representation, we used two alternative techniques: Paral-
lel Coordinates (PC), which is considered the prevalent technique for the visualization 
of multi-objective data [1, 7, 32], and Self-Organizing Map for Multi Objective 
(SOMMOS), a recent adaptation of a Self-Organizing Map (SOM) [17] visualization 
being developed by IBM as a proprietary visualization for exploring and visualizing a 
Pareto Frontier. 

Figure 1 illustrates an example for the two visualizations, showing three different 
apartments being considered for rent. Each alternative is measured based on three 
objectives: number of roommates, price, and distance from the university. On the left 
hand side, the PC visualization is depicted with each axis assigned a corresponding 
objective. Along each axis, an arrow indicates the aspiration of the decision maker to 
either minimize or maximize the specific objective. In Figure 1, the decision maker’s 
goal is to minimize all three objectives. Each choice is depicted as a line that inter-
sects every axis in accordance with the associated objective’s value. The decision 
maker can observe the extent of conflict between objectives by searching for a cross 
(an ‘x’ pattern) between axes. For instance, based on the cross pattern apparent  

                                                           
1  p=.186 and p=.144 for the two experimental tasks RENT and TAM. 
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between the ‘Roommates’ axis and the ‘Price’ axis, the decision maker can infer a 
strong conflict between the corresponding objectives. In contrast, by examining the 
lines between the ‘Price’ axis and the ‘Distance from University’ axis, the decision 
maker can conclude that there is no conflict between the corresponding objectives 
based on the absence of any crossing. 

 

 

Fig. 1. The PC and SOMMOS visual representations evaluated 

On the right hand side, the same solution space is depicted using SOMMOS.  
SOMMOS is a variation of the well-known self-organizing map (SOM) algorithm 
[17] adapted for visualizing Pareto Frontiers. The SOMMOS visualization comprises 
three pillars: a map layout, a visual representation of individual choices, and interac-
tive capabilities. The map layout enables the user to explore and draw insights based 
on its structure. The objectives are represented by the vertices of the map. For exam-
ple, the three objectives in Figure 1 form a triangular layout. One of SOMMOS' vir-
tues is the ability to navigate through the map. Specifically, the decision maker can 
expect that the closer the choice is to a vertex of an objective, the closer its value is 
towards the goal of that objective. Each choice on the map is encoded using polar area 
chart glyphs. Each objective is assigned a corresponding colored slice. By noting the 
level of colored filling, decision makers are able to understand the nature of the com-
promise in an area, spot an area of choices that maximize\minimize one of the  
objectives at the expense of the other, and identify cases in which objectives are cor-
relative. In Figure 1, the decision maker can clearly identify that the Roommates ob-
jective is in conflict with both Price and Distance from University such that as the 
slice filling for Roommates decreases, the slice filling for Price and Distance increas-
es. The decision maker can also observe that across all choices, the filling pattern for 
both Distance from University and Price is consistent. Hence, there is no conflict 
between the two. 

In addition to testing each of the visualizations, we suspected that the two visuali-
zation types may complement one another. Because each has its unique strengths and 
weaknesses, allowing decision makers to simultaneously interact with both could 
potentially yield better results. Nevertheless, it was unclear whether the cognitive 
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effort associated with toggling between two visualizations would impair the potential 
impact of combining the two. As a result, our experimental settings included a visual 
interface that combined PC and SOMMOS. 

We used a simple table for the purpose of a plain representation, being synonym-
ously referred to as the “no visualization” in this work. We structured the table with 
columns designating objectives and rows designating possible choices. Table 1 shows 
a plain representation of the same data underlying the solution space illustrated in 
Figure 1. 

Table 1. Plain representation of the solution space in Figure 1 

 Roommates (#) Price ($/tenant) Distance from University (m) 
a 4 400 700 
b 3 600 1500 
c 2 800 2300 

As an antecedent to the notion of decision making sensibility, we developed a des-
ignated scale (see next section) to measure subjective conflict understanding. This 
helped us adhere to Assumption 1, according to which sensible choices rely first and 
foremost on the decision maker's ability to understand the nature of trade-offs be-
tween the objectives. 

Correspondingly our experimental hypothesis is as follows: 

H1: A (multi-dimensional) visual representation of the solution space promotes better 
subjective conflict understanding than a plain representation. 

In addition to the measures that relate directly to the above hypothesis, we considered 
several background factors that may interfere with the effectiveness of the visualiza-
tion being used. We extended our research model as illustrated in Figure 2 to consider 
three types of moderating factors: 

Subjective usage experience – Several measures were employed to reflect the way 
users feel about using the visualizations. Such experience may be a potential modera-
tor to the main effect hypothesized above. However, the secondary effect of each of 
the visualizations on usage experience was in itself unclear. Hence, this led to a 
second hypothesis: 

H2: A (multi-dimensional) visual representation of the solution space promotes better 
usage experience than a plain representation. 

We adopted a set of concrete preliminary measures from previous literature and fur-
ther refined them as part of a card sorting procedure, explained in the next section. 

Problem characteristics – The particular problem domain and complexity may also 
be a factor affecting the degree to which the visualization means can facilitate better 
objective trade-off understanding. The complexity, for example, may affect its capaci-
ty to scale in size of data [33]. As a result, we decided to manipulate these factors to 
account for their influences.  
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Participant factors – As noted by Gemino et al. [9], individual factors can affect 
the effectiveness of a visualization. To account for potential interference, we included 
questions to measure participants’ familiarity with the corresponding problem domain 
and their experience. The latter included general questions about experience using 
visual analytics and specific questions regarding experience with multi-objective de-
cision making. 

 

Fig. 2. Extended research model 

3 Scale Development 

Aside from the main effectiveness construct, all other scales have been originally 
adopted from prior literature having solid foundations in the HCI literature. To ensure 
scale validity and reliability in the operationalization of our research model, we pro-
duced a preliminary set of questions based on existing scales, followed by a card 
sorting procedure [3, 4, 24]. This led us to the scale items detailed in Table 5. Card 
sorting2 is an iterative scale development technique in which a panel of judges is 
asked in several rounds to sort a set of scale items into separate categories, based on 
similarities and differences among them. This technique was previously used by Da-
vis et al. [3, 4] to assess the coverage of an intended domain of constructs. Later, it 
was further refined [24] to generally account for scale reliability (i.e., content and 
construct validity). Prior to conducting the first card sorting round, we populated 
items for each of the constructs as described next. 

As mentioned in the preceding section, we operationalized the high level notion of 
subjective decision quality through the construct of inter-objective correspondence 
understanding (i.e., as an antecedent to sensible decision making). This construct is 
both innovative to this work and related to the particular decision problem domain 

                                                           
2  We used OptimalSort by OptimalWorkshop.com as a platform for card sorting. 
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being explored. As such, no prior measurement scales were available for adoption. 
We produced a set of seven items based on our experience with the notion of inter-
objective trade-offs. Specifically, all items were generated in accordance with the 
general definition by Purshouse et al. [29] according to which inter-objective trade-off 
understanding is defined as the degree to which an individual believes he or she were 
able to understand the ‘conflict’ between the objective. The ‘conflict’ is interpreted as 
a relationship between any two objectives in which as performance in one is im-
proved, performance in the other is seen to deteriorate. Each related question was 
worded such that its most correct answer corresponds to one of the extreme ends in a 
1-to-9 Likert scale [23]. 

To operationalize the high level notion of subjective usage experience associated 
with the decision making task, we adopted a preliminary set of post-test concrete 
constructs from prior literature as follows: 

(1) Usability – being conventionally used to capture the general appropriateness of 
an artifact to a particular purpose [2]. In our study, the artifact being evaluated corres-
ponds to the various visualization interfaces mentioned earlier. The concrete purpose 
corresponds to the facilitation of multi-objective decision making. We refined the 
common 10-item SUS scale [2] to match such circumstances. In addition, we elimi-
nated two questions with very similar phrasing to two of the other questions that were 
intended to measure ease-of-use. 

(2) Ease-of-use – adopted from Moore and Benbasat [24], originally aimed at 
measuring the degree to which users believe that using a particular system would be 
free of physical and mental effort. Correspondingly, we adopted a preliminary set of 
six items and slightly re-worded the phrasing to match the intended usage purpose.  

(3) Cognitive-load – the actual cognitive capacity required for the decision making 
task [27]. The measurement of the actual cognitive capacity is typically considered a 
multi-dimensional construct. In our study we adopted a corresponding measurement 
scale from DeLeeuw and Mayer [5], to measure two items reflecting: (a) mental-
effort – the self reported effort subjects indicate as required to reach a certain deci-
sion, and (b) task-difficulty – the self reported difficulty subjects indicate as being 
associated with the decision making task. Stemmed from the basic notion of task dif-
ficulty, and the particular nature of the task in this work, we added two additional 
items. These items take into account the capacity of the visualization to assist in the 
recognition of similar choices (i.e., clusters), and its capacity to gradually narrow 
down the set of preferred choices until a single choice is identified.   

(4) Decision-confidence – in its broader sense reflects the subject's confidence in 
the certainty of estimates or predictions of future performance based on their percep-
tions of their knowledge and experience. Adopted from the work by Kidwell et al. 
[16], this construct was measured by a unitary item which we slightly re-worded to 
reflect the confidence between the choice that is made and subjective preferences. 

We operationalized the two remaining construct groups: problem characteristics 
and participant factors in a more straightforward manner. We incorporated problem 
characteristic factors into the experimental design by manipulating the problem’s 
domain and the problem’s complexity. Its exact levels of manipulation are further 
explained in the following section. We incorporated participant factors by including 
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three questions on background knowledge: familiarity with the problem domain, pre-
vious experience using visual-analytics interfaces, and previous experience in solving 
multi-objective problems.  

The set of all items being produced for the measurement of the main effect  
(i.e., H1), together with all other items populated for the measurement of the resulting 
user experience (i.e., H2), were jointly considered as the input pool for the first card 
sorting round. We fragmented this preliminary set as illustrated in Table 2.  

Table 2. Preliminary construct-wise item pool for card-sorting input 

Conflict understanding 7 Usability 8 Ease of use 6 
Mental effort 1 Task difficulty 3 Decision confidence 1 

To eliminate ambiguous items, we conducted three separate card sorting rounds 
with 21 independent judges. As noted by Moore et al. [24], this was aimed at increas-
ing construct validity and our confidence in the developed scale. The procedure was 
an ‘open card sort’ style, implying that the judges in the first round were not told what 
the underlying constructs (i.e., item categories) were, rather they were asked to pro-
vide their own construct labels and definitions. We used three indicators to identify 
construct validity and the convergence of the sorting procedure: (1) Inter-rater agree-
ment between the judges for each construct in each round, (2) Hit ratio (“convergent” 
validity) – item-wise portion of true item classifications within its “target” construct, 
and (3) Missed ratio (“discriminant” validity) – construct-wise portion of wrong item 
classification within each construct. In each round, a “doesn’t fit” category was also 
permitted for items that did not match any of the other clusters. A summary of results 
is illustrated in Table 3. 

After the first sorting round, we observed a significant cross loading between ease-
of-use and usability. As noted above, this can be traced back to [20] having the SUS 
scale being composed of two sub-factors to measure usability and learn-ability, the 
former having conceptual overlap with ease-of-use. In addition, two items had poor 
loading on either ease-of-use or usability. We dropped these items and split the re-
maining items as being measures of either ease-of-use or learn-ability, considering 
usability as the combination of both (i.e., a second degree construct). Learn-ability is 
defined as the degree to which the tool enables the user to learn how to use it. 

Table 3. Card sorting results 

# 
items

Inter-
rater 
agree

Hit 
Ratio

Missed 
 Ratio

# 
items

Inter-
rater 
agree

Hit 
Ratio

Missed 
 Ratio

# 
items

Inter-
rater 
agree

Hit 
Ratio

Missed 
 Ratio

Conflict Understanding 7 0.75 1.00 0.05 7 0.76 0.76 0 7 0.71 0.8 0.03
Usability 8 0.61 0.28 0.50 - - - - - - - -
Ease of use 6 0.55 0.50 0.59 8 0.57 0.75 0.25 7 0.51 0.88 0.14
Learnability - - - - 4 0.46 0.75 0.14 3 0.67 0.86 0.1
Mental effort 1 0.67 0.25 0.50 - - - - - - - -
Task difficulty 3 0.52 0.71 0.41 - - - - - - - -
Helfulness - - - - 3 0.38 0.55 0.57 3 0.5 0.86 0.14
Decision Confidence 1 1.00 0.25 0.00 - - - - - - - -
Choice confidence - - - - 1 0.33 0.67 0.67 1 0.24 0.86 0.45
Doesn't fit 0.42 - - 1 - - None - -
Average 0.68 0.50 0.34 0.50 0.70 0.33 0.53 0.85 0.17

Round 1 (8 judges) Round 2 (6 judges) Round 3 (7 judges)
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The single item measuring mental-effort had a significantly stronger load on ease-
of-use than on itself. This was also explained by the definition of ease-of-use being: 
“the degree to which an individual believes that using a particular system would be 
free of physical and mental effort”. Hence, we decided to drop the entire construct, 
since it was sufficiently captured in the measurements for ease-of-use. 

Task-difficulty had very poor inter-rater agreement and inconsistent definitions 
across the judges. Consequently, we concluded that the actual construct being meas-
ured should be labeled as decision-making helpfulness. This captured the extent to 
which the visualization aid helped in the decision making process.  

Decision-confidence also had very low hit ratio. Hence, we reworded the item to 
better reflect the certainty of choice made based on the perception of one’s own 
knowledge and experience. We labeled this construct as choice confidence. This 
concluded all modifications made according to the results of the first sorting round. 

After the second card sorting round, we dropped two additional items due to load-
ing ambiguities. One was originally intended to measure ease-of-use but appeared to 
load equally on choice-confidence. The second item was originally intended to meas-
ure learn-ability and appeared to load equally on ease-of-use. To further increase item 
loading, we reworded two additional items (7 and 20) to better reflect their intended 
constructs. This concluded the modifications for the second sorting round. 

Finally, after the third sorting round, the only apparent problem was a relatively 
low discriminant validity for choice confidence. Due to its high convergent validity, 
and no consistent classification to any of the items wrongly classified as its potential 
measures, no further actions seemed necessary. All remaining constructs demonstrat-
ed reasonable inter-rater agreements, alongside good convergent and discriminant 
validities. Hence, we decided to keep all items unchanged and concluded sorting 
rounds with the final loadings as illustrated in Table 4. A summary of all scale items 
is depicted in Table 5. The developed scale is our first contribution in this paper and 
can be used to assess any multivariate visualization aimed to promote MCDM. 

Table 4. Item loading matrix after the sorting procedure 

  
Choice 
confidence 

Conflict 
understanding 

Decision making 
helpfulness Ease of use Learn-ability 

EOU 1 0.00% 0.00% 0.00% 100.00% 0.00%
EOU 2 0.00% 0.00% 14.29% 71.43% 14.29%
EOU 3 14.29% 0.00% 0.00% 85.71% 0.00%
EOU 4 0.00% 0.00% 0.00% 85.71% 0.00%
EOU 5 0.00% 0.00% 0.00% 100.00% 0.00%
EOU 6 0.00% 0.00% 0.00% 100.00% 0.00%
EOU 7 0.00% 0.00% 0.00% 71.43% 14.29%
LBT 8 0.00% 0.00% 0.00% 14.29% 85.71%
LBT 9 0.00% 0.00% 0.00% 14.29% 85.71%

LBT 10 0.00% 0.00% 0.00% 14.29% 85.71%
CON 11 0.00% 85.71% 0.00% 14.29% 0.00%
 CON 12 0.00% 85.71% 0.00% 14.29% 0.00%
CON 13 0.00% 85.71% 14.29% 0.00% 0.00%
CON 14 14.29% 71.43% 0.00% 14.29% 0.00%
CON 15 14.29% 71.43% 0.00% 14.29% 0.00%
CON 16 14.29% 85.71% 0.00% 0.00% 0.00%
CON 17 14.29% 71.43% 14.29% 0.00% 0.00%
HLP 18 0.00% 0.00% 85.71% 0.00% 0.00%
HLP 19 14.29% 0.00% 85.71% 0.00% 0.00%
HLP 20 0.00% 14.29% 85.71% 0.00% 0.00%
CNF 21 85.71% 0.00% 0.00% 0.00% 0.00%  
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Table 5. Final items after the sorting procedure (EOU – ease-of-use, LBT – learnability, CON3 
– conflict understanding, HLP – decision-making helpfulness, CNF – choice confidence) 

Item Item Description
EOU1 The visualization aid was cumbersone to use
EOU2 Using the visualization aid required a lot of mental effort
EOU3 using the visualization aid was often frustrating
EOU4 using the visualization aid was clear and understandable
EOU5 Overall, I believe that the visualization aid is easy to use
EOU6 I found the usage of the visualization aid unnecessarily complex
EOU7 I think there was too much inconsistency in the usage of the visualization aid
LBT1 Learning how to use the visualization aid was easy for me
LBT2 I would imagine that most people would learn to use the visualiztion aid very quickly
LBT3 I needed to learn a lot of things before I could start using the visualization aid
CON1 Based on all presented alternatives, an increase in the value of <objective1> requires 

a decrease in the value of <objective2>
CON2 Based on most presented alternatives, an increase in the value of <objective1> 

requires a decrease in the value of <objective2>
CON3 In most presented alternatives, the two objectives <objective1> and <objective2> 

seem to be conflicting
CON4 With regard to the conflict between <objective1> and <objective2>, there are 

solutions that denote a  compromise between them
CON5 With regard to the conflict between <objective1> and <objective2>, there are 

solutions that denote a  compromise between them
CON6 Solutions <1> and <2> are strong indicators to having a conflict between <objective1> 

and <objective2>
CON7 Solution <1> denotes a  compromise between <objective1> and <objective2>
HLP1 The visualization aid did not help me find the selection solution
HLP2 Using the visualization aid helped me focus the selection to the finding of a preferred 

solution
HLP3 The visualization aid eased the decision making task be helping me identify groups of 

solutions that have similar characteristics
CNF1 I have strong confidence that my choice fits my personal preferences

bad

good

good

  

4 Experimental Design 

We pursued a 4X2 (visualization type, problem domain) mixed experimental design 
to evaluate our hypotheses. In the laboratory setting, each participant was randomly 
assigned to one of four visualization interface groups: Tabular, PC, SOMMOS, PC 
and SOMMOS. The participants were then asked to make two consecutive choices, 
each corresponding to a different problem domain.  

The first problem domain was in the area of property rental, and the task was to se-
lect an apartment for rent (namely, RENT). We selected this domain because it was 
an area with which most participants are familiar with. The corresponding visualiza-
tion of the solution space was composed of 20 apartments to be examined according 
to 3 objectives: number of roommates, price, and distance from university; all these 
objectives were intended to be minimized.  

The second problem domain was in the area of transportation asset management 
(namely, TAM). We chose this domain because it was an area of less familiarity.  

                                                           
3 Note that in all CON items, the phrases appearing in brackets were populated by concrete 

objectives/solutions in the context of the concrete problem domain. 
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The corresponding visualization of the solution space was composed of 100 possible 
transportation plans (e.g., a portfolio of transportation projects), to be examined ac-
cording to 5 objectives: air quality, safety, foreseen economic growth, traffic scarcity, 
number of pedestrian/cyclist trails; all these objectives were intended to be max-
imized. The order in which the two problems were presented to each participant was 
counter balanced across participants. 

5 Method 

Procedure. The entire experimental procedure took an hour on average. In the begin-
ning of the experiment, each participant was given a 15 minute computer-based train-
ing session, which included: a primer to multi-criteria decision making and a video 
demonstration of the visualization type corresponding to the participant’s group. The 
students were then given a quiz with 10 questions to determine whether they had un-
derstood the concepts and the usage of the tool presented in the training. A passing 
score of 70% was targeted to ensure all participants understood the visualization pre-
sented to them and its operation. Following the quiz, each participant was given a 
questionnaire booklet designed to facilitate the experimental procedure. The booklet 
had the following sections: participation consent, a set of questions about the partici-
pant’s background knowledge and experience, and two question sets, corresponding 
to the two decision-making problems. In each such set, participants were first in-
structed to use the visualization aid for the purpose of choosing a single alternative 
out of the presented set, and then record both their selection, and a short explanation 
justifying their choice. Next, participants were presented with a randomly shuffled set 
of questions about usage experience and objective trade-off understanding. 

Pilot. We carried out a pilot with 30 undergraduate students to further test the proce-
dure and all corresponding experimental materials. Results indicated a significant 
effect of the visualizations on the perceptions of ease-of-use (F(3,11)=3.94, p=.039) and 
usability (F(3,11)=3.76, p=.044) for the RENT problem domain. Although an impact on 
conflict understanding was not yet apparent, it was decided to go ahead with the main 
experiment as the sample size in the pilot was fairly limited. We incorporated some 
minor re-wording after the research team reviewed the pilot responses. 

Participants. A group of 93 undergraduate students volunteered to participate in the 
main experiment, which followed a similar scheme to the pilot. As an incentive for 
participation, students were offered 2 bonus points in a related academic course. After 
eliminating students who failed the quiz (i.e., 3 in total who scored below the 70% 
score threshold), and questionnaires that had been improperly filled out not adhering 
to the instructions, 172 useful responses remained in total: 85 for the RENT problem 
domain and 87 for the TAM problem domain. These responses were analyzed and all 
results are detailed in the following section. 
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6 Results Analysis 

Data Preparation. Prior to running the statistical analysis, we explored the data using 
BOXPLOT to determine extreme responses. We concluded that 5 responses were 
outliers, scoring more than 1.5 times the inter-quartile range4 (i.e., 4 in RENT, and 1 
in TAM). Correspondingly, we executed all subsequent analyses twice, with and 
without the outliers. We found that outlier elimination does not affect any of the sig-
nificant findings. Hence, final results reporting utilized 80 responses for the rental 
problem domain, and 85 for the transportation problem domain. 

Scale Reliability. Our analysis of the results checked the scale reliability for the  
measurement of usage experience constructs. Item-wise reliability scores for each 
construct are illustrated in Table 6, showing that the reliability level indicated by 
Cronbach’s alpha met the suggested tolerance (> 0.7, [23]). 

We skipped the reliability check for the scale developed for conflict understanding. 
Unlike the other constructs that are traditionally considered reflective [8], the items 
used to measure conflict understanding were not expected to be correlated to one 
another (i.e., a formative construct). Indeed, this was corroborated by exploratory 
factor analysis that has been attempted for each problem-domain question set, yield-
ing 3 different principle components associated with each question set in each prob-
lem domain. Furthermore, no conceptual grounds could have been attributed to the 
underlying components, supporting the irrelevance of this test [8]. That is, the inhe-
rent content validity of the scale developed for conflict understanding is shaped by 
how the questions complement each other. 

Table 6. Reliability scores (Cronbach's alpha) 

Variable Ease of use Helpfulness Learnability Usability Confidence
Alpha 0.87 0.71 0.70 0.88 Single-item  

6.1 Subjective Decision Quality 

We conducted a separate one-way ANOVA for each problem domain to examine the 
effect of the visualization interface (between groups independent variable) on how 
well participants understood the relationship between objectives (dependent variable). 
The results depicted in Table 7 indicate a significant effect of the visualization type 
only for the case of RENT (F(3,77)=2.86, p=.042). We performed the analysis for  
each problem domain separately since the actual measurements for correspondence 
understanding (i.e., items in questionnaire) were different between the two problem 
domains. 

                                                           
4 The inter-quartile range (IQR) contains the middle 50 percent of the distribution. If the data is 

normally distributed, a range that is 1.5 times the IQR covers ~99.3% of the distribution. 
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Table 7. Inter-objective correspondence understanding (scores ranged from 1 = least 
understanding to 9 = highest level of understanding) 

Case M SD n M SD n M SD n M SD n df F Sig.
Rent 7.51 0.72 22 7.06 0.85 22 7.13 0.56 16 6.85 0.82 21 (3,77) 2.86 0.042*
TAM 6.51 0.76 23 6.65 0.97 22 6.41 0.85 20 6.30 0.88 21 (3,82) 0.636 0.594

ANOVAPC SOMMOS PC+SOMMOS Table

 

Post-hocs. We conducted pair-wise comparisons between the visualization interfaces 
once the significant main effect was apparent for the case of RENT. Consistent with 
the ANOVA analysis, LSD post-hoc comparisons indicated a significant difference 
between the PC visualization (M=7.51, SD=.72) and the plain representation (M=6.85, 
SD=.82), p=.005. No further significant pair-wise differences were evident. 

6.2 Subjective Usage Experience 

We conducted a two-way (visualization type, problem domain) MANOVA to test the 
possible effects of the visualization type and problem domain on usage experience. In 
this case, it was possible to integrate problem domains in the analysis as the questions 
pertaining to all usage experience factors were the same in both problem domains. 
The two-way interaction (visualization type*problem domain) was not found to be 
significant for any of the usage experience factors, allowing us to interpret each of the 
main effects separately. 

Descriptive statistics for the effect of visualization type on the usage experience 
factors are illustrated in Table 9. The main effect of the visualization type on the per-
ception of ease-of-use was significant (F(3,157)=2.81, p=.04). Similarly, the effect of 
the visualization type on the perception of usability was also significant 
(F(3,157)=2.81,p=.04). The effect of the visualization type on the remaining usage expe-
rience factors was not found to be significant. However, it might be worth noting a 
somewhat moderately significant effect of the visualization type on learn-ability 
(F(3,157), p=.06). 

Descriptive statistics for the effect of problem domain on the usage experience fac-
tors are illustrated in Table 10. As in the case of visualization type, the main effect of 
the problem domain was also significant with regard to its impact on the perception of 
ease-of-use (F(1,157)=9.51, p=.002), and on the perception of usability (F(1,157)=7.66, 
p=.006). In addition, choice confidence was also significantly affected by the problem 
domain (F(1,157)=4.64, p=.03). All remaining usage experience factors were not found 
to be significantly affected by the problem domain. 

Post Hocs. We conducted pair-wise comparisons between the visualization interfaces 
following the conclusion of the significant main effects for ease-of-use and usability. 
With respect to the effect of the visualization type on ease-of-use, LSD post-hoc 
comparisons indicated two significant differences: between the PC visualization 
(M=6.13, SD=1.63) and the plain representation (M=7.06, SD=1.36), p=.005, and also 
between the latter and the combined visualization of PC & SOMMOS (M=6.37, 
SD=1.47), p=.048. No further significant pair-wise differences were evident. 
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With respect to the effect of the visualization type on usability, LSD post-hoc 
comparisons indicated three significant differences: between the PC visualization 
(M=6.55, SD=1.28) and the plain representation (M=7.32, SD=1.18), p=.008; between 
the SOMMOS visualization (M=6.74, SD=1.53) and the plain representation, 
p=0.046; and between the combined visualization of PC & SOMMOS (M=6.67, 
SD=1.26) and the plain representation, p=0.032. There were no further significant 
pair-wise differences evident in the effect on usability. 

Table 8. Usage experience - between problem domains and between visualization types 

Effect 
source

Dependent 
Variable

(df,157) F Sig.

Ease of use 3 2.81 0.04*
Learnability 3 2.49 0.06
Helpfulness 3 0.73 0.54
Choice 
confidence 3 0.29 0.83
Usability 3 2.81 0.04*
Ease of use 1 9.51 0.002*
Learnability 1 0.97 0.33
Helpfulness 1 2.09 0.15
Choice 
confidence 1 4.64 0.03*
Usability 1 7.66 0.006*

VisualType

Problem 
domain

 

Table 9. Descriptive statistics for usage experience factor per visualization type (1-9 scale) 

Variable M SD n M SD n M SD n M SD n
Ease of use 6.13 1.63 45 6.53 1.65 43 6.37 1.47 36 7.06 1.36 41

Helpfulness 7.17 1.34 45 7.35 1.30 43 7.57 1.41 36 7.26 1.21 41

Learnability 7.53 .99 45 7.24 1.56 43 7.37 1.15 36 7.93 1.14 41

Usability 6.55 1.28 45 6.74 1.53 43 6.67 1.26 36 7.32 1.18 41

Confidence 7.56 1.25 45 7.40 1.76 43 7.33 1.47 36 7.61 1.39 41

PC+SOMMOSSOMMOSPC Table

 

Table 10. Descriptive statistics for usage experience factor per problem domain (1-9 scale) 

Variable M SD n M SD n
Ease of use 6.90 1.48 80 6.16 1.56 85

Helpfulness 7.48 1.10 80 7.19 1.47 85

Learnability 7.63 1.17 80 7.42 1.30 85

Usability 7.12 1.29 80 6.54 1.34 85

Confidence 7.74 1.25 80 7.24 1.62 85

Rent TAM

 

6.3 Moderator Analysis 

With respect to each of the factor groups proposed as possible moderators to the  
influence of visualization type on inter-objective correspondence understanding  
(i.e., H1), we hereby note the following results: 

Problem Characteristics. We incorporated both problem domain and problem com-
plexity factors into the experimental design, along with the manipulation of the four 
visualization types. As implied from Table 7, there was an interaction between  
problem characteristics and the main effect of the visualization interface. This was 
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apparent in having a significant impact only for the case of lower complexity (i.e., 
RENT). However, since the manipulation of problem-characteristics was simulta-
neously facilitated by changing the number of alternatives in the solution space (20 
vs. 100), the number of objective (3 vs. 5), and the problem domain (RENT vs. 
TAM), it is impossible to conclude at this point which one (or more) of the three indi-
vidual factors were responsible for the moderation. 

Participant Factors. Background knowledge in any of the two problem domains, and 
prior experience in using visual interfaces and in solving multi-objective problems 
were all incorporated as pre-test questions. We statistically tested the potential effect 
of these factors as possible covariates. Specifically, we incorporated the following 
factors as potential covariates: knowledge in problem domain, experience in using 
visual interfaces, and experience in multi-objective decision making. None of the 
participant factors were found to significantly moderate the main affect of the visuali-
zation type on conflict understanding. 

Subjective Usage Experience. It is apparent in the results that the manipulation of 
problem domain also had a significant impact on ease-of-use, choice confidence, and 
usability as depicted in Table 6. Similar to the moderation of problem characteristics, 
this impact may have influenced the potential main effect of the visualization inter-
faces in the case of the more complicated problem domain. Hence, we statistically 
tested the potential effect of these factors as possible covariates. None of the usage 
experience factors were found to significantly moderate the main effect of the visuali-
zation type on conflict understanding. Correspondingly, we conducted all post-hoc 
analyses illustrated in the previous section without integrating the covariates. 

7 Conclusions 

Based on the results and the research model in Figure 2, we concluded that: 

─ The visualization of PC is more effective in terms of inter-objective conflict under-
standing than a tabular visualization when used in the context of a multi-objective 
decision problem that is not overly complicated and in a problem domain with 
which the decision maker has higher familiarity. Beyond a certain complexity thre-
shold and\or when the problem domain is less familiar to the user, the gain from 
using a visual interface diminishes. This finding is in line with prior research [15] 
according to which domain familiarity should be taken into account as a significant 
background factor that can interact with the effectiveness of treatments in the  
context of problem solving tasks. Interestingly, this impact is not affected by the 
decision maker's background knowledge and experience with using multivariate 
visualizations. 

─ The type of the visualization aid has a significant impact on subjective usage expe-
rience, supporting H2. Specifically, the perceptions of ease-of-use and usability 
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show that a plain representation typically scores higher than a graphical visualiza-
tion aid. This may be explained by the widespread use of tabular visualizations.  

─ The decision making problem at hand may also facilitate different perceptions of 
ease-of-use and usability. Further, decision making confidence is also affected by 
the problem characteristics. This effect should be carefully taken into consideration 
as it may also indirectly mask the effectiveness of the visualization aid in promot-
ing better inter-objective correspondence understanding. Our experimental design 
employed a confounded manipulation, simultaneously tweaking problem domain 
(RENT vs. TAM), and problem complexity in two dimensions: size of solution 
space (20 vs. 100), and number of objectives (3 vs. 5). Thus, further work is re-
quired to determine which of the concrete dimensions may actually be a source for 
effect moderation. 

Aside from the above conclusions inferred directly from the statistical analysis, our 
research team deduced some qualitative insights while administrating the experimen-
tal procedure. The most prominent observations included the following: 

─ Despite our expectations regarding the superiority of the combined visualization 
(PC+SOMMOS) over the individual constituents, it did not appear to have fulfilled 
this expectation. Observing user actions revealed that most participants who were 
assigned to this group used each of the two visualization interfaces independent of 
the other, practicing a fairly limited number of transitions between them. The root 
cause we observed for this behavior was the mere use of visual ‘tabbing’ which did 
not allow participants to simultaneously watch the two visualizations on a single 
screen. This may also be attributed to the content of the training session presented 
to this group.  

─ It was observed that users do not immediately rush into making a choice. Rather, the 
decision making process progressed through several phases. This included: high-
level visual skimming of the entire solution space, prioritizing between the  
presented objectives, identification of choice groups that seem to possess similar 
characteristics, flipping back and forth between the upper and lower bounds for each 
objective range and observing its effect on the visible solution space while doing so, 
and gradually iterating through all previous phases while eventually converging on a 
single choice. Based on this observation our conclusion is twofold: (a) the suitability 
of concrete visualization means with regard to each of the above phases may vary, 
and (b) the multi-objective decision making process itself should be further investi-
gated to more diligently learn about its methodological constituents.  

8 Future Work 

Different levels of complexity revealed the possible existence of a certain cognitive 
threshold beyond which the effectiveness of the visualization means is impaired. Our 
immediate intention is to pursue an experiment aimed at testing the exact complexity 
parameters that may play a significant role in this regard (e.g., number of objectives, 
solution space size). 
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As concluded from the observed methodological aspects of the decision making 
process, and in congruence with [31], a longitudinal investigation is necessary to fur-
ther discover the actual cognitive stages associated with more effective decision mak-
ing in multi-objective settings. 

Our preliminary experiment was focused on the understanding of trade-off as the 
main outcome variable. Understanding the potential impact of visual interfaces on 
other outcome variables (e.g., cluster specific trade-off understanding) requires fur-
ther investigation. 

Finally, it is clear that certain features in the visualization interface can promote 
better decision making performance. For example, the ‘filtering’ feature allowing 
users to restrict the accepted range per objective was used extensively, regardless of 
the actual multi-dimensional visualization type. There are still a handful of additional 
features that need to be tested for similar impacts, including visual clustering, objec-
tive layout shuffling, glyph shapes, visualization layouts, and more. 

Acknowledgements. Our thanks go to Dr. Ofer M. Shir for the insights and help in 
the field experiment.  
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Abstract. Designing intuitive interfaces for rural African users requires us to 
understand the users' conceptual model. We acknowledge differences in catego-
rization approaches based on cultural factors, among others. In the absence of 
comprehensive literature and theories, we explore card sorting as a means to de-
rive a local categorization of interface objects for one of our prototypes. Results 
indicate a locational-relational categorization scheme among Herero elders in 
Namibia. 

Keywords: categorization, indigenous knowledge, 3D visualization, card  
sorting, HCI, interface design. 

1 Introduction 

Since late 2010 we have investigated 3D graphics as means of contextualizing indi-
genous knowledge in digital representations. Besides the numerous challenges of 
technical constraints and understudied implications of interactions, perception and 
recognition by African rural dwellers we have had a major breakthrough in terms of 
dialogical design communication. The graphical representations have triggered un-
countable discussions, narrations and design suggestions in the community. Thus at 
this point we further explore visual communication as a form of design dialogue to 
overcome language and cultural barriers. Kostelnick describes visual communication 
design as a continuum between global and culture-focused design, where hybridity of 
the two ends can exist [1]. He argues that the former ‘view’ is a product of cognitive 
perception having universal empirically testable characteristics. The latter is an argu-
ment also carried in linguistics that culture is an influencing factor. That the characte-
ristics of visual communication are experiential and socially constructed only fully 
transferred within their contexts of origin. It is the balancing act between sensitivity to 
locally negotiated methods and artifacts of visual communication and introduction to 
technology that currently occupy our research and must be understood from this 
viewpoint. The notion we wish to raise is not to argue one or the other, but argue for 
the sensitivity and hybridity of these two ends. That nothing can be taken for granted 
– especially not appraisal of universal metaphors in interface design or knowledge 
management structures. 
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Since the conception of this project, elders from the pilot community in Namibia 
have been co-designing prototypes with external designers. The elders are well-
respected and knowledgeable males, who have acquired much confidence in the usage 
of novel technologies as well as the ability to critically evaluate and suggest design 
improvements. 

2 The HomeStead Creator 

In 2011 we developed a prototype termed the HomeSteadCreator (HSC), which was 
received with enthusiasm by the Herero community members [2]. The HSC is running 
on an Android powered tablet. The village elders consider the tablet as being less 
intimidating and the touch interactions to be more intuitive than the usage of laptops 
and prototypes we have evaluated earlier. 

HSC is a tool for rural Herero community members to re-create their own envi-
ronment or any imaginary context with familiar 3D objects. These re-created scena-
rios are then combined with locally recorded IK videos and audio files to provide a 
digital context. Fig. 1 shows an example of the 3D re-construction of a homestead 
from two different cameras.  

 

(a)    (b)  

Fig. 1. A re-created homestead seen from (a) 90-degree tilt or (b) free-roam camera perspec-
tive. (a) shows the six categories as default. (b) shows the cattle category expanded. 

When the HSC is launched, a textured terrain in a 3D environment seen from a 90-
degree tilt perspective (perpendicular to the terrain) is displayed.  

The user of the HSC is presented with a row of icons representing categories de-
fined by us. When they are being activated by a single-touch they expand and show 
virtual 3D objects within the ‘category’ (visible on Fig. 1(b)). 

The objects are selected by single-touch and subsequently they are instantiated in 
the center of the terrain. The user can then position and rotate the object by common 
finger gestures (two-finger drag, two-finger circular motion etc.). The prototype was 
refined in 2012 based on the co-designers suggestions. From the introduction of the 
HSC, the tool has enhanced the design dialogue substantially while promoting cross-
cultural learning. E.g. the elders have shown us the correct position of the holy fire 
and the elder's house or ‘the courtesy route around the homestead to greet the man of 
the house’ by visualizing it on the HSC. Thus it has shown to be able to facilitate 
dialogue on specific issues of interaction design and as an ethnographical tool using 
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visualization as a communication tool. In subsequent sessions the HSC was even ex-
panded to be a storytelling device between elders and youths. 

3 Current Categorization Attempts 

One of the focal points in the 2012 revision was the organization of the interface with 
the categorization of virtual objects. This grew out of the continuous demand for new 
graphical objects by the elders. The 7-10 inch tablet screen can only display so many 
objects at a time. The current prototype has six categories with up to ten objects (see 
figure 2). Upon suggestions by the elders, we did a number of rearrangements of ob-
jects. In 2011, we had pre-grouped the objects according to our own categorization 
scheme. During the usability evaluation session of the prototype, we also explored the 
appropriateness of the categorization as well as the completeness of objects 
represented. For example the ‘fence’ which was previously grouped under ‘objects’ 
was requested to be moved to the ‘cattle’ category. The cattle were previously 
grouped with the other animals yet in the Herero tradition, cattle are attributed a dif-
ferent status than other animals thus the request for a separate category. Furthermore, 
the ‘fire place’ was requested to be part of the ‘homestead items’ together with the 
pots and washing line. See Table 1 for the updated categories. 

Table 1. The figure shows the six groups with corresponding icons and objects within each 
group 

 

These seemingly minor re-arrangements reminded us of the underlying differences 
of conceptualization and categorization between the co-designers in the village  
and us.  

We acknowledge that with the increasing number of objects, neither scrollable lists 
nor our pre-ordered categorization system is adequate. Instead of continuously re-
iterating the categorization of newly added objects we attempt to conceptualize the 
underlying structuring of objects. 

4 Situated Concepts in a Local Ontology 

From a practical technology design point of view, we need a guiding ontology that 
captures the concepts and relations between them for a re-contextualization of the 
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Herero homestead. Defining an ontological representation will allow for sharing and 
re-using the captured knowledge [3]. Assuming a culture-specific categorization of 
the domain, the ontology will not only be useful for the obvious task of structuring 
menu items in the HSC. It will also capture parts of the intangible knowledge of the 
user group [4], thus allowing to create knowledge sharing applications that can par-
tially construct relevant scenarios automatically based on the encoded knowledge. 

Rehm [5] has focused on a situated acquisition of concepts and has shown the use-
fulness of combining nature and nurture views as described by Rosser [6]. On the one 
hand he has taken into account information processing and learning routines that have 
developed over time and are shared by all humans (nature perspective). On the other 
hand, based on these processing abilities, categorizations and concepts are developed 
by individual experiences, thus shaping an individual conceptual system that is in 
accordance with one's experiential history, taking into account environmental as well 
as social factors (nurture perspective). For the sake of the task we are interested in 
defining the relevant categories and their relations in the domain of the HSC. The 
‘fences and cows’ example highlights the fact that there is no ‘universal’ conceptuali-
zation. Instead, we have taken into account Lakoff’s ideas of situated concepts that 
cannot be viewed independent of the context of their use [7]. And as Ingold explains: 
“…to individuals who belong to different intentional worlds, the same objects in the 
same physical surroundings may mean quite different things. And when people act 
towards these objects, or with them in mind, their actions respond to the ways they are 
already appropriated, categorized or valorised in terms of a particular, pre-existent 
design.” [8].  

Not being members of the Herero culture we lack crucial information about the use 
of objects rendering the categorizations that we create from our own experiential his-
tory useless in the given cultural context. Studies have investigated these cultural 
differences. For instance Nisbett et al. found a difference between being either holistic 
(East-Asians) and analytical (Westerners) [9]. Hunn describes how the Tzeltal peoples 
(a Mayan ethnic group) classify butterflies and moths [10]. They distinguish butterfly 
larvae into sixteen terminal groups due to characteristics of being edible, dangerous to 
crops etc. The adult butterflies do not have these characteristics (although being vi-
sually distinguishable) thus they are (locally) not important for categorization. Simi-
larly, do members of the Herero community distinguish cattle from other animals and 
require a larger variety of the same type. Local trees are by the elders also not neces-
sarily classified by species, but by characteristics that make them appropriate for the 
homestead or the kraal. To determine a local categorization scheme of virtual objects 
we have turned to card sorting as a means to find a local ontology for further develop-
ing the object structures in the HSC [11]. 

5 Card Sorting as a Method for Establishing the Local 
Classification Scheme 

Card sorting is a traditional HCI method to organize information in web pages into 
meaningful categories and for intuitive retrieval of information.  
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The method is usually either an ‘open’ (generative type) or ‘closed’ (evaluative). 
One of the benefits with the ‘open’ version is that participants can categorize objects 
without pre-defined sorting, themes or adhering to an overlying taxonomy. Converse-
ly, the ‘closed’ version is suitable for establishing at what level participants agree 
with the categorization and terms used for pre-sorted groups. 

Card sorting is valuable for gaining insights into the participants’ mental models by 
eliciting how they sort, group and organize items. Petrie el al. showed that card sort-
ing can illuminate cultural differences in the mental models behind information archi-
tectures [12]. The product of the card sorting method is a snapshot of a subjective 
categorization and developers might be fixed on the final sort to implement informa-
tion architecture from. However we argue that the method itself (especially the open 
version) is also effective in creating a dialogue around the user’s standpoint. Thus in 
the process of sorting the researcher gains an insight on the users’ world views. 

6 Method 

In total we conducted the study at three different Herero sites in Namibia. With a total 
number of participants being 5 females and 9 males. The presentation of detailed 
results is beyond the scope of this paper, therefore we will only present results from 
the 5 elders from our long-term collaboration village. 

In preparation for the card sorting sessions a set of 47 cards was printed.  The set 
consists of laminated cards with images of the 3D objects from the HSC, which are 
rendered with a white background. The cards are printed as they appear as icons in the 
six interface categories in the HSC. 

The village elders who are the future users of the HSC and have been co-designers 
on the project from its conception were recruited for the sessions. The sessions were 
decided to be facilitated individually to investigate each elder’s viewpoint. The elders 
were prompted to say what they saw on the cards and to talk aloud while sorting, this 
was to confirm recognition of the represented 3D objects and to understand the ratio-
nale for the sorting decisions. 

The agenda was explained before the sessions began and we stressed the openness 
of the studies by emphasizing that nothing was regarded wrong or right and their help 
would aid in improving the prototype. An open card sorting was chosen for not to 
impose any overlaying structure potentially overriding the local way of categoriza-
tion. Thus the elders were instructed to group the cards as they preferred.   

The sessions were documented with video recordings, still photographs, observa-
tion and interview notes. In the case of a participant not being English speaking the 
interviews were facilitated by a local Herero co-researcher. An independent Herero 
translator translated the videos after the field trips to minimize translation bias. 

7 Results 

We were able to recruit 5 elders in the village. Fig. 2 displays the 5 final card sorts 
from the study conducted in the village. 
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The first participant (Vehiha) began by looking at all the cards he was given. After 
about five minutes, he began placing cards into five, laid out, distinguishable groups 
with all the cards facing up. He said that the two groups representing the homestead 
could be piled together since they represent the same. The cards were completely 
mixed when relating the now four card groups (see Fig. 2 (a)) to the six interface cat-
egories we implemented in the HSC. It puzzled us that he had actually made a map of 
the village. The four groups were each representing a place within the village. Marked 
on Fig. 2 as: 1: [homestead(s)], 2: [group of goats], 3:[cattle kraal] 4: [community 
water pump area]. 

  

(a) Vehiha    (b) Job 

   

(c) Gerrard   (d) Beau   (e) Benji 

Fig. 2. The pictures show the final card sorts by the 5 village elders. Annotations are added to 
visualize the categorization of cards based on a location-relational categorization scheme. 

For instance, one card group contained cards depicting the community water pump 
(where they bring their cattle for water), a young boy, a bull, a dog, a cow, a solar 
panel and a water tank. He said that there would always be a young man taking care 
of the cattle and being responsible for herding them between the kraal (animal enclo-
sure) and the water pump. Thus, the young man belonged to that water pump group. 
Then Vehiha added a boy to the cattle group (3) and said (trans.): “while the big man 
is busy at the homestead the others are at the kraal.” So the ‘boy’ card belongs  
there too. 

We asked where we should place a certain tree. He said that specific trees in the 
bush do not belong in the groups he sorted, but there should be a tree for the boy to 
rest under at the water pump group, which he then added. The other elders followed 
the same categorization scheme, and where consistent each in making a group for the 
homesteads (1) and the water pump (4). Participant 2 (Job) emphasized the layout of 
the homestead and the order of objects relational to each other situated there. For 
instance by showing that the man of the homestead per tradition sits to the right of the 
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entrance between the house and the holy fire (see Fig. 2 (b)). This explanation was 
consistent with similar explanations given by the elders, thus the card sorting method 
was also a trigger for sharing local customs.    

All cards were placed according to location of where the real objects/people 
represented as cards are functioning or located in relation to each other. Unsurprising-
ly none adhered to our categorization scheme. It must be stated that all findings across 
the three sites were showing the same categorization scheme as the results as from the 
five elders reported here. And for instance when we prompted on where to place the 
snake (this was a hypothetical card mentioned in the discussion), the participants 
stated that the snake would not belong in any group, since snakes have no purpose 
within the village. 

8 Discussion 

The open card sorting proved very useful since it was possible to uncover an unex-
pected categorization scheme. The exploratory nature allowed external researchers to 
ask follow-up questions ensuring that the rationale behind the categorization was 
transferred from the participants. It also accommodated through dialogue, that the 
categorization would need duplicates of some objects per group. This finding is high-
ly interesting since card sorting is often used to categorize an item only one place 
based on participants’ suggestions. Here it was established -contrary to our categori-
zation scheme- that some objects should be multiple places based on participants’ 
suggestions. The set of cards did not have duplicates for all objects, which actually 
shows how our method was influencing the study with a preconception of dichotom-
ous thinking. For instance if there were more ‘fence’ cards the participants would 
have been able to separate the groups more visibly as the places are separated by 
fences in the village. Conversely, the elders were able to place more than one ‘boy’ 
card since we made three 3D models of a boy (thus more cards). Although we gained 
the feedback in the sessions on this matter, further studies should have more cards of 
the same type to accommodate the possibility to place many of the same type. 

9 Conclusion 

All findings from the categorization tasks point towards a shared local way of group-
ing the cards. We observed a ‘place’ based pattern, where objects meaningful to a 
location are grouped together, such as the ‘boy’ that looks after the ‘cattle’ at the 
‘kraal’. The open card sorting method supported the discovery of a new categorization 
scheme which we call location-relational. The pattern confirms prior research on He-
rero’s prioritization of place as a meaningful location with activities and protocols 
attached to [13]. The findings dramatically changes our previous design ideas and 
future retrieval of interface objects will follow this new categorization scheme for 
ensuring intuitiveness and preservation of tacit knowledge in the interface. 

The full data set is sufficient for the purpose of informing our local design since it 
is in the hands of this study’s elders the HSC will be used. We proceed to refine the 
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study for robustness, investigate the many details left out for this contribution and 
conduct follow-up studies. We strongly encourage researchers to pursue the data col-
lection and analysis for a sound theory building in this under-researched area. 
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Abstract. This paper investigates whether users’ aesthetic impressions about 
websites vary considerably across different domains. The assumption that 
aesthetic judgments about websites that belong to diverse domains are based on 
different visual design aspects has been investigated in three distinct studies in 
healthcare, tourism, and web design business. In these studies participants 
expressed their overall preference as well as their judgments on the constructs 
of visual appeal, perceived usability and novelty. In addition, descriptions about 
the test websites were obtained by expert panel and objective measures. 
Preference Mapping (PM), which is a data summarization and visualization 
technique, has been performed in each study. Attribute projection into the 
preference maps allowed for the identification of important driver of preference 
for each individual domain. Even though, visual appeal was the most important 
predictor of overall preference in all studies, appealing websites had different 
visual characteristics in each domain. Furthermore the importance of the 
evaluation constructs varied considerably among studies, indicating that 
aesthetic perceptions differed considerably across domains. These findings 
emphasize the need for flexible evaluation methods that can be used to identify 
important visual design factors within a specific website domain. 

Keywords: Website design, aesthetic evaluation, website categories, visual 
appeal, preference mapping. 

1 Introduction 

Since Tractinsky et al. [1] in 2000 published their seminal paper “What is beautiful is 
usable” much has changed in the HCI community in regard to aesthetics research. The 
lively debate that was initiated with the controversial suggestion that aesthetic design 
could influence perceptions about pragmatic qualities of user interfaces shifted 
attention to more subjective aspects of interaction. Particularly for websites the 
construct of visual appeal (used by some authors interchangeably with beauty) has 
been proven to be a very important factor determining users’ overall impressions [2]. 
Furthermore, a series of experiments (e.g. [3]) have sown that users could form stable 
visual appeal judgments in time periods of as short as 50 msec. These judgments are 
based mainly on visual design since other aspects (e.g. content) cannot be recognized 
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during such sort time periods. Surprisingly, relatively stable judgments in the same 
exposure times could also be found for the constructs of perceived usability and 
credibility [3]. These results demonstrate the general importance of websites visual 
design. Although, actual website use could influence users’ perceptions, it is 
nonetheless important to create positive first impressions, considering that it is more 
difficult to overcome negative ones.  

These research findings emphasize the importance of website’s visual design and 
therefore the need for appropriate evaluation methods. The most common evaluation 
approach is using one of the aesthetics oriented multiple-item instruments that are 
gaining steadily acceptance in the HCI community; for example the “Classical-
Expressive” aesthetic scale [3], AttrakDiff [2] or the more recent visAWI [6] 
questionnaire. Among the advantages, of those multiple-item questionnaires is that  they 
ensure fairly reliable and valid measurements and that they provide common ground for 
results communication and for between study comparisons. These questionnaires have 
been created to be sufficiently generic in order to be applicable to most - if not all - 
websites. This generality has been achieved by the inclusion of a variety of websites 
from different domains as test stimuli during questionnaire creation. Both the VisAWI 
and the “Classical–Expressive” aesthetic scale, for example, reported a similar website 
sampling procedure during questionnaire creation and validation. The result of using 
websites of different domains as test stimuli is that design factors pertinent to specific 
domains are canceled out. Visual design evaluation with one of the aforementioned 
questionnaires means having participants rate a design on a predefined set of factors that 
have been identified to be important for websites in general. 

However, websites vary in terms of purpose, target user groups, and therefore visual 
styles. Although, there is no commonly agreed upon taxonomy, various categorizations 
schemes of websites have been proposed. Studies have shown that users have distinct 
mental models for different kinds of websites [7]. According to Norman [8] users form 
internal mental models of things with which they have interacted, which in turn creates 
expectation about similar objects they may encounter. These expectations are becoming 
stronger as the number of encounters increases and users are gaining more experience 
with a particular website domain. For example, users may have different expectations 
about the visual design of news websites or online shops. Tuch, et al. [9] showed that 
users’ aesthetic judgment can be strongly influenced by their perceptions of website 
prototypicality. Prototypicality refers to the amount to which an object is representative 
of a class of objects and depends heavily on each individuals mental models that are 
build through experience. Designs that contradict what users typically expect of a 
website may lead to a negative first impression [9]. The fact that prototypicality is an 
important influencing factor in aesthetic judgments has been shown repeatedly in 
various empirical studies [9]. Thus, relying on predefined questionnaires could mean 
ignoring the visual design aspects that in the users mind have particular importance in 
the specific website domain.  

Other evaluation methods such us Repertory grid technique (RGT), Multidimensional 
Scaling (MDS), or Preference Mapping (PM) are based on multiple website evaluations 
and do not impose a set of predefined evaluation criteria on participants. In addition, 
conducting evaluation studies with one of these techniques allows for the identification of 
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design factors that are important in specific website domain by using multiple websites 
from the same domain as study stimuli. In the studies presented in this paper Preference 
Mapping (PM) has been used for evaluation of visual design of a number of examples of 
websites of a specific domain. This was repeated in the domains of healthcare, tourism 
and web design businesses. The main objective of this paper is to demonstrate that 
different design factors can be important driver of preferences in websites that belong to 
different domains, based on comparison of the findings of evaluation of the websites of 
these domains. This research is part of a broader research project that attempts to define 
guidelines for design and evaluation of various kinds of websites including social media 
presence of small medium organizations in various fields.  

2 Method 

Three evaluation studies have been conducted involving website designs from three 
distinct domains. In the first study (Healthcare domain) 15 hospital websites were 
evaluated by 34 participants (29 male, 4 female, mean age = 22.2). In the second 
study (Tourism domain) 32 participants (21 male, 11 female, mean age = 23.3) were 
asked to evaluate 18 hotel websites. In the third study (Web design business domain) 
12 websites of web design companies were evaluated by 30 participants (17 male, 13 
female, mean age = 28). These particular websites types were selected because they 
represent domains that differ both in terms of characteristics and in purpose. 
However, given that the goal was to identify important visual design characteristics 
that can shape user first impressions in each of these categories it was important to 
make sure that none of the test websites were previously known to our participants. 
Therefore, test websites were randomly selected from lists of top U.S. hospitals in the 
first study and New Zealand hotels in the second. Since all of our participants were of 
European origin it was assumed that these choices would minimize the possibility of 
prior familiarity with the specific test websites and thus influence the “first 
impression” effect. None of the participants reported previous experience with any of 
the test websites. In all cases participants volunteered to take part in the evaluation 
studies and did not receive any compensation. In all studies screenshots were used 
instead of actual websites, as our goal was to study the impact of various visual 
design aspects on participants’ first impressions. Although, studies have shown [3] 
that perceptions about constructs such as visual appeal are relatively stable over time 
evaluations after actual website use could be biased by non-visual design related 
aspects (e.g. content). 

2.1 Procedure 

In each evaluation study participants first viewed screenshots of all the websites in a 
random order and then rated them according to their overall preference on a linear, 
unmarked scale (from 0 to 100) with the verbal anchors “least preferred” and “most 
preferred” at the two ends. In a subsequent evaluation phase participants were asked 
to rate the websites again on the constructs visual appeal, credibility, perceived 
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usability and novelty. Since participants had to rate multiple websites in each study 
only a limited number of evaluation constructs had been included in the studies in 
order to avoid participant fatigue. However, the identification of important design 
characteristics required a better profiling of the test websites that could be provided 
by these four constructs alone. For this reason all websites were rated on various 
descriptive attribute by an expert panel.   

Nine experts (visual designers, HCI practitioners, and web developers) identified a 
list of visual design aspects which could possibly influence user preferences. The goal 
was to find a comprehensive list of descriptive attributes, such as symmetry or 
complexity, which could reflect variations in website designs. After a literature review 
and panel discussions, a preliminary list of attributes was tested on a set of generic 
websites in order to eliminate unsuitable attributes. The criteria for elimination were: 
limited discrimination ability and disagreement between assessors about meaning.  In 
a subsequent session our experts rated the actual test websites on the final 15 
attributes. Before finalizing the descriptive dataset, the attributes that did not 
discriminate significantly between our actual websites were identified through mixed 
model ANOVA’s (websites as fixed and experts as random factors) and were 
excluded from further analysis.  

In addition to participant and expert ratings we also used 16 objective measures 
that could be grouped into three categories: a) text related metrics (e.g. number of 
words, number of visible links), b) area related metrics (e.g. percentage of website 
used to display images or text), and c) color related metrics (e.g. average brightness, 
saturation). The text related measurements were taken with the help of optical 
character recognition (OCR) software and were double checked manually. This 
technique was used instead of html parsing since contemporary websites use graphics 
or flash instead of plain text very frequently. Websites fragmentation to specific areas 
(e.g. navigation, images) was done manually with the help of graphic editing 
software. For the color related measurements, a color recognition program has been 
written that parsed the website screenshots and calculated the metrics. 

3 Analysis 

In order to identify which design characteristics were most influential in preference 
formation, a common approach would be to perform multiple regression with 
preference as the depended variable and the various attribute ratings as the predictors 
(e.g. [2]). However, since a purely exploratory approach was followed in regard to the 
selection of predictors the number of independent variables (30-35) in most studies 
was larger than the number of observations. Using all predictors at once would over-
fit the regression model. In addition most of the predictor variables are highly 
correlated to each other, which can lead to multicollinearity problems. Principal 
Component (PCR) or Partial Least Square (PLS) regression models in which a large 
amount of predictors are transformed into view orthogonal uncorrelated components 
are better suited for these circumstances. A data analysis method based on PCR called 
Internal Preference Mapping (IPM) has been used in our study in order to identify 
important design characteristics in each case. 
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Fig. 1. Preference maps with attribute projection for each of the three studies. Light vectors 
represent attributes. Attributes that begin with a capital letter are participant construct ratings. 
The bold vector indicates the average preference direction of the participant sample. 

Preference mapping is referred to as a group of multivariate statistical techniques 
aimed at gaining deeper understanding of participants’ preferences toward stimuli 
[10]. The method is a data summarization and visualization technique that creates low 
dimensional maps depicting stimuli and individual participant preferences 
simultaneously. This is usually accomplished by conducting Principal Component 
Analysis (PCA) on a data matrix consisting of stimuli in rows and participant 
preferences in columns. Since in PCA the first components account for the maximum 
possible amount of variance two or three dimensional spaces are usually sufficient to 
capture the majority of the underlying preference structure. Based on Euclidean 
distances conclusion can be drawn regarding website similarities as well as individual 
participant preferences towards them.Interpretation of the resulting dimensions as 
well as identification of important drivers of preferences can be accomplished by 
projecting additional website attributes into the preference map. Additional data about 
websites can be projected in the preference space by using average attribute scores as 
dependent and website factor scores as independent variables in a regression model. 
The regression coefficients represent the strength of the relations between the 
additional attributes and the preference dimensions. Attributes that have no 
relationship with any of the preference dimension cannot be used for preference 
interpretation and should therefore be removed from further analysis. Thus, during 
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website data projection insignificant attributes that cannot explain participant’s 
preferences can be identified and discarded.  

Participant preferences ratings were submitted to a PM analysis for each study 
individually. Figure 1 shows the three resulting preference maps. In these maps 
website designs are represented by capital letters while attributes are depicted as light 
vectors. The vectors indicate the general direction in which the intensity of each 
attribute increases. Attributes with vectors that point to a similar direction are 
positively correlated while attributes with vectors pointing to opposing directions are 
negatively correlated. Websites that lie in the general direction to which an attribute 
vector points have high intensities of that attribute while objects in the opposite 
directions have none or low intensities of the same attribute. The bold vector indicates 
the average preference direction of the participant sample. 

From the initial list of 35 attributes only 9, 13 and 2 could be successfully projected 
in the 2-dimensional preference spaces of the healthcare, tourism, and web design 
business studies respectively. Although, analysis has been conducted in higher 
dimensional spaces the results presented here are primarily focused on the first two 
dimensions which represent the most important components in participant preferences.  

In the healthcare study the first preference dimension represented 34.7% of the total 
preference variance and was highly correlated with the constructs of visual appeal, 
perceived usability and credibility. The second dimension which explained 14.7% of 
preference variance correlated with descriptive attributes such as simplicity, order, 
brightness on one site and large image area, white space and texture on the other.  

In the tourism study the first dimension that captured 25.2% of preference variance 
differentiated among websites on the left site of the map which were mostly graphics 
based, had more white space, and larger image areas while designs on the right site 
were mostly text based. The later was confirmed by trained panel data (mostly 
graphics attribute) and by objective measures (text area, word count). The second 
dimension was primarily correlated with perceived usability and credibility as well as 
to the descriptive attributes texture, colorful and dimensional. Novelty was positively 
correlated with the first and negatively with the second preference dimension. 

In the web design business study only two constructs could be projected in the 2-
dimensional preference space. Interpretation of the preference dimensions solely 
based on these constructs indicate that the most important component is more related 
to visual appeal and the second to novelty. It is noteworthy that none of the 
descriptive attributes as well as none of the constructs credibility and perceived 
usability were useful in interpretation of the first two preference components in this 
study. The attributes order, credibility and perceived usability were actually found to 
be highly correlated with the third dimension that represented only 13.6 % of 
preference variance. 

Considering the average preference direction of the participant sample the most 
important predictor of website preference was visual appeal in all studies (as in [2]). 
However, in the healthcare study visual appeal was highly correlated with perceived 
usability and credibility. In addition, visual characteristics that were common among 
preferred websites in this category were simplicity, order large image areas and white 
space. In the tourism study visual appeal was not correlated with credibility or perceived 



 The Influence of Website Category on Aesthetic Preferences 451 

usability. Preferred websites in this category had vivid colors, many images, plenty of 
with space, and a small text area. In the web design business study only novelty could 
be recognized as an important design factor apart from visual appeal. 

4 Discussion 

Preference mapping analysis revealed that diverse design characteristics can be 
important drivers of preferences for designs that originate from different website 
domains. Although, the most important preference predictor in all studies was visual 
appeal, what constitutes an appealing website differed considerably among the three 
studied cases. In the healthcare study the constructs perceived usability and credibility 
were found to be equally important as visual appeal. Generally preferred and 
appealing websites in this study were simple, ordered, spacious designs with large 
image areas. In the tourism study participants showed an aversion towards websites 
that were primarily text based. Designs that used mostly graphics, vivid colors and 
large images of hotel rooms were the most preferred and appealing websites. 
Perceptions of usability and credibility were exclusively related to the second 
dimension and were therefore less important drivers of preference than in the 
healthcare study. Finally in the web design business study only visual appeal and 
novelty could be found to be important drivers of preferences in the two dimensional 
space. Websites in this study varied on more design factors and could be 
characterized as unusual or extreme compared to designs in the others studies. This 
was generally expected since visual design in this domain serves as a first showcase 
of the company’s ability to produce cutting edge design. Creativity and 
unconventionality cannot be appropriately captured by descriptive attributes and 
therefore none of the expert panel or objective measures were useful in preference 
interpretation in this study. The constructs of perceived usability and credibility that 
were found to be important drivers of preference in the other two website domains 
were less important in this one.  

These results demonstrate that different design aspects play a determining role in 
preference creation towards websites within a specific domain. Therefore, misleading 
conclusions can be drawn by relying on a fixed set of evaluative or descriptive 
attributes for evaluation purposes of websites in general. Use of generic 
questionnaires for website design evaluation could lead to consideration of less 
relevant attributes into the evaluation process while design aspects that are central to a 
specific website domain could be ignored. For example, novelty was found to be one 
of the most important drivers of preference in the third (web business), fairly 
important in the second (tourism), and not important at all in the first (healthcare) 
study. Furthermore, symmetry which is an item in the classical aesthetic dimension in 
the questionnaire of Lavie and Tractinsky [4] was not found to be an important 
preference attribute in any of the studies presented in this paper. In addition, use of 
images that has been found to be an important driver of preference in two out of the 
three studies is a design aspect that is ignored by all aforementioned multiple item 
questionnaires [4][5][6].   
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5 Conclusion 

This paper reports results from three different studies in which the influence of 
website domain on users’ aesthetic preferences has been investigated. The results 
suggest that diverse design aspects can influence participants overall impressions of 
website designs in different domains. A different set of descriptive and evaluative 
constructs could be identified as important drivers of preference in three distinct 
studies involving healthcare, tourism and web design business websites. Visual 
appeal was the most important predictor of participant preferences towards websites 
in all case studies. However, appealing websites had different visual characteristics in 
each domain. To conclude, the results in this paper demonstrate the influence of 
website domain in shaping users’ aesthetic preferences. This finding emphasizes the 
need for flexible evaluation methods that do not ignore the visual design aspects that 
are important in specific website domains.        
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Abstract. This paper reports a 15 weeks study of artistic eco-feedback dep-
loyed in six houses with an innovative sensing infrastructure and visualization 
strategy. The paper builds on previous work that showed a significant decrease 
in user awareness after a short period with a relapse in consumption. In this 
study we aimed to investigate if new forms of feedback could overcome this is-
sue, maintaining the users awareness for longer periods of time. The study  
presented here aims at understanding if people are more aware of their energy 
consumption after the installation of a new, art inspired eco-feedback. The re-
search question was then: does artistic eco-feedback provide an increased 
awareness over normal informative feedback? And does that awareness last 
longer? To answer this questions participants were interviewed and their con-
sumption patterns analyzed. The main contribution of the paper is to advance 
our knowledge about the effectiveness of eco-feedback and provide guidelines 
for implementation of novel eco-feedback visualizations that overcome the  
relapse behavior pattern.  

Keywords: Sustainability, Aesthetics, Eco-feedback, User Interfaces, 
Prototyping. 

1 Introduction 

Individual household consumption accounts for a significant part of the total world-
wide energy consumption. For example domestic electricity is responsible for two 
thirds of the electricity used in the United States, 36% of the greenhouse gasses, and 
12% of the fresh water consumption [1]. In the European Union final energy con-
sumption for households is about 31% of the total energy consumed, only second to 
transportation, which accounts for 36%. Between 1985 and 1998, the actual amount 
of energy consumed per household remained nearly constant, but the growing number 
of households increased energy use by 4%. This effect will have a dramatic global 
impact as developing countries contribute to the increase of households with energy 
access. Also while household electrical appliances are becoming more efficient, there 
are more of them and they are being used more often. Reports from the EU show that 
consumption by all-electrical appliances and lighting represents about 55% of the 
electricity used by households. These appliances include the six large consumers of 
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electricity (refrigerators, freezers, washing machines, dish-washers, TVs and dryers), 
and many other small appliances. [2]. 

Studies have shown that individual activities can control up to 50% of residential 
electricity consumption, depending on the physical structure of the building and what 
set of appliances users can control [3]. Moreover, most people are in fact concerned 
about the consequences of their actions. However, they are also unaware of the impact 
of their daily activities and more importantly how they can change their behavior to 
reduce consumption. This gap between users concerns and their actual knowledge of 
energy consumption habits, motivated companies and researchers to develop technol-
ogies that present users with information about their consumption. This type of tech-
nology is commonly called eco-feedback and is defined as technology that provides 
feedback on individual or group behaviors with a goal of reducing environmental 
impact [4].   

The work presented here is part of a broader sustainability interdisciplinary  
research project which involves the deployment of a combination of sensing and eco-
feedback technologies to motivate and trigger people to think, act, reflect and con-
sume sustainably. 

2 Related Work 

The advancement and availability of sensing systems for environmentally related 
activities (e.g., human activity inference [4]) and interactive displays to feedback this 
data (e.g., mobile phones) provides a rich space of prospects for new types of eco-
feedback solutions [5]. Currently there is an increasing number of commercial appli-
cations that provide real time energy monitoring. These solutions range from low-cost 
single-outlet (Kill-a-Watt1 and Watts Up2) to medium cost whole house power con-
sumption (CurrentCost3, TED4, Efergy5, Owl6, etc.) to higher cost ambient feedback 
solutions (Wattson7, Energy Orb8). Through these solutions, feedback is often pre-
sented as raw energy use (e.g., Watts), personal cost (e.g., money), or environmental 
impact (e.g., CO2 emissions). Furthermore, eco-feedback is also an increasingly im-
portant research arena, confirmed by the growing number of articles presented at top 
international venues like CHI, INTERACT, DIS and Ubicomp, which nowadays de-
vote specific sessions to sustainability. As a consequence, literature is abundant in 
design strategies and guidelines to implement such systems [6, 7, 8, 9]. 

                                                           
1 http://www.p3international.com/products/special/p4400/ 
 p4400-ce.html 
2 https://www.wattsupmeters.com/secure/products.php 
3 http://www.currentcost.com 
4 http://www.theenergydetective.com 
5 http://www.efergy.com 
6 http://www.theowl.com 
7 http://www.diykyoto.com/uk/ 
8 http://inhabitat.com/the-energy-orb-monitor-your- 
 electricity-bill/ 
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One of the main challenges of designing eco-feedback systems is to present to us-
ers, how individuals or group activities can impact the environment. Commercially 
available feedback systems, have tried to present this information as kilograms of 
CO2 emissions. Pierce et al. [10] surveyed several publications exploring the impact 
of eco-feedback technologies in energy consumption and on consumers’ behaviors. 
The authors found out that the use of eco-feedback technology resulted on savings 
between five and twelve percent of daily energy consumption. They also concluded 
that when savings didn’t happen, the eco-feedback was displayed too infrequently 
(monthly) and hence was disconnected from the consumption behavior. Egan [11] 
confirmed that receiving timely feedback is key to motivating behavior change. 
Moreover, Fischer reports that eco-feedback is more efficient when given frequently, 
clearly presented, using computerized tools and allowing historic or normative com-
parisons [12].  

Normally eco-feedback is associated with behavior change. There is evidence that 
the single goal of saving money (less electricity you consume the less you pay), is not 
enough to motivate conspicuous behavior change – between 5 and 15% reduction on 
average [13]. Consolvo et al. [14] implemented a system that promotes a more physi-
cally active lifestyle. Here the authors propose eight qualities that a system should 
have in order to be well accepted by users: Abstract & Reflective, Unobtrusive, Pub-
lic, Aesthetic, Positive, Controllable, Trending / Historical and Comprehensive. These 
studies have encouraged research into non-traditional feedback systems, turning to 
digital art and disruptive design for help. In the digital art domain, efforts were made 
to raise awareness regarding their behaviors in relation to sustainability.  

For example, digital artist Tiffany Holmes, visualizes energy consumption through 
an art installation situated in a public space [15]. Holmes uses digital art to display 
hidden data of real time usage of key resources (such as electric appliances) and pro-
viding an aesthetically striking visualization in the public space of the building hall. 
Dwellers were able to relate to the visualization as a community, negative feedback 
was avoided and people living in the building were empowered to act upon their con-
sumption by getting to know data that wouldn’t be available to them otherwise. 
Another example of digital art employed to raise awareness about energy consump-
tion is the Helsinki based project presented in [16]. The project consists of a public 
installation, in which a green cloud proportional to the city energy consumption is 
laser projected onto the smoke generated by the chimney of a coal energy power plant 
in the city. During the seven days of the installation, the green projected cloud would 
grow and shrink in direct proportion to the city energy consumption. In the final day 
of the installation, residents were asked to unplug the devices to reduce consumption, 
in order to dramatically increase the size of the green cloud. This resulted in a reduc-
tion of the peak demand in 800 kVA (approximately the same power generated by a 
windmill running for one hour). 

Despite these developments the effectiveness eco-feedback is known to have prob-
lems. Peschiera, reports that that after a certain period of usage of the feedback devic-
es, users consumption relapse to values prior to the study [17]. Holmes reported this 
phenomenon in [15] where it was possible to see that users gradually returning to 
their previous behaviors if feedback was less frequent or no longer present. Our own 
research [18] confirmed this: “We would check our consumption more often initially 
until we got a rough idea or perception of what our consumption was but after that it 
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would less frequent ”, furthermore we observed that this lack of attention starts to 
happen after the fourth week of usage. 

2.1 Previous Work 

Prior to the development and test of the WATTSBurning system, the research team 
was responsible for 2 long-term eco-feedback deployments. Those deployments in-
volved 30 houses and apartments located in an urban area in southern Europe. To 
better understand our starting ground, we briefly discuss the results from those dep-
loyments that lead us to the implementation of the WATTSBurning system. A de-
tailed explanation can be found in the corresponding reference. 

First Deployment.  
In the first deployment the research team designed an eco-feedback interface based on 
an evaluation of commercially available systems. The system presented real-rime and 
historical consumption using bar charts and involved three modes of operation: idle, 
attention and detail. These modes were triggered by a camera (using face and motion 
detection algorithms), which were also used to log user activity. The initial system 
was deployed in 21 houses for a period of 9 weeks. The data showed a 9% average 
aggregated decrease of consumption. A deeper look into the data disclosed that fami-
lies that used the eco-feedback system more often had higher decreased consumption. 
Nevertheless there was a steep decrease in the users’ interested in the eco-feedback, 
particularly after the first 4 weeks (users interest was measured by the amount of 
access to the different application features) [18]. 

Second Deployment.  
Based on the findings of the first study, the feedback system and sensing infrastruc-
ture was completely redesigned and revised. The new eco-feedback interface was 
developed with the help of a designer following a set of  “guidelines” extracted from 
the research literature. We conducted a 52 weeks long-term study using the revised 
system deployed in 13 houses starting from the first sample [19]. 

Results from the second study revealed that initially people interacted with the sys-
tem more than with the previous one. However, the frequency of the interaction 
started to decrease after two weeks, and again the steepest decrease happened after 
four weeks confirming our initial findings [18]. Detailed analysis of interaction data 
revealed that after four weeks, some users even stopped checking the system altogeth-
er. A few others kept using it but less frequently (only once or twice a day). During 
this second deployment users’ consumption remained virtually unchanged from the 
first deployment, suggesting that savings come from the initial understanding of con-
sumption patterns. 
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3 Design Rationale 

The experience gained from the studies described above suggested that a different 
approach was required to overcome the decreased interest of users in energy data. 
Using inspiration from artist we brainstormed ideas and decided to change strategy 
and test a new paradigm of eco-feedback. We postulated a more inspiring and emo-
tional visualization towards a less information driven eco-feedback system. After 
brainstorm sessions with artist designers and engineers it was decided to implement 
the feedback based on mapping the energy consumption of the household with ele-
ments of the local landscape, with the goal of leveraging the emotional connection of 
families with the local natural patrimonies, which is home of a UNESCO heritage 
forest. It is important to note that most of the inhabitants already feel a strong connec-
tion with the local forest. This was visible after the tragic mudslides in 2010 and the 
forest fires in 2011. A thorough description of this process can be found in [20]. 

3.1 Pilot  

To test the concepts described above a novel interface was developed for the eco-
feedback system. It consisted of a video based animation of a well-known forest site. 
Based on the consumption level several elements of that landscape would change. The 
electricity real time consumption was mapped as the movement of the clouds in the 
background, and by adding and removing animals in the landscape. More consump-
tion meant that the clouds would pass by faster, and more appliances turned on or off 
meant more animals in the forest. This was a neutral feedback since more appliances 
being turned on or off does not necessary means more consumption, and the move-
ment of the clouds does not have any direct negative meaning. Figure 1 shows these 
how these two feedback modes where displayed in the application.  

This new eco-feedback version was tested in eight households during one month. 
Consumption and interaction data was saved and four of the eight families were inter-
viewed. Quantitative data revealed no significant differences in the energy consump-
tion of the families neither prior or during the study. However, families using this new 
version of the system had an increased number of interactions when compared with 
families that used a “traditional” eco-feedback device during the same period. Never-
theless there was still a decrease in the interaction along the period of the study, con-
sistent with the response-relapse behavioral pattern reported above. However, this 
was not a linear decrease as there were several peaks in interaction during the month. 

Qualitative analysis of the interviews revealed that neutral feedback was not well 
understood by users. Users that were exposed to previous versions of the feedback 
also missed out on the quantitative data provided previously: 

“No I didn’t relate it to my consumption levels. I wasn’t even near to realize that 
(laughs). I was looking for data, logical data about it (...) I could see some extra ele-
ments, I thought you were decorating the landscape but I didn’t understand why were 
they being placed there” Family 4 mother. 

“This one is simpler, there’s just the image and the consumption on the right. In 
the other one I could see the consumption in terms of the whole day and this was more 
elucidative. I find this one more interesting but we need some kind of heads ups about 
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how can we see the consumption throughout the whole month, the whole week” Fami-
liy 3 husband. 

On the other hand after the artistically inspired mappings of the energy consump-
tion to the landscape were explained to the users (during the final interview) they 
found this new feedback paradigm interesting, and suggested merging the landscape 
visualization with the quantitative data display: 

“I think both are valid. Maybe there could be a symbiosis between the two. This 
one is more pleasant the other one is just data. What matters to me is to have the da-
ta, it’s probably the most important for me. However, I like the way this one is pre-
sented, I feel it’s more interactive than the other one” Family 3 husband. 

Three of the four families interviewed suggested that the concrete data provided by 
the first two versions should be merged with the aesthetic pleasure of the natural land-
scape shared this view. 

 

 

Fig. 1. Screenshot of the application used in the pilot. At left there’s the main view of the for-
est, the consumption is mapped as the movement of the clouds in the background. At right there 
is the landscape with elements added based on the appliances used. 

3.2 Refinements of the Feedback System 

The experience from running the pilot of the WATTSBurning, made it clear that users 
found the feedback interesting, but they still wanted the concrete data about the con-
sumption. Additionally the mapping between the forest and consumption was not 
fully understood and some users needed further explanation of how it was 
represented. 

In the WATTSBurning system we also wanted to address some limitations found 
in the two previous deployments. In the initial deployments, the feedback was given 
via the display of a small netbook installed behind the main door of the house (where 
the main fuse box is located in most of the houses) [21], this type of stationary feed-
back is clearly limited since it is not accessible to all the household members at the 
time of decision (e.g. turning off a high consumption appliance). Also the fact the 
system was connected to the main fuse box made some families worry about the safe-
ty of the device, and sometimes would not allow children to use it. Furthermore some 
additional requirements emerge form the state of the art. The feedback should be ac-
cessible to all family members since the family dynamics and communication have an 
impact in the decision [22]. The system should allow the comparison between differ-
ent periods (hour, day, weeks and months) so that people can explore and better un-
derstand their consumption patterns. The system should also provide simple tips about 
energy conservation and best practices promoting sustainable behavior change. The 
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hardware itself should also be aesthetically pleasant, as Petersen [23], argues that 
pragmatist aesthetics is a promising approach for designing interactive systems as it 
promotes aesthetics of use, rather than aesthetics of appearance. Aesthetics play an 
increasingly important role in interaction design, in particular when designing for 
homes and everyday lives rather than for the workplace. 

Collectively our prior experience and these requirements meant that the new ver-
sion had to undergo major updates both on the software and in the hardware side. The 
eco-feedback device should ideally be portable so it can be accessed anywhere in the 
house (or outside). The sensing framework should provide data remotely to the  
eco-feedback device so that the sensing is removed from the house, addressing users 
safety concerns. The visual eco-feedback should be aesthetically pleasant while still 
providing concrete consumption information. 

3.3 System Design 

In order to provide accurate and meaningful eco-feedback, the system needs to meas-
ure the energy and resources consumption effectively. Measuring energy/resources 
consumption is in itself a challenging research problem. Researchers are striving to 
measure energy consumption in more cost-effective, accurate and less intrusive ways. 
One of the most promising research approaches is non-intrusive load monitoring 
(NILM), which reads data from a single point and tries to monitor and desegregate the 
consumption per appliance. The main assumption of most of the exiting NILM ap-
proaches is that every change in the total load consumption of a household happens as 
a response to an appliance changing its state. Therefore specific appliances can be 
isolated and their individual consumption calculated using complex signal processing 
and statistical learning techniques [18]. Low cost and non-intrusiveness are the main 
advantages of the NIML approach thus it was chosen as the building block of the 
sensing infrastructure that supports this research [21]. 

3.4 Implementation 

In this section we explain how the requirements described in the sections above were 
implemented. Firstly we explain how the sensing framework evolved to the current 
version. Then we explain the implementation of the front end eco-feedback visualiza-
tion of the system. 

Sensing Platform/Framework. 
Our sensing and eco-feedback platform is based on a custom made NILM system 
[18,21]. Our research was target at real world deployment of low-cost eco-feedback 
systems that are capable of sensing and disaggregating energy data in households. Our 
technical requirements were to find a low-cost solution that could run different NILM 
algorithms and eco-feedback visualizations while also collecting relevant user data. 
Originally our system was based on a netbook that acted as both as the sensing infra-
structure (reading current and voltage from the microphone jack) and the visualization 



460 F. Quintal et al. 

 

(via the built-in screen) and human sensing (via the built-in camera) system. Our ini-
tial prototype provided an easy way to deploy the system and evolve the visualiza-
tions during the first deployments. However, it was limited in terms of location (next 
to the mains at the entrance) and required installation inside the homes and unreliable 
Internet access. A second version of our system was implemented using a more capa-
ble DAQ (Data Acquisition Board) at the entrance of apartment buildings, hence mea-
suring the energy consumption of multiple houses from one single location. This new 
version was less intrusive and enabled data to be pushed via web-services to different 
visualization platforms inside the home (web, tablets, etc.). 
 

 

Fig. 2. Shows the system as it was deployed in one of the buildings of our study. At left there is 
the DAQ Board. At right there is the current clamp sensing each house. 

Figure 2 shows the last implementation of our multi-apartment NILM sensing sys-
tem. On the left hand-side one can see the three voltage sensors and the DAQ board, 
on the right it is possible to see current clamps installed on the current conductors of 
the apartments monitored. All of these signals are acquired and processed by a single 
computer that also runs the NILM algorithms and provides the data for eco-feedback 
devices via restful web services. The system also stores all the data in a database and 
provides access for consolidation in a datawarehouse. 

3.5 WATTSBurning Eco Feedback Visualization 

Following the requirements described before we implemented a new hardware and 
software platform but also modified the eco-feedback component, which now could 
be deployed on different portable devices. The new visualization addressed our expe-
rience in pilot (section 3.1) producing an aesthetically pleasant landscape that mapped 
the household consumption to elements of the natural forest. We also provided a way 
for users to access a second layer of more detailed consumption information. 

The eco-feedback visualization was implemented on a 7’’ android tablet using the 
android native SDK (Figure 3). The tablet specifications allowed us to implement rich 
visualization, which can be accessed in different places of the house, or even outside. 
We believe that the device itself (a tablet) was still viewed as a novelty, and that 
helped our application to fit in the household as well as encouraging interaction.  

The application receives real-time consumption and historical data from the 
sensing framework. The real time data is received using sockets and a custom made 
communication protocol. Historical data is gathered by using the web-services 
described in the previous sections. The historical data is also stored in the tablet so the 
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well know forest site that was easily recognizable by the local community. The 
digitally modified pictures of the forest represented the comparison between the real 
time consumption and an average baseline consumption level. After the think aloud 
session we rejected some concepts like displaying the historical consumption as items 
in the landscape (e.g. moss growing on a tree) or the real time consumption mapped in 
the movment of an animals, these concepts were not clearly understood by the users. 

In total there were five levels of consumption represented in the forest (as shown in 
Figure 5). These five levels represent when an household consumption  is slightly 
above/bellow, well above/bellow or belongs to the average baseline. The baseline was 
composed of an average of the consumption on that period, for example the real time 
consumption on a Monday at 12:20 was compared against an average of all the 
Mondays during the period between 12:00 and 13:00. Aditional ilustrations of  
the forest are used to ensure a smooth transistion between the states, however the 
animation only stops in the five levels aforementioned.  

 

 

Fig. 5. Different views of the landscape according to the consumption. Ranging from low con-
sumption (Image 1) to high consumption (image 5). 

Detailed Consumption Mode. 
This mode is triggered when the user presses the tablet back button. As a consequence 
the system presents a tabbed menu with four options: “Home”, “Day”, “Week” and 
“Month”. The “Home” tab shows a summary of the overall consumption as well as 
the current real-time consumption (Figure 6 Left). The summary contains aggregated 
consumption of the current day/week and month, and comparisons between homolog-
ous periods. Also in this tab the user is presented with a “tip of the day” with general 
sustainable actions. The “Day” “Week” and “Month” tabs (Figure 6 Right) present a 
chart displaying the consumption over that period and the total aggregated consump-
tion. It also informs the user of where the peak consumption happened and how it 
compares to the average of that period (for example in the “Week” tab the system 
shows how the consumption in the current week compares with an average of the 
previous weeks). By default the information presented here refers to the current 
day/week/month but the user can select preceding periods. 
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semi-structured interview. The families continued to use the system until the end of 
the year. Here we analyze the consumption and interaction data until the 17th of De-
cember for a total of 17 weeks.  We wanted to avoid the Christmas period, since the 
results in that period would most probably be biased. 

4.2 Qualitative Assessment 

When the families were interviewed after the first three weeks, we wanted to under-
stand how the system was received, and if the Energy Awareness mode was being 
clearly understood and creating an increased awareness about energy consumption.  It 
was also important to verify if any behavior change was triggered by the presence of 
the eco-feedback system. Five of the six families were interviewed, they will be re-
ferred as F1, F2, F3, F4, F5.  We asked all the family members to be present in the 
interviews, in order to gather every member’ opinion about the system. However, for 
F2 and F3 only the husbands were present during the interview.  
The system was well received by all the families, and none of them had any major 
problems using it. 
“I think it was simple, even the wireless connection was stable” F4 

All the families agreed on the fact that the system increased their awareness about 
electricity consumption. 
“It’s raising my awareness, I don’t think I’ve changed my consumption patterns yet, 
but I’m more aware now”. F1 
“… if we have more devices turned on we can see right away there is an increase” F2 
“It provides us with immediate feedback, such as daily and weekly consumption, and 
we can see what we do and how we behave in our daily routines to reduce our energy 
consumption” F3 
“I got more alert, so necessarily I will try to consume less” F5 

Another observation transversal  to all of the families was that every family learned 
something about the consumption of certain devices. 
“ In the weekend for example, we were using the oven and I noticed it consumed a lot, 
then I turned on other devices out of curiosity” F1 
 “…the electric stove for example, I learned from the system that it consumed a lot” 
F2 
“Especially the oven, it increases to 2000/2500W… I see there that it goes to 200 ºC 
but I wasn’t expecting so many watts… I was even surprised with the TV’s” F3. 
“I’ve learned that the oven consumes a lot, also the fridge” F5 

 
It was also important to verify if the energy aware mode of the application was well 
understood. All families found that it was easy to relate their current consumption 
with the animation of the forest drying up and eventually being set on fire. It was also 
mentioned that the picture showing the state of the forest in the feedback interface 
worked as an alert of what was going on in the house, and it made them more aware 
of their consumption at specific moments. 
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“Yes but…. For example when the dryer is working I see the forest catches fire, but 
I was expecting that, but I knew I couldn’t keep that consumption for a long time, 
maybe I got more conscious” F1 

“It gets dryer until it catches fires, when I have a lot of things turned on (…) also 
when there were only a few things on it showed rainbows and butterflies” F2 

“(…) there’s an association, the bigger the consumption the more destruction is 
visible in the forest, when we see it goes from green to yellow to red,… it’s scary,” 
F3. 

All the families opted to place the system in a central place in the house, where it 
could be visible to all the family members. However in the five families that were 
interviewed it was mostly the adult male and young children who used it more often. 
“… I was curious in the beginning to see the forest on fire, but it was mostly my 
kid”F2  

“It was mostly me and my son, my wife and my daughter didn’t pay much attention 
to it, it was me and my younger son”F3,  

“It was mostly me, she (girlfriend) wouldn’t use the system”.  
Although the system was usually located in a central visible place in the house, it 

was common for participants to move it around, mostly because some of them wanted 
to check the consumption of a device in real time. 

“It was mostly there, but it was in the kitchen for some time” F2 
“It was there close to the sofa, because it had better reception for the internet (…) 

but I would also take it to the balcony while sitting there”F3 
“I used it in different places in the house, I thought of it as one of those portable 

weather forecast displays that can be placed anywhere”. F5 

4.3 Quantitative Assessment 

From the qualitative assessment users reported a noticeable increase in their energy 
awareness. However, it is important to confirm if the reported awareness translates 
into an actual behavior change, confirmed by the quantitative data acquired from our 
sensing platform. In the following sections we analyze and discuss this issue.  

Energy Consumption 
In order to compare energy consumption we use the week as the standard period of 
time. This is the unit that best spans the routines of a family impacting their energy 
consumption. For instance, some families organize the major cleaning in a single day 
of the week, others the ironing. The week also comprises the working days and the 
weekend that usually correspond to very different routines. Therefore we compare the 
consumption data in the 15 weeks of eco-feedback deployment with the average of 
the two weeks of baseline data. 

If we consider the 6 households as a whole, after 15 weeks the average weekly 
consumption dropped on average 2% from the initial baseline (n =6, SD=7.99%). 
However, the standard deviation suggests that the savings were not constant across 
the houses. As a consequence we analyzed each house individually. Three families 
(F1, F2, F5) reduced their consumption by 5%, 7% and 13% and their consumption 
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was below the baseline for long periods – 12 weeks for F1, 11 weeks for F2 and 5 
weeks for F5. The other three families consumed on average more than the baseline , 
respectively 10% (F3), 1.5% (F4) and 2.5% (F6). These 3 houses were below the 
baseline average during 3, 6 and 6 weeks respectively.  Figure 7 shows how each 
family’s consumption changed during the study. 

 

 

Fig. 7. Consumption in the 6 households during the study. The baseline period is highlighted in 
red. The horizontal axis represents the week in the study, and the vertical represents the average 
consumption in kWh.  

Interactions with the System 
The analysis of the logged user interactions (the saved interactions are defined in 
section 3.6) showed that families used the system in completely different ways. Two 
of families (F3,F6) used the system more on the Mondays ,F1 and F4 used the system 
more on Wednesdays, F2 used the system mostly on Fridays and F1 on Tuesdays. 
This diversity was also noticeable when looking at how families used the system 
throughout the day. However, in al the families the view that was most triggered was 
the summary, followed by the animation view. 

During the 15 weeks of the study a total of 1577 interactions with our system were 
logged among all of the households. That value represents an average of 266 interac-
tions per house and an average of 16.3 interactions (N=1597, SD=29) per day and 4.2 
interactions per house and per day (N=6, SD=6.06). Our system was mostly used in 
the afternoon (between 13:00 and 19:00), almost a third of the interactions happened 
during this period. It was also noticeable that all the families had a lot of interactions 
on the first four to five weeks of the study. After that the number of interactions 
dropped significantly (by more than two a thirds). Again the pattern was not similar in 
all houses, which justified the high standard deviation. Table 1 shows a summary of 
the number of interaction with the system, in the first four weeks of the study and rest 
of the period and in total. We choose to isolate the first four weeks because our pre-
vious research suggests that that after this period there is a steep drop in the usage of 
the feedback devices [18,19]. 

To better understand the usage patters we analyze each household individually. 
The number of interactions on F1 only decreased by less than half, they kept using the 
system with an average of 14 interactions per day after the initial four-week  
period. Similarly with F2 the decrease in interaction was not considerable, but it was 
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noticeable that they stopped using the system on a daily basis. Families 3, 4 and 5 had 
a lot of interactions in the first week, after that the interaction values dropped to less 
than one interaction per day (0.6 ,0.4 and 0.2 per day respectively). F6 simply didn’t 
interact directly with the system, even though this family agreed to participate in the 
study, they never showed much interest regarding the system nor they were ever 
available for interviewing.  

We also analyzed the correlation of the user interactions with the energy consump-
tion. The three households that on average didn’t reduce their consumption are among 
the households that interacted less with the system (F4, F5 and F6). This finding is 
also consistent with our previous research. 

Table 1. Summary of the average of interactions with the system by day, in different periods of 
the study 

Family Average interaction by day 
First 4 weeks Rest of the study Total 

F1 23.2 13.9 16.2 
F2 13.3 1.2 4.2 
F3 5.3 0.4 1.6 
F4 2.1 0.6 0.9 
F5 3.8 0.2 1.6 
F6 0.6 0 0.4 

 
It is important to note that the system only logged direct interaction with the interface. 
It would be very hard to count the number of time the users looked at the tablet with 
the Energy Aware mode on. Furthermore users confirmed that a significant amount of 
interactions were done with the tablet in the Energy Aware mode. 

“It worked as an alert for me (...) it was easier to see from a distance (…) when we 
started to consume more it would get darker and catch fire” F5. 

5 Discussion  

The presence of eco-feedback increased users knowledge about the devices that they 
had at home. In fact all of the participants learned something about a particular ap-
pliance, this indicates a rise in the awareness about energy consumption, despite the 
level of usage or the change in overall consumption. However, the decreasing interest 
for eco-feedback after several weeks is an important factor leading to the relapse ef-
fect. Our novel eco-feedback system tried to overcome this issue by trying to map 
energy consumption to elements of the natural landscape. From the interviews with 
users we can conclude that the mapping the consumption with images of the local 
forest landscape was clear and well understood by participants. Although users didn’t 
mention an emotional connection with the illustrated forest landscape, the energy 
awareness mode, where the forest dries up as more energy is consumed, did work as 
an alert for when consumption was higher than normal. Some users even found the 
forest on fire for a long time a disturbing factor that would motivate them to investi-
gate which appliances were responsible for the higher level of consumption. Also, 
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displaying the eco-feedback in a portable device allowed users to move the device 
through the household and explore the consumption of different appliances.  

In terms of usage the system had a lot of interactions during the first four to five 
weeks, after that period the number of interactions decreased. However, unlike in our 
prior research the reduction was not linear and here were several peaks until the count 
finally settled at a low value. We believe this was a consequence of placement of the 
eco-feedback but also the presence of the energy awareness mode, which reminded 
people of the long-term consequences of their daily actions. The results in terms of 
user-interaction are an improvement over previous studies with classic quantitative 
forms of eco-feedback, since most families kept using the system after the four/five 
week period although less frequently and with different patterns. This difference in 
how families use the system is inline with the “one size does not fit all” [24] argument 
for eco-feedback systems. If we relate the quantitative interaction data with the con-
sumption information it is noticeable that the houses that saved more energy are the 
ones that used the system more. 

6 Conclusions and Future Work 

In this paper we describe the studies and refinements leading to the design, prototyp-
ing and testing of WATTSBurning an eco-feedback device designed to foster aware-
ness of energy consumption in households. Our research aimed at overcoming the 
know problem of people relapsing to previous behavior after several weeks of expo-
sure to eco-feedback. Through an iterative design, testing and refinement process we 
improved our eco-feedback system introducing a new artistic metaphor that combines 
energy consumption levels to artistic representations of the local forest landscape. Our 
goal was to verify if this novel metaphor would improve on significant reduction of 
interaction with eco-feedback after four weeks of deployment. After initial prototyp-
ing that removed some ambiguity in the mappings of consumption to natural ele-
ments, the WATTSBurning system was successful in improving the levels of user 
attention and usage. Most families kept using the system even after four to five 
weeks, although to a lesser extent. The placement of the eco-feedback device and the 
presence of an energy awareness mode showing the landscape changing was an im-
portant motivator to retain user attention and awareness over time. These findings 
provide a good motivation to explore new forms of eco-feedback that go beyond tra-
ditional quantitative information. Clearly without more research eco-feedback tech-
nology will not confirm the promising results coming out of short-term three-week 
studies as the ones published in many HCI venues. The households in our study did  
manage to reduce their consumption, but they showed very different consumption and 
eco-feedback usage patterns. Overall households that used the system more saved 
more energy but there is still a lot to learn about the long-term consequences of eco-
feedback. We believe our attempts with non-conventional forms of eco-feedback and, 
in particular, when exploring emotional and aesthetical aspects is a promising path to 
explore further.  

Our deployment is still ongoing, and the plan is to further investigate the qualita-
tive data. Relevant results might be achieved when comparing across houses or even 
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between different periods in the same house. Furthermore our sensing framework is 
storing all the power events extracted from the NILM, which can also be useful to 
research into users consumption and behavior patterns. Even thought the feedback 
system was already removed the sensing framework is still gathering consumption 
data and it will be interesting to observe if there is any change in the consumption 
after the feedback is removed. 
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Abstract. We address the methodology of design-oriented research in HCI, 
whereby researchers design and implement technology to test concepts. The 
task is to produce a testable prototype (that we call NEVO, Non-Embarrassing 
Version One) that faithfully embodies the concept. We probed leading HCI re-
searchers and CHI authors about the challenge of Finding NEVO. We found un-
certainty on how to design prototypes that allow for both design and scientific 
contributions. We propose the Finding-NEVO model that articulates a process 
yielding prototypes that are faithful to the rationale and idea being studied. We 
conclude by discussing our theoretical and methodological contributions. 

Keywords: Radical design, design method, innovation, HCI. 

1 Introduction 

HCI is an interdisciplinary field with a foot each in the doors of science and design [1-
3], causing an inherent tension since “[s]cience and design have different principal ob-
jectives” [3]. While design values innovation and is generative in nature [4], science 
builds on prior advances in verifiable steps. Approaches like theory-based design (TbD), 
design-oriented research (DoR), and research through design (RtD) have been pro-
posed to resolve this conflict. In DoR [2], design and technology implementations serve 
to test and validate the research concepts. Similarly, TbD [3] and RtD [5] see the value 
of design in the light of artifacts embodying some form of knowledge. Conversely the 
design of commercial products focuses on design practice, or solving problems and real-
world obstacles, that Fallman calls research-oriented design (RoD) [2]. Our research 
looks at process in the context of the DoR tradition in HCI.  

To properly answer a research question, DoR prototypes have to embody the ideas 
to be tested. Yet, there is little concrete guidance on how to design such research pro-
totypes. Our goal is to gain an understanding of prominent design processes in HCI 
through interviews with HCI researchers and domain experts, and to suggest a plausi-
ble process model for the design of prototypes in research.  

2 Design of Research Prototypes 

We employed a general model (Figure 1), as a probe for interviews, of how research 
prototypes are designed. This model is similar to Gaver’s [4] idea of designs occupy-
ing points in the design space or creating a design space around themselves. The HCI 
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researcher advances a concept from some conceptual rationale (label A), and produc-
es a seed idea (B). The conceptual rationale may be a theoretical construct, a new 
technology, a research intuition, or a user need, and the seed idea is an instantiation of 
how the theoretical construct may be embodied in a system. This seed idea is situated 
in the space of possible designs of the domain in question (C), which may be popu-
lated by a set of existing designs (D). If the conceptual rationale is novel, and the 
design space is not densely populated, the new seed idea would likely be far from 
existing designs. We call such a design a potentially radical design (E) because of this 
difference from existing solutions.  The seed idea does not fully specify a testable 
system. Many pathways of design choices or decisions have to be made to develop a 
system (F). Some of these design choices flow directly from the seed idea, and some 
may be necessary to realize the system but do not find guidance from the seed idea. 
All of these design choices have potential impacts on the testing of the conceptual 
rationale of the research. The term NEVO (Non-Embarrassing Version One) desig-
nates the first testable prototype that faithfully embodies a concept.  

There is an inherent tension, that we seek to address, when realizing the design 
pathways (F). This tension can be characterized by different types of ‘creeps’ (G) that 
threaten fidelity to the original conceptual rationale. Prior experience with existing 
systems by designers, developers, and study participants introduces forces to move 
the design to resemble existing solutions. We 
call this experience creep. Also, our tendency to 
resort to the most convenient way for implemen-
tation and design using tools and frameworks at 
hand can introduce convenience creep.  

3 Contextualizing Our Work 

Design of Research Prototypes: There are few 
well-defined, systematic process methods to 
develop good research prototypes. We briefly describe two frameworks that are par-
ticularly relevant to the problem of finding NEVO. Carroll’s & Kellogg’s [3] theory-
based design (TbD) proposes that successful HCI designs embody psychological 
claims in contexts of use, and advances that claims coalescing together in the imple-
mentation of a system projects “a model world”, “a believable illusion” to the user. 
The careful recording of this ‘design rationale’ can inform the design of future arti-
facts. Keyson and Alonso’s [6] Empirical Research through Design method embeds 
interaction design hypotheses into working prototypes to contribute to design know-
ledge by creating experimental variability. The method lists several broad guidelines 
(e.g., “prototype variability has to be carefully defined so as not to confound the re-
search question at hand”), and specifies the use of design iteration and techniques, but 
presents no clear process model.  

Process for Radical Design: Work on radical innovations tends to come over-
whelmingly from the management sciences. Many either emphasize the importance of 
the individual with passion and vision, the “human side” (e.g. teamwork, networks, 
roles [7]) and organizational mechanisms (e.g. rewards, management policies), or 
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advocate the approach of concept refinement through the involvement of users (e.g. 
[8, 9]). Management science is concerned with the potential of a product to be 
adopted by users, thus defining radical products “in the sense that they imply changes 
in consumers’ everyday lives” [9]. In contrast, our concept of radicalness in HCI re-
search is that it is valuable because it is an extension to knowledge in and of itself. 

Closely aligned with Figure 1, a ‘hill-climbing’ model was proposed by Norman 
[10]. He characterizes the design space for a particular domain as being occupied by 
multi-dimensional ‘design hills’. A particular design sits on the slope of a hill, and 
ascending the hill constitutes a design improvement. Human-centered design (HCD) 
approaches allow designers to climb a particular hill by an iterative incremental 
process of design improvements driven by lessons learned from user studies. Norman 
states that while HCD enables a design to ascend its hill, it cannot move the design to 
another hill with a higher peak. Such a jump to a different hill would constitute a radi-
cal design shift. HCD is thus “only suited for incremental innovation”, to improve 
existing products according to the user’s contextual needs. Norman & Verganti [10] 
argue that potentially radical seed ideas have to be driven by technology or meaning 
change. For radical innovation, they suggest that HCD must admit the “simultaneous 
development of multiple ideas and prototypes” (essentially many seeds). 

4 Study Methodology and Data Analysis 

We carried out hour-long semi-structured interviews with two sets of HCI people: 1. 
Meta-Interviewees (MIs) and 2. System Builders (SBs). The MIs are leading research-
ers from prominent HCI research labs throughout the world who have done substan-
tial conceptual or theoretical work in design methodology. The SBs, researchers who 
develop technology using the DoR approach, were selected by combing through CHI 
papers published in the last decade. The selection, done by three members of our 
team, identified papers that 1. Adopt an approach where a system is built to investi-
gate a research question; 2. Have a recognizable seed idea and an explicit or implied 
design process; and, 3. Present some form of user testing. The selection process 
yielded 97 papers across HCI domains (e.g. accessibility, web search, ubiquitous 
computing, embodiment, social interactions, 3D interaction). 

An email request for interview was sent to the first authors of all the papers. If we 
did not receive a reply, a request was sent to the second authors of the papers. Three 
local researchers (2 SBs and 1 MI) were used as pilot interviewees. Twenty-two HCI 
researchers, 20 from university research labs and two from industry were interviewed 
as SBs. Eight leading HCI researchers were interviewed as MIs. Five of the eight MIs 
also did the SB interview. Our interviewees were from the US, Canada, the UK, Ja-
pan, Singapore, South Korea, and Australia. Eighteen participants were interviewed 
through video teleconferencing, two by telephone, and two in face-to-face sessions. 
Oral consent for audio recording was first obtained from each interviewee.  

The SB interview guide comprised 32 questions (multiple-choice survey and rat-
ing, and open-ended questions) on four main themes: 1. Description of the research 
undertaken specifically in the CHI paper; 2. Methods used to design the system; 3. 
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Testing of the system; 4. Design in HCI in general. The MIs’ interview was divided 
into two sections: 1. The first six questions probed on research of the MI in general, 
and on her perspective on design in HCI. 2. We explained the purpose of our study 
using Figure 1. Nine questions guided the discussion and prompted the interviewees 
about design processes to move from an idea to a research prototype and the role of 
user testing in radical design. We asked the permission of some MIs to quote their 
responses non-anonymously, and they were given the opportunity to review the paper. 

All interviews were transcribed and coded for themes of importance in several iter-
ative passes. The research process used by each interviewee was identified. A prelim-
inary process model was constructed through a first high-level analysis. We refined 
our model in subsequent iterations through deeper-level analyses and discussion of 
the insights gleaned. Survey data collected in the interviews were collated on a 
spreadsheet and summarized. These helped us to get a sense of how each component 
of our model was manifested in each project. We present a few relevant study find-
ings below in a synthesized account of the qualitative and survey data.  

5 Findings 

The basis used by most of our SB inter-
viewees to make decisions on what to 
include in a design was their own intui-
tion and experience with their original 
conceptual rationale, or by generating a 
list of design requirements based on 
studies of users. Figure 2 shows the different categories of how researchers made 
design choices.   

However, none of our SBs could provide a reliable method of how to interpret 
study results (e.g. unexpected study results could be because the original design idea 
is unsuitable for the particular user group or the system was improperly imple-
mented). All interviewees who provided an answer said that an iterative design 
process was needed, and some said that using low-fidelity prototypes for user studies 
could enable the researcher to make an informed guess “based on the reaction we got 
from people”.  Elements of intuition and experience were also put forward by some 
MIs as key to making judgments about study results.  

All MIs agreed that there is currently no process to guide researchers on how to em-
body a seed idea in a design, resulting in many ineffective designs. The MIs’ perspec-
tives can be summarized into six ‘high-level strategies’, all pointing to the uncertainty 
inherent in the ad-hoc way in which HCI research is conducted: 1. One needs to try “ex-
isting solutions first so that one doesn’t innovate unnecessarily. When you fail with exist-
ing solutions, that’s when you innovate and fly.” (Scott Klemmer, Stanford U.) 2. One 
should “stick” to one’s idea and persist: “You simply have to face your own ideas and go 
forth and most of the time you will fail. But the few times you succeed make up for the 
failures.” (Norman, Norman Nielsen Group) 3. One should generate many designs and 
test often: “The principle is to try to do this (minimal prototyping) with little effort as 

 

Fig. 2. Basis for design decisions 



 Finding-NEVO: Toward Radical Design in HCI 475 

possible. So you can try a lot of designs” (Jacob, Tufts U.). 4. One should make use of 
intuition, skills and experience. But for Norman, “this is where the huge experiences and 
skills and intuitions of the designers come in. Is that a method? No.” David Frohlich (U. 
of Surrey) contrasted “inspiration for design” and “requirements for design”. In the for-
mer, one may “generate ten times more designs” than the latter which employs UCD to 
produce just one or two from the requirements. Frohlich states that intuition is the only 
way to bridge these two approaches. 5. One should be pragmatic and be flexible to adopt 
any method that makes sense without limiting oneself to a “fixed methodology”. 6. One 
should persist based on faith. Norman suggested that the only evidence that the research-
er needs to move forward with her idea is to see (from test results) whether at least “one 
or two people really believe deeply in what you are doing”. 

6 Proposed Model 

Through iterative modeling of current 
methods we extracted in our interview 
data, we derived a model (Figure 3) of 
how design decisions  (Label F in Fig-
ure 1) may be made to better arrive at 
NEVO. As in Figure 1, the radical de-
sign process begins with a conceptual 
rationale in the form of an integrated 
Research Aim, Motivation or Rationale 
from which a seed idea (A) is generat-
ed. A set of idea-defining characteris-
tics is produced (B) to guide the design 
process to further specify the original 
concept. Exhaustive articulation of 
these characteristics, however, is not 
always possible. More importantly, 
over-specification of idea-defining 
characteristics may even have the un-
desirable side effect of over-
constraining creativity in the design 
process. The model addresses this by 
recognizing the need for an informal 
Team Understanding and Consensus 
(B). Together, the Idea-Defining Cha-
racteristics and the Team Understand-
ing and Consensus embody the seed 
idea, which then guides the Gatekeeper 
process. The Gatekeeper process (D) is 
used to vet individual design ideas in 
advance of development. These design 

 

Fig. 3. Finding-NEVO model 
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ideas (C) may be the product of methods such as brainstorming and ideation, with 
respect to a particular design issue (which may be identified through methods like 
ethnographic studies, design principles, experience or simple intuition).  

Our key contribution is in the insertion of a formalized ‘evaluation’ at block D into 
the accretion process of the seed idea into a full design. We do not prescribe any hard 
and fast way to implement the gatekeeper. This could be consensus among a group of 
stakeholders, the judgment of a single individual, or discussion in the research team. 
Each design idea may be determined by the Gatekeeper process to be: positive (it is in 
line with, supports or even extends the specified seed idea) or negative (it violates the 
premises of the seed idea). In the event of a negative judgment, either an acceptable 
compromise is found (e.g., owing to implementation and other pragmatic reasons such 
as time limitations, a modified version of the design idea may be judged the best al-
ternative), or if the violation is so severe as to contradict the original research question 
and no compromise can rectify this, then the design idea is rejected.  

Additionally, the gatekeeper may decide that the design idea is orthogonal to the 
seed idea. Here, a second choice needs to be made. In DoR, an unnecessary design 
component can introduce confounds into the study results. If the design idea is a ne-
cessary aspect of the system, the process proceeds to development, if not, it is  
rejected. The prototyping process (E) is typically done together with iterative user 
testing. As discussed earlier, this is an incremental process, that in Norman’s par-
lance, climbs the design hill on which the seed idea is planted [10]. The result of this 
process is a system (NEVO) that can be used to answer the original research questions 
in formal user studies (F). 

7 Discussion 

Our model is distinct from previously proposed models in a number of ways. TbD 
argues for the use of psychological theories to inform the design of artifacts; the main 
aim is to produce new artifacts. In contrast, the purpose of Finding-NEVO is to reveal 
knowledge and understanding; it uses design in the service of research. Moreover, 
while the focus of TbD is on repeatability (i.e., being able to analyze, understand and 
maybe reproduce artifacts), ours is on validity (i.e., how to stay true to one’s idea 
when testing it through the use of artifacts). TbD then can be considered to be a de-
sign method (others being ideation, contextual design, etc.) that can be used in Box C 
in our model to generate design ideas. 

Much of our model is grounded in similar assertions as those of Norman’s ‘hill-
climbing’ model. However, we believe that even if the seed idea is potentially radical 
(through meaning change, technology push or random tinkering) and sits at the base 
of a higher ‘hill’, it may or may not develop to the top of the ‘hill’ using incremental 
HCD methods because of creeps (convenience, experience, feature and user input 
creeps described before). More importantly, for these same reasons, the design may 
jump back to some other ‘hill’ of a more mature but ultimately limited design trajec-
tory. Our approach ensures that a potentially radical seed idea is allowed to blossom. 
To be clear, our model is not inconsistent with Norman & Verganti’s position. We 
simply suggest an additional gatekeeper process that may make radical designs more 
likely without necessarily posing HCD as irrelevant to radical innovation. 
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Interestingly, the five MIs who were also interviewed as SBs gave differing pers-
pectives on HCD depending on their roles. As MIs, they were candid concerning the 
inadequacies of HCD in bringing about radical designs needed for DoR, but as SBs, 
they employed and justified their approaches within an HCD framework. We posit 
two possible reasons. First, the field is in need of new models and methodological 
warrants to break out of the HCD paradigm. Second, as SBs/researchers they needed 
to publish their work, and employing HCD may make their work more acceptable to 
reviewers. Both interpretations suggest that the field of HCI needs to re-evaluate its 
dependence on the HCD paradigm. This paper contributes by adding to this discourse. 

Beside the contributions above, this paper enriches our understanding of HCI as a 
scientific domain, and contributes to research and design methodologies in HCI:  

Contributing to HCI as a Field: HCI is a relatively young field that is still being 
defined. Grudin asked the question “Is HCI homeless?” [11]. Much discussion has 
occurred on how to come to terms with the interdisciplinary nature of HCI (e.g. [12]). 
Our model provides a way for different disciplines to be integrated in one HCI re-
search project. The conceptual rationale and seed idea (Boxes A and B) can come 
from any domain (e.g. social sciences/humanities). Methods from the creative discip-
lines (e.g. art/design) are employed in Box C, design thinking, to generate ideas for a 
prototype. If technical implementation is desired, engineering knowledge is required 
at Box E for prototype development, testing and integration. And finally research 
methods from the sciences are needed to carry the project through at Box F. HCI has 
also found it challenging to bridge many ‘gaps’ [13]. As we mentioned in the intro-
duction, the conflict between the needs of science and those of design is very evident 
in HCI, and yet HCI is touted as being “the science of design” [14]. We believe this 
paper facilitates a better reconciliation of the two.  

Contributing to HCI Methodology: Finding-NEVO is a formalized process mod-
el based on current methodological practices of researchers and refined to enable HCI 
research to be done more transparently. The inclusion of a gatekeeping procedure not 
only serves to infuse systematicity into the research process, but also provides a 
roadmap for new researchers to the field to know how to proceed. Even among our 
interviewees, many found it difficult to articulate clearly the steps that they took in 
their research project. Some stated that “it was messy”. Moreover, our approach can 
provide a common mental model of research and common terminology among project 
team members with differing backgrounds and perspectives. Broadly, the core contri-
butions of Finding-NEVO is not only in the methodological systematicity it allows, 
but also in the common basis of understanding that it can provide to the field.  

Gaver [4] lamented that the RtD approach may be seen as unscientific since the  
criterion of falsifiability cannot be applied: the “synthetic nature of design is incom-
patible with the controlled experiments useful for theory testing”. The danger that 
threatens the scientific validity of the approach is precisely that design is generative 
[4]. However, setting up a constant gatekeeper in the system development process 
enables one to stay ‘on track’ with regards to the initial conceptual rationale. I.e., two 
researchers starting out with the same rationale may not end up with the same sys-
tems, but following our model, there is greater chance for the systems to be truthful 
embodiments of the original idea, leading to similar results in final scientific user 
tests.  
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8 Conclusion 

The Finding-NEVO model for DoR articulates a methodology to select design ideas 
that yield prototypes that are faithful to a conceptual rationale and seed idea. To the 
degree that the rationale and seed are novel, the method is likely to produce radical 
designs that may impact design for the marketplace. Our model is constructed through 
an analysis of current practice to understand both the applicability and failings of 
current methodology. In doing so, we contribute both theoretically and methodologi-
cally to HCI. Future work includes the validation of the Finding-NEVO model across 
various HCI projects through longitudinal adoption. 
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Abstract. There are many examples of cards used to assist or provide structure 
to the design process, yet there has not been a thorough articulation of the 
strengths and weaknesses of the various examples. We review eighteen card-
based design tools in order to understand how they might benefit designers.  
The card-based tools are explained in terms of five design dimensions including 
the intended purpose and scope of use, duration of use, methodology, customi-
zation, and formal/material qualities.  Our analysis suggests three design pat-
terns or archetypes for existing card-based design method tools and highlights 
unexplored areas in the design space. The paper concludes with recommenda-
tions for the future development of card-based methods for the field of interac-
tion design.  

Keywords: method cards, creativity cards, design methods, design tools. 

1 Introduction 

‘Design methods are like toothbrushes.  
Everyone uses them, but no one likes to use someone else’s.’ [13] 

Physical cards have been popular design tools, perhaps because they are simple, tang-
ible and easy to manipulate.  Aside from the well-known Card Sorting method [22], 
cards have been used widely by designers to make the design process visible and less 
abstract [3, 10] and serve as communication tools between members of the design 
team and users [9]. There are many examples of unique method card systems, many 
have similar features and formal qualities, yet it is not easy to get an overview of the 
available card systems in order to decide which to use, and when. As suggested in the 
opening quote attributed to John Zimmerman, designers often develop their own me-
thods or appropriate widely known methods to best suit their needs, yet there is a 
tendency to use methods that are familiar instead of venturing out.  Even though these 
methods are shared with the research community, it is difficult and time consuming 
for designers to review all available tools to understand their strengths and weak-
nesses. Therefore, this paper aims at providing an overview of some well-known sets 
of method cards including features and limitations so that the interaction designer can 
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quickly review and make informed choices when selecting card-based method tools or 
to serve as a source of inspiration as they develop and appropriate a suite of design 
methods of their own.  

We begin by analyzing different card systems according to five design dimensions, 
which suggest possible archetypes or patterns for these tools. We then discuss 
limitations and future work on card-based design tools that could benefit interaction 
design researchers. 

2 Analysis of Card-Based Design Tools 

There are many examples of cards being used to assist or provide structure to the 
design. We selected and examined eighteen card systems through direct use and re-
viewed the accompanying literature to gain an understanding of the authors’ inten-
tions for use. As first steps toward describing the various card-based systems, we 
identified five design dimensions. While this is not an exhaustive survey, it begins to 
provide a sketch of the card-based method landscape and highlights key differences 
among the attributes of many card-based tools. This approach has been used to articu-
late the design space of various examples of interactive media [20, 26], and is used in 
the present paper to encourage the design community to engage and develop the field 
of card-based tools. When examined according to these dimensions, three broad 
groups of card systems emerge suggesting possible archetypes or design patterns [28].  
A secondary contribution is that our review assists the review and selection of cards 
for design researchers and practitioners.   

2.1 Design Dimensions 

As stated previously, our aims in defining the five dimensions—and graduations with-
in the dimensions—are in revealing key differences across the examples including:   
1) Intended Purpose & Scope, 2) Duration of use and placement in design process, 3) 
System or Methodology of use, 4) Customization, and 5) Formal Qualities.  These 
attributes describe claims from the literature of the authors, the formal characteristics, 
and the tools in use.  While these may seem closely related, it is an initial step in de-
veloping a framework for discussing the design attributes in card-based tools. Gradua-
tions within these dimensions were chosen to differentiate the examples—future work 
is needed, however to validate and develop these further.   

Intended Purpose and Scope. Based on research literature or from booklets and 
inserts included in the card packages, the respective authors have made claims as to 
where their tools fit within the design process (ideation, inspiration, engaging non-
designers, etc.).  In this category we can ask: where in the design process are the cards 
used and how should they be used? Do they have a specific purpose and do they focus 
on a particular context? We identified three graduations of intended purpose & scope, 
ranging from very general to context specific. 
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General/Repository card systems provide inspiration and challenge designers to 
take another point of view. An example here are the Oblique Cards [7, 8], which can 
be engaged with at any time in any context to increase lateral thinking and stimulate 
design problem solving in general. These types of cards aim for open-ended inspira-
tion with little or no guidance on their use.  These cards mainly function as reposito-
ries for design methods, capturing well-known methods from important literature [15] 
and offload the task of remembering the many design methods.  

We also found various examples of cards, which focus on participatory design. 
They seek to develop sensitivity and empathy [24] for the context, and engage de-
signers and users in the process. Some cards are designed for a better communication 
between users and designers, examples here are the Questionable Concept Cards [1], 
which encourage criticism and debate or the Inspiration Cards [2] that require colla-
borative work between designers and domain experts using the cards.  

There are also context specific/ agenda-driven examples. This includes those cards 
focused on a particular context or design agenda as the Sound Design Deck [4], which 
facilitates sound design in games or the Design Play Cards [23], which focus on de-
signing for sustainability. 

Duration of Use/ When in Process. It is important to acknowledge the time invest-
ment that the various systems require – and to know when in the process they are 
used. This dimension includes key differences in the length of time ranging from one 
time use to sustained use of the system throughout the design process. Another aspect 
is the placement in the design process – whether the cards should be used in the very 
beginning, after initial field studies or prior to mockup sessions and prototyping.  Four 
groups were identified, which range from anywhere/anytime to at a specific point in 
time.  

The Oblique Cards are an example of cards that can be used anywhere/any time in 
the process. They can be useful in the very first phase of idea generation, but also 
when facing problems during the design, being stuck or looking for alternatives. 
Cards presenting a collection of methods as the IDEO Method Cards [16], are often 
positioned to be used as needed. As they provide a lot of different methods, some of 
those will fit in an early design stage, whereas others are for evaluation and testing.  
Other cards should be used at the beginning of the process as they provide input for 
further concept development; for example, PictureCARDs [12] are used after an ini-
tial field study and provide the basis for the card creation.  

The last aspect of time is that cards are used at a specific point, for example in a 
workshop. The Sound Design Deck is used in this way, when applying the introduced 
methodology. But even though most of the work with the cards is done in a short 
session (~2h), one should still refer back to the cards later in the design process. 

Methodology of Use. Some of the cards can be used very freely, whereas others pro-
vide a methodology how to use the cards. Some of the approaches are playful and 
game-like; some have rules or discreet steps that should be followed. This can be 
helpful to get started using the cards but might at the same time be restrictive. We 
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identified three groups in this category: no methodology, suggestion for use and spe-
cific instructions.   

Cards with no system are used ad-hoc with no suggested structured process pro-
vided by the authors. Cards of this type include IDEO [16], SUTD [14], and Oblique 
[7]. Most of the cards offer at least a basic suggestion for use. The DSKD Cards [17] 
come with a small brochure, which has some examples how the cards can be used. 
The authors of the PictureCARDs describe how they were using the cards, but there 
are no hard and fast, specific rules.  The last category describes cards in which specif-
ic instructions are given. The authors of the Sound Design Cards introduced a specific 
method of how to use the cards, including a workspace with four regions in which 
cards can be moved, thus facilitating idea generation and keeping track of the design 
work at the same time. Inspiration Cards [2] also provide specific instructions, noting 
where the cards should be arranged on a poster to formulate a design idea. 

Customization. Although we acknowledge that any technology tool will be adapted 
and appropriated into the user’s life, in this dimension, we describe the degree to 
which the tool provides for customization as part of its use. The first group we identi-
fied in this category is no customization. When we examine the SUTD, Oblique, etc 
cards, they are intended to be static and unchanged.  Cards offering trivial customiza-
tion, do not allow the user to add or modify content, but only to structure or group the 
cards.  This is the case with the IDEO iPhone app that in most respects replicates the 
paper cards [16] allowing the user to make groups and add cards to the groups. The 
Sound Design Deck provides for optional customization, whereas users can create 
their own cards and add them to a wiki. This is intended and welcome by the authors, 
as they aim to create a pattern language for sound design. The last group of cards 
requires customization in order to be utilized. Examples here are the Inspiration 
Cards, the Ideation Deck [6] or Questionable Concept Cards. The cards have to be 
created beforehand and are therefore applicable in the specific project, which helps 
the designer to get a better understanding of the project domain.  

Formal Qualities. While the focus of this paper is on “cards”, there are differences in 
the physical properties (2-sides, paper, size, shape), connections to virtual systems 
(stand alone or connected to objects in the room or in the virtual world), and appear-
ances (images, diagrams, words, color schemes, etc.)  Other formal qualities include 
issues such as the fact that some card systems have only one copy of a card vs. mul-
tiple copies, etc.  We do not provide for all possible configurations, however, we pro-
vide graduations according to the use of media. The simplest type of cards have only 
text or only images, while most of the cards combine text and image or illustration, 
like the Inspiration Cards or the PLEX Cards [3]. The authors of PLEX Cards present 
their evaluation of the cards, and describe feedback regarding the images. This feed-
back highlights the importance of choosing suitable images for cards—they claim that 
the image should be abstract enough to allow an open interpretation, but at the same 
time detailed enough so that the user can relate to and interpret it.  There are various 
card systems where the content is divided into different categories, as with the IDEO 
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Method cards or the SUTD Cards, which provides thematic structure in the cards and 
suggests how the cards relate to each other. Finally, there are some cards, which have 
a virtual component, as in the Sound Design Deck, which connects the physical cards 
to the online wiki providing additional information and example videos. 

 

Fig. 1. Classification of method cards  
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By plotting the card systems as shown in Figure 1, there are three archetypes or pat-
terns of design [26,28] that emerge: general purpose/repository cards, customizable 
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will be taken up in future work, however we can provide initial comments. Cards that 
are classified as “general purpose/repository” cards offer either a method repository or 
aim to stimulate inspiration and lateral thinking. They can be used during the whole 
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belong to the participatory design group and have specific instructions on how to use 
them to engage with end-users and non-designers. They are mainly used at a specific 
point in the design process and are composed of text and images. The third group 
includes “context specific” cards that are developed primarily to focus on a specific 
design agenda or context. They are primarily used at a specific point in time with 
specific instructions.  In the next section we discuss how this exercise of analysis  
helps the design research community make sense of card-based tools. 
 

 

Fig. 2. Method card design patterns 

3 Discussion 
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designers about when the cards can be used in the design process and what one should 
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3.2 Customization and Use of New Technology 

It was surprising that only few examples were found that offer customization directly, 
or in some form of digital component to augment the tool.  There is much interest in 
the development of robust technologies including QR codes, augmented reality, e-ink, 
etc. that bridge the gap between the digital and physical world with the aim of engag-
ing people into complicated work processes [27] or to capture lasting impressions of 
work. Showing similarities between individual cards within different card systems 
could go much further to reduce the time spent in the design process searching for 
appropriate methods. Various digital technologies could facilitate this by showing 
connections virtually or presenting additional information augmented onto the cards 
on the table or wall. Designers could add their own notes to cards and share those 
with their team members, which was a future development suggested also in [2], yet 
robust examples were not found in any of the card system except in [4], however, it is 
not clear that the digital components are used for anything more than a repository.  
This does however go beyond the digital representation approach offered in the  
iPhone App for the IDEO Method Cards. There is no connection to the physical world 
except that all of the digital cards are copies of the physical cards—there is no custo-
mization other than adding cards to groups.  In a sense, the digital app loses functio-
nality—the designer can not look at more than one card at a time, can not write on the 
card itself, and there is no new information despite the content being more than ten 
years old. In our future work we intend to explore meaningful ways of connecting 
physical card-based tools with interactive digital elements. 

3.3 Limitations 

While the present paper begins to sketch out the design space for design method 
cards, there are limitations that we would like to acknowledge.  Our list of method 
cards does not represent all method card systems, yet eighteen examples is adequate 
to begin to understand the design space.  We also did not provide in-depth reviews of 
each of the card systems, excluded the number of cards in each deck, etc. These limi-
tations do not diminish the contribution here, but rather signal important future work. 
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Abstract. Norman claims that designers are bereft of statistical knowledge to 
perform effectively [10], stating that designers must understand technology, 
business and psychology to support design decisions. For designers to acquire 
the necessary statistical skills, design curricula should incorporate statistical 
courses teaching systematic data collection and data analysis. This paper 
presents the development and formative usability tests of the prototypes of a 
software tool called DACADE intended to support design students collecting 
and analyzing data systematically early in the design phase. It uses a 2D map 
and a Napping® technique to support effective and efficient communication be-
tween designers and target audiences in the design decision process by provid-
ing visual data and descriptive statistics without needing statistical knowledge.  

Keywords: Software Engineering (Usability Testing), Human Factors in Soft-
ware Design (User Interfaces), user-centered design, human-centered design. 

1 Introduction 

With the spread of the Internet, large-scale data collection, analysis, and product/ 
service testing are feasible and cost-effective. Specialist companies provide statistical 
packages, such as SPSS to analyse test results as well as offering data entry services 
and even data analysis. This complements the trend of data mining in both the retail 
and the social media advertising domains. Inevitably, however, the analyses tend to be 
biased towards quantitative rather than qualitative outcomes; statistical procedures 
employed vary from simple Cluster Analysis to Multidimensional Scaling and Multi-
ple Regression, even Structural Equation Modelling. Design company clients will 
increasingly receive market research reports incorporating such analyses.  

In our study, we first interviewed 20 design students and 10 design lecturers at one 
University, followed by a survey of 51 universities with design courses in Australia, 
North America, Europe, United Kingdom, and Asia. Results revealed that none of the 
curricula included statistics, thus supporting Norman’s claim that design students do 
not understand statistical concepts. It is therefore legitimate to question future design-
ers’ ability to understand statistical information as well as their ability to engage  
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actively and meaningfully in this emerging world of statistical sophistication. Norman 
contends that they cannot [10]. The Data Collection and Analysis for Designers 
(DACADE) software tool described here aims to help future designers collect and 
analyze product-related data from prospective consumers.  

1.1 Existing Visual Statistical Tools 

Research shows that designers prefer visual information [6]. Following Kalviainen et 
al., [8], this study thus focuses on tools allowing visual data collection and analysis. 
Several visual research tools that automate data collection and analysis are available 
in the literature, including Computer Aided Kansei Engineering (CAKE) with XML 
[2], the Web-based 2 Dimensional (2D) analytical tool [9] allowing respondents to 
position images of products on a 2D map using Semantic Differentials (SD), 3), and 
others. Tools based on SDs scales require designers to pre-assign sets of bipolar ad-
jectives to product images (e.g. Bad – Good, Ugly – Pretty). Kalviainen et al., [8] 
proposed that product images with pre-assigned sets of bipolar adjectives could con-
strain the respondents’ possible suggestions and that respondents should be free to 
evaluate products as they see fit [8]. Some of the available tools assume that designers 
know statistics: none of these have been tailor-made for future designers. 

1.2 Napping® and 2D Map 

DACADE includes two techniques for collecting and analyzing opinion data. One 
allows evaluators to position product images on a blank screen in any way they like. 
Products positioned close to others are perceived to be similar; those positioned far 
apart are seen to be different. Once all images have been placed, evaluators enter ad-
jectives to represent the products/groupings meaningfully. Based on these evaluator-
selected terms, designers can then select suitable bipolar adjective pairs for further 
study. This technique is called projective mapping or Napping®. It is used widely in 
sensory analyses in the food industry [11]. Based on the sets of original adjective-
pairs, other respondents’ product perceptions can be tested in later design stages.  

Involving a 2D map that enables the direct reading of consumers’ perception, the 
second technique relies on designer-selected adjective-sets from which the designer 
generates a perceptual map of consumer perception. Perceptual maps are popular in 
marketing for studying the perception of products ranging from consumer products 
(e.g. toothpaste, cars) to activities (vacation spots, movies) [12]. DACADE uses per-
ceptual maps because they are easy to interpret, and they provide visual output as 
designers prefer. Marketing researchers and practitioners tend to rely on statistical 
software packages such as SPSS to run highly advanced statistical analyses that may 
be too complex for statistically naïve design students. Instead, DACADE uses nonpa-
rametric Guttman-Lingoes Series MDS [4, 5] that rely on visual and spatial informa-
tion for generating perceptual maps.  
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2 Initial Design and First Formative DACADE Usability Test 

DACADE was designed using User-Centred Design (UCD) [13] and the ISO-9241/11 
[7] definition of usability, i.e. effectiveness, efficiency, and user satisfaction. Five 
graduate design students evaluated the initial evaluation low-fidelity paper prototype 
in individual sessions, audio recorded with permission. A separate prototype was 
produced for each of four tasks, namely (1) designing a new study,  (2) editing an 
existing study, (3) collecting data (i.e. running the study) using both abovementioned 
techniques, and (4) conducting simple descriptive statistical analyses. The analysis 
component calculates the median, mode, and mean of the research data as well as 
providing a visual output of the distribution of objects tested. Written task instructions 
and relevant task scenarios were given; answers were written on a blank sheet of pa-
per. On each screen, participants placed a pen on the object they wished to select. 
Task requirements were generated separately for each task and given to participants 
one at a time. All tasks were completed in the same order (1-4). The stimuli com-
prised some 10 pictures of cars borrowed from Effendi [3]. Upon completing a task, 
participants filled in the System Usability Scale (SUS) [1] to assess user satisfaction. 
Notes were taken throughout the sessions; audio records were transcribed verbatim. 

Some 31 comments were made of which 15 concerned usability of the remaining 
16 issues; six clearly indicated that the students had not grasped the underlying statis-
tical concepts concerning the central tendencies of a distribution. For example, one 
participant said: “I think I like them, but I think it assumes that I already know what 
does this means or even what frequency or mean is, I want to do that, but maybe I 
don’t even know what that is. It seems like a basic thing someone should know in 
statistics”. This feedback such as this revealed the need for a tutorial component for 
designers to understand simple quantitative data analysis. Additional comments con-
cerned slight confusions. For example, the ‘Edit’ button was changed to ‘Add Image’. 
One participant did not recognize check boxes drawn on one screen, possibly because 
of the rough drawing. Six suggestions were made, for example: “I don’t see why I 
have to press Cool and click Insert. Wasting my time. Should be done automatically, 
just click Cool”. All of these were incorporated into the second prototype.  

3 Design and Test of the DACADE Tutorial 

The tutorial designed next, covers the four DACADE components as well as a basic 
explanation and illustration of descriptive statistics. The tutorial was first tested with 
four new participants who did not complete the tasks in the formal tool. In order to 
illustrate the calculation of the mean, mode, and median, a picture of bananas varying 
in size was produced as shown in Fig. 1. Surprisingly, the students perceived this as 
having sexual connotations, which was both inappropriate and embarrassing for the 
researcher. The image was therefore changed to a set of books as shown in Fig. 2. 
This appeared to convey the intended meaning. Several exercises were included in the 
tutorial. One required participants to calculate the mean, mode, and median of a set of 
numbers differing from those in the illustration, as shown in Fig. 3. Unfortunately, the 
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median had inadvertently been placed in the center of the distribution in Fig. 2. Rather 
than calculating the median of the unsorted data set as required, one participant simp-
ly counted the number of books from each end of the distribution, selecting the central 
number (“13”) without considering the values of the numbers in the data set. Evident-
ly, the concept was still not conveyed clearly enough. The image was therefore 
changed again to avoid the median being in the central position.  

 

Fig. 1. The original illustration of the mean, median and mode  

 
Fig. 2. The replacement illustration of the mean, median and mode  

 

Fig. 3. The data set shown in the tutorial exercise 

4 Second Formative Usability (and comprehension) Test 

As there were no additional usability issues or apparent comprehensibility issues, the 
next test, involving the revised tutorial and the revised DACADE tool, included a new 
sample of six participants together with the original instructions and tasks. Partici-
pants worked through the tutorial and exercises first. They were then given the  
cover story and the task instructions and asked to work with the tool. The results 
showed a distinct improvement to DACADE: only five (9.43%) of the 53 issues were 

Find the mean, median and mode, for the following list of values: 
13, 18, 13, 14, 13, 16, 14, 21, 13 
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usability-related. However, some 19 (35.85%) issues concerned a lack of comprehen-
sion. Another 17 (32.08%) were suggestions, eight (15.09%) were participants’ unca-
tegorized comments, and four (7.55%) were the researcher’s observations.  

Among the comprehension issues, one showed that participants had difficulties un-
derstanding the purpose and meaning of the 2D map, shown in Fig. 4. In both the 
tutorial and the tool, references were made to a fictitious study of water bottles. In one 
tutorial exercise, participants were asked to identify the most interesting and modern 
water bottle, the most traditional and boring bottle, and so forth. We explained that, 
for both sets of adjectives (boring-interesting and traditional-modern), ‘more is bet-
ter’, with the most negative term placed on the bottom and to the left, with the most 
positive term placed at the top and to the right. 

 

 
Fig. 4. A perceptual map showing the placement of eighteen water bottles 

We also explained the meaning of clusters (mode), and so on. Still, when asked to 
interpret the contents of the map in Fig. 4, said to represent the placement of bottles 
by another participant, one participant, noting certain similarities between bottles, 
said: “Its like more of a sample, I would say they should be in the same place, because 
they are all the same. Similar bottles should be in the same place, like now they are 
kind of everywhere. They are all the same”. Similarly, when asked to identify the best 
bottle, one participant said: “The answer is R, because it is made of metal, so you can 
bring it on to outdoors or, go [on an] expedition, that’s my judgment”. Another partic-
ipant said: “The best bottle, it depends on environmentally, or the needs, like a flask 
or something, for me I’ll just go for B”. Another participant, who was unsure of the 
position on a 2D map, asked, “Does it matter if it is located further up on the qua-
drant?” This participant further commented that the perceptual map, “…itself looks 
very statistical and technical; you need to make it more fun and interesting. I want to 
be able to enjoy the graphics. It really depends on how you design this later” At this 
stage, we are at a loss as to how to convey the meaning of visually presented data 
more clearly, but this problem must be solved before redesigning the prototype.  

Other misunderstandings were due the prototype being presented on paper. For ex-
ample, as shown in Figure 5, two participants did not recognize that the meaning of a 
greyed-out button was the same as on a computer.  
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Fig. 5. A screen with a greyed-out button 

Participants were also confused about adding a new map on a paper screen. That 
function enables designers to add one or more 2D maps to be tested in their study. 
However, instead of adding a new map, they just changed the adjectives on the exist-
ing map. This will hopefully be overcome once we use high-fidelity prototypes.  

One participant wanted a definition of the term ‘adjectives’, “The word adjective 
might confuse people. I think 90% of people don’t read instruction manuals; there 
should be some rough instructions. You can add a link or a question mark symbol so 
that people can click on them to get some hints. Or roll over to get some tips”. Tool-
tips will be provided in the implemented version of DACADE. Another suggestion 
was to present the tool online, to enable the designers to involve more people in their 
studies. While large samples make sense, one of the aims of DACADE is to educate 
design students and help them to interact and communicate with prospective consum-
ers face-to-face. In future, DACADE might be extended once designers begin to use 
it, but for the moment, this suggestion will not be considered. Failing to understand 
the concepts of groups of participants and total number of participants, some partici-
pants suggested that DACADE should allow an unlimited number of participants, 
which it does, but also that the number of participants in a group should not be  
constrained. That is, they wanted the concept of participant-groups removed. This is 
infeasible because the tool is specifically designed to guide them in conducting sys-
tematic research. This includes the ability to compare between-group responses, e.g. 
seniors versus teenagers, or allowing the same number of males and females.  

Participants made several good suggestions, for example, adding clear instruction 
to consumers to position images on a 2D map or a blank screen because consumers 
will not be reading the tutorial. For the task of creating a new study, it is clear that 
additional instructions are needed. However, in the light of the comment that “…90% 
of people don’t read instructions”, it is difficult to balance the amount of instructional 
text and diagrams. One possible solution is to animate the tutorial, thereby changing it 
to a ‘show and tell’ show, with voice-overs and animated diagrams only. This may be 
done later. Note, however, that if students are unfamiliar with terms such as ‘adjec-
tives’, even a voice-over will not necessarily help them. Another suggestion was to 
enable simultaneous display of all images to be placed on the map instead of present-
ing them one by one. This will be done to give consumers a general idea of the entire 
range of product images to be positioned from the start of the task. In previous re-
search [2,9], images were presented one at a time or in pairs.   



 The Design and Usability Testing of DACADE 493 

 

One important observation was that participants looked bored while working 
through the tutorial. They complained that it was too long and had too much text, 
again suggesting that animation may be best for creating a playful, yet useful and 
comprehensive tutorial while retaining its brevity. Finally, it was clear that some par-
ticipants failed to read the tasks thoroughly; they needed several reminders to refer to 
the task instructions on how to proceed.  

5 Second Formative Usability (and comprehension) Test 

Usability goals were set for both tests in terms of the number of questions, hints, and 
errors allowed during the usability tests. Table 1 shows the distributions of these for 
each of the four tasks and the results for both usability tests of the DACADE tool.  

Table 1. The usability goals set for both tests according to tasks 

Tasks Test1 Test2 

NS ES CD RA  NS ES CD RA 
Questions 3 2 1 3 2 0 0 2 

Hints 2 1 1 1 1 1 0 1 
Errors 2 2 1 2 0 0 0 0 
Results P P P F P P P P 

*Note: NS=New Study, ES=Edit Study, CD=Collecting Data, RA=Running analyses, P=Pass, F=Fail 

 
The between-task variation in these numbers in Test 1 was based on our best guess 

of the difficulty associated with each task. Clearly, the task of ‘Running one or more 
analyses’ or RA was most difficult, as it was the only task that failed in Test 1. In Test 
2, the goals were based on the outcome of Test 1. Note that the goals were more strin-
gent in Test 2 than in Test 1 because we assumed that the tutorial added in Test 2 
would enable participants to understand the descriptive statistics and interpret the 
perceptual maps. The fact that all four tasks passed in Test 2 could lead one to misin-
terpret the tool’s apparent effectiveness. In cases in which user comprehension may 
be as important as, if not more important than, usability, comprehension should be 
added in the task protocol as a separate variable in the performance assessment.  

6 Conclusion and Next Steps 

This paper described the design of a visual statistical technique to help future design-
ers understand consumers’ product perceptions. We showed that it was relatively easy 
to identify and eliminate usability problems, but that finding effective ways to convey 
even simple statistical knowledge is fraught with unforeseen difficulties.   

The issues from the second usability test are now being addressed, but rather than 
producing a slightly another prototype, DACADE will be implemented, and profes-
sional designers will be consulted on its look and feel. It is anticipated that the results 
of a user acceptance study will be available by the time INTERACT’2013 takes place.  
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Abstract. In this paper we propose the concept of 'active' and 'passive' physical-
ity as mental models to help in understanding the role of low fidelity prototypes 
in the design process for computer embedded products. We define ‘active phys-
icality’ as how the prototype and its software react to users and ‘passive physi-
cality’ as how the prototype looks and feels offline. User trials of four different 
types of ‘low fidelity’ prototypes were undertaken using an existing product as 
the datum. Each prototype was analysed in terms of active and passive physical-
ity and user responses were collated and compared qualitatively and quantita-
tively. The results suggest that prototypes that balance both active and passive 
physicality produce data closer to the final device than those that are strong in 
one at the expense of the other. 

Keywords: Physicality, interactive prototypes, computer embedded products, 
design, product design, iterative product development, information appliances. 

1 Introduction 

This paper builds on previous research on physicality and low fidelity interactive proto-
types. Virzi et al. [1] found that there was little difference in usability data for high and 
low fidelity models of standard two dimensional graphical interfaces and an interactive 
voice response system. Yet a number of researchers [2] [3] felt that the concept of low 
verses high fidelity is not quite enough to convey the whole manner of situations that 
prototypes are constructed for. McCurdy et al. [3] argued for a mixed approach that 
allowed various aspects of a prototype to be built at different fidelity levels according to 
the design component being prototyped. They go on to suggest that there are five ‘di-
mensions’ or fidelity aspects that can be defined as somewhere between high and low 
within the same prototype, namely, aesthetics, depth of functionality, breadth of func-
tionality, richness of data and richness of interactivity. So far this concept of mixed 
fidelity has been trialled with software but not physical prototypes. Despite several au-
thors conducting studies on prototypes of computer embedded devices the physical 
properties of both the model and interaction have been largely ignored.  

In 2008 we demonstrated that in order to trial an interactive device with users an 
interactive prototype must be constructed [4]. The same study went on to lower both 
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the level of physical fidelity of the model and the visual fidelity of interface until 
usability data started to significantly differ from the results of the final device. It was 
proposed that subtle differences in physicality, in this case removing the tactile feed-
back of buttons, affected the results suggesting that considerations of physicality are 
more important than the level of fidelity. This poses the question of how we ‘consid-
er’ physicality.  

However, a study published in 2009, demonstrated that some effects of physicality 
on user trials were only apparent through in-depth analysis because the effects were 
often subtle and the picture sometimes confusing [5]. This study seeks to clarify the 
position physicality occupies in user interactions. 

The 2009 study sought to uncover the resulting differences in physicality based on 
low, medium and high(er) fidelity prototypes. In this study physicality was considered 
to fall under two areas: the physicality of the device (e.g. form, finish, weight) and the 
physicality of the interaction (the feel of the buttons and wheel in this case).  But this 
method only allows the prototypes to be described and not directly compared which is 
essential when using physicality to determine the differences between the prototypes 
on trial. The physicality of the device and interaction was an appropriate way to de-
scribe the prototypes and, with subsequent analysis, this has been adapted to form the 
concept of ‘passive’ and ‘active’ physicality where: 

Passive Physicality is how the prototype looks and feels when turned off, for ex-
ample the weight, finish and button locations. 

Active Physicality is how the prototype reacts to the users, typically the reaction 
of the interface (software), the feel of the buttons when operated (or sliders, dials, 
screen etc.) 

To explain these terms a useful starting point is that of Dix et al. [6] who regard the 
physical device removed from its context and ‘separated’ from its digital operation in 
order to consider the mapping of the device ‘unplugged’. This is the basis of ‘passive’ 
physicality; the judgments that can be made about the device without switching it on. 
Do you grasp a cup by its handle or by the body? Decisions are made about the com-
fort of the cup’s handle by its appearance and the perceived weight of the contents of 
the cup [7]. Passive physicality also has its roots in Gibson’s description of affor-
dances [8] which suggest ways of interaction. Affordances are not simply a property 
of the object; they are the way a specific user relates to that object. When Norman [9] 
applied Gibson’s idea to design; he divided the idea of affordances into those of real 
and perceived affordances. Whilst real affordances tell the user what they could ac-
tually do with the device, meaningful or not, perceived affordances tell the user ‘what 
actions can be performed on an object and, to some extent, how to do them’.  Yet 
passive physicality is more than affordances, it includes the physical properties of the 
device, its weight, finish and locations of the interactions. 

Active physicality is concerned with the interactive portion of the device; what 
happens when the device is being used. It is still the physical that is of concern but in 
relation to the device’s purpose and ease of use; how buttons operate the interface and 
how those buttons (or any interactions) feel when operated. 

The exact drivers behind active and passive physicality might differ depending on 
the product being prototyped but the essence of active and passive physicality will 
remain. 
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This study proposes that a prototype can be considered by its level of active and 
passive physicality. For example, a prototype that is driven by the technology of the 
experience rather than the proposed size of the design would have a high level of 
active physicality but low passive physicality. 

By attempting to understand physicality and using this to drive the physicality of 
low fidelity prototypes we aim to draw out just how physicality can be used by the 
designer to create efficient low fidelity prototypes. The efficiency of a prototype is of 
great importance; an efficient prototype can supply reliable data for a fraction of the 
cost of a high fidelity prototype enabling an iterative process. The early stages of the 
typical user-centred design process are highly iterative in order to react to and inform 
the developing project. User trials are a key tool to gathering data needed to inform 
the project, techniques include rapid ethnography [10], usability evaluation [11] and 
task centered walkthroughs all of which can be supported by interactive prototypes, 
and these prototypes need to be fast, low-cost and stage appropriate. This paper 
presents an early stage study on four low fidelity prototypes of the same device. 

2 Methodology 

2.1 The Prototypes 

An existing product was chosen to provide a datum against which the retrospectively 
developed prototypes could be measured. The choice to retro-prototype an existing 
device as a method was taken after considerable thought. The alternative would have 
been the development of a new device. Both methods have been used in prototype 
evaluation studies [4] [12]. Retro-prototyping was chosen because it has the benefit of 
access to a real, mass produced product, identified by the manufacturer as a worth-
while idea and having successfully undergone a product development process. The 
finished device can be used to compare the results from the user study in a manner 
that is all but impossible to recreate in a research study. 

 

Fig. 1. The iRiver SPINN 
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The product chosen was the iRiver Spinn (Figure 1), a personal music player. The 
main features and interactions of the iRiver Spinn are shown in Figure 2. 

Four low fidelity prototypes were constructed using techniques currently in use in 
industry. Each prototype was planned giving due consideration to active and passive 
physicality levels, with the intention of placing one in each of the quadrants shown in 
the graph in Figure 3. 

 

Fig. 2. The interactions of the iRiver Spinn 

 

 

Fig. 3. Areas of physicality 
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Fig. 5. Prototype 1: Foam prototype 

 

 

 

Fig. 6. Prototype 2: IE4 

The physical model for Prototype 3 (Figure 7; named ‘appearance model’) was in-
tended to reflect the final device as accurately as possible. The form was rapid proto-
typed (using FDM) then finished to facsimile level. The Flash interface was operated 
by the participant on a touch screen tablet. 
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Fig. 7. Prototype 3: Appearance prototype 

 

Fig. 8. Prototype 4: Arduino prototype 

A rough foam model was constructed for Prototype 4 (Figure 8; named ‘Arduino’) to 
accommodate the off-the-shelf buttons and dial. The dial was connected to an Ardui-
no [16] which received the analogue signals and outputted them to the computer run-
ning the Flash interface. The buttons were connected to an IE4. Due to the extra code 
required for the Arduino, the interface was shown on a laptop rather than the touch 
screen tablet. 

2.2 Assessing Physicality  

Each of the prototypes was analyzed in terms of active and passive physicality. The 
main factors in the design that would determine the passive physicality levels of the 
prototype were determined to be: scale, form, finish and button location. For active 
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physicality the main issues were: Spinn physical feedback, Spinn digital feedback, 
button physical feedback and button digital feedback. Initially a ‘scoring’ system was 
trialed but this was discarded, for when we call a prototype ‘low’ fidelity we do not 
assign that ‘lowness’ a value, as designers we intrinsically know when a prototype is 
low fidelity. It is only when conducting studies such as this that a prototype is consi-
dered lower or higher than another. Figure 9 shows the considerations for assessing 
each prototype. 

  
Prototype Passive physicality  Active physicality 
Blue Foam Low 

This prototype looks approx-
imate and feels light, buttons 
are obviously cardboard and 
not working. 

Low 
Buttons are obviously intangible 
and the participant is speaking 
through their expected interac-
tions which are being inter-
preted by the facilitator who is 
operating the Flash based inter-
face.  

IE 4 Mid 
This prototype looks reasona-
ble with no distracting wires. 
The prototype can be held 
comfortably yet it is very ob-
viously an early stage proto-
type. 

Mid 
Interactions mimic the design 
intent satisfactorily directly 
operating the interface which is 
a reasonable approximation of 
the design intent. 

Appearance 
model 

High 
The prototype looks and feels 
very similar to the final prod-
uct. 

Low 
The interactions are not obvious 
as the participant does not use 
the tangible prototype to operate 
the interface; instead the inter-
face is operated on a touch 
screen breaking the link be-
tween the tangible product and 
its interface. 

Arduino  Low  
The prototype has tacked on 
switches and wires are distrac-
tingly apparent in both the 
aesthetics and tangibility of 
this prototype. 

High  
The prototype accurately mim-
ics the way the final device feels 
when it is operated, both in the 
way the buttons work and the 
functionality of the interface. 

Fig. 9. Assessing the levels of active and passive physicality of the prototypes  

The Appearance and Arduino prototypes are high in one area of physicality at the 
expense of the other, whilst the Foam and IE4 prototypes ‘balance’ both active and 
passive physicality, as shown in Figure 10. 
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Fig. 10. The resulting physicality of each of the prototypes 

2.3 The User Study 

40 participants were recruited for the study (eight per prototype [17]), two did not turn 
up and three tests were rejected due to technical difficulties so the total number in-
cluded in this analysis is 35.  

16 of the participants were female and 19 were male. Participants were screened in 
accordance with the target market identified by iRiver to be between 23 and 45 years 
old; recruited participants fell predominately into the <28 (49%) or 29-33 (34%) age 
groups. All listened to music on a dedicated player or mobile phone and none had 
used the iRiver Spinn before.  

Task-orientated trials, typical of usability trials, can be an effective way to demon-
strate the product to a participant in a controlled manner and the participants were 
encouraged to ‘think aloud’ during the study to communicate their thought process 
[18]. Five tasks were chosen to introduce the participant sequentially to the device 
and no time constraint was imposed for the tasks. The tasks were: 

Task 1: Turn the device on 
Task 2: Find and play a specific track 
Task 3: Adjust the volume of the track 
Task 4: Stop the track and navigate to the first screen 
Task 5: Turn the device off 

Next, each participant was asked to scroll through the main menu titles and discuss 
what they expected within each menu. This user-led exploration ensured each partici-
pant had the same knowledge of the features of the device. After which a semi-
structured interview sought to gain feedback about both the physical design and the 
users’ interaction experience of the product. The explicit nature of the tasks and user-
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led exploration is one of the recommendations to reduce the evaluator effect on  
studies [19]. 

Finally, users were introduced to all the prototypes and asked to fill in a question-
naire ranking the quality of feel, appearance and quality of interaction for each of the 
prototypes. This enabled the participants to directly compare prototypes and offer an 
opinion about their construction. 

Participants were bought into a controlled environment and the entire user trial was 
recorded on video. A facilitator ran the study with an observer monitoring the study 
via the video link. The observer was able to ensure continuity across the studies; this 
was deemed more suitable than introducing them as a second evaluator due to their 
level of experience with the prototypes and user testing methodologies. The Facilita-
tor has conducted a number of similar studies before in a research and commercial 
context and is therefore able to reflect on techniques with colleagues of similar expe-
rience. Thus although the evaluator effect cannot be eliminated, it has been consi-
dered for this study [19]. 

3 Results of the User Trial 

The analysis was performed by the facilitator. Discourse analysis provided a frame-
work to analyse the video footage of the tasks, menu exploration and semi-structured 
interview. The strength of this approach is that it gives the ability to structure the 
conversational feedback typical of this type of study in a rigorous manner. The video 
footage was reviewed with event logging software and comments were assigned 
‘codes’ based on the type of comment. 50 comment groups were recorded in total.  In 
order to compare the prototypes comments made by just one participant were re-
moved. These comments were then reviewed and collated to form high-level design 
recommendations typical of a report from user trials [20]. Further recommendations 
could be drawn from the data produced by the studies that would be used in a com-
mercial context. For the purpose of this study only the comments that have emerged 
through the formal discourse analysis are included. It is important to note that the 
recommendations themselves are not important to this study and have therefore been 
simplified for this paper; it is the number of recommendations identified for each 
prototype in relation to the final device that is of importance in this context. The ten 
key comments that the design recommendations address are: 

1. Help required from the facilitator 
2. Difficulties in finding the required interaction 
3. Tried other interactions 
4. Pressed back to stop track playing 
5. Tried turning dial to get to pause icon 
6. Observation that it looks like a touch screen device 
7. Like the ‘Spinn’ interaction 
8. Long-winded interface 
9. No unique selling point 

10. Vertical menu navigation not obvious 
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Fig. 11. The ten key comments addressed by the design recommendations 

Figure 12 shows the results of the ranking exercise where each of the participants 
were introduced to all the prototypes and asked to give a rating where 6 is positive 
and 1 is negative. The participants were asked to rate three elements of the prototypes; 
the ‘quality of feel’ and ‘appearance’ which aimed to prompt the participant to con-
sider the passive physicality elements and the ‘quality of interaction’ roughly equates 
to active physicality. Although these terms cannot be directly described as active and 
passive physicality, it goes some way to enable a comparison to the assessment of 
physicality shown in Figure 10. The data from the prototype the participant used for 
the study was not included to eliminate any bias from familiarity with the prototype. 
Figure 12 shows participants consider the foam prototype to have a low ranking but 
roughly equal for both elements which supports our assessment of the prototype to be 
low in both active and passive physicality. Likewise the appearance and Arduino are 
ranked in a similar way to our assessment. The IE4 gives interesting results with it 
being considered a higher quality of interaction than the Arduino and a more marked 
difference between active and passive physicality than anticipated. It could be that the 
visual aspects of physicality are undervalued in the current definition of passive phys-
icality or that these questions are not adequate at obtaining participants views of ac-
tive and passive physicality, this is beyond the scope of this paper but could be an  
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interesting topic for further research. This exercise enabled participants to reflect on 
the prototypes themselves during the ranking exercise and the comments made were 
also captured, these will be brought into the discussion. 

 

 

Fig. 12. Data from the ranking exercise; comparing the prototypes  

4 Limitations of the Study 

This study is recognized to have limitations that could be addressed in future work. 
The study has been designed, conducted and analyzed by one of the authors; therefore 
presumptions concerning active and passive physicality will inevitably influence the 
outcomes. Future work would seek to determine if the notion of active and passive 
physicality are applicable beyond this study. This is planned in a number of ways; 
firstly by re-evaluating studies conducted prior to the active and passive physicality 
notion, secondly by seeking discussion with those involved with interactive prototyp-
ing from an academic and commercial context, and finally by evaluating future stu-
dies conducted by colleagues. 

5 Discussion 

In Figures 11 and 12 the IE4 prototype appears to give feedback that is closest to the 
final iRiver device. These will be discussed along with other, more subtle, differences 
across the prototypes bringing in comments from the ranking exercise. Observations 
fall into two categories; recommendations about the design and obstructions caused 
by the prototype. Recommendations positively help identify how the design can be 
improved whilst obstructions are caused by features of the prototype that hinder par-
ticipants in giving meaningful feedback. 
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5.1 Recommendations about the Design 

Physicality of the Dial.  
The IE4 prototype was the only prototype that highlighted participants trying to turn 
the dial to get to the pause function. The physicality of the dial itself could be the 
cause of this, for the IE4 each rotation has a distinct ‘click’ which causes a reaction in 
the interface. However the Arduino prototype did not produce this feedback and its 
dial had a similar physicality to the final device. This suggests that there must be 
something else about the prototype that causes the participant to miss feedback for 
this design recommendation. Several users made comments about the wires of the 
Arduino prototype being “very distracting” and looking “messier” than the other pro-
totypes, this ‘messier’ appearance could possibly be the cause of this.  

Information Architecture.  
The feedback that the interface was longwinded was a common comment from partic-
ipants of the trial with the final device. The IE4 and Appearance model were both 
good at drawing the same feedback. The Foam prototype was not able to elucidate 
this, possibly because the participant was not directly manipulating the prototype and 
therefore not creating the direct mental link between the physical and digital ‘I did not 
like the fact that I couldn't control the device (interface) from the model’. Meanwhile 
the Arduino prototype produced few comments about this possibly because the novel-
ty of the prototype itself suppressed the participant’s potential frustration with the 
navigation of the interface “this thing (dial) works alright. I quite like the ability to 
click”. The IE4 seems to give a very direct feel between the interface and interaction, 
mimicking the final device well. The Appearance model forced the participant to have 
to continually press the scroll button to navigate the interface, highlighting the sheer 
number of button presses required to navigate the interface “Very tedious going 
through all the songs like this”. 

5.2 Obstructions Caused by the Prototypes 

Modeling Physical Interfaces on a Touch Screen.  
The Appearance model used a touch screen for the interactive element of the proto-
type. This prototype gave participants the least difficulties in finding the interactions. 
Due to the need to represent all the buttons on a touch-screen this prototype clearly 
indicated where interactions were, even when they were on the side of the device. 
This made the interactions more obvious for those using this prototype than would 
otherwise have been. Paradoxically, the very usability of the touchscreen prototype 
devalues it given the issues users had with the real device. 

Obstacles to the Participants Understanding the Prototype.  
Figure 11 shows the Foam and Arduino prototypes forced participants to ask for the 
most help from the facilitator. The Foam model requires the participant to fully en-
gage with the ‘speak aloud protocol’ because the buttons provide no active feedback. 
The participant therefore has to wait for the facilitator to operate the interface. In con-
trast, the Arduino prototype allows the participant to operate it independently, but it 
may be that the appearance of the wires that seem to the biggest barrier to acceptance. 
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It may also be that techniques which require the participant to understand the way in 
which the prototype works are not suited for this type of early stage trial. 

5.3 Overview of the Four Prototypes 

The IE4 Prototype.  
The real-time nature and simplicity of this prototype seem to be the important factors 
in making this prototype the most effective of the prototypes. Participants were able 
to operate and receive immediate feedback from the interface without an overly com-
plicated looking prototype or altering the scale and form of the model. “I felt very 
little difference in terms of the final version and white model (IE4) for the quality of 
interaction - white model (IE4) had a few blips but nothing that is stopping me using 
the device successfully.” “The addition of working buttons on the prototypes increas-
es the quality of the feel, as the ways in which interaction occurs can be more readily 
envisioned.” 

The Foam Prototype.  
This prototype used the ‘speak out loud’ protocol for participants to engage with the 
interface. Results show that this prototype was less effective at enabling participants 
to build a mental model of the device resulting in reduced effectiveness of the com-
ments received. “The colour, weight, size and cable connections play a big part of my 
initial interaction with a product, for this reason the blue foam compared to the final 
unit was clearly a visual aid as opposed to actual real product comparison.” 

The Arduino Prototype.  
Participants required more assistance using this prototype. This was a surprise from 
the most interactive of the prototypes. Participants seemed to be affected by the wires 
and appearance of this prototype. “The model with blue foam & wires looks messier 
than the blue foam model but it looks a little bit more functional than the model with 
blue foam alone.” 

The Appearance Prototype.  
This prototype used a touch screen to convey the interactions of the prototype. Partic-
ipants did not identify as many usability errors and had the weakest performance in 
relation to the final device. This outcome supports Gill et al.’s study in which it was 
proposed that interactions are easier for a participant to identify on a screen [4]. “Al-
though the silver model (appearance model) looked more like the final version, I did 
not like the fact that I couldn't control the device from the model and I didn't think 
having the model alone, without much interaction, was very worthwhile.” 

6 Conclusion and Application 

The four prototypes trialled in this study explored different aspects of active and pas-
sive physicality. The results show that both active and passive physicality are impor-
tant considerations for early stage user feedback; but it is an even balance of these that 
produces the most effective prototypes, as seen in the IE4 and Foam prototypes.  
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Resources should not be used exclusively to ensure the prototype functions well in an 
electronics and interaction sense (active physicality) if it severely impacts the way the 
prototype looks or can be held by the user (passive physicality). Likewise, resources 
spent creating a prototype that looks very close to a final device are not effective if 
interactions are not well supported. 

The IE4 and Foam prototype provided the most accurate data compared to the user 
experience of the real device. Both the IE4 (£760) and Foam prototype (£60) were of 
balanced physicality. The Arduino (£1,100) was very strong on active physicality to 
the detriment of passive physicality whilst the Appearance model (£1,160) was very 
high on passive physicality but low on active physicality. This suggests that it is those 
prototypes that are well balanced that are the most effective in this study. Since they 
are also cheaper they represent strong value for money.2 

The prototype has long been accepted as a valuable approach to creating valuable 
and insightful design outputs. However, for interactive devices that have both a phys-
ical and digital form, visual fidelity alone is clearly not enough to fully conceive the 
complete prototype and ensure it will accurately fulfil its purpose. Whilst visual and 
dimensional fidelity is very much the staple of prototyping, physical fidelity clearly 
has a role in creating a well-targeted prototype. This study indicates that for interac-
tive prototyping, ‘physicality’ needs to be an even combination of active and passive 
physicality. 

7 Future Work 

Future work needs to be conducted to determine if active and passive physicality can 
be usefully used in assessing prototypes beyond those used in this study. The outcome 
of this study indicates that a balanced prototype is the most effective. The prototypes 
used in previous studies [4] [5] should now be assessed in terms of physicality to 
determine for example if notions of active and passive physicality aid in determining 
why the data for the ‘flat-face’ prototype differed considerably from the final device. 
In addition prototypes used in studies by other authors could be categorized to see 
how they relate to our prototypes.  
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Abstract. We present CapTUI, an innovative drawing tool that detects tangible 
drawing instruments on a capacitive multi-touch tablet. There are three core 
components to the system: the tangible hardware, the recognizer used to identi-
fy the tangibles and the drawing software that works in tandem with the tan-
gibles to provide intelligent visual drawing guides. Our recognizable tangible 
drawing instruments are a ruler, protractor and set square. Users employ these 
familiar physical instruments to construct digital ink drawings on a tablet in an 
intuitive and engaging manner. The visual drawing guides enhance the expe-
rience by offering the user helpful cues and functionalities to assist them to 
draw more accurately. A user evaluation comparing CapTUI to an application 
with passive tools showed that users significantly preferred CapTUI and found 
that the visual guides provide greater accuracy when drawing. 

Keywords: TUI, tangible, multi-touch, physical interaction, capacitive, draw-
ing tools. 

1 Introduction 

CapTUI is an innovative drawing application for capacitive multi-touch tablets that 
detects tangible drawing instruments. To develop CapTUI we have designed and con-
structed tangibles, developed a recognizer to detect the tangibles on a capacitive touch 
display, and built drawing software that works in tandem with the tangibles to provide 
intelligent visual drawing guides. 

A skill acquired very early in life is the ability to manipulate tangible objects. As a 
case-in-point, mathematics education has long used manipulatives for introducing 
young children to mathematical concepts as their intuitive understanding of the physi-
cal enables them to transition into the realm of the conceptual [1-3]. Using tangibles 
for computing operations takes advantage of this existing skillset: pen-based interac-
tion is a testament to this. Tangibles lower the level of interaction abstraction allow-
ing users to apply their natural tool-based skillset to the digital environment. The use 
of tangibles on touch displays has been shown to improve interaction with interface 
objects as they are easier to manipulate, acquire and control in comparison to virtual 
objects [4]. 
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Though the stylus has long been available as a drawing instrument for digital can-
vases, other instruments have not yet been explored. In addition to stylus input, de-
signers often use passive tools such as rulers or French curves on tablets to guide 
drawing. Converting these passive tools to active tools seems a promising evolution 
for drawing based content creation. We have created three recognizable tangible 
drawing instruments: a ruler, protractor and set square. Through our application, users 
are able to apply these familiar physical instruments to construct digital ink drawings 
on multi-touch tablets. Transforming passive instruments into active tools, as we have 
done here, allows further intelligence to be built into the system. To our knowledge, 
recognizable tangible drawing tools (other than styli) have not been used on capaci-
tive touch displays for creating electronic content. 

Touch surfaces are a well-established technology. Small touch sensitive devices, 
e.g. phones and tablets, typically have capacitive displays, larger touch devices, such 
as tabletops, have camera-based detectors. Tangibles on tabletops have been explored 
for many years e.g. [5-8]. These systems typically use cameras to capture the position 
of the tangible; this requires specialist equipment and environments. The advantage of 
capacitive touch is that it is built into many 
readily available tablets that are portable and 
require no special environment. Using capaci-
tive touch alters the recognition approach from 
image processing to gesture processing of the 
touch points. Touch points may be fingertips or 
conductive material [9] given that capacitive 
displays detect touch via the electrical proper-
ties of fingertips. As an extension of recent 
techniques [9] we have devised a novel ap-
proach which enables tangible drawing tools to 
work with capacitive displays (Fig. 1). 

To our knowledge tangible geometry draw-
ing tools have not been used in this context before. There are two key contributions of 
this research: the design and construction of tangible drawing tools for capacitive 
touch surfaces, and visual drawing guides to enhance the geometric drawing expe-
rience. Together, these enhancements have the potential to provide benefits over using 
passive drawing tools on a screen. In a user evaluation, we explore this idea by com-
paring our prototype, CapTUI, to drawing with passive tangibles. Possible areas of 
application for our system include design fields such as architecture and mathematics 
education. 

2 Related Work 

Physical objects are beneficial for learning [10, 11]. For example, manipulatives have 
been used for years to assist in mathematics education [1-3]. Similarly tangibles are a 
particularly useful tool for children when interacting with technology because of the 
added physicality [4, 12, 13]. Other advantages of tangibles include increasing ex-
plorative behaviour [14], reducing conflicts in cooperation [15, 16], encouraging  

 

Fig. 1. CapTUI 
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prolonged engagement [17, 18] and acting as a useful aid to problem solving in com-
parison to standard graphical user interfaces [19]. Tangibles have been used to en-
hance physics and mathematics learning [20, 21] while other e-learning tools link 
geometry with algebra in order to augment the learning experience [22, 23]. 

The use of tangibles on touch surfaces has been shown to improve interaction with 
interface objects. Tuddenham et al [4] compared the use of tangibles and virtual ob-
jects on multi-touch interfaces. They found that when using the tangible objects sig-
nificantly fewer errors were made and significantly less time was taken to acquire and 
manipulate the objects. 

Limited work has been done in the area of tangibles on capacitive touch screens. 
SmartSkin is an early system that used capacitive sensing with a mesh shaped antenna 
to detect hands and objects [24]. Conductive materials were attached to blocks in 
patterns to allow objects to be identified. Yu et al [9] present three tangible technolo-
gies for use on capacitive touch surfaces: spatial, frequency and hybrid. Their spatial 
tangibles employ patterns for object identification, from at least four touch points. 
Four touch points can be limiting if users have multiple tangibles on touch surfaces 
that are limited in the number of touch points they are able to detect. Frequency tan-
gibles use a modulation circuit to generate touches of varying frequency. They only 
require one touch point; however they rely on a power source, are unable to detect 
object orientation, and are limited in tracking fast movements. The hybrid tangible 
combines the spatial and frequency technologies to address the aforementioned issues. 
Our observation is that the tangibles they have presented are quite large in size – par-
ticularly thickness, in comparison to our tangibles. They report that the size of the 
circuit board alone is 2x3x3cm. AppMATes1 are another example of tangible objects, 
in the form of toy cars that can be used on the Apple iPad. The cars are uniquely iden-
tifiable using touch point patterns. More recently [25] stackable tangibles, sliders and 
dials for capacitive screens have been introduced. The stackable tangibles are able to 
sense changes in capacitance when blocks are placed on top of them – this in turn 
modifies the touch point pattern for identification. The dials and sliders are made of 
conductive zebra rubber and also use unique touch point patterns for identification. 

Very few studies have been performed testing the usability of tangibles on capaci-
tive displays. One study compared CapWidgets [26], tangible dials designed for mo-
bile capacitive screens, to touch dials. The results showed that touch was significantly 
faster and rated higher for usefulness, satisfaction, ease of use, and learnability but 
there was no significant difference in precision. They identified aspects of the design 
of the tangibles and the software to be the main hindrance to the usability of their 
system. Jansen et al [27] designed tangible remote controllers for wall sized displays. 
The tangibles are manipulated on a capacitive tablet as a way of interacting with a 
wall sized display. The tangibles were stuck to the tablet to allow mobility and to 
reduce the need for visual attention.  They used various conductive materials includ-
ing conductive foam and ink to construct the tangible sliders and dials. Their user 
study compared tangible and touch interaction for a slider. Overall they found that 
using the tangible slider produced fewer errors, was faster to acquire and did not  

                                                           
1 http://www.appmatestoys.com/ 
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require as much visual attention as the virtual slider. However, they did comment that 
their tangible design “still does not measure up to commercial physical controls”. 

Geometric drawing applications are common. Most rely on mouse and keyboard 
input [22, 23]. Sketchpad [28] presents the earliest work using a light pen to construct 
line drawings. It includes the ability to apply geometric constraints to drawings. 
Balakrishnan et al [29] introduced the concept of drawing on a large scale with digital 
tape. Tangible rulers for camera-based systems have been used [4, 30] but their focus 
has been on investigation of object acquisition or positioning rather than how the 
tangible might facilitate drawing and precise measurement. 

Although the use of tangibles and multi-touch has been investigated in the context 
of camera-based surface interaction, tangible drawing tools with capacitive screens is 
yet to be explored. The interaction with drawing tools differs from the dials, blocks 
and sliders from previous work in tangible user interfaces (TUI’s) for capacitive 
screens. Of the few studies that have been performed it is evident that the tangible’s 
design is the key challenge to success [26, 27]. The CapWidgets study [26] suggests 
that tangible design was a hindrance to the usability of their system, while [27] also 
allude to the difficulty of constructing good tangibles. The combination of tangible 
drawing tools with capacitive screens presents significant challenges in the hardware 
and the interaction design of the applications to ensure a good user experience. 

3 Our Approach 

CapTUI combines recognizable tangible drawing tools with an intelligent drawing 
application. In this section the tangible hardware design is described, followed by the 
recognition approach used for these tools. Section 3.3 provides details on the drawing 
application and finally Section 3.4 describes CapTUI’s visual drawing guides. 

3.1 Tangible Hardware 

Our goal is to create easily manipulated drawing instruments that are recognizable on 
a capacitive touch display. Capacitive screens are designed specifically to detect the 
electrical properties of fingertips. Hence we use conductive materials that act as an 
extension of the fingertips for the touch point connections between the tangibles and 
the touch display. These touch points are electrically connected to the user’s body via 
his or her fingers as the user’s body is the source of the electrical current. 

To discriminate between the tangibles each requires a unique ID. The touch points 
on the bottom of each tangible are placed so as to form unique patterns. This ID al-
lows differentiation between tangibles, and calculation of a tangible’s orientation and 
location (see Section 3.2 for a full explanation). 

There were several iterations in our design process for constructing the tangible 
hardware. Off-the-shelf standard drawing tools were modified by adding conductive 
materials to allow detection on the capacitive touch screen. Fig. 2 shows some of our 
designs using various conductive materials such as: aluminum foil/tape, conductive 
rubber, conductive foam, steel nuts and bolts, copper wire, and conductive ink [31]. 
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a) Aluminium foil and tape. b) Conductive ink. c) Steel nuts and bolts, copper 
wire and conductive rubber. 

        

  
d) Metal washers, copper wire, conductive 

rubber and metal handle. 
e) Conductive foam and aluminum tape. 

Fig. 2. Tangible hardware designs 

After preliminary testing of these prototypes, the following factors affecting the de-
tection and use of the objects were identified. 
• As a whole, the materials used must ensure a consistent circuit can be maintained, 

i.e. all circuit components are well connected so that the current from the user’s 
fingertips has an unbroken path to the screen. We found when several materials are 
used, and therefore more connections required, a significant amount of pressure 
had to be applied before the touch points were detected. 

• Tangible stability is important to maintain consistent contact between the screen 
and the tangible. This means that the touch points must be as flat as possible and 
positioned such that when the tangible is moved across the screen all points stay in 
contact with the surface. If the tangible is unstable, and a touch point loses contact 
with the screen then the tangible is no longer detected. 

• To maintain tangible to body contact, there must be a clear point of contact for the 
user’s fingertips when the tangible is in use. Our final prototype’s top surface is 
covered with conductive material (Fig. 3). 

• Usability of the tangible is poor if there is too little friction between the screen and 
the tangible. Using materials that add friction between the tangible and the screen, 
reduces unwanted movements when drawing, allowing users to draw along the 
tangible easily without having to concentrate on keeping it steady. 

• Designs that require the conductive material to pass over the edge of the tangible 
block the user from drawing comfortably on the tangible edge (such as the proto-
types shown in Fig. 2(a) and (b)). 
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Table 1. Tangible hardware designs vs design factors 

 
Consistent 

circuit 
Stable 

Clear point 

of body 

contact 

Friction 

with 

screen 

Comfortable draw-

ing (material does 

not pass over edge) 

a) Aluminium foil and tape      
b) Conductive ink      
c) Steel nuts and bolts, 

copper wire and conduc-

tive rubber 

     

d) Metal washers, copper 

wire, conductive rubber 

and metal handle 

     

e) Conductive foam and 

aluminium tape 
     

Final design 

 (conductive foam) 
     

 

Table 1 shows the performance of each tangible design in terms of the design fac-
tors listed above; where performance is based on expert judgement and informal test-
ing. Design (a) was a proof of concept to show that recognition was possible; however 
it failed to meet most of the design criteria. Design (b) provided a consistent circuit 
and was a stable design, however its main drawback was that the conductive ink had 
to be drawn on tape to ensure the circuit was maintained over the edge of the tangible. 
An experiment using the ink without tape failed as the edge of the tangible was so 
thin it was difficult to maintain an unbroken circuit. Design (c) and (d) involved too 
many materials and therefore made it difficult to maintain a consistent circuit. The 
conductive rubber touch points, while providing a good amount of friction with the 
screen, were difficult to mould and therefore did not provide a stable base for the 
tangibles. Design (e) had conductive foam for the touch points which improved stabil-
ity, as they are easier to cut into shape, and maintained friction with the screen.  
However it was difficult to maintain good circuits as there were still two conductive 
materials in use. 

Our final design (Fig. 3) was constructed based on the identified design factors; 
these included a ruler, set square, and protractor. One conductive material was used, 
conductive foam. This reduces the number of connections that must be made to main-
tain a circuit from the user’s fingers to the screen. The foam covers a large portion of 
the top surface of the tangible so that there is a clear point of contact for the user’s 
fingers. The foam provides a good amount of friction so that the tangible does not 
make unwanted movements on the screen. It also provides a stable base for the tangi-
ble so that the touch points are consistently in contact with the screen. In addition the 
conductive foam is easier to work with than other materials as it can be cut into the 
shape required and does not have to pass over the edge of the tangible. 
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Fig. 3. Final tangible drawing tools (conductive foam) 

3.2 Tangible Recognition 

This section describes how each tangible can be identified and its position computed. 
The recognition approach is similar to that of SmartSkin [24]. Recognition of the 
tangible allows for further intelligence to be added to the tangible interaction as de-
scribed in Section 3.4. 

The tangible ID patterns are based on the distance between each pair of points. 
When constructing a pattern the distances must be distinct; for example, a pattern that 
forms an isosceles triangle is not allowed because it has two or more identical dis-
tances between points. Identical distances make it impossible to determine the correct 
orientation of the tangible, with the obvious exception of regular shapes (e.g. circle). 

There are two main phases for the recognizer: learning and recognition. The learn-
ing phase allows users to register and calibrate the tangibles so that they are identified 
by the system. Several details about each tangible are stored: the location of the touch 
points, the distances between touch points (i.e. its unique ID), the outline points of the 
tangible and the type of tangible (ruler, protractor or set square) as specified by the 
user. This data is used later to identify the tangible and display its outline on the 
screen. 

Tangibles only need to be registered with the system once. To register the tangible 
(Fig. 4), the user places it on the registration screen and moves the guidelines to deli-
neate a bounding box. The user then specifies the type of tangible (ruler, set square, 
protractor) from a list. 

During the recognition phase, touch input from the tangible currently in use is 
passed to the recognizer. The recognizer finds its ID by calculating the distances be-
tween each touch point detected and comparing these to the previously saved dis-
tances for each calibrated tangible. The recognition adds (or subtracts) a degree of 
error tolerance (e) when comparing the distances between the detected touch points 
and the saved set of distances. The error tolerance is required as capacitive hardware 
detects an area of touch but only reports the centre point position. This means the 
precise position of a touch point can be difficult to determine as we have no way of 
knowing which part of the tangible’s touch point has been detected as the centre. We 
experimented with different sized touch points and found that a diameter of approx-
imately 7mm is the smallest size that can still be detected on the touch screen for our 
tangibles. 
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Fig. 4. CapTUI tangible calibration interface Fig. 5. CapTUI drawing interface 

The tangible identification algorithm is as follows: 

d: detected distances; s: saved distances; e: error tolerance 

i, j: number of distances 

For all d
i
 and s

j,  

   if:  d
i
 – e <= s

j
 <= d

i
 + e;  then: d

i
 = s

j 

If a match is found between all di and sj then the tangible ID is identified as s. Our 
informal experiments showed that a 2mm tolerance level is sufficient for maintaining 
a good rate of recognition. 

The advantage of including a level of tolerance for the patterns is that 100% accu-
racy can be achieved by the recognizer, resulting in better usability. There is a tra-
deoff here, as calculating the position and orientation of the tangible is less accurate. 
To minimize the effect of this tradeoff the user is provided with a visualization of the 
tangible on the screen; this is described further in Section 3.4. 

3.3 Drawing Application 

The tangible hardware and recognition algorithm were combined together in a draw-
ing application (Fig. 5). Our application allows the tangible ruler, protractor and set 
square to be used to construct drawings on a capacitive multi-touch screen. It also 
includes basic functions such as save, erase, undo and redo. 

To construct drawings using a tangible drawing tool the user slides a stylus along 
the edge of the tangible that is placed on the screen (Fig. 1). As the user draws, beau-
tified lines (or curves) are rendered. 

The application was developed using the .NET 4.0 framework on a Windows 7 
Dell Latitude XT3 tablet, Intel core i7-2640M with 8GB RAM, built in stylus and 
four available touch points. 

Ink Beautification 
One of the main purposes of having geometric tools in drawing is to use the tangibles 
as a guide for precise drawing. However, due to the imprecise nature of contact points 
on the screen, the user’s ink may not be rendered where they intend. Therefore we 
beautify the ink to try to produce what the user intends, in a similar way to many digi-
tal ink drawing programs such as [32]. Our system includes two forms of ink beautifi-
cation: ink to tangible edge snapping and ink corner snapping. 
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Fig. 6. Ink-to-edge snapping and length visualization Fig. 7. Corner snapping 

 
For ink-to-edge snapping, we assume if a user is drawing close to a tangible edge, 

they intend to draw right on the edge. Therefore ink points are dynamically translated 
so that they snap to the edge of a tangible’s virtualized outline as they are drawn in 
real time. The result is a beautified straight/curved line drawn along the edge of the 
tangible (Fig. 6). 

Corner snapping beautifies ink to render clean intersections between strokes that 
are close by. It is automatically enabled in two situations. The first connects the start-
ing point of a stroke to the end of existing strokes when the user first starts drawing a 
stroke. The second connects the stroke end point to other strokes (at any position) 
once the stroke is completed. The beautification is applied to the newly added stroke 
and existing strokes; both strokes are extended or reduced such that they meet exactly 
at an intersection point (Fig. 7). A corner is snapped if the current stroke end points 
are close to another stroke – this requires a distance threshold to be set for determin-
ing ‘closeness’. As this is heuristic-based, corner snapping can be reversed using the 
undo function. It can also be turned off if the user desires. 

3.4 Visual Drawing Guides 

Our early experiences suggested that drawing guides are essential for an enjoyable 
experience on current touch technologies [33]. The visual drawing guides we devel-
oped assist the user in constructing accurate geometric drawings. These guides are 
directly dependent on the unique identification of the tangibles; therefore making 
them only possible and relevant with recognizable tangibles. 

Tangible Outline 
When the tangibles are detected on the screen a visualization of the tangible outline is 
displayed (the blue line in Fig. 8). The visualization is rendered at the correct location 
and orientation, using the tangible recognition information, so as to match the tangible 
itself, though with a small offset such that the outline is visible. 

Length Visualizations 
When drawing straight lines using the ruler or set square, an adjustable line length 
function is enabled. As a stroke is drawn along the edge of a tangible, its length can 
be adjusted by moving the stylus up and down the edge. This function has two main 
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advantages: when the user draws the line further than the intended length it can be 
easily corrected, and having a line dynamically adjustable in length provides a proto-
typing experience where the user can see how the line will look at various lengths. 

To assist in solving occlusion issues caused by the tangible, stylus or hand on the 
display, the length visualization displays line length in millimetres as the user draws 
with a ruler or set square (Fig. 6). This visualization is supplementary to the markings 
on the tangible. The visualization works in tandem with the adjustable length function 
by providing real time stroke length feedback. 

Without recognition of the tangible these visualizations would not be suitable func-
tions as there would be no way of knowing that the user intends to draw a straight line 
as they are completing the action. When the ruler or set square is recognised we can 
be sure that straight lines are desired. 

 

 

Fig. 8. Tangible outline Fig. 9. Angle visualizations 

Angle Visualization 
The angle visualization displays the angle between existing strokes and the edges of a 
tangible ruler to allow a line to be drawn intersecting other lines at specific angles 
(Fig. 9). It is created by detecting intersections between existing strokes and the ruler 
edges, calculating the angle between these lines, and displaying the results. This en-
ables the construction of various geometric shapes which consist of connected lines of 
specific angles, for example, regular polygonal shapes. We have also included an 
affordance which freezes the angle in place if it reaches multiples of five or ten de-
grees to assist the user in obtaining common angles. If the angle has been frozen, it is 
only unfrozen if the tangible is moved approximately 5 degrees away. This threshold 
was chosen after some informal testing. In essence, this visualization can replicate the 
protractor for measuring angles. However, it relies on the recognition of the ruler so 
that the angles between the tangible ruler and existing digital ink can be calculated in 
real time. 

In a similar way to the length visualization, an angle visualization displays the an-
gle in degrees as the user draws an arc with the protractor. This helps to solve occlu-
sion issues and supplements the markings on the tangible itself by providing real time 
feedback. Again, this visualization relies on the recognition of the protractor to con-
firm that the user intends to measure angles. 
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4 Evaluation 

The objective of this evaluation is to determine if CapTUI assists users to easily draw 
precise geometric drawings. In particular, we are interested in comparing drawing 
with CapTUI’s recognizable tangibles to drawing with standard non-recognizable 
drawing tools on a screen. For this comparison we have developed another drawing 
application, referred to as Paint. Paint can be used to construct geometric drawings in 
much the same manner as CapTUI except that it does not recognize the drawing tools 
on the screen. To make the comparison as fair as possible it includes the same beauti-
fication and corner snapping functions as CapTUI. However, it does not include Cap-
TUI‘s tangible outline, angle and length visualizations, as these functions are depen-
dent on tangible recognition. Using this comparison we can determine if recognizable 
tangibles and visual guides, that are possible as a result of this recognition, assists 
users when constructing precise geometric drawings. 

A within-subject design was used where each participant was given the same tasks 
to complete using CapTUI and Paint; half used CapTUI first and the other half used 
Paint first. Participants first completed a pre-questionnaire on their previous experi-
ence with touch, stylus and drawing applications. They were then given an introduc-
tion to the first system and time to familiarize themselves with the application. When 
ready, participants completed the tasks required using the first system and filled in a 
questionnaire on their experience. This process was repeated for the second system. 

There were seven tasks designed for the evaluation; the first three tasks served as 
training tasks (Fig. 10). Each training task aimed at familiarizing the participant with 
a different drawing function or tangible. They were not told that they were training 
tasks: this was done to try to encourage them to complete the tasks with the same 
amount of effort they might apply for the real tasks and therefore get the most out of 
the training. The remaining four tasks comprised the evaluation tasks, providing data 
for our analysis (Fig. 11). The focus of task one was on connecting lines of specific 
length. Task two was aimed at evaluating drawing lines at a specific angle and use of 
the protractor to connect an arc. Task three focused on drawing angles of specific 
magnitude. In task four, angle and length measurements were required concurrently. 

Quantitative metrics used to analyse the data collected from these tasks included 
the time taken, and average length and angle errors. Errors were counted as 1mm or 1 
degree away from the required measurement. The average length and angle error was 
calculated for each task using the sum of the errors made / number of lengths or  
angles in the task. Participants also completed a questionnaire to record their experi-
ences using each system. Questions were presented using a 5 point Likert scale, ex-
cept for a small number of open ended questions. A Wilcoxon Signed Ranks Test was 
used to test for significant differences in the results, unless otherwise stated. 

After a pilot study with two participants, twelve participants (eight males and four 
females) were recruited for the final study. They came from a range of backgrounds 
including computer science, law and health. Seven participants used touch interfaces 
frequently; the remainder had used such interfaces a few times or occasionally. The 
majority of participants had experience using stylus input before. Six participants had 
used a drawing program on a touch device before. 
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Table 2. Comparative Questionnaire Results (1st row: CapTUI, 2nd row Paint) 

Poor Fair Good Very Good Excellent 

Q1. Overall rating 4 7 1 

1 4 4 2 1 

SD D N A SA 

Q2. Drawing tools ease 
of use  

1 5 5 1 

1 1 2 7 1 

Q3. Drawing tools 
usefulness    

8 4 

1 2 5 4 

Q4. Ease of length 
measurement  

1 
 

4 7 

1 2 2 5 2 

Q5. Ease of angle meas-
urement  

1 1 7 3 

2 3 1 4 2 

Q6. Drawing accuracy 1 4 5 2 

1 5 1 4 1 

Q7. Drawing tidiness 4 5 3 

1 6 1 3 1 

Q8. Enjoyment 8 4 

1 2 2 7 

 
and CapTUI (m = 0.95, s.d. = 0.82), Fig. 13. This shows that both Paint and CapTUI 
were comparable when creating lines of accurate lengths. On the other hand, average 
angle errors per task were significantly less (z =-2.861, p = 0.004) when using Cap-
TUI (m = 0.96, s.d. = 1.91) than when using Paint (m = 1.68, s.d.= 1.63), Fig. 14. This 
result confirms that angles drawn using CapTUI were significantly more accurate. 

The following are the results obtained from questions answered using a 5 point 
Likert scale (see Table 2). Participants enjoyed (Q8) using CapTUI (m = 4.33, s.d.= 
0.49) significantly more than using Paint (m = 3.25, s.d.=1.06), (z = -2.288, p = 
0.010). All participants agreed that the drawing tools were useful (Q3) when complet-
ing the tasks for CapTUI (m = 4.33, s.d. = 0.49); however for Paint the results were 
more varied (m = 3.92, s.d. = 1.16). There was no significant difference found be-
tween these results (z= -0.877, p = 0.380). There was no significant difference found 
for the responses when asked if the drawing tools for each system were easy to use 
(Q2, z = -0.272, p = 0.785). This indicates that the recognizable drawing tools were 
just as easy to use as the non-recognizable tools. When asked which system is easier 
to use overall, five participants chose CapTUI, three chose Paint, and four considered 
them equal. The main reason for choosing CapTUI was that the visual guides made 
the system much easier to use than Paint (“the angle and length indicators were really 
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helpful”, “easier especially for the more technical drawing due to the ability to easily 
get exact lengths and fairly easily get precise angles”). The main reason for not choos-
ing CapTUI was due to inconsistent tangible detection (“CapTUI was more accurate 
and tidy but I had a bit of problem with adjusting the tools”). 

All but one participant agreed that it was easy to measure line length (Q4) with 
CapTUI (m = 4.42, s.d. = 0.90) in comparison to seven participants for Paint (m = 
3.41, s.d. = 1.24), however this difference was not found to be significant (z = -1.796, 
p = 0.072). Ten participants agreed that it was easy to measure angles (Q5) with Cap-
TUI (m = 4.00, s.d. = 0.85), compared to only six participants for Paint (m = 3.08, s.d. 
= 1.44); this was also not statistically significant (z = -1.530, p = 0.126). It is possible 
that with a larger sample size statistically significant differences may be found for 
these factors given that the majority of participants preferred CapTUI for ease of line 
and angle measurement. 

Eight participants agreed that their drawings were tidy (Q7) when drawn using 
CapTUI (m = 3.92, s.d. = 0.79), compared with four participants for Paint (m = 2.75, 
s.d. = 1.22). These differences were statistically significant (z = -2.124, p = 0.034). 
Only one participant did not believe their drawings were accurate (Q6) with CapTUI 
(m = 3.67, s.d. = 0.89), compared with half of participants with Paint (m = 2.92, s.d. = 
1.24), however this difference was not statistically significant (z = -1.562, p = 0.118). 
When asked about the overall accuracy of each system, eleven participants considered 
CapTUI to be the more accurate of the two systems; this was attributed to the visual 
guide functionalities, in particular the angle indicators (“aids to angles were helpful in 
making accurate shapes”, “accurate and faster to use given the angle/length indica-
tors”, “the onscreen angle calibration and tool recognition made it much easier to 
draw accurate shapes”). 

Several questions were asked specifically about CapTUI (using a 5 point Likert 
scale). All but one participant agreed that learning to use the tangibles was easy. Five 
participants disagreed that the recognition of the tangibles was good. This aspect ap-
pears to be CapTUI’s primary weakness and will be discussed further in the next sec-
tion. The majority of participants agreed that the angle visualizations were easy to 
understand. All participants agreed that the length visualization was easy to under-
stand and that the length and angle visualizations were useful. Ten participants agreed 
that the visual guides helped them to draw more accurately. 

When asked what the best thing about CapTUI was, eleven participants answered 
that it was the visual guides (“angle and length indicators extremely useful”, “It is 
easy to use and accurate. Also the visual guides are helpful and make the drawings 
easy”). When asked what the hardest thing about CapTUI was, nine participants men-
tioned either tangible detection or difficulty with fine adjustments (“detecting the 
tools was sometimes not accurate”, “adjusting the drawing tools was a bit hard”). 

Overall comments from participants were: “CapTUI is much easier to use and 
more accurate because of the visual guides”, “very good for people who need accurate 
measurements”, “made it easy to draw accurate lines and shapes. Would probably be 
very useful if integrated into a CAD package”, “If the intention is to produce accurate 
geometric drawings I think CapTUI is superior – however still a little tricky to use in 
terms of accuracy and fine tuning”, “With a little improvement to the localization of 
the tangibles it will become a very useful tool for precise drawings”. 
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In summary, CapTUI’s main strength is in the ability to produce precise geometric 
constructions using the visual guides. Evidence of CapTUI’s accuracy was shown by 
its significantly lower average angle error. Participants rated CapTUI significantly 
higher than Paint overall, enjoyed using CapTUI significantly more and found it to 
produce significantly more tidy drawings than Paint. 

5 Discussion 

There is very little work with tangibles for capacitive screens that demand a high level 
of interaction with precise tracking. In other projects the various blocks, dials and 
sliders are rotated and tracked, however the CapTUI drawing tools are manipulated in 
a more fine grained fashion, where a single degree of rotation is significant to the 
user. The most common feedback received from participants during our study was 
that they found the visual guides in CapTUI to be extremely useful for drawing pre-
cisely; however, making fine grained movements with the tangibles was difficult. 

Designing tangibles for ease of use on a capacitive screen is a difficult problem. Of 
the user studies which feature tangibles on capacitive screens [26, 27], both acknowl-
edge tangible design as a challenge; our tangibles are no different. Although our final 
tangibles were the best of all our designs, there are two remaining issues: consistent 
detection and accurate positioning. 

For consistent detection there must be unbroken body-to-tangible contact and tang-
ible-to-screen contact. A partial solution to this problem is to power the tangibles with 
their own battery, similar to the work in [9]. This would eliminate the need for the 
body-to-tangible contact. Maintaining the tangible-to screen contact would require a 
stable tangible design to ensure all touch points are on the screen at all times. There 
are also hardware and operating system limitations to consider such as enabling si-
multaneous touch and stylus input. Although this has been demonstrated in recent 
research [34], the ability to use such technology is limited to very few devices. Most 
devices, including the tablet used in our study, are not able to detect touch and stylus 
simultaneously. This means that if the stylus is on or in range of the screen (as a sty-
lus can still be detected when it is a short distance away from the screen) then the 
tangibles cannot be detected via touch. Participants were informed of this limitation; 
however it still caused some problems when drawing. 

A powered tangible is unlikely to solve the issue of accurate positioning. The main 
limitation here is the hardware. Capacitive hardware is designed to detect a general 
area of touch from a finger rather than a precise point. Our tangible touch points mim-
ic this area of touch, however in order to calculate an accurate position and orientation 
of a tangible what is needed is a more precise point of touch. Currently the area of the 
touch point that is detected is translated to a centre point, but there is no way to know 
which part of the tangible’s touch point is detected as the centre. 

To assist in precise drawing it is possible to make more affordances in the soft-
ware, similar to freezing the angle visualization (Section 3.4). However there is a fine 
line between tuning affordances to be helpful rather than causing frustration as the 
users control of the interface with the tangibles lessens. If they are not tuned carefully 
users may find the tangibles to be unresponsive and hinder them in achieving their 
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goals. For example, we tried using automatic snaps to the horizontal and vertical 
screen positions of the tangible outline if the tangible came ‘close’ to these positions. 
Informal tests showed this to cause frustration when users did not want the tangibles 
in these positions. For example when tracking the tangible to a new position, if it was 
horizontal or vertical on the way to its new location, the tangible would seem unre-
sponsive for some time due to the automatic snapping. We also experimented with 
averaging across three touch point positions to find a single position; however this did 
not always result in accurate positioning and caused delay in the recognition. Other 
possibilities would be allowing the user to lock the tangible outline in place or have a 
degree of stickiness to the movement; however such functions take away from overall 
goal of controlling the interface with the tangible. 

If the above recognition issues can be resolved we believe a tangible drawing sys-
tem would have great potential. Compared to more complicated drawing programs, 
tangibles are familiar and intuitive to use, don’t require training, don’t require the user 
to look at the tangible markings, therefore providing more flexibility. Our study 
showed that the main contributor to providing such an environment is the use of vis-
ual guides; without these the interaction is cumbersome. They provide essential feed-
back, such as the tangible outline, and additional information such as length and angle 
indicators. Users found our visual guides to be helpful and easy to understand; con-
firming that they enhance the interaction for geometric drawing. In future work we 
plan to compare tangible drawing systems to pen and paper. 

6 Conclusion 

We have presented CapTUI, a tangible drawing application for geometric construc-
tions on a capacitive touch screen. CapTUI is composed of tangible drawing tools, a 
recogniser to identify each tool, a drawing application and visual drawing guides to 
augment the drawing experience. Our user evaluation compared CapTUI to Paint, 
which used non-recognizable drawing tools. Our results show that participants prefer 
CapTUI significantly more overall. Participants especially found the visual drawing 
guides to be helpful to drawing more precisely. The main challenges for tangibles on 
capacitive screens remain in good tangible design and consistent recognition. 

Acknowledgements. This project is funded by the Royal Society of New Zealand 
Rutherford Foundation. 
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Abstract. We present an approach – evocative computing – that demonstrates 
how ‘at hand’ technologies can be ‘picked up’ and used by people to create 
meaningful and lasting experiences, through connecting and interacting with the 
past. The approach is instantiated here through a suite of interactive technolo-
gies configured for an indoor-outdoor setting that enables groups to explore, 
discover and research the history and background of a public cemetery. We re-
port on a two-part study where different groups visited the cemetery and inte-
racted with the digital tools and resources. During their activities serendipitous 
uses of the technology led to connections being made between personal memo-
ries and ongoing activities. Furthermore, these experiences were found to be 
long-lasting; a follow-up study, one year later, showed them to be highly me-
morable, and in some cases leading participants to take up new directions in 
their work. We discuss the value of evocative computing for enriching user ex-
periences and engagement with heritage practices.  

Keywords: pervasive computing, user experience, heritage practice, memories, 
evocative computing. 

1 Introduction 

The lives of people from different times and places are preserved through cultural 
heritage sites, and as stories about them are passed on through generations, they pro-
vide us with a sense of humankind’s history. We may, for example, consider our own 
eating habits and food preparation methods when we visit the kitchens of an old cas-
tle, and see the layout, the pots and pans and the recipes that were used all those years 
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ago. Ubiquitous computing technologies are increasingly being used to augment such 
artifacts to help us delve deeper when exploring historical sites and museums. Mu-
seums often provide interactive exhibitions, digital information points and mobile 
guides, making it possible for people to hear or read about relevant information relat-
ing to the artifacts that are close by. There are however some concerns about the in-
troduction of such technological tools, not only about their design and usability, but 
also about how they impact on the visitor experience as a whole. The social qualities 
of visits to such places can be impaired when using isolating single user tools, and it 
remains a challenge as to how to create experiences that are engaging and that draw 
visitors in – so as to enhance the visitor experience and to enable people to relate this 
to their own personal histories [9]. 

A number of researchers have designed visitor experiences with the aim of creating 
more engaging, participative approaches for people to explore history and the arts. 
These include setting up a game-playing environment in a museum [26]; providing 
tools where people can record their memories in outdoor settings so that they can be 
listened to by other visitors [21] and setting up special rooms and interactive objects 
for reflection and sharing opinions [9]. However, cultural heritage is not just found in 
museums but also in our physical environment and in the stories we tell around them; 
the buildings we live in, the monuments, installations and statues erected in memory 
of people who have died, and the objects we use as we go about our daily life.  

Our research is concerned with taking this one step further: how can we design and 
use technologies to support the processes of reflecting and sharing of memories for 
historical sites, situated outdoors (such as cemeteries, roman ruins, castles)? In partic-
ular, we are interested in how a historical place can be brought alive, and histories 
revealed through discovering and learning more about the lives of the people who 
lived or are buried there. 

User involvement can make the visit itself more engaging, but what happens after 
the visit? How can we go beyond creating environments where people can record 
their own perspectives, opinions and memories, to creating environments that enable 
people to make new associations between their own lives and the present visitor expe-
rience in meaningful and enriching ways? Can these both be felt in the moment as 
well as reflected upon later? If so, how can we design technologies to engender such 
moments, where new insights, emotional reactions, flashes of understanding and con-
nections are made [3] – without knowing in advance what form they might take? Our 
approach: evocative computing, is an attempt to enable serendipitous enrichment and 
reflection in life: providing opportunities for personal memories to surface in ongoing 
activities that will result in them being forged and cemented in deep and long lasting 
ways. 

To this end, we developed an assortment of distributed digital technologies - de-
signed and configured for people to be able to readily pick up and put down, use mo-
mentarily or ‘stumble upon’ in the context of their activities. These were deployed in 
the setting of an old cemetery by a number of different community groups uncovering 
the stories of the people that lay buried there. Multiple entry points were provided [cf 
17, 22] so that individuals, in the context of a group activity, could make connections 
between their personal memories and in-the-moment experiences. Through these, an 
assortment of digital images, records, maps, sounds were ‘at hand’, that could be ac-
cessed, annotated, added to, and searched for, at different times and in different  
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places. The resources, devices or displays were not owned by or given responsibility 
by any one person but were meant to be shared and used casually, and to be used to 
delve deeper into the details of a story. 

We describe the technology set-up that was initially piloted in a small cemetery, 
and then used in events at a large cemetery. Then, we present a user study of it being 
used by various community groups. A follow-up interview study, a year later, was 
conducted to determine how they had engaged with it and what they remembered 
from using it. The findings are discussed in terms of what people recall about their 
experiences, how they reflect upon them, and what aspects of the technology they 
particularly remember.  

2 Background 

The use of computing technologies in museums has largely supported the solitary 
visitor, rather than the museum visit as a social occasion with people discussing and 
sharing their thoughts as they go around the exhibits. A popular aid is the mobile 
guide; visitors are given small handheld devices that are listened to like a mobile 
phone, sometimes with little screens. Whilst providing additional information for the 
individual experience they do not lend themselves to sharing, in the way written la-
bels and other exhibit displays, like posters do. The audio guides typically provide 
background information about a painting or other artefact that is being viewed. They 
tend to be curated and hence do not support multiple perspectives, including that of 
the visitor [16].   

Social Interactions. The social aspect of visiting exhibitions has been explored in 
response to the realization that most visits to museums and other cultural places are in 
families or small groups [26]. Woodruffe [27] designed an audio guide that could be 
shared, through an ‘eavesdropping’ mechanism, meaning that people could both listen 
to information, but also have conversations with each other and overhear other 
people’s conversations. Social interaction is also the focus of the Kurio museum guide 
system, in which visitors were assigned the role of time travelers as part of a game, 
working as a team to collect various forms of information from the museum environ-
ment in order to repair their time traveller’s map [26]. Kurio, a hybrid system, com-
prised a set of tangible computing devices, a PDA, and a tabletop display. Participants 
enjoyed working collaboratively and also enjoyed ‘doing things’ by pointing, gesturing, 
reading and listening with the various devices. Mcloughlin [21] developed a system to 
augment an open-air folk museum which aimed to recreate life from late 19th century 
through a series of dwellings that people could walk up to and look inside. Visitors 
could meet the ‘inhabitants’ of these dwellings, who explained how they went about 
their household chores or carry out other jobs. An empirical study showed that when 
exploring the park, visitors tended to reminisce about their childhood and about memories 
of the past from parents and grandparents. The researchers, therefore, developed a sys-
tem that centered around this theme of memories: visitors were able to listen to mem-
ories of historical figures and record their own in response, and through the collection 
of tangible tokens could listen to memories that had been left behind by other visitors 
[21]. Another angle on interaction between visitors was developed by Ciolfi in  
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‘Retracing the Past’ [9]. Here, a deliberate effort was made to keep upfront informa-
tion about the objects to a minimum, in order to encourage discovery and exploration 
by visitors. As part of this exhibition, both a ‘Study Room’ and a ‘Room of Opinion’ 
were set up; visitors engaged through a number of interactive objects, including an 
‘Interactive Desk’, to study the provenance of the objects, and an ‘Interactive Radio’ 
to listen to experiences of other visitors and record their own. All these approaches 
involve the active engagement of visitors, where they have the possibility to share 
memories, conversations, personal thoughts and ideas. This was found to lead to high 
levels of engagement with the artefacts on display. 

The above are examples of technologies that have been specifically embedded in a 
cultural setting to encourage reflection and exploration, and involve artefacts or exhi-
bits that are in some way special but not normally part of the visitor’s day-to-day life. 
Here, we are concerned with how technology can be set up to encourage experiencing 
history in evocative ways that will be long lasting.  

Lasting Memories. Turkle [25] writes about the process of reflecting with objects 
that are very much part of our normal life, but that are somehow ‘evocative’ to 
people. Such evocative objects often relate to ‘thresholds’, both widely experienced 
historical events (e.g., war), and important transitions and developments in our own 
lives. They often command a sense of provenance, being evocative because they are 
understood in relation to particular places and events. Through these characteristics, 
our experience of an evocative object often subverts the sense of distance between us, 
and another time and place. This creates further emotional and reflective responses 
that are important for personal development.  

Another way of characterizing the relationship between the user experience and 
technology is in terms of enchantment. This refers to “a sense of something not yet 
understood in a way that leaves us feeling disrupted yet alive, attentive, and curious” 
[8]. Bennet [6] suggests it refers to how people get ‘caught up and carried away’, 
heightening their perception and attention, but often through a process of disorienta-
tion. McCarthy et al. [20] propose that new technologies can be designed to enchant, 
and enable people “to wonder and to the wonder of life”. Anecdotal examples include 
encountering the Apple G4 Powerbook for the first time. They argue that the more 
depth there is when making discoveries the longer the enchantment will last. Ross et 
al. [23] discuss how enchantment can be viewed in terms of meaningful mediation 
and the tensions surrounding them; for example, wearing an iPod changes the way we 
experience the world and the way we interact with people.  

Journeys and Discovery. The goal of our research is to design technology as an 
enabler to evoke experiences, triggering and cementing new associations with a place 
being visited. Ubiquitous computing offers much scope for facilitating and connecting 
past and present user experiences, through enabling people to ‘dive in and step out’ 
[c.f. 1], reflecting on their discoveries. Benford et al. [4] have developed the frame-
work of trajectories to characterize user experiences as journeys through hybrid struc-
tures, interrupted by transitions, and in which the interactivity and collaboration are 
orchestrated over space and time, involving multiple roles and interfaces [4, 5]. The 
orchestration of what the players have to do is pre-planned to instill certain forms of 
pleasure, learning and surprise. A question this raises is how much of the experience 
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should be engineered for and how much should be left as ambiguous or uncertain. 
Should the user experience be scripted to a high level to ensure that participants are 
guaranteed a certain kind of experience [5] or should it be left more open-ended, so 
that surprising and serendipitous experiences can result [7]? The benefit of the former 
is that participants are reassured and know what they have to do, where to go and the 
objectives of the game. However, they may not discover much for or about them-
selves that makes them marvel or enables them to make deep and long-lasting connec-
tions. To enable people to take the initiative and discover new connections requires 
thinking about how to design for chance and serendipity [12]. This, in turn, involves 
more than simply designing for fortunate accidents to happen. For example, Andre et 
al. [2] argue that it is important to design not just for the discovery of new information 
but also the insights drawn from those discoveries. These can be gleaned through 
discoveries that are not only serendipitous but also through the movement between 
different types of experiences, some of which are systematically reasoned about and 
others driven by curiosity [24].  

Evocative Computing. The focus of our research is how to design for more open-
ended experiences, encouraging people to discover and make connections, them-
selves. Although they may be more disorienting and confusing than scripted ones, we 
argue they can lead to deeper and more memorable experiences. In particular, we are 
interested in enabling people to make connections with their own personal life, emo-
tions, memories and thoughts while exploring cultural heritage sites as places of the 
past. We argue that such connections can lead to people gaining deeper insights into 
the historical context of the site in relation to their own lives, and in doing so making 
the experience of exploring the historical site a memorable one. Our approach, evoca-
tive computing, is intended to provide opportunities to support the creation of associa-
tions that can leave a lingering impression on an individual.  

3 The Setting  

The setting for our main study was an old Victorian cemetery – a cultural heritage site 
with a rich social history  [11, 13]. When walking through the cemetery we may read 
the inscriptions on the headstones, wondering who the person was, how old were they 
when they died, what they died from, what kind of life they lived and who they were 
related to. When we come across a headstone that shows that someone died young, it 
can stop us in our tracks as we try to imagine what was the cause. To expand upon our 
notion of evocative computing, we ask: How can we move beyond the inscriptions to 
allow visitors to delve deeper [8, 19], not only to make connections about the lives of 
the people buried there but also to what is present around them and to their own per-
sonal lives?  

The cemetery (see Figure 1) is situated in a small city in the UK. There are around 
20,000 burials in the cemetery, most in unmarked graves, with around 3,500 marked 
by headstones. Some of the headstones are very old, overgrown, and covered in li-
chen. The people buried there were from a variety of backgrounds and part of the 
pleasure of visiting the cemetery is to imagine and discover more about them. 
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Fig. 1. Headstones in the cemetery 

3.1 The Evocative Technology Set-Up 

We assembled a number of interactive displays and mobile devices that were distrib-
uted indoors and outdoors for people to look at and interact with when in different 
locations. The technology was adapted from a previous project [10] for the specific 
context and challenges of the cemetery. The idea was to provide multiple perspectives 
when either in the cemetery or an adjoining building, in order to encourage diving in 
and stepping out [1], and in so doing, enabling serendipitous associations. The set-up 
comprised smartphones, iPads, video links and a shared multi-touch surface. Inter-
linked software apps and access to digital databases were developed to run across 
them. A variety of lightweight interactions were made possible that only required 
minimal learning. A photograph could be taken, then annotated with some text, and 
linked with a grave on a digital map. It was considered important that interactions 
required minimal learning, to enable the participants to feel comfortable using them, 
with only a quick introduction. The iPads and smartphones were intended to be used 
outside – to take photos of headstones and other things of interest (see Figure 2).  

A room in an adjacent building to the cemetery was also set up as an indoor space 
for stepping back and reflecting on what had been seen in the cemetery. The technol-
ogy comprised a Surface Tabletop computer mirrored onto the wall, laptops and a 
screen displaying a live stream from the site. A phone was provided for discussions 
with those outside (see Figure 3). 

The photos that were taken by people outside could be uploaded in real time to ap-
pear on an interactive bird’s eye view map of the cemetery displayed on the tabletop 
(see Figure 4). When indoors, participants were able to see photos being added onto 
the tabletop view of the graves – initially appearing in the form of coloured dots. 
Touching a dot resulted in bringing up the image taken there, and any information 
connected by the participants. The smartphones also allowed for texting and phone 
calls to be made between those inside and those outside in order to exchange informa-
tion and generally plan the activity between group members. Live video images from 
a camera outside were shown on a wall display indoors, providing those indoors with 
a live roaming feed for allowing them to see what those outdoors were doing. 
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Fig. 2. Using mobile devices to look up database records and to photograph the graves 

 

Fig. 3. Schematic diagram of indoor technology set-up  

A shared content management system was created, based on the Drupal platform [14], 
which could be accessed from a wide range of devices to allow data to be up loaded 
and referred to from multiple locations. Accounts of the grave inscriptions and other 
parish records or copies of old newspaper clippings could be accessed. Other publicly 
available sources of information online, for example the digital records from the 
Commonwealth War Graves Commission, could also be accessed. The photos taken 
outdoors and the digital records were geo-referenced and mapped within the visuali-
zations for the different devices. The GPS locations of the groups outdoors were  
automatically sent to a web server once every minute by the mobile phones. This 
location data was then displayed on the tabletop as part of the visualization. This 
enabled those indoors to see where the groups were outside as they moved around the 
cemetery. They could also see each photo they had collected, where they had col-
lected it and any information each team had attached to that geo-referenced image. 
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Fig. 4. Two pairs of students collaborating around the tabletop and laptops (left) and bird’s eye 
view of the cemetery on the tabletop with dots representing the graves (right) 

3.2 The Design Process 

Several visits to the cemetery were made with numerous meetings held with represen-
tatives from groups who are interested in and/or use the cemetery. One group of local 
volunteers was the Friends of the Cemetery who work together with the Parochial 
Burial Grounds Management Committee and the City’s Council to protect and en-
hance the cemetery for the public benefit. They view the cemetery as a special type of 
green space – a place of remembrance, spirituality, history and wildlife.  

An initial prototype was trialled in a smaller graveyard to see how easy it was to 
use and switch between the various tools and displays. We invited the Friends of the 
Cemetery to trial the prototype set-up. Small groups of 2-3 participants went outside, 
took photos of interesting sightings and added notes. Each group then came inside and 
were shown the data they had collected, overlaid on the bird’s eye view of the grave-
yard. A strong ‘wow’ reaction was observed; as groups experienced, for the first time, 
the transition from taking photos outside to seeing them linked with where they had 
taken them on a large-scale map. They were very moved by seeing their personal 
photos now as digital dots of where they had been (Figure 4). Clicking on them elic-
ited spontaneous conversations about what they had seen, imagined and done there. 

4 User Study  

The user study was run in two parts. The first part took place over a period of 4 weeks 
during which four sessions were held, each with 12 to 22 participants visiting the 
cemetery. The second part took place a year later, when we revisited participants and 
interviewed them about their experiences and memories. Leaving aside the group who 
focused on wild-life, we report here on how two groups that already made visits to the 
cemetery for different reasons, had their visits enhanced through the technology: 

(i) School children A group of 22 children, aged 14 to 15, who were studying 
drama, took part. Their drama teacher had used the cemetery before in her courses as 
a source of inspiration for writing and performing plays about people, although not 
yet with this particular group of children. 
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(ii) Local volunteers A group of 20 adults, who had a strong interest in local his-
tory, and, in particular, how stories involving the people who are buried in the ceme-
tery inform us of the past took part. They had been working for some time on ways to 
digitally map the graves and on collecting materials.  

Activity Design. We considered it important to let the teacher and the person run-
ning the local volunteer group decide on the focus of their explorations, in order to 
give them autonomy over what they wanted to engage with in the setting so as to fit in 
with their own interests and activities [15]. Our role was to provide technology to 
evoke and connect with personal experiences and help people explore and discover 
for themselves. The teacher chose to develop her class around the cemetery where the 
pupils had to create a play about the experience of soldiers in WWI and to contrast 
this with more recent wars, such as the Gulf War. The cemetery has a number of 
WWI graves of soldiers who died serving during this war, which are located through-
out the cemetery. 

The local volunteers wanted to identify graves in a particular part of the cemetery. 
Some twenty years earlier another history group had compiled lists with details of the 
inscriptions on each grave. This information had been transformed into database re-
cords, but no photographs were included nor was it clear where precisely each grave 
was located. They wanted now to determine the location of each grave and mark them 
on a large aerial photograph of the cemetery as part of their local history project. 

The Sessions. At the beginning of each session an initial demonstration of the de-
vices was given. The large groups were then broken up into smaller groups of 3-4 and 
left to work under the guidance of their leader/teacher. Participants were encouraged 
to make use of both the indoor room and the cemetery, which were only a few mi-
nutes walk from each other, enabling the smaller groups to visit both in a staggered 
way. Each session lasted between 1.5 to two hours.  

The children began by looking at the headstones to see who might have died during 
WWI, and photographing them. One group remained indoors, researching background 
information on families, regiments and war locations. Throughout the afternoon 
groups around to enable all to switch between being indoors and outdoors. The volun-
teers in the cemetery started by photographing graves and then used the iPads to look 
up records in an attempt to link them together. They also interacted with the map on 
the tabletop indoors and guided the others outdoors on missing information. 

 

 

Fig. 5. School children showing their photos and describing their discoveries to a researcher in 
the cemetery 



538 J. van der Linden et al. 

 

5 Methodology  

We used a mix of methods in order to study how the participants made use of the 
devices, how they approached their activities and what it was they talked about to 
each other. All the interactions with the technology were recorded using still photo-
graphs, video and notes. A team of researchers roamed around the cemetery observing 
the groups, and chatting to them informally (see Figure 5). Whenever groups moved 
from the outdoor to the indoor area, or vice versa, they were accompanied by one of 
the researchers, during which they would talk informally about what they had been 
doing and found. At the end of each session participants were asked to share their 
thoughts and impressions through a feedback form. We also held a group discussion 
with the teacher and children to talk about their findings and experiences.  

A year later we went back to talk to the children, the teacher and the volunteers 
who were available. We asked them about their experiences of walking around the 
cemetery, using the technologies, conversations they had and whether anything had 
followed on from it. We spent a day at the school where the school children had now 
completed their drama coursework. We read the monologues they had written and 
also met with the next cohort of children who were just starting out on their drama 
course and listened to how they approached the task.  

The data collected was analyzed thematically. These were refined and verified by a 
comparison of themes produced across the research team. The focus of our analysis 
was on how the participants made discoveries, in situ, in particular, how they used the 
devices and displays to make connections between their own lives and the histories of 
the lives they were discovering.   

6 Findings 

Our analysis revealed observable moments where participants discussed their ‘per-
sonal evocative memories’ with each other. We also observed ‘digital situated aware-
ness’ of where they were and what they had just done. Below we present our findings 
in terms of a set of themes related to evocation and memory: (i) digital delight of 
being there, (ii) revealing more, (iii) serendipitous discovery, (iv) triggering and ex-
tending the personal, (v) personal memories and making connections, and (vi) seeing 
things differently. 

Digital Delight of Being There. Similar to the finding of the pilot study discussed 
earlier, key moments that occurred within both the school children’s and the volun-
teers’ sessions were, when after being outside taking photos, they came inside and 
were struck by seeing a representation of their own collected data on the big display 
on the wall or the tabletop. Many experienced a sense of delight on seeing the ‘dots 
grow’; representing their photographs and where they were positioned on the map of 
the cemetery in real time at the place they had taken them. 

This indoor-outdoor set-up provided them with a new way of seeing their photos 
transformed into a collection of shared representations on a map, showing their discov-
eries. They looked at the map as more dots appeared, seeing what photos the others 
outside were adding. In doing so, they vicariously understood the process of being out 
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there taking a photo while seeing it become a collective data point. This shared aware-
ness gave them a powerful sense of connection - being present and stepping back, ena-
bling them both to remember the details surrounding taking the photo and to reflect 
upon the bigger picture. Evidence of their joy and wonderment at this was made 
through their comments to each other and the researchers standing by. For example, 
 

‘Hey look at that! That’s the one we took, remember? When we were near that 
bench. …’ 

and from the organizer of the volunteers: 
‘this is amazing … there’s been so much activity this afternoon, we’ve made so 
much progress, so many photos taken, and you can see all the activity on the 
map…..’ 

 
The groups were also able to see at a glance how many photos they had taken rela-

tive to the other groups – which was particularly fascinating to the school children as 
they were seen discussing this with their teacher. It also led them to get in touch with 
the other groups outside, texting them to say how well each group was doing and 
what photos they were taking. 

Revealing More. One of the volunteer groups tried to fathom out which inscrip-
tion entry in the database matched with which grave, and where each grave was lo-
cated. Another group was seen spending a lot of time around a particular grave trying 
to decipher its inscriptions. The stones were covered with a layer of lichen, a soft 
mossy type of fungus, making it particularly difficult to discern the writing. They 
were seen feeling the stone, with their fingers, to make sense of the engravings. Later 
on, the same group was seen using the tabletop indoors. They were looking at the 
photograph they had taken of the gravestone that was so difficult to decipher. By 
zooming in on the photograph, and enlarging it, they noticed that it was easier to de-
cipher some of the lettering, exclaiming how the zooming action on the tabletop 
enabled ‘magnification of the picture’ that resulted in further conversations about the 
person buried there. This was a very pleasing moment for the group as the tabletop 
was able to support them in an activity that was causing them difficulty outdoors and 
showed a use of the tabletop that they had not anticipated. The moment was powerful, 
particularly since they had only just come from outside, having spent considerable 
amount of time around the gravestone. While outside, they had used both the iPad and 
the smartphone to try and identify the gravestone, but it wasn’t until they were inside, 
that they managed to successfully do so. 

Serendipitous Discovery. Whilst looking at the map of the cemetery, one of the 
participants accidentally pressed a dot on the map, which was associated with a dif-
ferent grave, near to the one they had just identified. This brought up the associated 
description of a famous local historian, John Seeley, who was buried there. Another 
volunteer (who was also a historian by profession) glanced at the description, read it 
and jumped up in amazement: 

 
‘Seeley… Is that really him??’ 
‘Seeley … he’s a really really great man! Professor John Seeley … he’s the big 
researcher into the British Empire.’   
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He continued to explain how university buildings in the locality are named after 
him and regaled stories of Seeley’s infamous dinner parties and what happened at 
them. He then looked at the tabletop to find out exactly where this grave was in rela-
tion to the others on the map. All of the group were drawn in by his anecdotes and 
stood around the tabletop discussing where the grave might be through studying the 
pattern of dots. It transpired that the grave was right next to where he had been ex-
ploring all day but hadn’t noticed the gravestone until this moment: 

 
‘I’ll have to go back and find him now. Well that’s amazing – not quite like 
finding Shakespeare but… yes, it’s on the same scale.  Heavens, as it hap-
pens, I’m actually teaching about him right now.’ 
 

He then left the room to go back to the cemetery and found the grave. His excite-
ment at finding it was palpable and after spending 20 minutes out there returned to tell 
everyone about his discovery.  

Triggering and Extending the Personal. A year later, we met up with him and 
asked if he had looked back on that afternoon’s discovery. He replied emphatically 
that finding that grave had been a special moment for him. He had referred to it on 
several occasions during his lectures and at international conferences. He also reflect-
ed more widely on the value of local buildings and graveyards and their potential for 
teaching history to students through situated discovery: 

  
‘For many years I have had something brewing at the back of my mind, about 
trying to do something like this in teaching. Taking students out to places, local 
building, and letting them do research about people that lived and worked in the 
area. For me these ideas sit at the back of my mind for a while. I get an idea and 
it all gets put into a store, perhaps for many years, slowly taking shape. And 
then something like this happens …’ 
 

Hence, finding the particular grave had triggered something greater in him, as he 
was now actively reorganizing his teaching schedule so that his students would have 
more opportunities to go out to visit the local cemetery. His new approach to teaching 
had been evoked through the powerful moment in the cemetery.  

The dots in the visualization appeared to have had a strong impact in this expe-
rience. It was he who brought up the role of the digital map application and it was 
clear that he could still imagine the visualization in front of him. He mentioned how 
he had expected the dots on the map to present an anonymous image of the cemetery: 
expecting each dot to represent some facts about an unknown, local, rather insignifi-
cant person. However, to his surprise, one of the dots sprung up the details of a person 
who was, and still is, of great importance to him personally, someone who had been 
tremendously influential to him throughout his whole working life. Despite all he 
already knew about the person, the technology had supported a new, evocative expe-
rience and with lasting effects. 

Personal Memories and Making Connections. As anticipated, the school chil-
dren, when wandering around a part of the cemetery used the iPads to help them find 
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out more about the war graves. Sometimes this led them to think back on their own 
family histories. For example, one group found two graves that matched with names 
on a list, photographed them and then uploaded them to the system. Another group 
indoors confirmed that they were on the right track. They then stumbled across a big 
family grave, with a long list of names and dates, including one for 1917. This grave 
was made of crumbly stone and the inscription revealed that the soldier died abroad in 
1917. While photographing this grave, one boy began to talk of his grandfather and 
that he had served in the Balkans during WW2. This sharing of a personal memory 
triggered a further discussion of war amongst the group, and in particular the different 
countries that were involved in the two wars.  

Throughout the day, there were several accounts of where the school children 
switched between everyday moments, personal memories and their drama project 
research. In addition, their experiences were embedded in the goings on around them 
(e.g., stroking a dog, chatting with homeless people sitting on a bench). The combina-
tion of these with their discoveries when switching between the cemetery and the set-
up indoors made a big impression, creating an overall engaging and memorable 
‘time’. The situated experiences, arguably, increased the intensity and recollection of 
them as subsequent personal memories. Such memories were often emotive, height-
ened by the context of death and according to the teacher, a few weeks after the event, 
the visit to the cemetery was still being talked about frequently amongst the school 
children in the classroom, in the corridors and even at home.  

When we met the children a year later, they were eager to tell us about the mono-
logues they had written and about the characters they had chosen as a result of the 
visit to the cemetery. They were also reflective and mentioned how they had made 
connections between the war, the visit to the cemetery and their own families: 

 
“I talked to members of my family about the people - about their experience of 
knowing and losing - a person in the war.” 
 
“In the summer, when I was in Germany, I spent more time in a graveyard there. 

In the village graveyard, where both my grandparents and my great-grandparents 
are buried. I visited graves and looked at them. In Germany, because of the way 
they do graves, like, they have different rules. There wasn’t any war people buried 
there. But that’s to do with their traditions. But it was just, I know, it was just dif-
ferent.” 
 

Exploring a cemetery during the vacation was not a regularly occurring activity for 
him – in fact he had never looked at these family graves before. Clearly it linked to 
the earlier experience of walking around the cemetery with his school friends the 
previous year. The personal memories of his grandfather then had helped him make 
connections between himself in the graveyard, with his friends, and the war and the 
countries that were involved in the war – but he was now extending this experience, 
by following it up with explorations of his own family.  

Seeing Things Differently. Several times, throughout their explorations of the 
cemetery, the school children reflected upon what they noticed and looked up using 
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the iPads and tabletop apps. For example, one group when switching indoors after 
exploring outdoors looked up background information of the regiments. During the 
group discussion one boy remarked:  

 
“It is odd - that when you are in the cemetery, you only think of the person’s death 
- where they died, when and how they died - and yet, when you are here (inside) 
and look into it more, you think of their life”. 
 
Having the same information – a soldier’s name – can be used through multiple re-

presentations: inscribed on a gravestone, listed as a digital record, or as part of a de-
scription of a regiment and its action during war. These multiple representations al-
lowed participants to look through different lenses at the same person, often having a 
powerful evocative effect.  

During our discussion with the school children a year later it was noticeable that 
they did not specifically refer back to the technology they had used (phones, iPads 
and interactive tabletop), suggesting it was largely transparent to their ongoing activi-
ties. The exception, however, was the dots visualization on the tabletop, which con-
tinued to stand out:   

 
“What was so startling was that you go out to find out about a world event – a 
world war – which is a large international event, where countries are fighting. 
War is about big numbers, about stats. (…) - when you’re in the cemetery you see 
the graves – well, you saw the dots on the map – you see the scale of it. It’s a big 
scale.” 
 

The teacher remembered how the activity greatly impacted on her drama course: 
“These were remarkably reflective pieces that this group wrote. They were very 
thoughtful. They really went into the characters and I am really pleased with what 
they produced.” For her, like the historian who had changed his approach to teaching, 
the experience had led her to reflect on her teaching: “It is also exactly how I think 
they should research (site specific), hands on, out there learning” and “Whereas be-
fore, I would have encouraged pupils to make lots of notes when visiting places, to 
help them start preparing for their narratives – I now tell them to bring their phones 
to school, so that they can make photos of the things that strike them as special or 
unusual, in order to be able to remember where they were.”  

 
When meeting again with some of the local volunteers, they talked purposefully about 
their experiences of locating and identifying the graves in the cemetery. Underlying 
their concerns about data collecting and how to store data, there was a sense that the 
sessions in the cemetery had helped cement friendships across the group – they 
looked back on the sessions with great fondness, recalling moments, and people and 
who had said what when.  
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7 Discussion and Conclusion  

Our study has shown how an assortment of technology can be designed and used in a 
historical setting by groups of visitors to discover much more about the lives and 
social history of people buried in a cemetery that they were able to relate to their own 
personal histories. Moreover, the experiences were found to be long lasting; through 
using the devices and displays distributed indoors and outdoors, the participants made 
a variety of connections between their own lives and the lives of the people they were 
exploring that one year later, they were still talking about.  

Our research raises the question of how do memories created through the evocative 
computing approach differ from those arising from just visiting a cemetery or other 
place of interest/historical site, without the range of technologies we assembled, and 
perhaps only having a mobile phone to hand. Clearly, it is possible to connect person-
al memories with the surroundings of an ongoing activity unaided by technology and 
to take pictures that can be looked at later. What role did the technology play in mak-
ing the experiences so engaging and memorable? Below, we discuss possible ways 
our evocative computing approach enriched the user experience.  

(i) Multiple and Memorable Representations A technology that played a central 
role in the linking of discoveries and personal experiences was the tabletop visualiza-
tion, where the dots appeared in real-time representing pictures taken and information 
recorded. The participants were able to see the dots as something other than places on 
a map where photos were taken; more akin to a synecdoche between their discoveries, 
activities and memories: when, where and what the photos they had taken meant to 
them. The dots were the most remembered part of the technology set-up when talking 
about the experience a year later. They acted like a memory cue, similar to Mancini et 
al’s [18] idea of a memory phrase, which enables people to go back to the memory of 
particular events and retrieve salient and emotive aspects of their experience in detail. 
Whereas Mancini et al deliberately asked people to make up a memory phrase in their 
study, asking people to remember what they were doing at various times of the day 
for a project on mobile privacy, the ‘line of dots’ emerged serendipitously for our 
participants. For example, for one boy, the dots led him to marvel that worldwide 
events were happening on his doorstep: “you think of WW2 and you know it’s big 
stats, but then it is happening in my locality, that struck me – it’s here”. For a volun-
teer, it was the epiphany of the unexpected: he had expected the dots to represent 
local people, with local issues and local stories – and instead discovered that the grave 
of a revered historian was on his doorstep.  

(ii) Intertwining Place, Information and Narrative The findings from our study 
show how the volunteers began to understand how the role of technology is not just 
about placing documents and photos in databases and archives, but that it can also 
support their physical interactions with aspects of the cemetery, and each other.  

(iii) Connecting Personally Meaningful, Local and Global Research in HCI on 
memories and cultural heritage, historical events and places has tended to be separate. 
The connections between these are rarely made, and often local places, close by and 
with the potential to be exceptionally evocative, are ignored thus giving little impor-
tance to people’s autonomous engagement with cultural heritage in the context of 
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their own lives and the specific settings of where they live [15]. Here, we demonstrat-
ed how strong links can be seen between them. For example, the school children rea-
lized how the cemetery could trigger personal memories that made war history more 
meaningful and closer to home.  

Our findings suggest, more generally, that the evocative computing approach can 
lead to meaningful and lasting experiences. It provides a way of thinking about how 
to enable visits to digital heritage sites, such as castles or ruins, to be enhanced not 
just during them, but also to create long lasting memories in a person’s life. Specifi-
cally, by having multiple connected technologies at hand, different entry points for 
serendipitous experiences are made possible. The kinds of ‘wow’ moments we re-
counted may not always arise – but that is the essence of designing for serendipity. 
You cannot design directly for but you can provide opportunities. As our study re-
vealed, participants readily switched between these entry points, uncovering informa-
tion as and when they wanted – thus revealing the hidden which they could make into 
new persistent connections. Evocative computing works as an approach to support 
open-ended and user-created trajectories across space and time – that is different from 
trajectories or tasks designed and orchestrated by others (e.g. teachers, curators, de-
signers).  

In sum, the technology can act as a kind of glue enabling people to make connec-
tions between different aspects of their experiences later on. This suggests that when 
designing user experiences we should consider a range of temporal aspects, not just 
the immediate experiences of using technologies but also what the long lasting impact 
will be of interacting with them.  Hence, an evocative computing approach should 
consider providing conditions rather than pre-defining expected outcomes. Finally, 
technology has often been designed to enhance specific experiences taking place at 
specific moments. Often the joy, wonderment and pleasure of an event are assumed to 
occur if people simply interact with an experience.  However, our research has shown 
the value of enriching a personal and emotive moment through technology that then 
makes this a lasting, meaningful experience. 
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Abstract. In practice, most creativity techniques are still performed with tradi-
tional tools, such as pen and paper, whiteboards, and flipcharts. When trans-
forming these techniques into a digital environment, the reduction of organiza-
tional overhead is the main goal to foster accessibility. Still, we do not know if 
overhead reduction fosters creativity or if it eliminates an important part of the 
creative process. To get a deeper understanding of these effects, we compare 
the performance of the creativity technique SIS (Systematic Integration of Solu-
tion Elements) in a traditional setting with a setup based on multiple interactive 
surfaces. By using a mix of diverse evaluation methods, we show how the use 
of a digital interactive creativity room can really foster creativity and produce 
better results. 

Keywords: Creativity, Design, Creativity Techniques, Interactive Environment, 
Systematic Integration of Solution Elements, Collaboration. 

1 Introduction 

Creativity and innovation are predictors of success in our knowledge-based society. 
With the increasing availability of digital whiteboards, the development of tools to 
support creativity has become an emerging field [14, 15, 16, 18]. 

Since the ’70s, psychologists and practitioners have put a lot of effort in develop-
ing numerous methods for supporting creativity more effectively [13, 26, 27]. Al-
though there are a lot of creativity techniques for versatile needs and tasks, only a 
small set of traditional tools and media, such as pen and paper, sticky notes, flip-
charts, whiteboards, and pinboards, are used. Due to the limited possibilities to edit 
and copy content, especially complex creativity techniques often require a huge 
amount of organizational overhead (e.g. copying content, placing flipchart papers on 
pinboards). Digital implementations usually aim to limit this overhead and increase 
the ease of use [4, 20]. However, it is not clear if the efforts of digitizing the creative 
process lead to the desired effect of decreased task execution time or if they even have 
negative side effects on creativity and inspiration. New media in creative processes 
change the balance of power, involvement and satisfaction of participants, as well as 
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the general dynamics of collaborative sessions. To provide a theoretical understanding 
for developing adequate and practical interaction processes and applications, it is 
necessary to carefully study the effects of digital solutions and their impact on group 
creativity. 

In this paper, we analyze the impacts of a digital environment on group dynamics 
and creative outcome when performing a complex creativity method. Therefore, we 
performed an experiment to compare the traditional paper-based way [12, 34] of per-
forming the creativity technique SIS (Systematic Integration of Solution Elements) 
[36] to its implementation in a digital, interactive environment (cf. Fig. 1). We use a 
combination of different evaluation approaches to get a deeper understanding of the 
emerging side effects that come with overhead reduction. Finally, we present the re-
sults of our analysis and discuss their implications on environments that are supposed 
to support collaborative creativity, and on creative tasks in general. 

 

 

Fig. 1. Performing the SIS method in an interactive environment. Participants can discuss and 
present their ideas using digital paper and a large interactive whiteboard.   

2 Related Work 

2.1 Creativity Techniques 

While Osborn’s idea of verbal brainstorming [23] is widely known and used, many 
studies showed that this collaborative way of idea generation is not the best choice 
regarding quantity of ideas [24] due to negative social effects (production blocking, 
evaluation apprehension, and free riding) [8, 37]. Individual idea generation, also 
known as nominal brainstorming, is a way to overcome these issues and to increase 
the number of ideas produced [2, 32]. Nevertheless, verbal brainstorming is still pre-
ferred in many practical situations as it yields diverse perspectives when team mem-
bers provide complementary skills and expertise [30].  

Soon after the introduction of brainstorming, psychologists as well as practitioners 
developed new and improved creativity techniques [13, 26, 27, 36], focusing on dif-
ferent categories of problems. Most of these techniques include aspects of verbal 
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brainstorming (collaborative), nominal brainstorming (individual), or both. The com-
bination is considered as the best solution, especially when dealing with complex 
problems. 

2.2 Supporting Creativity Techniques in Interactive Environments 

A considerable amount of recent work has explored digital support for creativity, 
focusing on brainstorming or discussion support. Most systems or tools, however, 
focus on the implementation of one specific creativity technique. As we identified 
both individual and collaborative work as crucial parts of creative work, we pay spe-
cial attention to this aspect when presenting existing work. In addition, we were inter-
ested in flexible and open approaches that support a variety of different creativity 
techniques.   

Individual vs. Collaborative Work. There are multiple concepts that support both 
individual as well as collaborative aspects of the creative process [4, 14, 16, 18]. 
While some concepts provide shielded, private space for undisturbed, individual work 
[14, 16], other implementations provide private, non-shielded space for individual 
content creation [4, 18]. In general it seems as if the need for shielded space rises 
when tasks become more complex and require e.g. extensive sketching instead of 
simple input of single words.  

Post Brainstorm [15] forgoes any dedicated features to support individual phases 
during the session. Since the system was designed as a substitution for traditional 
media used within the brainstorming sessions at IDEO, it offers a lot of flexibility 
regarding the import and arrangement of content, which is important for their creativi-
ty method.   

Flexibility. Although there is some research about systems supporting very specific 
creative methods [20] and about providing certain improvements to the ideation 
process [1, 35], many systems try to provide at least some flexibility to the user. Warr 
and O’Neill [38] recommend providing users with flexible tools, such as free-hand 
drawing tools. TEAM STORM [16] aims not to impose structures by providing flex-
ibility regarding private or public work. However, flexibility regarding a change of 
the underlying creativity technique is not intended.  

Concepts based on the use of virtual sticky notes [14, 18] or paper strips [4] can 
provide a fast way of interaction but have issues with supporting concepts that require 
more extensive sketching. 

3 Systematic Integration of Solution Elements 

The creativity method Systematic Integration of Solution Elements (SIS) or Succes-
sive Integration of Problem Elements (Successive Element Integration – SEI) – was 
designed by Schlicksupp for extracting synergies from interdisciplinary teams [36]. 
SIS is a creativity technique to be used on problems that require rather complex  
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solutions and offer only a restricted number of possible solutions, such as industrial or 
product design tasks. The basic idea of this method is to merge the benefits of indi-
vidual (cf. nominal brainstorming) solutions to an integrated solution in collaborative 
work (cf. verbal brainstorming). Due to the integration of all individual solutions and 
the positive way of analyzing only their benefits (and not their drawbacks), SIS is a 
technique that leads to high identification of each participant with the final result.  

3.1 The SIS Process 

The SIS creativity technique is designed for 4-8 participants. The attendees develop 
individual solutions during the first working phase and integrate these ideas collabora-
tively during the moderated later phases. Usually the individual solutions as well as 
the integrated solutions consist of sketches with additional explanations. 

After the initial problem framing, SIS defines a specific process that consists of 
three phases (cf. Fig. 2).  

 

 

Fig. 2. Schematic representation of the different phases of the SIS process when used within a 
group of 4 participants. For our experiment we divided the entire process into three (artificial) 
stages (at the very right) to perform process-based measurements. Between the stages, we asked 
participants to complete questionnaires to measure their psychological state. 
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Phase 1 – Individual Solution Finding is characterized by an individual idea gener-
ation phase. Each participant comes up with a potential solution for the predefined 
problem on a sheet of paper. The goal is to get a wide variety of possible solutions by 
overcoming negative group dynamic effects.  

Phase 2 – Solution Analysis consists of two parts. First the solution generated in 
phase 1 is presented by its creator. Second, beneficial ideas and advantages from the 
particular solution are extracted collaboratively and written down (on a flipchart or 
whiteboard) by the moderator.  

Phase 3 – Solution Integration describes the process of combining the benefits of 
different solutions in one integrated solution. As this integration is performed collabo-
ratively, the final solution does not only benefit from diverse ideas during generation, 
but also from different perspectives and from the expertise of a multidisciplinary 
team. This helps to consider the pros and cons of certain features in order to find the 
best solution for the final result.  

As depicted in Fig. 2, phase 2 and 3 alternate according to the number of  
participants.  

4 SIS Implementation for a Digital Environment 

In a traditional setup, when performing the SIS method, all individual sketches are 
drawn by using pen and paper [12, 34].  Due to limited editing possibilities, sketches 
have to be redone and feature lists have to be copied manually when new solutions are 
integrated. This causes enormous organizational overhead. Our main goal is to pro-
vide a digital environment that minimizes this overhead. 

The SIS method involves multiple types of interaction, which also appear in other 
creativity techniques. Similar to traditional, non-digital tools, the interactive environ-
ment as well as the applications were not designed to specifically support SIS but to 
provide a flexible solution for a variety of creative activities. 

4.1 Environment 

It is essential to adequately support individual and private content creation (phase 1) 
as well as collaborative, usually moderated work in a group (phase 2 and 3). For this 
reason, we decided on a twofold solution: We use digital paper (using Anoto pens1) to 
facilitate private content creation in combination with a large-scale interactive white-
board that offers public space for discussion or collaborative work. 

Digital Paper (phase 1). We chose digital paper for individual work for a number of 
reasons. Primarily, it captures handwriting on paper and enables displaying the con-
tent to the public. On the whiteboard, created content can be edited, copied and 
moved. Second, other than with digital solutions, such as tablets, people are very fa-
miliar with paper, so it requires almost no learning to use this technique. Third, paper 

                                                           
1 www.anoto.com 
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provides adequate privacy during content generation. In addition, the possibility to 
take it to another place can be indirectly used for shielding during content creation. 
Finally, the approach is easily scalable for larger groups.  

Interactive Whiteboard (phase 2 and 3). To support collaborative work, we use a 
large-scale multi-user interactive whiteboard based on the system presented in [17]. 
Due to its flexibility, it serves multiple purposes: It can be used for public note taking 
and to display prepared content, such as presentation slides. In addition, it can be used 
to display ideas, sketched on the above mentioned digital paper. As it is a digital de-
vice, it also offers benefits in terms of editing and space management capabilities 
compared to traditional media.  

4.2 Applications 

Digital paper is a suitable solution for phase 1 as it enables free-form sketching as 
well as handwritten content. In contrast, the requirements for the whiteboard software 
are diverse. First, participants have to be able to present their individual solutions to 
others. Second, there should be a way to emphasize and mark the benefits of a certain 
solution. In addition, the creation of integrated solution directly on the whiteboard 
should be supported. To meet these requirements two different applications were 
provided.  

Paper Application. The first application allows users to display the content written 
on paper to the entire group (cf. Fig. 3, left). 

It is very important to provide smooth and simple transitions of content between 
different devices and media. The bare possibility of providing ways to move and copy 
content in a digital system is no guarantee of actual overhead reduction compared to a 
traditional setting. For this reason, all pages that contain content are displayed per 
default in a small preview on the whiteboard without any additional interaction neces-
sary. To ensure privacy during the individual content creation, the creator is able to 
trigger the public visibility by using a printed button directly on the paper sheet. 

 

  

Fig. 3. Content written on digital paper is displayed on the whiteboard for presentation (left). 
Content generated on paper is clipped into the Sketching Application for further usage (right). 
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Individual and also groups of pages can be maximized for presentation or comparison 
(cf. Fig. 3, left). In addition, the application provides the possibility to select and copy 
content into a free-form sketching application for further editing (cf. Fig. 3, right). 
 

Sketching Application. This application provides the possibility to create and edit 
content simultaneously for multiple users. Among others, editing includes erasing, 
selection, transformation and duplication of content. Moreover, the canvas is divided 
into pages. This way, the application provides effortless spatial navigation. During the 
SIS sessions, the page navigation was typically used to shift previous solutions and to 
generate new space (cf. Fig. 4).  
 

 

Fig. 4. Typical configuration of the digital environment. One third of the whiteboard is used for 
the paper application (blue) to display the previously created individual solutions; two thirds 
are used for the sketching application (green) to create combined solutions. In the course of the 
session the combined solutions are shifted to the right (symbolized by the arrow) to gain new 
space. 

5 Evaluation Methodologies 

There are two types of methods that can be used to evaluate the effectiveness and 
efficiency of creativity techniques. While outcome-based approaches focuses on the 
final results produced during the process [29], process-based approaches focuses on 
the ideation process itself.  

5.1 Outcome-Based Approach 

Outcome-based approaches focus on evaluating the final result of the ideation 
process. For assessing ideation quality, researchers usually are guided by the follow-
ing four steps: First, unique ideas from an ideation session are identified; second, a 
quality score is assigned to each individual idea (usually done by domain experts, 
who understand and interpret the ideas [21]); third, by using one of the four approach-
es discussed below, a metric value is computed, which is used, forth, to make statis-
tical comparisons between treatments of every session threshold [25].  
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There is a huge variety of criteria to give a score to each individual idea: The crea-
tivity of an idea is usually assessed through novelty - how unusual or unexpected an 
idea is compared to the other ideas [29] - and quality (feasibility or the readiness for 
implementation and the detail of description [8, 9]) [21]. Other criteria are utility [21], 
effectiveness [32], the value ideas could create [3], the importance of an idea within a 
specific context [33], and the magnitude of impact an idea might have [7]. Usually 
semantic differentials, such as Likert scales, or rubrics that evaluate one or more di-
mensions are used to measure those criteria [25]. 

5.2 Process-Based Approach 

To fully evaluate the effectiveness and efficiency of a creativity technique and to 
understand the reasons for specific results, the overall process needs to be analyzed. 
By using process-based approaches, such as the concept of flow, occurrences of cog-
nitive processes inherent to creative thought are evaluated. Other common evaluation 
methods are, e.g. video analysis and the ‘think aloud’ technique [28].  

Concept of Flow. How does the user feel ideating? How does the user feel at the 
beginning, the middle and the end of the task? To answer these questions about how 
participants experience ideation, Csikszentmihalyi’s concept of flow [10] can be used. 
It describes a complex psychological state that is characterized as a situation of per-
ceiving an optimal and enjoyable experience by engaging in an activity with total 
involvement, concentration, and enjoyment. This results in intrinsic motivation and a 
sense of time distortion. Being in the flow contains: Having clear goals, focusing 
attention, losing self-consciousness, having an altered sense of time, enjoying the  
 

 

Fig. 5. The Flow Wheel adapted by Dorta [11]. If adequate skills (x-axis) match adequate chal-
lenges (y-axis), the user comes into the flow state that is considered most productive. 
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sense of control, and a merge of action and awareness. In summary, it describes the 
perfect balance between one’s skills and the situations challenges, leading to an auto-
telic experience [6]. Therefore, one way to measure the psychological state of partici-
pants is to measure the balance between the skills and challenges, which is divided 
into eight possible dimensions: apathy, worry, anxiety, arousal, flow, control, bore-
dom, and relaxation [22]. These parameters can be used as a barometer for reflecting 
the success of the ideation [10]. The Flow Wheel (cf. Fig. 5) asks participants to relate 
their amount of skills to the challenge during the recent activity by putting a single dot 
into one of the eight dimensions [11]. 

Open Coding Video Analysis. Video analysis is a popular approach to gather qua-
litative data of complex processes and to analyze them quantitatively.  

The concrete nature of the findings is often uncertain before the analysis. In this 
case, open coding video analysis is a promising way to get a deeper understanding of 
the observed process [31, 19]. In this method, events in the videos are categorized by 
using codes that are defined during the coding process. This way, the approach is very 
flexible but also time consuming, as passages of the video have to be recoded as new 
codes emerge. Consolvo et al. [5] refer to a similar technique called LSA (Lag Se-
quential Analysis), as a valuable technique to generate quantitative and statistical data 
to observe ubicomp environments. 

5.3 Our Evaluation Approach  

Both categories, process-based as well as outcome-based evaluation methods, were 
used for evaluation. To get a broad insight into the ideation process, we chose to use a 
variety of process-based evaluation techniques. We used the Flow Wheel to find out 
about the participants’ psychological state during the different stages of SIS. In addi-
tion, we used open coding video analyses to investigate overhead reduction and cap-
ture effects on group dynamics that might be a result of the changed environment. The 
evaluations were completed by an expert evaluation. Experts with different back-
grounds (design, technic, and marketing) were asked to rate different aspects of the 
final results. Based on the above mentioned literature about outcome-based metho-
dology we decided to use five criteria: maturity, usability, consumer benefit, level of 
detail, and novelty.  

6 Experiment 

To explore the digital implementation of the SIS method in use and to compare it with 
a traditional implementation, we conducted an experiment with students from the 
department of Innovation and Product Management. The main objective of this study 
was to get insight on how the use of an interactive, digital environment alters creative 
processes and group dynamics compared to a non-digital solution. Moreover, we 
wanted to find out how a digital environment fosters creativity and if it helps to get 
better ideas. 
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6.1 Reasons for Observing SIS   

There are multiple reasons why we chose to use the creativity method SIS for our 
experiment. Most importantly it is a rather complex technique and involves a lot of 
different components such as individual and moderator guided collaborative work that 
also occur in other creativity techniques. In addition, the tools used in the traditional 
setting (flipcharts, pencil and paper) are rather generic and not tightly bound to this 
creativity method. Moreover, SIS does not limit the input to a specific type, like e.g. 
Method 635 [26], as the users can use sketches or handwriting to phrase ideas. There-
fore, we believe that it is an appropriate technique to be studied as it is possible to 
draw conclusions for a variety of other creativity techniques as well.  

6.2 Participants 

32 of first-year students from the local university participated in the study. The partic-
ipants were divided into eight groups of four, as four is a commonly used number to 
study various effects on group dynamics in small groups [2, 8]. There were seven 
females and 25 males between the age of 18 and 38 (M = 24.2, SD = 5.1). Participants 
in a group were either familiar or very familiar with each other. All participants made 
use of computers on a regular basis and had prior experience with pen-based interac-
tive whiteboards. However, they were neither familiar with the used applications nor 
with the SIS technique and its digital implementation.  

6.3 Moderators 

As the moderator is a crucial factor in creativity methods alike SIS we decided to use 
different moderators in the experiment. This way we tried to balance the effects of 
single persons on the overall results. Overall five moderators (two female, three male) 
conducted one or two sessions each. The moderators stayed with the group when 
switching between the classical and the digital condition. They were not selected from 
the participant pool. The chosen moderators were more advanced students, who had 
considerable experience in presentation and workshop moderation. All moderators 
had prior training with the interactive environment and were familiar with SIS.  

6.4 Apparatus 

In the classic condition two flipcharts were used for public note taking and sketching 
(cf. Fig. 6. left). In addition, sheets of DIN-A3 paper were used by the participants 
during the Individual Solution Finding phase. Finally, the room was equipped with 
two pinboards to provide additional space to mount produced content.  

The digital condition was conducted on a large (5.2 m × 1.17m) interactive white-
board, driven by three Hitachi ultra-short-throw projectors with a total resolution of 
3,072 × 768 (cf. Fig. 6. right). The whiteboard system was capable of handling simul-
taneous multi-user input through multiple Anoto pens (ADP-301). In addition, sheets 
of paper (DIN-A4) were provided to capture handwriting. For this purpose, multiple 
Anoto pens (ADP-201) equipped with a ball-pen refill were provided. 



 Systematic Integration of Solution Elements 557 

  

Fig. 6. The classical condition (two flipcharts, two pinboards, paper DIN-A3) (left). The digital 
condition (one large interactive whiteboard, digital paper DIN-A4) (right). 

6.5 Tasks 

Due to the use of within-subject design, we had to define two different tasks of a simi-
lar degree of complexity, the participants were equally familiar with. Therefore, we 
asked the participants to design an easy-to-handle drip coffee maker in one and a 
novel vacuum cleaner in the other condition. We chose these tasks due to their me-
dium complexity that enables participants to come up with different solutions but also 
with the realistic prospect to complete the tasks within one hour. 

6.6 Procedure 

Every group of four completed two tasks (~60 min each) in total, one using the classic-
al and one using the digital environment. This resulted in a two hour session per group 
with a short break between the two conditions. Each group was assigned to a modera-
tor that were told to keep track of the overall duration. The tasks and also the order of 
the conditions were counterbalanced. The SIS process and also the ways of analysis 
were the same for each method. Both tasks were unveiled to the participants one week 
before the study, so that they had some time to think about possible solutions.  

To evaluate the ideation process using the Flow Wheel, the SIS process was di-
vided into three stages (cf. Fig. 2). At the end of each stage, the participants were 
asked to complete a questionnaire to measure their mental and psychological state. At 
the end of both sessions, a questionnaire was handed out to the participants and mod-
eration team to compare the experiences during the sessions. It included several ques-
tions focusing on problem description and understanding, visualization, further 
processing of generated ideas, documentation, and interaction. All sessions got video-
taped for later analysis. 

7 Results 

In the final questionnaire, the digital condition was preferred by far to the classical 
setting, especially regarding overview, further processing, and fast visualization of the 
collected concepts. Also the expert evaluation confirms the advantage of the digital 
condition. To find out more about the causes of these positive results, we carefully 
analyzed the process using the above mentioned methodologies.  
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7.1 Outcome-Based Results Based on Expert Evaluation 

All 16 integrated solutions were visually standardized after all sessions had been 
completed, to avoid mapping of solutions to a specific condition. In addition, a short 
explanation was added by the moderator. A heterogeneous group of experts (2 senior 
designers, 2 senior technicians, 2 marketing experts) rated these solutions indepen-
dently on a 10-point scale by using the five above mentioned criteria (maturity, usa-
bility, consumer benefit, level of detail, and novelty). We can make several interim 
conclusions from the scores in Fig. 7. 
 

 

Fig. 7. Outcome-based expert evaluation of the final, visually standardized results. Each co-
lored section represents one particular value on a 10-point scale (1=very bad, 10=outstanding). 

A Wilcoxon Signed-Rank Test comparing both techniques showed no significant 
difference in the maturity (z = -0.771, p = .441). The aspect of novelty was rated bet-
ter in the digital condition ( digital = 6.5) than in the classical condition ( classic = 4), z 
= -2.524, p = .012. The outcome of the digital condition was also considered superior 
by the experts in terms of usability ( classic = 5 vs. digital = 6, z = -2.38, p = .017), 
consumer benefit ( classic = 5 vs. digital = 6, z = -2.521, p = .012), and level of detail 
( classic = 5 vs. digital = 6, z = -1.68, p = .039). In the following section we are going to 
examine the reasons for these results. 

7.2 Process-Based Results Based on the Flow Wheel 

The diagrams in Fig. 8 show that the overall distribution of the psychological states is 
not entirely different for the two conditions. In both, we can see that most participants 
went from flow at the beginning (stage 1) towards the control segment at the end 
(stage 3). As the conditions did not really differ up to this point, this concord is not a 
surprise. However, it is interesting to see that, when using the classical SIS technique, 
already in the middle of the session (stage 2) quite a notable number of participants 
were in a state of boredom. This trend continued in stage 3, as the challenge level 
continued dropping. In contrast, in the digital condition, participants experienced a 
better balance between skills and challenges. Therefore they were kept longer and 
more consistently in the flow and control dimensions.  
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Fig. 8. Psychological state of the participants during the different stages of the session 

Fig. 9 shows that participants were immediately able to start their task (stage 1) and 
to get into the state of flow. Stage 2, in contrast, was new to them. In the digital condi-
tion, the majority stayed in flow (15) and control (9) and only one continued to be 
anxious. Most of the participants stayed in flow (14) or control (8) also in stage 3, only 
eight participants felt either bored or relaxed. In contrast Fig. 9 shows a much higher 
drop-off of participants in the flow for the stages 2 and 3 in the classical condition. 
 

  
Fig. 9. Number of the participants in the flow state during the different stages 

7.3 Process-Based Results Based on Video Analysis 

The collected video data was subdivided into fragments of five seconds and analyzed 
by using open coding [31, 19]. For each fragment the corresponding phase of the SIS 
technique was determined. Moreover, the physical activity (e.g. sitting, standing, 
environment adaption) as well as the core activity (e.g. listening, talking, private / 
public writing, idle) was identified for each participant and the moderator. 
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Overhead Reduction. Regarding the reduction of overhead, the video analysis gave 
us the expected clear confirmation. The average amount of overhead decreased from 
8:21 min (SD = 1:02 min) in the classical condition to 4:44 min (SD = 0:44 min) in 
the digital condition (cf. Fig. 10). The measured time includes activities, such as mov-
ing flipcharts and pinboards as well as pining sheets of paper and copying content in 
the classical condition. In the digital condition, navigation and moving, duplicating, 
and transforming content were activities considered as overhead. 

 

 

Fig. 10. Overhead Comparison: Idle refers to the time required for organizational tasks that 
block the creative process. Time needed to complete in-process questionnaires as well as phase 
2 was also often used for organizational tasks. 

Effects on the Overall Process. While the reduction of overall organizational over-
head is quite high (43%) in the digital condition, the reduction of the Idle time - the 
timespan where the creative process has to be stopped to perform tasks considered as 
overhead - is much smaller (26%). In both conditions, the time to complete question-
naires was used for organization. In addition, in the classical condition phase 2 was 
heavily used to copy or duplicate content while the participants were busy with pre-
senting. On multiple occasions in the classic conditions, the moderator asked the par-
ticipants to continue with the discussion, while he/she was still performing organiza-
tional tasks.  

Fig. 11 shows the temporal sequences observed from two sample groups (1, 2) un-
der the digital (D) and classical (C) condition. Although the overall sequence of the 
phases was more or less the same, certain differences can be observed.  
 

 

Fig. 11. Four samples of temporal sequences. 1D and 2D represent digital, 2C and 1C classical 
conditions. 
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1C and 2D were the first conditions conducted in the selected group. This is why 
the introduction was a lot longer. It is also noticeable that the illustrated digital condi-
tions (1D, 2D) had a longer overall duration. Although this finding corresponds with 
the overall, average durations (classic: 54:06 min; digital: 56:47 min), there are too 
many different influences to identify a clear trend. For instance, the comparatively 
long problem framing phase in 2D was due to multiple questions of the participants. 
Furthermore the integration of the third solution in 1C and the forth solution in 2C 
were extremely short due to large benefit overlaps between individual and combined 
solutions.  

Comparing the idle phases between the classical and digital conditions shows the 
average number of idle phases per session is exactly the same (M = 18.25; SDdigital = 
2.6; SDclassical = 0.5). The phases, however, last 7.1% longer in the classical condition. 
This difference seems to be the result of a small number of extraordinary long idle 
phases that occur when the moderator is no longer able to handle the overhead simul-
taneously with running the session. These long idle phases appear in nearly all clas-
sical conditions (cf. Fig. 11). In contrast, the idle phases’ durations are more equal in 
the digital conditions.  

Effects on Participants’ Performance. Since there are a lot of variables (e.g. perso-
nality, involvement) that affect participants’ performance, the results in this section 
have to be handled with care. By all means, the observed sessions in both conditions 
were very dynamic. Especially when the moderator was busy with writing or organiz-
ing, subgroups that actively discussed issues or did something else, unrelated to the 
actual problem of the session, emerged very fast. 

Fig. 12 unveils that the communication of the moderators in phase 2 (Benefit De-
duction) and phase 3 increases in the digital condition. Most likely this effect oc-
curred due to the reduced amount of overhead performed in these phases. Moreover, 
increased attention during phase 2 (Presentation) might also affected this result as the 
moderators had a better understanding of the solutions. Surprisingly the number of the 
statements of the participants in phase 2 (Benefit Deduction) rose simultaneously. We 
suppose this is at least partly due to the increased activity of the moderator. 

 
Fig. 12. Percentage of speech in the different phases and conditions. Due to the possibility of 

simultaneous comments, the combined time for moderators and participants may exceed 100%. 
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8 Discussion 

In general, the analyses confirm that digital environments are not only capable of 
substituting the traditional paper-based environment, but also provide additional val-
ues reducing the overhead and can lead to better results. Especially the results of the 
expert evaluation are very convincing.  

The results of the flow analysis (cf. Fig. 8 and Fig. 9) shows that participants 
stayed considerably longer in a state of flow during the digital condition. Excitement 
about the novelty of the digital approach might be one possible explanation. However, 
as all participants were already familiar with the interactive environment, the factor of 
novelty was eased to a great extent. Therefore, we assume that the ability to stay in 
the flow for a longer period was primarily caused by other reasons, such as changed 
interaction patterns between the group and the moderator. 

In the classical condition, the moderators attempted to keep the creative process 
alive by doing organizational work during the actual creative phases. Investigating the 
amount of speech (cf. Fig. 12), we can see that this additional work leads to a de-
creased participation of the moderator especially in the second part of phase 2 and 3. 
Without a moderator leading the discussion, the results of most discussions between 
the participants ended quickly or the participants didn’t stay focused. The experiment 
confirmed that a strong moderator is a very important part in the creativity technique. 
With decreasing his/her workload, which results in a higher participation and availa-
bility, the group productivity and process quality can be increased significantly.  

In the light of this finding it is even more important to improve both the digital en-
vironment and the interaction concepts to decrease the required overhead even fur-
ther. However, as currently most of the organizational tasks are accomplished by the 
moderator, also the adaption of the creativity techniques themselves should be consi-
dered. Digital environments enable smooth transitions between different private and 
public media and thus support more dynamic workflows. This could help the group to 
reduce their dependency from the moderator or to distribute the organizational over-
head among all participants. This way, it would be possible to use the observed dy-
namic creation of subgroups and discussions more productively and sustainably.  

9 Conclusion and Future Work 

In this paper, we compared the performance of the creativity technique SIS in a tradi-
tional, paper-based setting to a digital environment with focusing on reducing the 
organizational overhead. Using a set of versatile methodologies, we did not only 
prove the advantage of a digital environment, but also investigate the negative effects 
of overhead when performing a creativity technique. Our findings show that the re-
duction of overhead does not necessarily result in a decrease of the task execution 
time. It rather leads to a higher participation of the moderator, higher likeliness for the 
participants to stay in a state of flow, and finally better and more advanced results. 

In future work, we think it is important to intensify the research on interface and in-
teraction techniques that support smooth transitions and effortless content management 
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in digital environments to further reduce unnecessary overhead. Moreover, it will be 
interesting to develop new concepts of creativity techniques that enrich the dynamic 
possibilities of digital, interactive environments.  
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Abstract. Today, many public services are available online through Web sites. 
The accessibility of the sites, also to people with disabilities, is important be-
cause the accessibility concerns equality of citizens, a cornerstone of democracy. 
In the current study we carried out a meta-analysis of 17 studies concerning the 
accessibility of the Web sites of public administration. Furthermore, we assessed 
the accessibility of Web pages of 12 ministries of the Finnish government. The 
assessments were based on the Web Content Accessibility Guidelines (WCAG). 
The results showed that in terms of the WCAG guidelines, the average accessi-
bility of public Web sites is poor. Moreover, there was no improvement in the 
accessibility in the 2000’s and many of the accessibility failures were so simple 
that they could have been easily avoided. This may indicate that the building of 
information society is driven by technology, rather than principles of democracy 
and well-being. 

Keywords: Accessibility, public administration, WCAG. 

1 Introduction 

Building the so-called information society is usually conceptualised primarily as a 
technological task [1]. This can be seen, for instance, in the national information soci-
ety programmes. Finland was among the first ones to prepare one, in the mid-1990s 
[2]. That report contained a technically oriented futuristic vision. More recently, the 
official objectives have been more human-centric. The [Finnish] National Knowledge 
Society Strategy for 2007-2015 is entitled “A renewing, human-centric and competi-
tive Finland” [3]. The objective for developing the society is expressed as “A good 
life in the information society” [3]. However, the approach of this document is still 
very techno-optimistic. Like in many other countries, high expectations have been set 
concerning the opportunities of networked society for democracy [see e.g. 4]. This 
kind of enthusiastic visions should be taken dubiously, if they don’t include critical 
analysis.  

Public Web services are meant, at least in principle, for all citizens. They should be 
in a form which is accessible for everyone. For instance, people with disabilities 
should be taken into account in the design of the services.  

We wanted to find out to what extent the accessibility has been taken into account 
in the design of public Web sites. Well-known criteria for Web content accessibility 
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have been defined in the guidelines of the World Wide Web Consortium (W3C), 
called Web Content Accessibility Guidelines (WCAG). Our study was carried out in 
two steps. First we accomplished a meta-analysis of 17 studies concerning the acces-
sibility of the Web sites of public administration. Then we assessed the accessibility 
of Web pages of 12 ministries of the Finnish government. The assessments were 
based on the WCAG guidelines. Before describing the two parts of the study and their 
results, we first discuss the core concepts of our study: disability, accessibility, and 
evaluation of accessibility.  

1.1 Perspectives on Disability 

The concept of disability (along with related concepts like impairment and handicap) 
has been a topic of lively debate for decades, at least from the early 1960s [5, 6]. 
Analysis of all the nuances of the debate is out of focus of the current study. We  
contend ourselves with the introduction of two, clearly distinctive main approaches: 
the medical and the social approach to disability. 

The medical model of disability is probably the most mundane approach in concep-
tualising what disability is all about. In it, people are classified on the basis of medical 
criteria to those who are disabled and those who are not. In the approach, disability is 
seen primarily as individual’s problem which should be overcome. Due to the  
complex relationship between an individual and the society, individual’s problem 
obviously concerns society as well. 

In the traditional medical definition of disability, the stumbling block, causing 
strong arguments is obvious: 

“In the context of health experience, a disability is any restriction or lack (result-
ing from an impairment) of ability to perform an activity in the manner or within the 
range considered normal for a human being” [7] 

As can be seen, this definition goes “out of the frying pan into the fire”: while  
defining disability, it introduces another, similarly disputable and even ethically ques-
tionable concept of normality of a human being. Even though the expression has been 
smoothened in the updated version of the same document [8], the individual’s  
perspective is still present. 

The contradictory approach is commonly called as social model of disability. In 
this perspective, the relationship between an individual and the society is approached 
from the opposite direction: disability is seen to result from the structures which  
prevent some individuals from participating in the function of the society. In other 
words, no one is disabled as such; the disability appears in the discordance between 
the individual and the environment. 

The contradiction between the social and medical views of disability is nicely 
compromised in the Convention on the Rights of Persons with Disabilities by 
United Nations [9]. In its Article 2, the concept of universal design is defined to 
mean: 
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“… the design of products, environments, programmes and services to be usable by 
all people, to the greatest extent possible, without the need for adaptation or special-
ized design. “Universal design” shall not exclude assistive devices for particular 
groups of persons with disabilities where this is needed.” 

In other words, the priority is to design for all, yet admitting that in some cases, 
special arrangements are necessary. 

Even though practical implications for the design of public services may be  
in many cases the same regardless of the perspective, the distinction between the 
medical and social approaches is important in the long run. 

1.2 Perspectives on Accessibility 

Regardless of the perspective on disability, accessibility is a fundamental issue and 
criterion in the development of public services. This is based on wide agreement 
about the rights of the disabled people, formalised in the Convention on the Rights of 
Persons with Disabilities [9], in Article 9: 

“States Parties shall also take appropriate measures: 
…  
(f) To promote other appropriate forms of assistance and support to persons with 

disabilities to ensure their access to information; 
(g) To promote access for persons with disabilities to new information and  

communications technologies and systems, including the Internet; 
(h) To promote the design, development, production and distribution of accessible 

information and communications technologies and systems at an early stage, 
so that these technologies and systems become accessible at minimum cost.” 

In other words, importance of information access has been seen such a central 
right, that it is stressed by expressing the issue from the points-of-view of informa-
tion, related technology and even the development of technology. 

Sir Timothy Barnes-Lee himself, the director of the World Wide Web Consortium 
(W3C), has been one of the key persons behind recent accessibility efforts e.g. in the 
UK [10]. Indeed, the Internet and the World Wide Web are the technologies which 
have become essentials for citizens. It is therefore quite natural, that much of the  
accessibility efforts concern the World Wide Web. 

1.3 Evaluation of Accessibility 

Web accessibility is usually bind to the accessibility guidelines of W3C, called Web 
Content Accessibility Guidelines (WCAG), version 1.0 from 1999 [11] and 2.0 from 
2008 [12]. The two versions have a lot in common; the later one, however, is appli-
cable in a wider range of devices. For instance, version 2.0 contains four general 
accessibility principles hierarchically above the detailed guidelines; the principles 
are thus applicable even when the technology specific, detailed guidelines appear 
irrelevant. 
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The WCAG guidelines provide a number of checkpoints that can be used to check 
the accessibility of Web content. Each checkpoint is associated with one of three pri-
ority levels. Level 1 criteria or checkpoints define the basic and most critical features 
that accessible content must satisfy, level 2 checkpoints refer to the criteria that the 
content should satisfy, and level 3 to the criteria that may be satisfied. The check-
points in guidelines are constructed in a hierarchical manner so that the requirements 
concerning the same feature get higher when proceeding from level 1 to level 2, and 
further to level 3. For the content to be tested, for example, a Web page or a Web site, 
the guidelines define three conformity levels: A, AA, and AAA. In order to be on 
level A, all level 1 criteria have to be satisfied. On level AA, all the criteria of levels 1 
and 2 have to be satisfied. Finally, on level AAA, all criteria of all levels have to be 
satisfied. 

There are several other guidelines and criteria for accessibility, but in this study, 
we focus on WCAG. 

WCAG can be applied both in the design of accessible Web content as well as in 
the evaluation of accessibility of existing content. The evaluation methods can be 
divided into automated, semi-automated, and manual. Since in the definition of 
WCAG it is stated that the criteria has to be testable [12], the success criteria are con-
crete and many of the criteria can be tested automatically.   

2 Meta-analysis of Previous Public Administration Accessibility 
Studies 

In order to get an overall view of the current state of accessibility in public admini-
stration Web sites, we carried out a meta-analysis of existing relevant accessibility 
studies which have been reported in scientific forums. 

2.1 The Data 

The criteria and method for the article sample was as follows: They had to be pub-
lished in the proceedings of international conferences, journals, or in the final reports 
of large research projects. The reports were searched from the databases of ACM, 
SpringerLink, and Elsevier. Google Scholar was also utilised, as well as the reference 
lists of relevant articles. The keywords used in the searches were ”WCAG 1.0”, 
”WCAG 2.0”, ”accessibility”, ”Web sites”, ”public government” and ”public admini-
stration”. Since WCAG 1.0 was released in 1999, only articles which have been pub-
lished after that were included.  

We found 23 studies in total. In a closer inspection, it was found out that four of 
them did not report the application of WCAG detailed enough for the needs of this 
analysis. In addition, one report was excluded because of quality problems (did not 
actually use WCAG 2.0 criteria even if it was argued in the report that it did). The 
final list of 17 included studies is provided in Table 1. 
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Table 1. The included studies 

                                                           
1  http://www.erigami.com/truwex/ 
2  http://oa.mo.gov/itsd/cio/architecture/domains/interface/PC-
Accessibility-MOITAccessiblityStds-WatchfireWebxact060606.pdf 

3 http://www.tawdis.net/ 
4 http://www.aprompt.co.uk/45/Website_Accessibility_Testing/ 

Authors & Countries Method: 
A=automatic 
M=manual 

No. of 
analysed 
pages 

A-level 
WCAG 
1.0/  
2.0 

AA-
level 
WCAG 
1.0/ 2.0 

Abanumy et al.  
[13], Saudi-Arabia & Oman 

A (Bobby1) 27 0 *

Al-Khalifa [14],  Saudi-Arabia A, M  36 */0 */0

Basdekis et al. [15],  Greece A, M (Bobby) 256 14 1 

CabinetOffice [16], EU A, M 436 3 0

Choudrie et al. [17],  Singapore, 
Australia, Canada, Hong Kong & 
Finland 

A 
(WebXACT2) 

5 40 0

EU [18],  EU & USA A, M (TAW3) 102 0/0 0

Goette et al. [19],  USA A (Bobby) 51 70 2

Kuzma et al. [20],  USA A (Truwex) 50 12/0 *

Lazar et al. [21],  USA A, M (A-
Prompt4) 

50 2 *

Loiacono et al. [22],  USA A (Bobby) 221 28 *

MeAC [23], 25 EU-countries, 
Australia, Canada & USA 

A, M 336 5.3 0

Paris [24],  Ireland A (Bobby) 26 14 0

Potter [25],  USA A (Bobby) 63 19 2

Shah et al. [26],  Nepal A (Bobby) 27 11.1 *

Shi [27],  China & Australia A (Bobby) CN 30
 AU 8

CN 3
 AU 
87.5

*

Shi [28],  China A (Bobby) 339 0 *

Yu et al. [29],  USA A (Kelvin[29]) 272778 0 0
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The names in the third column refer to the automated tool used. The figures in the 
4th and 5th column indicate the percentages. “*” stands for N/A. 

2.2 The Level of Accessibility 

As can be seen in Table 1, in four of the included studies none of the analysed pages 
met even the WCAG level A. In three studies, less than ten per cent of the pages 
reached level A. In six studies, the percentage of level A pages was between 10 and 
25. In four studies only the percentage of pages that satisfied level A criteria, was 
above 25. 

In 10 of the included studies the conformance to level AA was assessed. In them, 
the percentage of the level AA pages was 2 at its best. In six studies the conformance 
to level AAA criteria was assessed as well, but not a single page met that level. 

It has to be kept in mind that for reaching the compliance level A the page cannot 
fail in a single level 1 criterion. For reaching the compliance level AA, the page has 
to satisfy all level 1 and 2 criteria. And only pages satisfying all of the criteria, on 
all three levels, reach level AAA compliance. This means that one failure on level 1 
is enough to prevent calling a page WCAG compliant, on any level, even though all 
other criteria were satisfied. Therefore it is important to take a look at the results 
concerning individual success criteria and the most typical failures concerning 
them. 

2.3 Typical Accessibility Failures 

WCAG 1.0 Priority 1 Checkpoints 

• Checkpoint 1.1: “Provide a text equivalent for every non-text element.” This is 
essential e.g. for blind users applying screen readers. All of the included 17 studies 
mentioned this as one of the main accessibility problems. 

• Checkpoint 12.1: ”Title each frame to facilitate frame identification and naviga-
tion.” Even though the use of frames is not as usual as previously, they remain one 
of the most common accessibility challenges. Screen readers, for example, do not 
necessarily read the contents of frames. The titling of frames was found as a prob-
lem in 7 studies. 

• Checkpoint 6.3: “Ensure that pages are usable when scripts, applets, or other pro-
grammatic objects are turned off or not supported. If this is not possible, provide 
equivalent information on an alternative accessible page.” Often, scripts are dis-
abled, so if the use of a Web site requires the functioning of scripts, they are an ac-
cessibility problem for anyone. Six of the studies found problems in the use of 
scripts. 

WCAG 1.0  Priority 2 Checkpoints 
Ten of the included studies assessed level AA conformity. The most common failures 
concerned: 
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• Checkpoint 3.4: “Use relative rather than absolute units in mark-up language  
attribute values and style sheet property values.” From the point of view of acces-
sibility, it is important that the user-interface elements are scalable to different 
needs and terminals. Eight studies mentioned this as an issue. 

• Checkpoint 9.3: “For scripts, specify logical event handlers rather than device-
dependent event handlers.” Device dependent technology is problematic since  
especially disabled people may be unable to use standard devices and have to use 
customised technology instead. The violation of this guideline was detected in five 
studies. 

• Checkpoint 13.1: ”Clearly identify the target of each link.” Important for  
users with cognitive disabilities and users with visual impairments in particular. 
Classified as a problem in four studies. 

• Checkpoint 3.2: ”Create documents that validate to published formal grammars.“ 
Valid code ensures that it works in different platforms, including assistive  
technologies. Either HTML or CSS code was found invalid in four studies. 

• Checkpoint 12.4: “Associate labels explicitly with their controls.” This is important 
especially for the visually impaired users, who are unable to utilise visual cues in 
associating e.g. a form field and its help text. 

WCAG 1.0 Priority 3 Checkpoints 
In the six studies assessing level AAA conformance the priority 3 failures mostly 
concerned  

• Checkpoint 4.3: ”Identify the primary natural language of a document.” 
• Checkpoint 5.5: “Provide summaries for tables.” 
• Checkpoint 10.5: “Until user agents (including assistive technologies) render  

adjacent links distinctly, include non-link, printable characters (surrounded by 
spaces) between adjacent links.” 

WCAG 2.0 
Surprisingly, only one of the studies contained analysis of the accessibility problems 
on the basis of version 2.0 of WCAG. Therefore, it was not possible to make any 
comparisons or generalisations about them. 

2.4 Summary of the Meta-analysis 

Table 1 shows that in average the level of accessibility in terms of WCAG is low.  
It also shows major differences in the results, especially concerning the level A  
compliance of public sector Web pages of the case countries or areas. Based on this 
meta-analysis we cannot, however, make any kind of ranking of the countries or areas 
in respect to their WCAG level A compliance. Likewise, any other kind of direct 
comparisons among the included studies is problematic due to their evident differ-
ences; without going into details in the differences in the data and analysis methods of 
the included studies, it is easy to see that already in the number of pages assessed in 
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the studies there is a huge range: from 5 to 272778. The earliest of the studies has 
been published in 2002, the latest in 2011.  Our expectation was that some improve-
ment might be visible during the time frame from 2002 to 2011. To our surprise no 
such improvement could be seen. In other words, there is no sign in this sample that 
accessibility had improved over recent years. Another surprise was related to the indi-
vidual failures and their types. Most of the violations of WCAG checkpoints were 
plain and apparent. Since the form of WCAG is extremely pragmatic and concrete, 
most of the identified accessibility violations would have been easy to avoid. This 
may indicate an attitude problem rather than lack of resources. The issue is further 
discussed in the last section of this paper. 

3 Accessibility of the Web Sites of Finnish Ministries 

After the meta-analysis indicating major accessibility problems of the Web sites of 
the public administration in the USA and many other countries we wanted to assess 
the accessibility level of the Finnish public administration. 

3.1 The Data and the Analysis 

We chose the Web sites of the Finnish ministries for the assessment because the  
Finnish Government has emphasized for several years the importance of building the 
Finnish Information Society. In the Finnish Government there are 12 ministries. From 
the ministry Web sites we analysed 108 pages altogether. The chosen pages included 
the front page of each of the ministries, and the second-level pages which were linked 
from the main navigation bar of the front page.  

In order to gain commensurability with analysis of previous studies, we used  
a similar kind of approach: We analysed the WCAG compliance and searched for 
typical accessibility failures. Most of the analysis was carried out with the help of 
automated accessibility tool, called Worldspace [30]. We ended up to an automated 
tool since this strategy is usually high in reliability. Automatic analysis is prone to 
validity problems [31], though, which has to be taken into account in the interpreta-
tion of results. In addition to the application of Worldspace, the validity of the HTML 
code was checked with the markup validator of W3C. From the available automated 
tools Worldspace was chosen since it is free, covers both versions of WCAG, is  
included in the listing of W3C and is easy-to-use. It covers all conformity levels of 
WCAG 1.0 and levels A and AA of version 2.0. 

Since automated analysis is purely based on the HTML code, ideally all the results 
would be manually checked. In the current study, in terms of the resources available, 
full scale manual inspection was not an option. 

3.2 Detected Accessibility Failures 

Criteria: WCAG 1.0 
Our analysis shows that out of the 108 Web pages, only 9 reached the level A  
conformance of WCAG 1.0. Of these 9, 8 were pages of the Ministry of Transport 
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and Communications, which is a positive indication – at least the Ministry which is 
responsible for the domestic Internet policy has applied the accessibility guidelines. 
Unfortunately, even this ministry’s expertise has not yielded above level A: no single 
page in the whole sample reached the AA conformance, not to speak about AAA. 

The common violations of WCAG 1.0 are quite in accordance with the previous 
studies. We now list the ones which came up in more than half of the pages, or at least 
three most common problems in each level. 

The foremost violation of the first level checkpoints concerned the checkpoint 1.1: 
“Provide a text equivalent for every non-text element.” The failure to meet this  
criterion was detected in 80 per cent of the pages. The second most common issue on 
the first level was about the checkpoint 12.1: ”Title each frame to facilitate frame 
identification and navigation.” The difference between the frequency of 1.1 problems 
and 12.1 problems was huge: only 10% of the pages violated guideline 12.1. The third 
most common violation was about 6.1: “Organize documents so they may be read 
without style sheets”, which was violated in 8% of the pages. In other words, just by 
providing text equivalents for all non-text elements, the accessibility rating of these 
pages would have been hugely higher. 

On the second priority level the problems were more evenly distributed among 
checkpoints: 

• 13.1: 91% of the pages violating (“Clearly identify the target of each link”) 
• 3.2: 91% (“Create documents that validate to published formal grammars“) 
• 12.4: 85% (“Associate labels explicitly with their controls”) 
• 3.5: 68% (“Use header elements to convey document structure and use them ac-

cording to specification”) 
• 3.4: 63% (“Use relative rather than absolute units in markup language attribute 

values and style sheet property values”) 
• 10.1: 62% (“Until user agents allow users to turn off spawned windows, do not 

cause pop-ups or other windows to appear and do not change the current window 
without informing the user”) 

Of these, only 3.5 and 10.1 did not come up in the list of most common accessibil-
ity issues in the review of previous studies. This shows that the types of accessibility 
problems are quite similar on the Web sites of public administration in different coun-
tries. 

On the third priority level, the number of problems was huge, the most common 
ones distributed as follows: 

• 10.5: 95% (“Until user agents (including assistive technologies) render adjacent 
links distinctly, include non-link, printable characters (surrounded by spaces) be-
tween adjacent links”) 

• 9.5: 88% (“Provide keyboard shortcuts to important links (including those in cli-
ent-side image maps), form controls, and groups of form controls”) 

• 13.6: 88% (“Group related links, identify the group (for user agents), and, until 
user agents do so, provide a way to bypass the group”) 
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• 2.2: 81% (“Ensure that foreground and background color combinations provide 
sufficient contrast when viewed by someone having color deficits or when viewed 
on a black and white screen”) 

• 4.3: 71% (“Identify the primary natural language of a document”) 

A good example is the most common of the level 3 failures. Guideline 10.5 had 
been very simple to follow. Whether it is a question of negligence, ignorance or 
something else, obviously cannot be answered on the basis of this study. 

Criteria: WCAG 2.0 
In terms of the WCAG version 2.0, none of the pages of our sample reached even the 
lowest level of conformance (A). In the review of previous studies, the conclusions 
were similar; only very few pages of public administration reached the A level. 

According to the results of the automated analysis, the most common accessibility 
problems concerned criteria on the first priority level, in particular, the following 
criteria: 

• 1.3.1: 93% (“Information, structure, and relationships conveyed through presenta-
tion can be programmatically determined or are available in text”) 

• 3.3.1, 89% (“If an input error is automatically detected, the item that is in error is 
identified and the error is described to the user in text”) 

• 1.1.1, 77% (“All non-text content that is presented to the user has a text alternative 
that serves the equivalent purpose, except for the situations listed below”) 

• 3.1.1, 71% (“The default human language of each Web page can be programmati-
cally determined”) 

• 4.1.2, 67% (“For all user interface components…, the name and role can be pro-
grammatically determined; states, properties, and values that can be set by the 
user can be programmatically set; and notification of changes to these items is 
available to user agents, including assistive technologies”) 

• 2.4.4, 61% (“The purpose of each link can be determined from the link text alone 
or from the link text together with its programmatically determined link context, 
except where the purpose of the link would be ambiguous to users in general”) 

Surprisingly, only one problem was detected by Worldspace concerning the second 
level success criteria. The failure concerned the criterion 1.4.3: “The visual presenta-
tion of text and images of text has a contrast ratio of at least 4.5:1”(…plus some UI-
element specific refinements). From the tested pages 49% failed to meet the criterion. 

4 Discussion 

There are today a great number of different public services available through Web 
sites. The limitations in the accessibility of the content of a site may fully prevent 
using the main functionalities of the site. Our study reveals that the level of Web  
content accessibility of public administration is in low level. Since accessibility of 
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public Web services is essential in terms of the principles of democracy, improving 
the accessibility is a necessity. 

We used WCAG as a criterion for accessibility in this study. Those guidelines have 
their strength in being concrete and measurable. They do not, however, take a stand 
on more ambiguous qualities like attitudes or ethical values. Therefore, there may be a 
risk that the usage of guidelines is mechanical fixing of errors. In other words, appli-
cation is first designed and only after the initial design accessibility guidelines are 
utilised. An analogous problem has already been handled in human-computer studies 
for quite a while ago: When personal computers became common, user-interface was 
seen as a means to make the complicated computer technology usable for everyone. It 
was found soon, however, that a nice user-interface cannot compensate fundamental 
usability problems. The solution was to change the process: rather than creating unus-
able technology and only after that try to make it usable with a fancy user-interface, 
we should include the user’s point-of-view in all stages in design. 

We argue that the approach described above should be applied to the design of 
Web content. Rather than creating inaccessible content and later try to fix it with the 
help of guidelines, the content should be designed accessible in the first place. The 
form of technology should not be the primary criterion for the development of public 
services – accessible service may not always be the fanciest looking and not even the 
cheapest option. 

It can be concluded that the construction of accessible services is not a huge tech-
nological challenge. The biggest challenge is in the attitudes. Designers of public 
services should see their role as constructors of democratic society rather than only as 
application designers [32]. 
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Abstract. Designing accessible web sites and more generally Internet-
connected devices remains a challenging task nowadays. A number of guide-
lines (such as the WCAG2) are now widely available and recognised. To better 
cope with the quickly evolving technological landscape, these guidelines are 
also being formulated in technology-neutral terms. However this is still leaving 
the user dimension largely implicit, which makes it difficult to understand ex-
actly which kind of user a given website is hindering. 

This paper describes how to capture and use rational links between guide-
lines and user capabilities/impairments by combining a set of complementary 
models (user, task, user interface, guidelines). The process of building those ac-
cessibility rationales relies upon available user and guidelines ontologies and 
also on obstacle identification and resolution techniques borrowed from the re-
quirements engineering domain. This resulting enriched guidance enables a 
number of interesting new scenarios to better help web developers, analyse 
guidelines or make comparisons between guidelines. 

Keywords: Accessibility, Assessment, Web, User-Model, Task Model, Ontol-
ogy, Guidelines, WCAG. 

1 Introduction 

Keeping the web accessible to all and especially to people with disabilities has  
become fundamental given the importance the web as gained in many aspects of life 
such as education, employment, commerce, health care, government, leisure,  
and more. Considering sight and hearing impairments which are among the most 
problematic when considering web usage, about 6.4 percent of the population age 15 
years and older and more than 20% of the population over 65 is concerned in the US, 
according to a 2010 report [2]. Those figures can be transposed to other developed 
countries and are far higher in developing countries.  

Applying accessibility principles is also widely recognised as enhancing the  
overall usability experience for everyone whether or not suffering impairment.  
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Accessibility standards such as the WCAG [13] or section 508 [11] are widely recog-
nised and formulated as practical guidelines to ease adoption. 

Despite those facts, recent reports keep showing that the level of accessibility  
remains very low. For example, a 2008 European Commission study highlighted that 
only 2.6% of key public and commercial websites in Member States were accessible, 
while only 5.3% of government websites were accessible [6]. Explaining the gap 
between the need and the current lack of accessible websites is not easy and multiple 
factors are involved. The fast pace of technical evolution does not help but beyond 
that, one of the key reasons frequently mentioned is the lack of information and  
training of web designers. 

Accessibility guidelines have quite matured and now clearly separate the accessi-
bility principles and guidelines from specific techniques to enforce them in specific 
technologies [13]. However, while web designers are well armed to face “how” to 
apply the principles, the support to help them understand “why” they need to apply 
specific guidelines is still largely missing; e.g. the WCAG2, focussed upon in this 
paper, does not explicitly relate the need of captions in video content with deafness. 

In order to provide better support for the web designer, this paper proposes to  
enhance the existing guidelines with such rationales. We show how to systematically 
produce them based on the existing guidelines combined with user impairment  
ontologies and user interface modelling techniques abstracting from the pure  
implementation level (such as abstract user interfaces and tasks models). In order to 
represent and reason about the accessibility related knowledge, we rely on semantic 
web techniques like RDF/OWL representations, queries and ontology interconnec-
tions [10]. Those techniques also enable an access as open linked data. 

The structure of this paper follows our research approach. First, in Section 2,  
we survey the available models and related ontologies which can be exploited and 
connected to better support the design process. Section 3 then details how additional 
links can be inferred to bridge important gaps such as the rationales between guide-
lines and user impairments. Section 4 then illustrates a number of scenarios on how 
the enriched guidelines bring added value. Section 5 reviews some related works; and 
finally section 6 concludes by highlighting how this work can be further developed. 

2 Survey of Accessibility Related Ontologies and Models 

This section presents the characteristics (strength/limitations) of existing accessibility 
and impairment ontologies as well as relevant User and UI modelling techniques. 

2.1 Accessibility and Impairement Ontologies 

Web Content Accessibility Guidelines. WCAG guidelines are expressed as principles 
in four major categories: perception, operability, understandability and robustness. 
Those are refined into 12 major guidelines which are then supported by specific  
techniques, either generic or specific to a technology. Related checks are also defined to 
keep the traceability between these guidelines. Its structure can be represented as a goal 
refinement tree depicted in Figure 1 and explained in more details in section 2.2. 
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Accessibility (WCAG2)

P1 - Information 
Perception

P2 - User Interface 
Operation

P3 - Content and 
navigation Understadability

P4 - Technological 
Robustness

Alternative 
content

G1.2 Provide 
alternative for 
time-based media

G1.1 Alternative for 
non-text content

Adaptable
content

Distinguishable
content

G1.4  Make it easier for users to see and 
hear content including separating 
foreground from background. 

G1.3 Create content that can 
be presented in different ways 
without loosing structure

G1.2.1 
Audio/Video only

G1.2.2 Captions 
(prerecorded)

G1.2.3 Audio description/ 
media alternatives

Level A

G1.2.4 Captions 
(live)

G.1.2.4 Audio 
description

Level AA

G.1.2.5 Sign 
Language

...

Level AAA  

Fig. 1. Partial goal model for WCAG2 guidelines 

The guidelines are mostly available as well-organised structured hypertext on the 
W3C website. The AEGIS project has also made them available as ontology under the 
OWL format which can be used for semantic processing [1]. Figure 2 illustrates this 
ontology in the Open Source Protégé tool. 

 

 

Fig. 2. WCAG2 Ontology 

International Classification of Functioning, Disability and Health (ICF) [5]. It is a 
universal classification of disability and health for the definition, measurement and 
policy formulations in health and health-related sectors. The naming reflects its  
philosophy oriented to the measuring functioning in society, no matter what the rea-
son for one's impairments. This is reflected by its conceptual structure represented in  
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Fig. 3. ICF Concepts and Relationships 

Figure 3. It is therefore relevant to consider this classification also in the specific con-
text of IT usage and web accessibility. An extensive OWL ontology has been released 
by the BioPortal, composed of about 1600 classes and 3250 individuals [3]. 

2.2 Models 

User Interface Models provide representations of the user interaction with a com-
puter program or another reactive device with the purpose of supporting the UI design 
and analysis process. Different aspects of human-machine interaction can be captured 
by a set of the following complementary models and are supported by specification 
languages like UsiXML [12]. 

• Task model enables the description of high-level user requirements in terms of 
activities to be performed by the user and/or by the system in order to reach some 
goal [14]. They have a hierarchical graphical syntax with a well-defined semantics. 

• Abstract UI model defines interaction spaces grouping subtasks according to 
various criteria and independently of any context/modality of use. 

• Concrete UI model define widgets layout and navigation. While making the Look 
& Feel explicit, it is still a mock-up rendered in a non-operational environment. 

Goal models are used in the larger context of requirements engineering of system [15] 
while task models are more specifically targeting UI design. Goals capture properties 
to be achieved by users together with the systems. Goals can be refined hierarchically 
and can be seen to some point as a generalisation of tasks. Goals support reasoning 
about obstacles and conflict by taking into account known domain properties (in our 
context: UI characteristics and user impairments). 

3 Producing Guidelines Rationales 

In this section, we present the process to generate accessibility guideline rationales, 
based on existing techniques used among other in requirements engineering such as 
obstacle analysis and abduction techniques based on domain knowledge [15]. This 
rationale generation process is depicted in Figure 4 and relies on the following steps: 
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1. Content types are extracted from the models, possibly at different level of abstraction 
(e.g. task model, abstract UI model if available or concrete UI) 

2. Obstacle analysis is performed based on the user capability ontology (e.g. ICF). 
3. Matching is made with existing guidelines provided by the guideline library (e.g. 

WCAG2). 

The process can be complemented by a bottom-up phase, starting from the existing 
guidelines and attaching them to obstacle or completing existing obstacle trees. 

 

Fig. 4. Rationale Generation Approach 

This process can be applied systematically by using the rich ICF and WCAG on-
tologies identified in the section 2. The captured knowledge can then be bundled into 
a merged ontology enriched with the extra links illustrated in the following example: 

 

Task – understanding some textual content (typically as a step in workflow such as 
making a choice acknowledging terms of use) 

o obstacle: textual content not understood because user may have cognitive limita-
tions or be non-native (including signing deaf) 

o resolution:  
 identify user language  guidelines 3.1.1 (global) and 3.1.2 (parts) 
 propose alternative language  (out of scope of WCAG) 
or support simplified content  guideline 3.1.5 (reading level)

Fig. 5. Example of rationale generation 

The systematic application of the above process revealed two interesting points. 
First, it acts as a completeness check to detect partly addressed impairments in some 
usage context. Second, some models seem to relate more specifically to certain 
functional impairment categories (see Table 1). This can help having a special  
focus when building those models or even support the decision to build such models. 
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Table 1. Impacted functions in relation with UI models 

UI model UI concepts (added from previous level) Impacted functions 

Task Information flow, navigation flow Cognitive 
Abstract UI Controls, content types Motor, Vision, Hearing 
Concrete UI Look and Feel (styles, colors) Vision 

4 Usage Scenarios 

The availability of the guideline rationales enables new usage scenarios for different 
target groups (web designers, developers, assessors,...). The scenarios reported here 
were identified together with Anysurfer (http://www.anysurfer.be), a major 
association active in accessibility assessment and training. Some subjective validation 
elements are also reported. 

4.1 Providing User-related Explanations for Web Designers 

Currently, the application of guidelines produces a global ranking such as A, AA, 
AAA with limited explanations in terms of passed/failed checks. Problems can be 
traced to guidelines and corrective actions. The rational information enables to: 

• state which kind of user is impacted by a failed check. The feedback is this helps 
web designers to better identify the type of impaired users and to better understand 
and to apply the relevant parts of guidelines. 

• provide finer grained assessment going by functional impairment going beyond 
“black box” A/AA/AAA labels. Some development can for example target a spe-
cific user group for which extra requirements have to be implemented. 

This support to web designers can be part of an accessibility assessment report but 
larger gain is expected when it is applied at design stage. 

4.2 Aligning Guidelines for Web Designers 

This paper is focusing on the WCAG2 which are the major reference guidelines. 
There are however other guidelines such as section 508 in the US and BS 8878:2010 
Web accessibility in UK. For global websites or websites in countries transitioning to 
WCAG, it is more effective to be able to compare between guidelines rather than 
performing multiple independent assessments. 

Table 2. Guideline Alignment example 

ICF Obstacle to address WCAG2 Section 508 

b.21021 Seing fion: colour vision Colour only information G1.4.1 1194.21i 
b.21022 Seing fion: contrast sensi-
tivity 

Contrast enhancement G1.4.3 
G1.4.6 

1194.21g 
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The proposed process can be applied to multiple guidelines with the same  
structure, resulting in a natural alignment of guidelines as illustrated in Table 2. 

4.3 Checking Gaps in the Guidelines for Accessibility Working Groups 

As mentioned in Section 3, the completeness check can point out some obstacles not 
addressed by the considered guidelines. The validation with accessibility assessors 
revealed some possible reasons for this: the topic might be related to usability  
rather than accessibility, or corrective measures might have been considered too  
advanced/costly to implement. In all cases, it was found interesting to report this in-
formation for helping in the future evolution of the guidelines. Some issues can also be 
reported to web developers as recommendations going beyond the current guidelines. 

5 Related Work 

Applying ontologies to accessibility has already been proposed. For instance, [16] 
shows how they help in addressing limitations of natural language but without refer-
ring to specific guidelines. This is now a recognised approach as shown in Section 2. 

The idea to connect ontologies has been investigated in [7]. A generic accessibility 
pattern connecting user, capability, interface element and information has been pro-
posed and instantiated to various examples (memory/recall, perception). The work 
however does not explore the use of renown and standard ontologies like the ICF and 
WCAG as proposed in our work. 

An alternative approach proposed in [9] is to build a specific ontology formally de-
scribing the whole information about user’s impairments, and the available interface 
characteristics. This allows a personalised accessibility assessment but the presented 
scenario does not seem to support the detection of partly covered impairments. We 
also believe it is better to avoid mixing ontologies addressing different domains to 
ease future evolution, for example considering different sets of guidelines. 

The project ACCESSIBLE developed a harmonised methodology for measuring 
accessibility, including guideline alignment [8]. Though quite similar, that work looks 
ICF-driven (top-down) while our approach can also be guidelines driven (bottom-up). 
The work also covers the alignment of guidelines such as WCAG1/2 and section 508. 

AEGIS project developed an Open Accessibility Framework relying on ontologies 
[1]. It supports the mapping from requirements/constraints of users to characteristics 
not only of web applications but also desktop and mobile applications. The AEGIS 
generic accessible user interaction model shares similarities with our work although it 
is more directed towards personal customization scenarios. 

6 Conclusion and Perspectives 

The paper shows how accessibility guidelines can usefully be extended to better  
support accessibility rationales providing better explanation why specific guidelines 
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are required by linking them to impairments. A number of interesting scenarios ex-
ploiting these rationales have been identified and investigated. 

At this point, the resulting combined ontology is still partial but available from 
http://www.accessible-it.org/ontologies. On-going work is to enrich 
them and achieve integration with existing frameworks in order to conduct validation 
experiment inside a local cluster of web SMEs. We also plan to investigate more spe-
cific user capability models such as the DSM-5 [3] dealing with cognitive disorders. 
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Abstract. Crowd accessibility services for people with disabilities, driven by 
crowd-sourcing methods, are gaining traction as a viable means of realizing  
innovative services by leveraging both human and machine intelligence. As the 
approach matures, researchers and practitioners are seeking to build various 
types of services. However, many of them encounter similar challenges, such  
as variations in quality and sustaining contributor participation for durable  
services. There are growing needs to share tangible knowledge about the best 
practices to help build and maintain successful services. Towards this end,  
we are sharing our experiences with crowd accessibility services that we have 
deployed and studied. Initially, we developed a method to analyze the dynamics 
of contributor participation. We then analyzed the actual data from three service 
deployments spanning several years. The service types included Web accessi-
bility improvement, text digitization, and video captioning. We then summarize 
the lessons learned and future research directions for sustainable services. 

Keywords: Crowd-sourcing, accessibility, digital book, captioning, Web  
accessibility. 

1 Introduction 

Accessibility technologies have advanced significantly over the years, but there still 
remain many issues that technology alone has not been able to solve. Screen readers 
and refreshable Braille display technologies opened up a wide array of information to 
people with visual impairments, but areas such as the automatic conversion of visual 
information into textual descriptions remain major challenges. Automatic speech 
recognition and remote captioning technologies have expanded the communication 
possibilities for people who are deaf or hard of hearing, but for informal speech or 
conversations in noisy environments, automatic recognition has yet to attain practical 
levels of reliability. 

In recent years, there have been rapid developments of crowd-sourcing technolo-
gies to bridge the gaps in mechanical computing technologies, based on harnessing 
and combining the perceptual, cognitive, and intellectual abilities of human beings. 
Pioneering services such as the ESP Game [1] have demonstrated the power of this 
approach. Crowd accessibility services have emerged as a category of crowd-sourcing 
service focused on supporting people with disabilities. General crowd-sourcing  
services sometimes are designed to train machine intelligence systems instead of  
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supporting humans. For example, building a dictionary for machine translation can be 
crowd-sourced to people without directly specifying the human beneficiaries or their 
specific objectives.  

In contrast, crowd accessibility services focus on supporting specific people with 
disabilities. A captioning service seeks to support people who are deaf or hard of 
hearing, or a book digitalization service can focus on supporting readers and learners 
with visual disabilities [2, 8]. One category of new services is called “vision as a  
service”, and it helps blind people to recognize all of the things around them [3, 9]. 
The existence of human beings who need support strongly distinguish accessibility 
services from other services.  

In various ways, crowd accessibility services can enable dream-like services for 
people with disabilities. However, it is sometimes difficult to sustain these services 
because of the small sizes of the target populations. For sustainable services,  
the supply of workers and the work requests should be balanced, but this is often  
difficult for crowd accessibility services. This characteristic generally obliges service 
providers to depend upon unpaid crowd volunteers.  

At the same time, crowd accessibility services also have characteristics that present 
special opportunities. Since crowd accessibility services tend to be focused more on 
social services and not commercial aspects, we have learned that these contributors 
tend to be more motivated by altruistic factors rather than by monetary gains or by  
the diversion and novelty offered by quick and simple tasks, which are among the 
motivators for traditional crowd-sourcing services.  

How can these services succeed and endure while recruiting new and active contri-
butors? How can we motivate them? How can we insure the quality of outputs? Little 
work has been done to analyze the issues that are specific to crowd accessibility  
services, since the analysis methods themselves are challenging given the diverse 
characteristics of the services and the limited availability of data for such analyses. 

In this paper, we offer some answers to these questions by analyzing data from 
three services of our own. After the review of related work, an analysis method is 
proposed by taking into account the practical availability of data. After examining our 
data in the observations section, our lessons learned focus on four topics. Before  
offering our conclusions, a wide range of future research directions are discussed for 
social infrastructures based on crowd accessibility approaches. 

2 Related Work 

2.1 Crowd Accessibility Services 

Crowd accessibility services are within the broad category of crowd-sourcing services, 
but are characterized by their focus on people with disabilities as the beneficiaries of 
the services. Image labeling for accessibility is one of the popular applications for 
crowd accessibility. Dardailler [7] pioneered the approach of labeling images using the 
power of the crowd in the ALT-server proposal that stores alternative text on a remote 
server. The ESP game [1] used the gamification approach in labeling images to support 
both image searches and accessibility. This meant the service was not purely a crowd 
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accessibility service, but suitable for general and accessibility applications. Optical 
character recognition (OCR) technology was combined with crowd-sourcing in the 
WebInsight system [4]. This was the first approach of combining human intelligence 
with computer intelligence to improve accessibility. Social Accessibility [17, 18]  
focused on comprehensive and high quality Web accessibility improvements including 
image labels. VizWiz [3] explored real-time labeling by recruiting Web workers from 
the Amazon Mechanical Turk service to answer vision-related questions submitted as 
photos by blind users using smartphones. [9] is a commercial service to label photos in 
real-time by combining an image recognition engine with crowds of workers. This 
service tried to expand the scope from a pure accessibility application to a more  
general augmented reality application by using general purpose image recognition 
technologies. In spite of such technical advances such as gamification, OCR integra-
tion, authoring tools, and image recognition integration, sustainability still remains an 
important issue to be addressed by crowd accessibility services. Bigham et al. [5]  
reviewed the history of crowd accessibility services, summarizing the features and 
characteristics of 15 services and proposing 13 design dimensions with which to  
compare the services, such as motivation, accuracy, and reliability. [2, 19].  

2.2 Methods to Analyze Participation 

This section describes some methods to analyze participation in the crowd services 
from two perspectives, objective (such as statistics and log analysis) and subjective 
(such as interviews or surveys). Wikipedia is the largest service that is powered by a 
crowd of volunteers without monetary incentives, which has led to many analyses of 
its participants. According to an internal article titled "Wikipedians", there are about 
16 million registered accounts and about 0.3 million of them edit Wikipedia articles 
on a monthly basis [20]. The number of edits per account ordered by magnitude  
follows a Zipf distribution, which forms a straight line on a double-logarithmic graph 
[10]. Swartz [16] reported that about 73.4% of Wikipedia editing is done by the  
top 1,400 users, and most of the remaining editing is minor, such as fixing incorrect 
spellings. This phenomenon is also described as a 90-9-1 rule [11], since 1% of par-
ticipants make almost all of the contributions, 9% make minor contributions, and the 
remaining 90%, the "lurkers" [13], only read the results. Stewart et al. [15] showed 
that the distribution is different in a closed service limited to company employees, 
reporting values of 33-66-1. 

Objective study is key to gaining an overall picture of the participation in these  
services, though subjective studies reveal many of the psychological factors driving 
participation. Nonnecke et al. [14] studied why lurkers lurk in crowd-sourcing services. 
Bryant et al. [6] interviewed active Wikipedians to analyze how they had evolved from 
lurkers to leading contributors of Wikipedia. A typical user initially visits Wikipedia to 
obtain information, then begins making minor contributions and learning about  
the rules and conventions of the community, and finally becomes registered as a  
contributor. Their aim changes from just reading or polishing the articles to improving 
the quality of Wikipedia itself.  
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 Table 1. Evaluated Services 

 Service type Primary target 

users 

Start date Service 

duration 

Scope Quality 

assur-

ance 

EBIS OCR correction Blind and other 

print disabilities 

2011/8/23 2011/12/15 Internal Expert 

check 

CCES Captioning Deaf and hard of 

hearing  

2011/11/11 2011/12/28 Internal Expert 

check 

Social Ac-

cessibility 

Web accessibil-

ity metadata 

authoring 

Blind and people 

with visual im-

pairments  

2008/7/8 2010/3/31 External User 

report 

3 Evaluated Services 

Over the past several years we deployed three crowd accessibility services, as summa-
rized in Table 1. For each service, the following sections provide a summary of the 
service, characteristics of the supporters, task descriptions and definitions of the task 
units in the logged data, and methods for quality assurance.  

3.1 EBIS 

EBIS [8] was originally created to rapidly digitize physical books for the blind and 
other people with print disabilities, focusing on Japanese books that have up to 10,000 
characters in various styles, which makes the process quite difficult compared to  
languages that use phonetic alphabets. The books are unbound and scanned to create 
images, and then processed through an OCR engine to generate the initial digital  
output. The raw output from the OCR engine is not accessible, since it tends to  
contain various character recognition errors and structural problems. There are several 
steps, but we focused on a crowd-sourcing process. 

EBIS is using a check-by-expert approach as the quality assurance method. A 
skilled contributor was assigned as a proofreader to each book to identify any errors 
that might have escaped the eyes of the contributors in the earlier phases. This 
phase was managed manually and with mail-based information exchange. EBIS 
used gamification based on points and grades. According to contribution, each user 
earned some number of points and climbed the grade ladder based on the accumu-
lated points.  

The system was announced internally within IBM as part of the company’s centen-
nial ‘celebration of service’ event as one of the encouraged volunteer opportunities. 
This meant the contributors were unpaid volunteers recruited from a large pool of 
potential participants. 
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3.2 CCES (Collaborative Captioning Editing System) 

CCES is a crowd-sourcing system that adds captions to digital videos [12]. Adding 
text captions to digital video tends to be a time consuming task, especially when  
the task work is being performed ondone for content for which no text transcript is 
available. The CCES service aims to speed up this process by splitting up the video 
into short segments, automatically segmenting it at detected breaks between phrases, 
and offering a user interface through which a captioner can type in the text as they 
listen to the clip. Each CCES task consists of a 30-second clip of video content that is 
to be transcribed and submitted by the captioner. The 30-second clip is actually split 
into roughly 10 or so sub-clips that approximate phrase utterances, and the supporter 
can review and transcribe them one at a time. 

The expert check method was used as the quality assurance method in CCES. 
The system has a user interface to allow administrators to check and fine-tune  
captions. For example, administrators can adjust the timing, position on screen, 
length of one caption, and other attributes that are used for caption color coding, 
such as the gender of a speaker. The system was also announced internally within 
IBM as part of the company’s centennial ‘celebration of service’ event. As of the 
writing of this paper, the CCES service has been running for about one month in its 
newest version.  

3.3 Social Accessibility (SA) 

The Social Accessibility [17] service was one of the first crowd accessibility projects 
we developed at our group. It provides a mechanism through which Web consumers 
such as blind computer users can identify accessibility problems with certain webpag-
es, and then submit requests for improvements to a central server. The request is then 
made available to contributors who use a Web interface to create a fix for the accessi-
bility problem by creating metadata that augments the original webpage, perhaps by 
adding alternative text to images. Since the metadata is stored on our server without 
altering the original website and the Web consumer can retrieve the metadata using 
our browser plugin, the service enables quick turnaround and wide reach. 

The SA service was available to the public, with anyone able to sign up either as a 
requestor or a contributor. A requestor could submit a request by simply using a 
browser plugin and pressing a special hotkey when an inaccessible page was encoun-
tered. A contributor could view the pending requests with our online interface, and 
also view the webpage with the problem together with a panel for entering the various 
kinds of metadata information. A task in SA was a collection of metadata that a  
contributor submitted for one particular page in one session. 

SA employed the user report as its main quality assurance mechanism. Each end 
user could report incorrect or suspicious errors whenever they used metadata within a 
seamless user interface with the same tool that applied the metadata to the webpages. 
Volunteers could also check and improve the quality of the metadata by using the tool 
that created the metadata, but this was also uncoordinated volunteer work. 
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4 Analysis Method 

Given the diversity of crowd accessibility services, a standard analysis method itself 
is hard to develop. Therefore, we have developed an analysis method by focusing on 
the factors affecting the sustainability of crowd accessibility services. The method 
consists of two types of analysis to cover various aspects, such as transitions and gaps 
involving participation statuses (Transition Analysis).  

The number of new contributors and the ratio who become committed contributors 
are the critical factors for assessing sustainable contributor participation. One major 
problem for each analysis method is the limited availability of data that applies across 
services. Each output of a comparative analysis method should be based on data that 
is available for all of the crowd accessibility services.  

To determine specific challenges for the services, the gaps (or barriers) for partici-
pants should be assessed. To increase the number of new contributors, we should 
determine the gaps facing each new contributor. To increase the number of committed 
contributors, the gaps in returning should be studied. The transition analysis was de-
signed as a tool to identify these gaps within services. The dynamics of participation 
can be considered as a series of transitions among participation statuses. Fig. 1 shows 
our definition of the transitions and Fig. 2 is a bar chart of a model of the statistical 
transitions among the statuses. The total number of people in all of the statuses refers 
to the total number of participants at the end of that day.  

Visitors are people who visited the service, but did nothing. This is the initial state 
for a participant. If a person finds and visits the service, but decided not to contribute, 
then the person’s status is “visitor”. A registered visitor is a person who has regis-
tered with (or subscribed to) the service but has not yet contributed. This level of 
involvement is close to the definition of “lurkers” in social media (Section 2.2). In the 
case of a crowd accessibility service, people may not be simply lurking, but actively 
trying to figure out ways to contribute. Ideally, this status should be minimized. The 
number can be easily calculated from the contributor table in each service. Usually, 
the contributor table records the registration date as a property. This same data can be 
used to count the number of changes in the status of a registered user.  

A new contributor is a person who is contributing to the service for the first time 
and an experienced contributor is someone who has contributed to the service at 
least twice. In Fig. 2, all of the contributors are new contributors on the first day, and 
after the second day there will be a mix of returnees (experienced contributors) and 
new contributors. These two types of contributors indicate different steps in the ser-
vice. The gap between registered visitors and new contributors reflects the difficulties 
in starting to contribute after subscribing to the service. An iceberg chart visually 
shows the time changes of the ratio between registered visitors and newcomers  
(bottom-side dark gray and upper-side black areas). The gap can be also measured as 
a ratio: 

 
Registration-contribution ratio = (total number of contributors) / (total number of 
registered visitors) 
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Fig. 1. Transition Diagram among Participation Status 
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Fig. 2. Iceberg Visualization of Transitions (Contributor Status Chart) 

In contrast, the number of returnees (experienced contributors) is a metric to assess 
the degree of activity of committed contributors. By checking the changes over time 
in the numbers of new contributors and experienced contributors, we can visually 
assess the ratio of returnees. Thus, the returnee ratio from new contributors to expe-
rienced contributors can be seen as a metric to assess the difficulty of the transition to 
become a committed contributor.  
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Returnee ratio = ((total number of contributors) – (number of one-day contributors))/ 
(total number of contributors) 

 
The definitions of new contributors and experienced contributors take into account 

the ease-of-calculation based on the properties of output data in a usual crowd acces-
sibility service. For example, metadata is the output in SA, and each piece of metadata 
has properties including a link to its creator and its creation date. Any service with 
functions to track “who” worked on “which” task units will have such a data table.  

An inactive contributor is a person who has not done any work on a given day. 
This definition means that the active contributor statuses (new and experienced) are 
temporary and that most of the contributors are in this inactive contributor status. 

4.1 Task Analysis 

The number of completed tasks in a unit of time is a clear quantitative metric for the 
activity level of a service. This task analysis focuses on measuring and visualizing  
the dynamics of completed tasks by new contributors and experienced contributors 
separately.  

The definition of a task unit varies according to the target of a service. One  
transcribed line of text can be one task unit for captioning services, and one confirmed 
character can be one task unit for an OCR correction service. The definition can also 
be affected by the characteristics of the task management for the service. For exam-
ple, when an OCR correction service manages correction work in units of “one page” 
then each page can be a task unit. A page can be an acceptable unit as long as the 
granularity of the task unit is sufficiently fine for the analysis.  

5 Observations 

We examined three of our crowd accessibility services using the analysis methods 
described in Section 3. In this section, we will present the analysis of the data for each 
service. The results will be summarized in the following section as a set of lessons 
learned.  

5.1 EBIS 

Fig. 3 shows the analysis results for EBIS. Fig. 3(b) shows several multi-day peaks in 
the completed tasks. The Within each of these periods, contributors successfully 
processed 10 to 25 books. The task shortage was strongly linked to the very success 
of the service. Contributors actively worked and completed all of the available tasks 
in a short period of time. As seen in the aggregate task count chart in Fig. 3(b), the 
EBIS service had other periods when there were no tasks being performed by the 
contributors. The charts show that work typically occurred in spurts spanning two to 
four days. The contributor data shows that majority of the contributors worked for  
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Fig. 3. (a). Contributor Status Chart for EBIS (2011/7/24 ~ 2011/12/14) 

 

Fig. 3. (b). Aggregate Task Count Chart for EBIS (2011/7/24 ~ 2011/12/14) 

no more than three days, roughly corresponding to the average duration of a spurt. 
The contributor status charts in Fig. 3(a) also show that when the second spurt  
occurred around November 8, 2011, almost all the contributors were new first-time 
contributors, meaning that almost none of the previous contributors returned. 

The first spike on November 8 was created by an announcement to all employees 
on the front page of a portal. The small peak on November 17 was created without 
any announcement, but just by people who discovered the availability of the service. 
That is why the majority of those contributors were returnees, as shown in Fig. 3(b). 
The last peak was created by an email announcement to experienced contributors 
about the availability of new books. In this way, the service successfully engaged with 
the experienced contributors and they completed the tasks much more quickly than 
the administrators could prepare additional books.  

The underlying cause of the task shortage was the bottleneck due to expert phases 
in the process. The availability of books was limited by the performance of the  
experts, and this meant the contributors had to wait until each batch of processed 
books was proofread before being able to continue with the next batch. This can also 
be seen in Fig. 3(b), showing that when a new batch of books became available on 
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November 8, 2011 (after a 2-month hiatus), almost all of the tasks were completed by 
new contributors and few of the previous contributors returned. 

We received various informative comments as feedback from the contributors. One 
category of comments was about the effectiveness of the gamification feature that 
allowed the contributors to climb up a grade ladder by completing more tasks (Section 
3.1). Some of contributors mentioned that the indication of the remaining task units to 
go up a level was highly motivating. Not only because of the explicit gamification 
feature, but many contributors mentioned the task itself gave them an impression of  
a “game” and that helped them to concentrate on the tasks. Many contributors  
mentioned that the user interface was similar to the “brain training games” on mobile 
game consoles (such as the Nintendo DS).  

5.2 CCES 

Fig. 4(a) shows the contributor status chart for CCES. It can be seen that throughout 
the duration of the service, there was a relatively steady flow of contributors perform-
ing tasks each day, both new and experienced contributors. A survey was conducted 
to get feedback from contributors. Among all of the contributors, 92.2% of the contri-
butors answered good (51.0%) or very good (41.2%). The other options are 5.9% 
neutral, 0% bad and 0% very bad with 2.0% no answer. This high ratio of acceptance 
backs up the result of the steady flow of contributors. 

The dips around November 26, 2011 and December 4, 2011 coincided with week-
ends, reflecting the fact that most contributors performed the tasks on weekdays. The 
graph also shows that each day there were at least some new contributors joining to 
perform tasks (indicated by the black bars). Such a participation pattern indicates a 
successfully operating service, with contributors’ task output remaining relatively 
steady and new contributors steadily joining the service. Fig. 4(b) shows the same 
tendency as Fig. 4(a). New and experienced contributors share the tasks in a balanced 
way. The direct interpretation of the observed data is that the service was not sticky 
enough to encourage contributors to complete many tasks, even for experienced  
 

 

Fig. 4. (a). Contributor Status Chart for CCES (2011/11/11 ~ 2011/12/28) 
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Fig. 4. (b). Aggregate Task Count Chart for CCES (2011/11/11 ~ 2011/12/28) 

contributors. Instead, many new people joined the service and each quickly completed 
a small number of tasks. The phenomenon was not statistically significant and we 
clearly need more data to study such differences. 

5.3 Social Accessibility (SA) 

Two key characteristics of the SA service that distinguish it from the other services we 
have deployed were the length of time the service was available and the contributor 
pool. As seen in Fig. 5(b), the SA service continued to observe contributor activity for 
well over six months. When the SA service was launched, it was announced not only 
within Japan but also globally, resulting in nearly 700 registered users during the dep-
loyment period (Table 2). Among the three crowd accessibility services we deployed, 
SA had the largest number of contributors (98), with the largest number of contributors 
who contributed for more than two days (52). 

The SA service was also able to stimulate a surge in contributor activity when an 
improved user interface was announced on November 27, 2008 (Fig. 5(a)). The surge 
was mainly due to experienced contributors who returned to the service as shown in 
Fig. 5(b). This highlights the important impact that usability enhancements can have 
in stimulating contributions.  

While the SA service continued to yield contributions for over six months, the  
conversion from registered users to contributing users was relatively low compared with 
the other services, 14% (Table 2). From the contributor data, a majority of contributors 
contributed less than 10 days total. This suggests that the prolonged continuation of 
contributions may in large part have been due to a very small number of highly dedicat-
ed and productive contributors. This view seems to be supported by the contributor 
status chart (Fig. 5(a)) which shows that for the last two-thirds of the service period, the 
average number of contributors per day was between one and three. 

The contributor chart also shows that during this period while the contributor count 
remained low, the number of registered visitors was continuing to increase. What this  
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Fig. 5. (a). Contributor Status Chart for SA (2008/7/8 ~ 2010/3/29) 

 

 

Fig. 5. (b). Aggregate Task Count Chart for SA (2008/7/8 ~ 2010/3/29) 

Table 2. Contributor Status Transition Table 

 Registered 

visitors 

Registration-

contribution 

ratio 

Contribu-

tors (at least 

once) 

Returnee 

ratio 

 

Experienced 

contributors  

EBIS 340 21% 71 41% 29 

CCES 209 56% 116 52% 60 

Social Accessibility 690 14% 98 53% 52 

 

suggests is that new people were registering for the service, but were not converting 
into contributors. This represents missed opportunities, and may point to some limita-
tions of the service that were turning away new contributors or inhibiting them from 
taking the first step. 
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6 Lessons Learned 

6.1 Importance of Task and User Interface Design 

One of success factors we found was the ease of completing tasks. One example is in 
CCES. One of the reasons for the high registration-contribution ratio (56%, Table 2) 
compared with other services may be due to the easy to understand task and produc-
tive user interface. The task goal of “captioning” may be familiar for people from 
seeing captioned TV programs. In addition, the interface makes it easy for a contribu-
tor to repeatedly listen to a short clip of the video and to type in the text, and provides 
convenient support for pausing and briefly rewinding the playback as the user types 
without requiring more explicit control by the user.  

EBIS seems to have a similar situation. The registration-contribution ratio is lower 
than CCES but some of that is probably due to the periodic task shortages resulting 
from the task analysis (Fig. 3(b)). The success of the design can be seen from the 
rapid and large quantity of task completions, as mentioned in Section 5.1. Among the 
concerns expressed by the contributors, one of their highest priorities was “a rapid 
response from the server”. This highlights the importance of having a streamlined 
user interface and a responsive system to fully benefit from the potential of large 
numbers of human participants.  
In SA, several factors might cause the low registration-contribution ratio (14%, Table 
2), such as shortages of user requests, a side effect of its being a public service (while 
the other services are all private), and the long term of its deployment. Another factor 
may be the steeper learning curve compared with CCES and EBIS, since the metadata 
required by the SA service was quite specific to the Web accessibility domain, and 
good results depended upon some knowledge of concepts such as heading navigation, 
alternative text, etc. Among the tasks in the services, character correction (EBIS) and 
captioning (CCES) are relatively simple tasks and do not require unusual expertise, 
which made the design of their tasks and their user interfaces easier than SA.  

6.2 Necessity of Task Shortage Management 

The importance of the management of tasks, especially for handling task shortages, 
was one of most important lessons we learned. SA used a request-answer concept as 
the basic crowd-sourcing model, but that means the model depends on the number  
of requests arriving from people with disabilities. That made the system especially 
vulnerable to task shortages.  

EBIS experienced a task shortage (Section 5.1), but the cause was different from 
the SA situation. The process for quality assessment (Section 3.1) became the bottle-
neck of this service, and resulted in task shortages. The long gaps between short 
spurts of contributions were due to the fact that the contributors would quickly finish 
processing a batch of books in a period of a few days, but the next batch could not be 
made available to the contributors until the post-processing had been completed for 
those books. This post-processing step involved a single proofreader who carefully 
read through the entire book. Such proofreading can only be performed by skilled 
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contributors when high quality is a concern, and this step could not be eliminated 
because the partner organizations wanted high-quality results. The gap between the 
crowd-handled work (with EBIS) and the proofreading was large. There are other 
alternative methods for such quality assurance phases, but no perfect alternative  
exists. Majority voting is a popular method but it sometimes requires large number of 
contributors if the quality criteria are high.  

In contrast, CCES was managed in a better way. Right from the launch of the service, 
the service maintainers carefully monitored the consumption rate of the content by the 
contributors. For instance, during the first few days after deployment, the maintainers 
noticed that English content was receiving relatively little attention, and decided to 
augment the input data feed with more Japanese content during the first content update 
on the first weekend (November 18). The task count on the following day (November 
19) more than doubled, apparently due to the increased availability of new content. 

In summary, the lessons we learned fit into four areas: (1) tasks should be designed 
not to cause task shortages, (2) bottleneck phases should be minimized, (3) task short-
ages should be carefully monitored, and (4) methods for responding to task shortages 
should be predefined.  

6.3 Engagement with Continuous Contributors 

We learned that the top contributors played an important role across the services. In 
CCES and SA, they contributed to the services over many days, and achieved some of 
the highest average task completions per day. While it may not be prudent to depend 
on the emergence of such top contributors in every service, it is better for service 
owners to prepare for and take advantage of such contributors when they do appear. 
Identification is the first step to working with top contributors. The next step is to 
reach out to these top contributors. The service owners can derive various insights 
from the top contributors for improving their service. It may be possible to receive 
quite specific feedback regarding the service from the perspective of an experienced 
contributor that could be used to help improve the service for the rest of the contribu-
tors. They may also have developed various methods or strategies for approaching the 
tasks that may benefit other contributors as well. 

For example, during the deployment of the SA service, we were able to meet with 
one of the top contributors by chance. We were able to extract various insights  
from him. He was much older than we had expected, actually one of the early baby 
boomers. He was a retired office worker, had lots of spare time and was trying to  
find something meaningful for his life. SA fit well with his current objectives. His 
motivations for participating in the service were very personal. The service owner 
team could clearly understand a role model contributor.  

7 Discussion of Future Research Directions 

7.1 Mechanisms to Propagate the Sense of Contributions 

One of the most committed contributors to SA was neither an engineer nor a Web 
professional, but he had passion and time for volunteer work (Section 6.3). Since SA 
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was a request-based service, he commented that he could directly understand the us-
ers’ problems and the value of his work. His comments suggest the importance of the 
special sense of altruistic contribution as an incentive in accessibility services. Crowd 
accessibility services are characterized by the existence of human beneficiaries, the 
people with disabilities who are always behind the system. Because of this characte-
ristic, we learned that a personal sense of contribution to those who need help can be 
an important incentive factor. In the services we studied, CCES notified the contribu-
tors when a video was posted with their captions, EBIS notified them when a book 
they had worked on was uploaded to the digital library, and SA had a function to noti-
fy a contributor “when someone used the metadata you created” by using a blinking 
icon [18]. One of the topics we have not explored was the cultural effects of the prop-
agation of the sense of contributions. Most of the contributors for these three services 
were Japanese, and therefore cultural difference among countries could not be ex-
amined in this study. We suspect that the sense of altruism may differ among cultures, 
so further research activities in this area would be important. 

7.2 Mechanisms for Accessibility Skill Development 

Accessibility improvements often require specific skills for contribution. SA required 
basic knowledge of Web accessibility, such as appropriate alternative texts according 
to contexts and appropriate heading levels, and so the task familiarity for contributors 
was low (Section 6.1). The tasks for CCES and EBIS were more familiar than the SA 
work but still required specific knowledge that affected the output quality. For exam-
ple, the notation of sound effects in captions, and techniques to find appropriate kanji 
characters from character tables. These tasks require knowledge and skill to extend 
them to environments for people with disabilities. Section 6.1 discussed the impor-
tance of easy-to-use interfaces and easy-to-understand tasks, but systematic mechan-
isms to develop “accessibility skills” in contributors offer another big area to explore.  

7.3 Challenges of User-Side Service-Quality Assurance 

One of the specific challenges for crowd accessibility services is the difficulty of 
quality assessment on the user side. SA relied on user reporting as its most important 
quality assurance method (Section 3.3). User reporting is a popular method used  
by many social services in such forms as the “illegal content report” of most video 
sharing services. However, for crowd accessibility services this can be difficult to 
implement. For SA the quality of an alternative text can be assessed by some 
straightforward criteria (such as spelling mistakes, lack of clarity, etc.), but this  
assessment is not possible for many kinds of problems. For example, if a malicious 
volunteer added an alternative text such as “Cancel” to an OK button, it would be 
extremely difficult to detect what was wrong by pushing the button. The end users 
need support because of their limited cognitive abilities, and that also limits their 
ability to assess the quality. This is one of the characteristic challenges in some types 
of crowd accessibility services. 
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7.4 Influence of Unintended Fun Factors for Increasing Engagement 

We saw cases in which the unintended fun factor contributed to motivate contributors 
in serious accessibility services. In the CCES, the video clips were extracted from 
longer and sometimes enjoyable videos about substantive topics. From the comments 
in the survey, contributors found themselves becoming interested in the content itself 
as they performed the transcription tasks. A similar unintended fun factor also worked 
in EBIS, since in the final check the contributors read through an entire book and they 
could enjoy it. We found that the sense of contribution was the primary motivation for 
the contributors to accessibility services, but the unintended fun factor strengthened 
engagement with each service, thus increasing the participation. Compared to the 
intentional fun factors like gamification, unintended fun can easily be overlooked. 
The influence of unintended fun for serious accessibility services is worth investigat-
ing in future research.  

7.5 Possibilities for Senior Citizens as Contributors 

Another implication is the importance of encouraging potential contributors. For the 
leading contributor mentioned earlier, we had not expected such prominent involve-
ment by a senior citizen. This anecdotal evidence suggests that senior citizens may be 
especially good candidates as volunteers for crowd accessibility services. Based on 
this experience, we studied several crowd-sourcing tasks including accessibility work 
for seniors ranging in age from 60 to 80. Half of them answered that they would be 
willing to do such tasks “without any fee”, in contrast to a smaller percentage of 
younger participants who agreed to the no-fee model.  

7.6 Possibilities for Internal Organizational Crowd-Sourcing 

Two out of the three services were deployed within enterprise environments.  
(See Section 3 and Table 1.) These environments were not open to the public, so they 
can be regarded as constrained environments. However, our experiments showed 
some advantages in deploying crowd applications within an enterprise. The first ad-
vantage is the potentially large number of contributors in a large corporation, making 
the deployment similar to a general public environment, but with better control. We 
can announce, maintain, and analyze the results by using same framework as used for 
public services. Second, contributors within a corporation have a strong rationale not 
to act maliciously or to submit low-quality work in their enterprise environment partly 
because of their lack of anonymity. Such activities can be tracked, which is a strong 
incentive for the contributors to strive for high quality work. The third point is that 
services will be more sustainable due to the official support from the corporation as 
part of its CSR (Corporate Social Responsibility) efforts.  

8 Conclusion 

This paper discussed some lessons learned through an analysis of three crowd-
accessibility services. After reviewing the related work, we developed visualization 
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techniques that reflect the status changes of the contributors and of the completed 
tasks. The lessons learned were considered in the observation section by highlighting 
four topics, (1) design of the tasks and the user interface, (2) task shortage  
management, (3) contributor engagements, and (4) data collection and monitoring 
methods. Beyond these lessons learned, challenges and future research directions 
were discussed. The sense of contribution can be an important incentive especially for 
accessibility services. Better mechanisms for developing accessibility skills are  
imperative to improve the quality of the services. User side quality assurance poses 
unique challenges for accessibility services. The influence of unintended fun factor is 
worth investigation to increase engagement with the services. Also, senior citizens 
and corporate workers can be untapped new contributing resources.  

Crowd accessibility has a huge potential to improve many situations for people 
with disabilities by combining human intelligence and computer intelligence. We  
are studying various ways to make the approach more sustainable in our society. A 
standard analysis method is itself challenging and methods should be evolved to  
unveil more specific problems within services. We hope that this paper will contribute 
to improving crowd accessibility strategies toward the level of more reliable and  
sustainable services. 
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Abstract. The Web can be understood as an ecosystem of interconnected tech-
nological resources organized by rules, strategies, organizational structures, and 
mainly people. Such ecosystem is improving the potential to access knowledge 
everywhere and at any time. However, for different reasons, this technological 
extension is not reaching everybody yet. Those without access to knowledge are 
mainly people with disabilities or living in underserved communities. Neverthe-
less, the extension of Web technologies to different types of devices (such as 
mobile phones, tablets, TV) and their connections have the potential to increase 
the solutions to reach people with different needs through different devices. For 
this reason, several research and industrial studies have been proposed to design 
interfaces for multiple devices considering differences among users. In this  
paper, we present results of a systematic review on literature to build a roadmap 
towards inclusive environments. Additionally, the study also suggests existing 
tools to support the design of accessible applications for multiple devices. A 
significant result of this review is the lack of studies addressing underserved 
communities. 

Keywords: Inclusive Environments, Portability, User Interface Design,  
Inclusiveness, Diversity, Multiple Devices. 

1 Introduction 

Several organizations around the world have undertaken work programs to establish 
electronic communication via Web technologies. The Web can be understood as an 
ecosystem of interconnected technological resources organized by rules, strategies, 
organizational structures, and mainly people. As a result, this ecosystem is improving 
the potential of access to knowledge everywhere and at any time, and is becoming  
a way to tackle the challenge of providing a participative and universal access to 
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knowledge. Universal access has been considered one of the great challenges of sev-
eral International Communities around the world [1] [2]. This challenge is about the 
use of technologies to ensure access to knowledge in a participative and personalized  
way for the citizen, taking into account the diversity of people and, consequently, 
different1 users’ needs encompassing disability issues as well as social problems (e.g., 
people living in underserved2 communities).  

The accessibility challenge regards ensuring access to information and functionali-
ties to all potential users of technology. As a matter of fact, a valuable body of research 
and best practices has been developed to address Web accessibility. However, the  
challenges of Web accessibility have increased substantially due both to the extension 
of Web technologies to different kind of devices (e.g., mobile phones, tablets, TV) and 
to their possibility of interactions. On one hand, the Web movement beyond desktop to 
different devices increased the challenges of accessibility. On the other hand, this 
movement amplified the possibilities to ensure access to information independently  
of the place or the knowledge domain. For this reason, many research and industrial 
studies have been proposed to design interfaces for multiple devices and different users 
— such as [2] [3] [4] —; however, no systematic review has been conducted to provide 
an overview of the design of inclusive environments for different users and multiple 
devices.  

The goal of this paper is to present results of a systematic review about interface 
design approaches addressing multiple devices and different users, and, at the same 
time, to identify the tools available to build accessible applications aiming to reach 
people with different disabilities and/or living in underserved communities.  

This paper is organized as follows: Section 2 describes the research method of the 
study; Section 3 gives an overview of the studies included in the work; Section 4 
presents the main results of this systematic review with a discussion on the reported 
results. Finally, Section 5 summarizes this work, presents our conclusions and points 
out future works. 

2 The Method 

The research in this work was undertaken as a systematic literature review (SLR) to 
provide a repeatable and formal process to document relevant papers about portability 
on inclusive social web. As a result of identifying, interpreting and evaluating their 
data, it is possible to find evidence on which to base conclusions according to the 
research questions.  The conclusions are commonly used to support or contradict 
claims made by researchers, identify gaps in existing research, provide motivation for 
new research, and supply a context for the new research [5].  

                                                           
1  In this paper, we consider the term “different users” or “different conditions” as the users 

with disabilities (sensorial impairment, motor impairment, and cognitive impairment), social 
problems (underserved or illiterate people) and ageing (elderly).  

2 In this paper, we consider the term underserved as the people or communities living in areas 
without good access to technology and/or internet, such as rural areas and low income areas 
in the periphery of large cities. 
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According to [5], a systematic review is composed by three phases (planning,  
conducting, and reporting) divided into several steps, which are: 1) Planning the  
Review (Identification of the need for a systematic review; Development of a review 
protocol); 2) Conducting the Review (Identification of research; Selection of the  
studies; Study Quality assessment; Data extraction and monitoring; Data analysis; 
Data synthesis); 3) Reporting the review (Report-writing). 

2.1 Review Questions 

The goals of this systematic review were: i) to summarize the research in this topic; 
and ii) to present a roadmap towards inclusive environments. As the goal of this sys-
tematic review was to gather knowledge about the design of inclusive environments 
for different users and multiple devices, the high-level question of this study was: 

 
How researchers are designing applications for different users and multiple devices? 

 
Based on this research question, other two more specific questions were raised. 

The questions and their motivations are described in Table 1. 

Table 1. Research Questions and Motivations 

Research Question Motivation 

RQ1. Which interface design approaches are 
being used to address multiple devices and 
users with different conditions? 

This question provides a starting point to 
understand how designers conduct the inter-
face specification for multiple devices. The 
answer to this question is important to under-
stand how people with different conditions are 
being considered in the interface design 
process. 
 

RQ2. Which tools are being used to support 
the design of inclusive applications for mul-
tiple devices? 

This question presents the different solutions 
(i.e., software, frameworks, authoring tools, 
architectures, and so on) to build portable 
applications for all. The answer to this question 
is important to identify the different solutions 
regarding the adopted software engineering 
practice. 

2.2 Sources and Search Selection Criteria 

The first step to perform our review was to define the search selection criteria. Due to 
the fact that this review has several sources to consider, two kinds of search strategies 
were considered (based on [6]), which were automatic and manual search. Automatic 
search was done according to the specification of the search terms (i.e., search string). 
Although automatic search covers a large range of relevant papers, it is also important 



608 I.I. Bittencourt et al. 

 

to search in specific and specialized sources to improve the coverage. For this reason, 
a manual search in some of the most important conferences and journals of the Hu-
man-Computer Interaction area was taken into account.  

Hereafter, the search terms definition and the digital libraries (DLs) selection re-
garding the automatic search are explained. According to the research questions 
aforementioned, a set of relevant terms was defined, such as: cross-device, disabili-
ties, underserved communities, design interfaces, approaches, multiple devices, dif-
ferent users, tools, and inclusive. After that, these terms were categorized and their 
related terms were identified. The terms were identified based on: i) expertise of the 
authors; ii) analysis of terms present in a HCI systematic review available at [7]; iii) 
TagCloud for HCI presented in Fig. 1 and iv) suggested topics for contributions to the 
Interact 2013 Conference.  

 

 

Fig. 1. TagCloud for HCI [8] 

The related terms for the main words are described as follows: 

• Tool = environment, framework, authoring, architecture, software, ambient, “refer-
ence model”; 

• Disabilities = Inclusive, inclusiveness, inclusivity, accessibility, disability, assis-
tive, underserved, “marginalized communities”, “design for all”, “universal 
access”, elderly, “older adults”, diversity; 

• Multiple Device = “cross-device”, multimodal, migration, “different devices”,  
“device-independent”, “migratory interfaces”, “distributed interfaces”, “plastic user 
interfaces”, “flexible user interfaces”, “flexible interfaces”, “distributed user inter-
faces”, portability, “portable web applications”, “portable systems”, interoperability; 

• Interaction design = “adaptable interface”, “adaptable user interfaces”, “interac-
tion resources”, “responsive web design”, “universal design”, “inclusive design”, 
“process model”, “adaptable model”, “system design”, “meta-design”. 

By contrast, the set of digital libraries was defined according to the most popular and 
traditional DLs. However, the SpringerLink digital library was excluded due to search 
restrictions and its intersection with others DLs. The selected DLs were: 

• ISI Web of Science (http://www.isiknowledge.com); 
• Scopus (www.scopus.com/scopus/home.url); 
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• ACM Digital Library (http://portal.acm.org); 
• IEEE Xplore (http://www.ieee.org/web/publications/xplore/); 
• ScienceDirect (http://www.sciencedirect.com). 

After the definition of relevant terms and DLs, the search string for automatic search 
on the mentioned digital libraries was built as follows:  

((tool OR environment OR framework OR authoring OR architecture OR soft-

ware OR ambient OR "reference model")  

AND  

(inclusive OR inclusiveness OR inclusivity OR "inclusive web" OR "inclu-

sive social web" OR accessibility OR disability OR disabilities OR as-

sistive OR underserved OR "marginalized communities" OR "design for all" 

OR "universal access" OR "universal design" OR "designing for diversity" 

OR "design for diversity" OR "design diversity" OR diversity)  

AND  

("Multiple Device" OR "Cross-device" OR "Multimodal" OR migration OR 

"different devices" OR "device-independent" OR "migratory interfaces" OR 

"distributed interfaces" OR "plastic user interfaces" OR "flexible user 

interfaces" OR "flexible interfaces" OR "distributed user interfaces" OR 

portability OR "portable web applications" OR "portable systems" OR 

"information interoperability" OR "knowledge interoperability")  

AND  

("Interaction design" OR "adaptable interface" OR "adaptable user inter-

faces" OR "interaction resources" OR "responsive web design" OR "univer-

sal design" OR "inclusive design" OR "process model" OR "adaptable  

model" OR "meta-design" OR "meta design" OR metadesign OR "participative 

design"))  

Moreover, in order to perform the manual search, two relevant conferences and 
journals in the Human-Computer Interaction area were considered (see Table 2). It is 
important to note that other Journals and Conferences could have been considered  
for manual search, but the Journals were chosen based on their Impact Factor. In  
addition, we could not have access to the library of some journals, such as the Interna-
tional Journal of Human-Computer Interaction. With regards to conferences, we  
initially added the ACM SIGCHI Conference on Human Factor in Computing  
Systems, but the list of published articles in this conference would represent half of 
the whole search space, unbalancing the study. 

Table 2. Relevant journals and conferences on the Human-Computer Interaction area 

Journals 

1. International Journal of Human Computer Studies 
2. Interacting with Computers 

Conferences 

1. IFIP INTERACT 
2. Cross-Disciplinary Conference on Web Accessibility 
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2.3 Inclusion and Exclusion Criteria 

The aim of defining a criterion is to really identify those primary studies that provide 
direct evidence about the research questions and also to reduce the likelihood of bias 
[5]. Regarding the inclusion criteria, articles written in the last ten years related to any 
of the research questions were considered. The exclusion criteria involve papers not 
related to the research questions, papers which were not in English, short papers3, 
duplicate studies and papers before 20024. The summarized inclusion and exclusion 
criteria are presented in Table 3. 

Table 3. Inclusion and exclusion criteria 

Inclusion criteria 
Peer-reviewed studies that provided answers to the research questions  
Studies that focus on design approaches for multiple devices 
Studies that focus on design approaches for different users’ needs 
Studies that focus on assistive technologies for different users’ needs 
Studies published since 2002 

Exclusion criteria 

Short-papers 
Non peer-reviewed studies 
Studies that are not related to research questions 
Duplicated studies 
Studies before 2002 
Non English papers 

2.4 Data Extraction 

After the definition of the search and the selection processes, a data extraction process 
was performed by reading the abstract and screening the full-text of each one of the 
selected papers. In order to guide this data extraction, the data collection from 
Biolchini et al. [9] was adapted as follows:  

─ Paper Information: Study Reference (ID); Source; Year; Source Type (Journal or 
Conference); Affiliations; Authors list; Paper Title; Google Scholar Citation; 

─ Context: (Industry and Academia); 
─ Device Types: (Desktop, Web, Tablet, TV, Mobile Phones, PDA, Tabletop, Braille 

Notes); 
─ Target Audience: (Blind/Visual Impairment; Deaf/Hearing Impairment; Motor/ 

Mental; Underserved people; Elder); 

                                                           
3  Short-papers were excluded because they usually represent ongoing research. 
4  Due to the rapid evolvement of web technologies and hardware devices, the older inclusive 

solutions for multiple devices lack the benefits and potential of current devices. For this rea-
son, we decided to limit our review to the last decade. 
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─ Design Interface Approach: (User-Centered; Task-Centered; Participatory; Sce-
nario-Based; Ethnographic Methods; Design per Target; Model-based; Automati-
cally Generated; Multi-tier; Universal Design; User Sensitive Inclusive Design); 

─ Use or propose any tool? (Yes; No); 
─ Tool Type: (API; Design Pattern; Framework; Platform; Software Product Line; 

Authoring; MDA; Reference Model; Middleware; Architecture); 
─ Study Type: (Controlled experiments; Quasi-experiments; Case Study; Survey; 

Ethnography; Action Research); 
─ Subjective results extraction. 

3 Overview of the Included Studies 

This section presents the included studies according to the automatic and manual 
search (see Fig. 2). Firstly, the automatic search was conducted at each digital library. 
Then, an iterative process was applied to exclude the not relevant papers based on the 
exclusion criteria. The exclusion criteria were applied according to the analysis of  
the abstract, full-text screening and finally the duplicate papers. In a similar way, the 
process was applied to the manual search.  
 

 

Fig. 2. Search process and selected studies 

 
The automatic and manual query was conducted in the period between December 

4th (2012) and January 11th (2013) and the data was extracted by two people. The 
results per each digital library, conference and journal are shown in Fig. 3. 

Fig. 3 (Manual search) presents that the IFIP Interact (31%; 14 studies) and the 
W4A – Cross-disciplinary Conference on Web Accessibility (27%; 12 studies) – were 
the largest vehicles of relevant studies about portability on inclusive web. However, 
other vehicles were identified as relevant when the automatic search was applied, 
such as the ACM SIGCHI Conference on Human Factors in Computing Systems 
(6.25%; 8 studies), the ACM SIGACCESS conference on Computers and accessibili-
ty (4.69%, 6 studies) – and the ICCHP –International Conference on Computers  
Helping People With Special Needs (4.69%; 6 studies).  
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Fig. 3. Automatic and Manual results 

From a temporal point of view, it is noticed in the trend curve an increasing num-
ber of publications in the context of this review since 2003 (see Fig. 4). It is important 
to note that there are no works from the year 2002. The first study was published only 
in 2003. By contrast, there is a decrease in the number of publications in some years 
(2008, 2009, and 2012).  

 

  

Fig. 4. Distribution of publications per year 

Since this review began on December 2012, a possible cause of this decreasing in 
2012 is that some papers were still under publication process, thus it is natural that 
some papers were not available online yet. Therefore, we can see, in general, an 
 increase in the number of publications (based on their linear progression). The signif-
icant increase of publications on portability in inclusive web reflects the need  
for convergence of technologies and, at the same time, the importance of deploying 
inclusive solutions. 

The study holds contributions from 35 countries located in all the continents.  
Although all the continents are represented in the included papers, there is a concen-
tration in the Americas (26.34%) and Europe (62.44%). Table 4 presents the publica-
tions per authors country. Furthermore, according to the distribution of the included 
papers, most of the related papers were published in conferences (66%) instead of 
journals (34%), considering both the automatic and manual search.  
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Table 4. Publications per country 

Country Works Total (%) 
United States of America   29 14.15% 
United Kingdom 27 13.17% 
Brazil 16 7.80% 
Spain 15 7.32% 
Portugal 11 5.37% 
Belgium 10 4.88% 
Italy 10 4.88% 
France 9 4.39% 
Germany 9 4.39% 
Greece 7 3.41% 
Japan 7 3.41% 
Austria 6 2.93% 
Finland 6 2.93% 
Canada 5 2.44% 
Australia 4 1.95% 
Sweden 4 1.95% 
South Korea 3 1.46% 
Norway 3 1.46% 
South Africa 3 1.46% 
Others 21 10.34% 

4 Results 

As described in Section 2, three research questions drove this systematic review. 
Based on the research questions, the string search was built and the type of data  
extraction defined. According to the data extraction, the addressed conditions of most 
users were Blind or Visual Impairment (24%; 58 studies), Mental (14%; 34 studies) 
and Motor (14%; 34 studies). One of the important points about this information is 
that although the number of deaf people or with hearing impairment is relatively high 
in the general population, the number of studies addressing  this disability in the  
review was very low (see Fig. 5).  
 

  

Fig. 5. Distribution of publications per target audience 
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The following subsections present and discuss the results for the research questions. 
Moreover, a specific subsection discusses the works that address underserved  
communities, due to the reduced amount of papers identified for this audience in the 
study. In the end of this section, threats to the validity of this review are also discussed. 

4.1 Inclusive Applications for Multiple Devices 

Table 5 presents the distribution of papers according to device type. Most of the  
solutions were proposed for mobile phones (29.84%; 94 studies) and Web (18.73%; 
59 studies). It is worth noting that the number of solutions for tablets is still small 
(8.25%; 26 studies); this may happen especially because tablets have started to  
become popular more recently than mobile phones. Nevertheless, an increasing in 
their use is expected since they have the potential to provide access to underserved 
communities. Although there are 29 studies in other categories of Device Types, 21 
studies (6.67%) are not related or did not define the device.  

Table 5. Distribution per device type 

Device type Works Total (%) 

Mobile Phones 94 29.84% 
Web 59 18.73% 
Desktop 49 15.56% 
PDA 44 13.97% 
Tablet 26 8.25% 
TV 14 4.44% 
Others 29 9.21% 

 

Table 6 presents the distribution per tool type. Frameworks and platforms are in the 
top of the list, while the Software Product Line (SPL) approach is not mentioned, 
suggesting a gap between the Human Computer Interaction and the Software  
 

Table 6. Distribution per tool type 

Tool type Works Total (%) 

Framework 29 16.48% 
Application 24 13.64% 
Reference Model 21 11.93% 
Platform 20 11.36% 
Architecture 7 3.98% 
Authoring 4 2.27% 
MDA 3 1.70% 
Design Pattern 2 1.14% 
API 2 1.14% 
Hardware 2 1.14% 
Middleware 1 0.57% 



 Designing for Different Users and Multiple Devices 615 

 

Engineering issues. SPL is one of the most sophisticated concepts in the Software 
Engineering area with regard to software reuse and flexibility, since it allows a  
strategic reuse that provides a platform which can be easily adapted according to  
users’ specific needs in a specific domain [10]. 

In addition, it can be noticed that half of the papers that presented tools provide  
an inclusive solution (50%). However, only 15% of the selected papers proposed 
inclusive tools for multiple devices, as illustrated in Fig. 6. It is important to observe 
that by inclusive tools we mean support tools to generate inclusive applications.  
Additionally, most of the inclusive tools for multiple devices are Frameworks (37%) 
and Platforms (32%).  

 

 

Fig. 6. Graphic about inclusive tools for multiple devices 

The list of papers that propose inclusive tools for multiple devices is presented in 
Table 75 (papers which did not define the tool type were not included).  

Table 7. List of support tools to generate inclusive tools for multiple devices 

Study Ref. Paper Title 
Technology 
Type 

SACM19 
Distributed Intelligence: Extending the Power of the Unaided, Individu-

al Human Mind 
Platform 

SACM20 
Towards Ubiquitous Accessibility: Capability-based Profiles and Adap-

tations, Delivered via the Semantic Web 
Platform 

SACM27 
MyUI: Generating Accessible User Interfaces from Multimodal Design 

Patterns 
Framework 

SACM62 
The Potential of Adaptive Interfaces as an Accessibility Aid for Older 

Web Users 
Platform 

SACM68 Accessibility of Dynamic Adaptive Web TV Applications Framework 

                                                           
5 The list of the papers is available at http://www.nees.com.br/interact 
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Table 7. (Continued) 

Study Ref. Paper Title 
Technology 
Type 

SACM70 
Design, Adoption, and Assessment of a Socio-Technical Environment 

Supporting Independence for Persons with Cognitive Disabilities 
Platform 

SACM75 
Agent-Based Architecture for Implementing Multimodal Learning 

Environments for Visually Impaired Children 
Framework 

SIEEE07 A-CitizenMobile: A Case Study for Blind Users Framework 

SIEEE10 
An Open Architecture to Develop a Handheld Device for Helping 

Visually Impaired People 
API 

SIEEE11 A Framework for Designing Flexible Systems Framework 

SIEEE30 
i*Chameleon: A Unified Web Service Framework for Integrating Mul-

timodal Interaction Devices 
Framework 

SSD13 Automatically generating personalized user interfaces with Supple Platform 

SSCOPUS25 Rapid Prototyping of Adaptable User Interfaces Platform 

SSCOPUS 38 
A Novel Design Approach for: Multi-device Adaptable User Interfaces: 

Concepts, Methods and Examples 
Framework 

SSCOPUS 40 
The Contribution of Multimodal Adaptation Techniques to the GUIDE 

Interface 
Platform 

SSCOPUS 69 
Contributions of Dichotomic View of plasticity to seamlessly embed 

accessibility and adaptivity support in user interfaces 
Architecture 

SSCOPUS 80 
Assistive smartphone for people with special needs : The Personal 

Social Assistant 
Application 

SSCOPUS 85 
Attuning speech-enabled interfaces to user and context for inclusive 

design: technology, methodology and practice 
Application 

 

Fig. 7 presents the type of empirical study applied to evaluate the tools. More than 
50% of the works applied evaluation by an empirical case study. In addition, only 25% 
of the works applied some kind of experiment. By contrast, survey studies were 5%. 

 

 

Fig. 7. Type of Empirical Study of the Inclusive Tools for Multiple Devices 
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It is also important to identify which of these studies address the design for  
diversity. For this reason, Table 8 presents them grouped by tools for one target  
audience and for diversity. As a result, only 4.54% (6 studies) of the inclusive tools 
for multiple devices (see Fig. 6) address inclusive tools for different users, while 
7.63% (10 studies) address tools for one target device.  

Table 8. List of inclusive studies for multiple devices based on the target audience 

Technology Type For one Target Audience For Diversity 

Framework 
SACM27; SACM75; 

SIEEE07

SACM68; SIEEE11; SIEEE30; SSco-

pus38

Platform 
SACM19; SACM20; 

SACM62; SACM70; SSD13
 

Application - SScopus80; SScopus85 
API SIEEE10 - 

Architecture SScopus69 - 

4.2 Interface Design Approaches for Diversity 

The distribution of the included studies according to the Interface Design approaches 
(Table 9) shows that more than 50% of the studies apply User-centered, participatory 
or automatically generated approach. However, more than 15 interface design  
approaches were identified, which turned the data classification, organization, and 
analysis much sparse.  

Table 9. Distribution per Interface Design Approach 

ID Approach Works Total (%) 

User-Centered 31 19.62% 
Automatically Generated 27 17.09% 
Participatory 25 15.82% 
Model-Based  17 10.76% 
Task-Centered 15 9.49% 
User-Sensitive Inclusive Design 10 6.33% 
Design Per Target Device 9 5.70% 
Ethnographic 9 5.70% 
Scenario-Based 7 4.43% 
Others 8 5.06% 

 

Moreover, as presented in Table 10, only few studies (13.79%; 20 studies) present 
a design approach considering user diversity in the application development.  

Conversely, although there are 19 studies addressing Interface Design approaches 
for diversity, only 3 (three) studies also addressed multiple devices, as depicted in 
Table 11. Among these studies, two of them apply automatic interface generation and  
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Table 10. Distribution per focus on diversity 

ID Approach No Disability For one Target Audience For Diversity 

Participatory 4.83% 6.90% 4.14% 
Automatically Generated 11.03% 4.83% 3.45% 
User-Centered 7.59% 8.97% 3.45% 
Model-Based  9.66% 0.00% 2.07% 
User-Sensitive Inclusive Design 0.00% 4.83% 0.69% 
Design Per Target Device 4.14% 2.07% 0.00% 
Task-Centered 6.21% 4.14% 0.00% 
Scenario-Based 3.45% 2.07% 0.00% 
Ethnographic 2.07% 3.45% 0.00% 

 
the other two use participatory design. Besides, two studies evaluated their tools by 
some kind of experimental research, while the other two papers performed evaluation 
by an empirical case study. 

Table 11. List of studies from Table 10 for Diversity and Multiple Devices 

Study Ref. Paper Title ID Approach 
Study 
Type 

SACM68 
Accessibility of Dynamic Adaptive Web TV 

Applications 

Automatically 
Generated 

Case Study 

SIEEE11 A Framework for Designing Flexible Systems Participatory Case Study 

SScopus85 

Attuning speech-enabled interfaces to user and 

context for inclusive design: technology, metho-

dology and practice 

Participatory 
Controlled 

Experiment 

4.3 Solutions for Underserved Communities 

This section discusses the studies with a focus on underserved communities. Indeed, 
only 12 studies addressed this topic which is also the less discussed target audience 
identified in this systematic review – representing only 5% (see Fig. 5). The full list of 
studies attending underserved communities is presented in Table 12.  

It is worth noting that less than half of the underserved people studies involve re-
searchers from countries where the researches were developed. Another important 
point to highlight is the reduced number of studies about underserved people coming 
from the HCI community, which means there is a need for cooperative work from 
different communities with the Human-Computer Interaction community.  

As a roadmap regarding studies about underserved communities, most of the stu-
dies proposed the use of mobile devices as the best technology. The main reason 
seems to be that underserved communities have bad access to electricity, internet, and 
so on. Moreover, we realized that several studies with regards underserved communi-
ties refer also to illiterate people. In addition, the most common user interface type  
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Table 12. List of studies addressing underserved communities 

Study Reference Paper Title Countries 

SACM30 
Comparing Semiliterate and Illiterate Users’ Ability to 

Transition from Audio+Text to Text-Only Interaction 
Canada and India 

SACM41 Designing with Mobile Digital Storytelling in Rural Africa 
Australia and 

South Africa 

SACM52 Universal Accessibility As A Multimodal Design Issue 
Spain and Serbia 

and Montenegro 

SACM58 
Cultural Coding and De-Coding as Ways of Participation: 

Digital Media for Marginalized Young People 
USA and Belgium 

SACM86 
Technology-Supported Cross-Cultural Collaborative Learn-

ing in the Developing World 
USA 

SScopus35 
Pushing personhood into place: Situating media in rural 

knowledge in Africa 

South Africa, 

Namibia and 

Denmark 

SIWC14 
Designing new technologies for illiterate populations: A 

study in mobile phone interface design 
United Kingdom 

SW4A10 

The Spoken Web Application Framework User 

Generated Content and Service Creation through lowend 

mobiles 

India 

SW4A11 
Developing Countries; Developing Experiences: Approaches 

to Accessibility for the Real World 
United Kingdom 

SW4A12 
Designing for Auditory Web Access: Accessibility and 

Cellphone Users 
USA 

SW4A13 
Exploring Web Accessibility Solutions in Developing Re-

gions as Innovations for the Benefit of All 
France 

SW4A14 
Designing new technologies for illiterate populations: A 

study in mobile phone interface design 
United Kingdom 

 

was based on Voice or Web. Although Voice approach is commonly used, it does not 
solve the problem of illiteracy. Another important point is that only 2 studies  
proposed a software solution, while the others proposed a reference model or a new 
hardware. Finally, only four studies address the context of developing country.  

4.4 Discussion and other Related Work 

This section focuses on how the systematic review tackled the three research ques-
tions and discusses about the important conclusions obtained from the analysis of the 
papers included in this review. As a result of this review, it was possible to identify 
the interface design approaches and the tools according to specific user conditions and 
also to specific devices. 

With regards to the RQ1 (Which interface design approaches are being used to 
address multiple devices and users with different conditions?), only a very limited 
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number of papers (3 studies, as presented in Table 11) was identified from the whole 
list of studies (see Fig. 2), representing 1.70%. One important point is that the Inter-
face design approaches were only the Automatically Generated Interface (from 2012) 
and the Participatory Design (from 2008 and 2011).  This means that the studies were 
focused on ID approaches to tackle the first phases of software development lifecycle 
(before software implementation), while other part of the studies were focused on 
implementation, test, and deployment phases. Only one study raised (SIEEE11) the 
importance of user involvement during software evolution.  

Concerning RQ2 (Which tools are being used to support the design of inclusive 
applications for multiple devices?), six studies presented solutions for the design of 
inclusive applications for multiple devices (see Table 8), representing 3.41% of the 
whole data extraction (see Fig. 2). According to the data, the types of technologies 
used to design inclusive applications for multiple devices were Platform (from 2007), 
the Framework (from 2011 and 2012) and the Application (from 2009). Thus, only 
three types of technologies were proposed. New strategic approaches for reuse and 
flexibility were not addressed, such as the Software Product Line.  In comparison to 
the Software Engineering approaches used by the identified studies, the SPL may 
support higher reduction in software development costs, higher increase of software 
quality, faster time to market and higher reduction in maintenance efforts [10]. In this 
way, with these advantages, it is intriguing that this approach has never been used in 
the design of tools to support the development of such applications. Thus, this  
information could demonstrate some level of detachment between HCI and Software 
Engineering. In contrast, it may also demonstrate that the software engineering  
methodologies need to advance in order to take into account inclusiveness as a very 
important non-functional requirement. Through the analysis of the papers included in 
this review, it could also be noticed the interest of several studies to evolve Web  
technologies. Indeed, some of these studies have explored the Semantic Web and 
Ontologies technologies to automatize interface generation.  

Furthermore, the results reported in this review also show that the underserved au-
dience is still under addressed by inclusive design studies (see Table 12). By contrast, 
the number of studies that attends the elder audience is substantial (Fig. 5) – which 
reveals the concern of researchers with the older population. Considering the devices 
used in the studies, the large presence of mobile phones in these studies can be  
highlighted (see Table 5). It can also be noted a smaller amount of works focusing on 
Tablets (compared to mobile phones); however it is expected an increase in the  
number of studies which address this kind of device as well as smartphones because 
both devices are becoming more and more popular. Additionally, it can be perceived a 
trending convergence of devices in the studies. All the identified inclusive design 
works for multiple devices (Table 7) were published in the last seven years. 

For the best of our knowledge, there is no previous systematic review that answers 
the research questions of this work. Nevertheless, some analyzed studies present  
secondary studies (surveys) that address HCI aspects for the design of multiple  
devices and different kinds of disabilities (e.g., [11] [12] [13]).  

 



 Designing for Different Users and Multiple Devices 621 

 

4.5 Threats To Validity 

This section discusses the threats to validity that might have affected the results of 
this systematic review. The review protocol was validated to ensure that the research 
was as correct, complete and objective as possible. However, possible limitations in 
two moments of the review process were identified: in the publication selection and in 
the data extraction.  

The search for publications was performed in two major steps: (i) automatic search 
and (ii) manual search. In step (i) there is a limitation because the search string could 
not be used in SpringerLink library, which possibly leads to a reduction in the consi-
dered studies. In step (ii), it was identified a limitation concerning the papers included 
in the review. The manual search was performed only on a limited set of journals and 
conferences and it was expected that relevant studies published in other journals or 
conferences would be captured through the automatic search realized in the previous 
step. However, it cannot be guaranteed that all related papers published are included 
in this review. Moreover, it is possible that some kind of inaccuracy or misclassifica-
tion have occurred in the data extraction performed in this systematic review, mainly 
because the data extraction was done individually by the researchers.  

5 Conclusions 

Web movement beyond desktop to different devices increased the challenges for  
accessibility, while, at the same time, this movement amplified the possibilities to 
ensure access to information for all. This paper presented a systematic review on the 
design for different users and multiple devices. Thus, a roadmap towards inclusive 
environments was drawn based on the extracted data in order to answer two research 
questions: “RQ1. Which interface design approaches are being used to address  
multiple devices and users with different conditions?” and “RQ2. Which tools are 
being used to support the design of inclusive applications for multiple devices?”. A 
systematic review protocol was defined and the automatic and manual search returned 
a total of 4061 studies between 2002 and 2012. After applying the exclusion/inclusion 
criteria, it led to the inclusion of 176 studies in the review.  

The results indicated that: i) the HCI community is presenting solutions for the 
software development lifecycle until the software deployment, but only few re-
searches are considering software evolution and interaction design during use time; ii) 
there is a gap between the software engineering and the HCI communities regarding 
the subject, because some more recent software engineering approaches for develop-
ment and maintenance are not in the analyzed work yet; in the same way that software 
engineering approaches need to consider inclusiveness as an important non-functional 
requirement; iii) a connection between the HCI and the Semantic Web and ontologies 
communities could be identified. Some included studies explored Semantic Web and 
ontologies technologies to automate user interface generation; iv) it is important for 
the HCI community to increase the number of studies addressing underserved people 
and also to interact with local research communities addressing this problem; v) there 
is a growing curve on the number of publications on the subject addressed by this 
work, in the last decade. 
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As further work, we expect to: i) diminish the threats to validity, ii) analyze the  
studies according to each disability, iii) analyze each ID approach based on software 
development lifecycle, iv) evaluate each provided tool by developing inclusive envi-
ronments, v) propose new ID approaches to cover software development, maintenance, 
and dynamic evolution, and finally, vi) extend the study to consider other research 
questions and more papers of relevant authors identified in this systematic review.  
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Abstract. Adaptive user interfaces offer great potential for improving the  
accessibility of interactive systems. At the same time, adaptations can cause 
usability problems, including disorientation and the feeling of losing control. 
Adaptations are therefore often discussed in terms of costs and benefits for the 
users. However, design strategies to overcome the drawbacks of adaptations 
have received little attention in the literature. We have designed different  
adaptation patterns to increase the transparency and controllability of run time 
adaptations in our MyUI system. This paper presents an experimental user 
study to investigate the effectiveness and acceptability of the proposed patterns 
in different cost-benefit situations and for different users. The patterns turn  
out to increase the transparency and controllability of adaptations during the  
interaction. They help users to optimize the subjective utility of the system’s  
adaptation behavior. Moreover, the results suggest that preference and accep-
tance of the different patterns depend on the cost-benefit condition. 

Keywords: Adaptive user interfaces, design patterns, accessibility, user study, 
controllability. 

1 Introduction 

Self-learning and self-adaptive user interfaces offer big potential for accessible  
technology. In contrast to one universal design for all, personalized user interfaces 
can offer optimal levels of usability and accessibility for diverse users and context 
conditions by individual design solutions [1]. For personalization in accessible tech-
nologies there are two main approaches: adaptable and adaptive user interfaces (cf. 
[2]). Most adaptable user interfaces require complex configuration dialogues which 
can cause problems for the users [3] - especially for those who would benefit most 
from personalization. Therefore, adaptive user interfaces can be more effective in 
increasing accessibility. They include self-learning mechanisms to identify individual 
needs and system-initiated user interface adaptations to avoid and overcome barriers 
of use automatically and directly when they occur. 

However, self-adaptive user interfaces also pose significant challenges in terms  
of usability, trust-worthiness and acceptability. The most prominent issues include 
confusing inconsistencies and the feeling of losing control over automatic changes in 
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the user interface [4] [1]. Hence, mechanisms to improve the transparency and con-
trollability of automatic adaptations will be a necessary feature of successful adaptive 
user interfaces. In this work, transparency means that users will be able to recognize 
and understand the automatic changes in the user interface and that confusion  
and disorientation will be avoided by making clear what has been changed and by 
supporting a “feeling of continuity between the user interface before and after adapta-
tion” [5]. Moreover, it can be useful to explain the reasons for adaptations to the user 
in order to increase the predictability of the system behavior [4]. Adaptive user inter-
faces are said to be controllable if the user can control the intelligent and automatic 
adaptations. This can include opportunities for the user to prevent or actively accept 
adaptations, and to undo or override adaptations (cf. [6]). Many authors (e.g. [7] [8]) 
consider full user control over automatic adaptations as a major requirement of  
acceptable adaptive systems. For adaptive systems which aim at improving the acces-
sibility, however, this claim might require reinterpretation. Impaired users sometimes 
need automatic adaptations in order to be able to access certain functionality and to 
control the interface at all. Trewin [9] argues that these users might experience an 
even increased rather than decreased level of overall control with automatic adapta-
tions which require no extra interaction effort. 

Adaptation mechanisms are error prone. Especially, incorrect adaptations  
challenge the transparency and controllability of an adaptive system. They lead to 
undesired user interface changes and make it difficult for the user to predict and 
understand the system behavior (cf. [10] [4]). Weld et al. [1] point out that incorrect 
adaptations are associated with costs for the user which have to be taken into  
account together with the potential advantages of an adaptive system. Systematic 
cost-benefit considerations cover also the costs of correct adaptations such as  
becoming aware of and leveraging the adaptation [11]. As a consequence, adaptive 
user interfaces will be successful only if the subjective benefits of the adaptations 
outweigh their costs [10]. Intelligent technologies will be limited in their ability to 
optimize individual cost-benefit ratios. Mechanisms to put the user into control of 
the system’s adaptation behavior can be regarded as an effective means to optimize 
the subjective utility of automatic adaptations. 

We recognize that the design of the adaptation process is a major issue for the usa-
bility and acceptability of adaptive user interfaces. In our MyUI system, we address 
this important field with dedicated Adaptation Patterns. They inform the users about 
intended or current adaptations. And they provide the users with dialogue mechan-
isms to optimize the costs and benefits of automatic adaptations by increasing their 
transparency and controllability [12]. This paper concentrates on an in-depth  
examination of the effectiveness and acceptability of the MyUI adaptation patterns 
from the users’ perspective. This work makes the following contributions: 

1. We introduce a systematic cost-benefit analysis of user interface adaptations for 
accessibility which serves as a basis for the experimental evaluation of adaptation 
dialogue mechanisms under different conditions. 

2. The results of our study provide valuable insights into the interactions between the 
costs and benefits of an adaptation and the preferred level of user control. We dis-
cuss how the findings can be used for the design of effective adaptation dialogues. 
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2 Related Work 

The preconditions and problems of transparency in adaptive user interfaces are well 
described in the literature. Findlater and Gajos [10] report that adaptive menus are 
more understandable and predictable if they preserve spatial stability and if the adap-
tations are “elective”, i.e. they can be ignored by the users. Tsandilas and Schraefel 
[13] point out the negative effect of poor adaptation accuracy on user performance in 
adaptive menus. They explain their findings by a decrease of user reliance on the 
system and thereby a decrease of subjective predictability of the system’s behavior. 

However, only few approaches to increase the transparency of automatic adapta-
tions have been published. In a first systematic attempt, Dessart et al. [5] propose 
animated transitions for showing the adaptation process to the user. They develop a 
catalogue of “adaptation operations” (e.g. resizing, relocating, etc.) and suggest suita-
ble animated transitions to support continuity in the perception of the dynamically 
changing user interface. Other approaches aim at a deeper user understanding of the 
system’s adaptations by providing detailed explanations [14] or “by supporting the 
user in developing an adequate mental model of the systems’ adaptation mechanisms” 
[15]. However, it seems questionable if and how these approaches can be applied to 
adaptations which try to compensate for perceptual, cognitive and motor impairments 
in users. 

The problem of controllability has mainly been treated in terms of theoretic tax-
onomies rather than specific design guidelines. In the concept of PLASTIC USER 
INTERFACES, a “supra-UI“ [16] or “meta-UI“ [17] is envisaged by which the user 
can control the system’s adaptations. Three levels of controllability are distinguished: 
At the lowest level, the user can only observe but not influence the adaptation 
process. At the intermediate level (“approbation”), the user can accept or reject an 
adaptation proposed by the system. The highest control level is characterized by a full 
user control over the adaptation (“specification”) [16]. With Jameson’s [4] suggestion 
to collect simple user feedback after performing an automatic adaptation (e.g., “I 
don’t like what just happened”), the above mentioned approbation strategy can be 
further subdivided into a confirmation before and a confirmation after the adaptation. 

Lavie and Meyer [18] compare four similar adaptation strategies with different le-
vels of user control in a user study: a “manual” condition, in which the user performs 
all actions; “user selection” where the user selects one of the alternative adaptations 
suggested by the system; “user approval” where the user can accept or reject the sys-
tem-initiated action; and “fully adaptive” where the system performs all actions and 
the user can just abort the adaptation process. The four strategies differ in their effec-
tiveness in supporting a secondary task during a driving simulation session. In routine 
situations where the system can offer correct adaptations, the fully adaptive variant is 
the most beneficial for the users. In unfamiliar situations with inappropriate system 
adaptations, the other conditions with active user involvement perform better. This 
cost-benefit pattern is even more apparent in their second study with older participants. 
They benefit more from automatic adaptations when they are correct - but experience 
higher costs in cases of incorrect adaptations [18]. Even if Lavie and Meyer’s experi-
ment investigates adaptivity in the sense of automating the performance of a user task, 
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their results can be easily transferred to adaptive user interfaces for improved accessi-
bility. For users with more difficulties in using technology, the benefits of correct 
adaptations seem to clearly outweigh the costs of losing control over the system’s 
adaptation behavior.  

Another valuable contribution of Lavie and Meyer’s work is that they analyze the 
utility of adaptations in combination with different control mechanisms. Earlier re-
search has focused on the costs and benefits of different adaptations [19] [13] [9] [10]. 
But Lavie and Meyer [18] investigate how different adaptation control mechanisms 
can influence the costs and benefits of the same adaptations.   

However, for a systematic analysis of the costs and benefits of adaptations and 
their interactions with adaptation control mechanisms, their study has two main short-
comings. Firstly, the specific influence of costs and benefits cannot be separated since 
only two of the four possible cost-benefit conditions (one with high benefit and one 
with high cost) have been compared. Secondly, only objective performance measures 
have been taken. However, the predominant disadvantages of adaptive systems as 
reported in the literature do not relate to performance but to more subjective concepts 
such as experienced transparency and the feeling of control. 

3 Adaptations in the MyUI System 

3.1 Overview of the MyUI System 

This section summarizes the main features of the MyUI system (see [12] for a more 
detailed description) to provide the conceptual background for the experimental user 
study. MyUI aims at mainstreaming accessible and highly individualised ICT prod-
ucts. Instead of developing dedicated user interfaces for specific user groups with 
certain disabilities, MyUI tackles the problem by providing a generic infrastructure to 
enhance mainstream products with automatically generated user interfaces which 
adapt to diverse user needs, different devices, and changing context conditions. MyUI 
adaptations include changes in the presentation formats and modalities, interaction 
mechanisms and navigation paths. MyUI takes a modular approach to adaptive user 
interfaces relying on the composition of multimodal user interface design patterns. 
Individual accessibility is achieved by combining patterns which provide proven solu-
tions for specific interaction situations and characteristics of the user, environment 
and device [12].  

MyUI strives for a smooth and natural adaptation process by avoiding the need of 
an initial configuration or user enrolment process. The MyUI system senses and inter-
prets information about the user and the context of use directly during the interaction 
and refines the profiles accordingly. Profile changes immediately lead to automatic 
run-time adaptations of the user interface. This closed loop of self-learning user and 
context profiles and system-initiated run-time adaptations supports a continuously 
improved fit between the adaptive user interface and individual user needs. Thus, also 
altering user capabilities as typical in the course of aging and rehabilitation (cf. [20]) 
can be covered. Moreover, barriers of use can be overcome directly when they occur.  
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Profile changes that lead to user interface adaptations are triggered by a number of 
sensor events. Most triggering events are detected from the user’s interaction behav-
iour with the current user interface. Examples include time-outs (the user does not 
react to a system prompt within a certain time frame), repeated undos (the user seems 
to repeatedly select wrong options by accident) and detours. Moreover, also hard-
ware-based sensors as, for example, eye tracking in order to capture the user’s atten-
tion can be used in the MyUI user profiling process (cf. [21]). In order to avoid too 
many changes on the user interface and to compensate for the uncertainty of the sen-
sor-based recognition procedures, user profiling involves statistical processing 
mechanisms. As a result, not every single sensor event will immediately trigger an 
adaptation, but adaptations will be triggered only if a certain threshold in the user 
profile is exceeded. This supports user interface stability. But on the other hand, 
transparency suffers. Users can have problems in understanding and anticipating 
automatic adaptations. It can be difficult to establish a clear connection between the 
adaptations and their causes, i.e. the triggering events. 

3.2 MyUI Adaptation Patterns 

The MyUI design patterns repository [22] includes different types of patterns which 
serve distinct functions in the adaptation process. There are patterns for creating and 
updating a user interface profile which includes global variables to define general 
settings throughout the entire user interface (e.g. font size). Other patterns provide 
alternative user interface components and elements for current interaction situations. 
Finally, adaptation patterns describe the transition from one instance of the user inter-
face to another. Their main goal is to assure high levels of transparency and controlla-
bility for the user during automatic adaptations. There are two types of adaptation 
patterns: 

• Adaptation rendering patterns specify the transitions from the user interface before 
the adaptation to the user interface after the adaptation. They use animations as  
recommended by [5] to create continuity in the course of adaptations. The animated 
transitions draw the user’s attention to the changing screen areas and make clear the 
relationship between the new, adapted user interface and the former user interface. 
Examples include animations to grow small fonts to bigger fonts or to move  
elements from one area to another. Adaptation rendering patterns are always part of 
an adaptation process as specified by the adaptation dialogue patterns. 

• Adaptation dialogue patterns specify the dialogue around an adaptation to make 
sure that the user is aware of the adaptation and can control the system’s adaptation 
behaviour. Typical elements of an adaptation dialogue include a notification and 
interaction options for the user to control the system’s adaptation behaviour.  
The MyUI patterns repository includes different adaptation dialogue patterns with 
different levels of user control. 

The main objective of this paper is to investigate the effectiveness and acceptability  
of the different adaptation dialogue patterns in different cost-benefit situations and  
to understand their contribution to optimize the subjective costs and benefits of an 
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adaptation as experienced by the user. Before presenting the experimental design and 
the results of our user study, we describe the patterns and their assumed effects on the 
usability and acceptability of automatic run-time adaptations. 

3.3 Adaptation Dialogue Patterns 

Automatic Adaptation without Adaptation Dialogue (baseline). This pattern can be 
regarded as a baseline condition. It is currently not used in the MyUI system. The adap-
tation is triggered and performed automatically. Besides the animated transitions of the 
involved adaptation rendering patterns, there is no additional indication of the current 
adaptation. The user has no opportunity to control, cancel or undo the adaptation. 

Automatic Adaptation with Implicit Confirmation (AI). During the automatically 
triggered adaptation, an animated icon notifies the user about the on-going adaptation 
in a dedicated adaptation area on the screen. When the adaptation is finished the end 
user can undo the adaptation via a button in the adaptation area. Moreover, the adap-
tation area offers a permanent access to the user interface profile and the user profile.  

Compared to the baseline condition, this pattern is expected to slightly increase the 
transparency and controllability by adding the animated icon and the undo opportu-
nity. However, both mechanisms are unobtrusive and require a certain level of system 
experience and attention. On the other hand, this type of adaptation control will not 
decrease the interaction efficiency as no additional steps are required if the user 
agrees with the proposed adaptation. 

Explicit Confirmation before Adaptation (EB). Before the user interface is 
adapted, a dialogue box is displayed which requests the user to explicitly accept or 
reject the adaptation. A preview of the user interface after the adaptation supports the 
user’s decision. If the user rejects the adaptation, the dialogue box is closed and the 
current user interface is not changed. If the user accepts the adaptation or if the sys-
tem receives no user input (time-out), the dialogue box is closed and the adaptation is 
carried out.  

This pattern is assumed to strongly increase the transparency and controllability. 
The dialogue box offers an obvious hint to the planned adaptation and does not start 
the adaptation before the user provides an explicit agreement. However, it interrupts 
the current interaction and requires an extra step in the dialogue. This might cause 
problems for some users and reduce the efficiency – especially with adaptations 
which are perceived beneficial by the user. 

Explicit Confirmation after Adaptation (EA). When the automatically triggered 
adaptation has been finished, a dialogue box asks the user if the changes shall be kept 
or undone. In case of rejection, the adaptation is recalled. In case of acceptance or a 
time-out event, the adaptation is kept. 

This pattern is similar to the EB pattern. We expect that due to the delayed confir-
mation dialogue, the transparency and controllability gains will not be as high as with 
the EB pattern. It also requires the described extra step. 



 User Control in Adaptive User Interfaces for Accessibility 629 

4 Experimental User Study 

4.1 Goals 

Our study had two main goals. First, we wanted to validate the MyUI adaptation dia-
logue patterns and evaluate their effectiveness and acceptability compared to the base-
line condition. Second, we wanted to gain insights in how to implement the patterns 
in the MyUI adaptation engine. Especially, we wanted to know if we can use a simple 
adaptation process with only one design pattern which is preferable under all condi-
tions or if more complex adaptation process behaviour will be required in order to 
present different patterns in different cost-benefit conditions and to different users. 

4.2 Hypotheses 

User interface adaptations can support the accessibility by detecting and overcoming 
specific problems or barriers of use during the interaction. In these cases, adaptations 
will provide a benefit for the user. However, wrong system assumptions about individ-
ual user requirements can lead to adaptations which are not beneficial for the user. On 
the other hand, adaptations can also cause costs by raising the effort for task comple-
tion. This leads us to the distinction of adaptations with low vs. high costs and benefits:  

• Adaptations with high benefits help to overcome an individual interaction barrier, 
e.g. increase the font size when the user has vision problems. 

• Adaptations with low benefits have no positive usability effect for the user in the 
current situation, i.e. the user does not experience a barrier of use before the  
adaptation occurs. This condition represents useless adaptations as an effect of user 
profiling errors.  

• Adaptations with high costs require an extra interaction effort compared to the user 
interface before adaptation, e.g. after increasing the font size, the user needs to 
scroll down the page in order to access the desired information.  

• Adaptations with low costs do not require extra interaction effort. 

The four cost-benefit conditions which result from a 2x2 combination of low and high 
costs and benefits are systematically produced in our experiment and serve as the 
experimental context conditions for testing the above described adaptation dialogue 
patterns. For each pair of pattern and cost-benefit condition, subjective user assess-
ments are recorded to evaluate the perceived transparency, controllability, comfort of 
use and acceptance of the patterns as well as the subjective costs and benefits of the 
adaptations. 

The following four research hypotheses are investigated: 

1. The adaptation patterns AI, EB and EA perform better than the baseline in terms of 
subjective transparency, controllability, as well as acceptability and user preference. 

2. The adaptation patterns differ in their capability to support users in optimizing the 
subjective utility of an adaptation. We assume that control mechanisms can help 
users to minimize the subjective costs of undesired adaptations. 
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3. In different cost-benefit conditions, users prefer different adaptation patterns and 
the patterns receive different levels of user acceptance. We assume that high-cost 
adaptations are associated with a stronger wish for control while high-benefit  
adaptations will lead to preferring more efficient patterns. 

4. User preference and acceptance of the patterns differ for different user groups, e.g. 
users with higher levels of technology anxiety prefer patterns with more control. 

4.3 Methods 

Participants. For this experiment, twelve older adults were recruited. They were paid 
€ 50 to participate for one test session of about 90 minutes. The participants were 

between the ages of 49 and 73, with an average of 63 years; there were seven females 
and five males. None of them reported significant accessibility problems. Three had 
minor reading problems with small fonts, two said they preferred bigger keys on re-
mote controls, and four reported problems with the understandability of instructions 
or technical terms in interactive products. Six described their ICT literacy level as 
medium, three as low, and three as fairly good. 

The selection of able-bodies participants for this experiment was deliberate. In ac-
cordance with ISO 9241-171 [23], accessibility does not only apply to disabled users 
but also to users with temporary impairments or users who experience difficulties in 
particular situations, etc. Common to all users who benefit from an adaptive and ac-
cessible system like MyUI is the experience of a barrier which is then removed by an 
adaptation – regardless of the many different possible reasons and disabilities. All our 
users were at ages where barriers of use can arise quite suddenly, even without dis-
abilities. Involving only disabled users might cause a bias as these users might have 
found their ways to cope with accessibility issues and they might be prejudiced 
against intelligent solutions from prior experiences. Moreover, our able-bodied sam-
ple helped us to exclude undesired side effects of disabilities which are not covered 
by the design solutions presented in the experiment. Working with participants  
without disabilities allows us to fully control the cost-benefit conditions.  

Thus, a major assumption of our study is that preference and acceptance of the  
adaptation patterns will not depend on a specific type or level of impairment but 
mainly on the experienced costs and benefits of the offered adaptation. 

Apparatus. The experiment was conducted in a typical usability lab setting. Three 
Windows-based computers were used. The first computer ran the interactive test  
prototype which simulated an adaptive interactive TV system with a main menu, and 
an email application to receive, view, compose and send emails. This computer was 
connected to a 32” PHILIPS TV screen (32PFL7605H 12) and was controlled by an 
infrared remote control as commonly used with TV devices. The other two computers 
were used for accessing and manipulating the MyUI user and context management 
infrastructure to start adaptations by changing user profile variables in a Wizard-of-Oz 
manner. The participants were sitting on a sofa in front of the TV screen with a view-
ing distance of about 2 meters. They had to work on different tasks with the prototype 
system while using the remote control.  
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our approach, we asked the participants to rate the subjective benefit of each expe-
rienced adaptation. We yielded a substantial level of agreement between the intended 
benefit condition and the subjective benefit ratings (Cohen’s Kappa κ=0.729, n=96). 
The experimental variation of the costs of adaptations is supported by a fair agree-
ment of experimental conditions and user ratings (Cohen’s Kappa κ=0.375, n=96). 

Experimental Design and Measures. The study was a 4 (cost-benefit condition) x 4 
(adaptation dialogue patterns) within-subjects design. Task and adaptation type was 
not used as another independent variable but was varied systematically to make sure 
that our findings were not restricted to only one type of task and adaptation and that 
they could be generalized. Each of the three task/adaptation conditions was performed 
twice in all 4 x 4 test cases. The total of 96 test conditions was randomly assigned to 
the twelve participants so that each participant performed eight tasks. And each par-
ticipant experienced two of the three task/adaptation conditions for four times, each 
with all four cost-benefit conditions and all four adaptation dialogue patterns – the 
first task/adaptation condition naïve and the second set of four runs after they were 
introduced into the different adaptation patterns. The restriction to two of the three 
task types was due to time limitations. In a pre-study we found that eight tasks were 
the possible maximum within the intended time frame of 90 minutes per session. 

The dependent variables of the study included subjective assessments of the adap-
tation patterns after each of the eight test cases per participant on a four-point Likert 
scale for: 

• Transparency (two items: “The design is good in communicating that a change is 
being processed“ and “The design is good in communicating what the user can do 
in order to stop or undo the change“) 

• Controllability (two items: “I feel in full control of the system, its appearance and 
changes“ and “It is easy to control the system and its appearance and changes.“) 

• Comfort of use (two items: “The design is good in supporting a comfortable system 
use“ and “The design is good in avoiding unnecessary user input or interaction 
steps.“) 

• General acceptance (one item: “All in all, I like the presented style of dialogue 
when the system is adapting to my individual needs.”) 

Moreover, the participants assessed the costs and benefits of the eight experienced 
adaptations on four-point Likert scales. Finally, the participants indicated their  
preferred pattern for each of the four latter test cases and a general preference in the 
post-task interview at the end of the session. 

Procedure. The overall procedure of a single test session was as follows: 

1. After a welcome and introduction to the test situation, a questionnaire was used to 
obtain information on the user’s ICT literacy, technology interest and technology 
anxiety.  

2. The participants had to complete a sequence of four interaction tasks with the  
interactive TV application. During each interaction, an adaptation occurred with a 
different hypothesized cost-benefit level and a different adaptation dialogue  
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concept, this requires both items assessed positive (3 or 4 on the four-point Likert 
scale). A chi-square test against the H0 of equally distributed user ratings for all four 
patterns revealed significant differences for transparency (χ2 (3, N=96) = 19.80, 
p<0.001**), controllability (χ2 (3, N=96) = 12.42, p=0.006**) and acceptability (χ2 (3, 
N=96) = 8.38, p=0.039*). As assumed, the dialogue pattern EB yielded the best  
assessments for transparency and controllability. The comfort-of-use ratings did not 
differ between the four patterns. 

The analysis of the user preferences yielded similar results (table 1). The patterns 
differed significantly in their user preference for the single test tasks (χ2 (3, N=48) = 
11.00, p=0.012*). In only 3 out of 48 test cases (6.25%), the baseline condition was the 
preferred adaptation mechanism. The patterns AI and EB were preferred by most users. 

Table 1. Preferred adaptation dialogue patterns (absolute frequencies) 

 baseline AI EB EA 

Preference per test case (n=48) * 3 17 17 11 

General preference (n=12) 1 5 5 1 

Control of Subjective Costs of Adaptations. Considering all 96 test cases, the  
adaptation dialogue patterns did not differ in their capability to reduce the subjective 
costs (Costsubj.) compared to the costs as intended by the experimental condition 
(Costint.). The number of cases where participants reported low subjective costs while 
being in a high-cost test condition, were equal for all four patterns (χ2 (3, N=96) = 
0.54, p=0.91). However, when users were aware of the different adaptation patterns 
after the review, significant differences were found (χ2 (3, N=48) = 8.76, p=0.033*). 
According to our assumptions, the two patterns with explicit confirmations seemed to 
be most effective in reducing the costs of high-cost adaptations (table 2). 

For the subjective benefit ratings, no effects of the patterns were found. It seems 
that even patterns which require extra effort do not reduce the advantages of adapta-
tions which are beneficial for the users. 

Table 2. Adaptation dialogue patterns and their capability to control the costs of adaptations. 
The table shows absolute frequencies of cases where participants report low subjective costs 
while being in a high-cost test condition (“Costsubj. < Costint.”). 

 baseline AI EB EA 

All test cases (n=96)     

Costsubj. < Costint.  6 7 8 8 

Costsubj. ≥ Costint. 18 17 16 16 

After review1 (n=48) *     

Costsubj. < Costint.  1 1 5 6 

Costsubj. ≥ Costint. 11 11 7 6 

1 “After review”: the users are aware of the different patterns 
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Preference and Acceptance Depend on Cost-Benefit Conditions. In contrast to our 
assumption, user preferences did not differ between different cost conditions. A rea-
son might be that already in the low-cost conditions, the patterns with high control 
levels were preferred very often. A further effect into the expected direction might 
have been made more difficult by a ceiling effect.  

However, a significant interdependency of the benefits as intended by the experi-
mental conditions and the pattern preferences was discovered (χ2 (3, N=48) = 8.07, 
p=0.045*) (table 3). Especially, the implicit confirmation pattern AI was more often 
preferred with highly beneficial adaptations. This effect was even stronger for the 
subjective benefit as reported by the users (χ2=15.70, df=3, p=0.001**). As predicted, 
when the benefits of an adaptation were high enough, controllability loses its impor-
tance and the more efficient implicit confirmation (AI) was preferred. 

The different cost and benefit conditions had no significant effect on the accep-
tance ratings of the different patterns, when regarding the intended utility. However, 
subjective costs and acceptance judgments were significantly associated (χ2 (7, N=96) 
= 22.21, p=0.002**). Especially, the baseline pattern and EA received less positive 
acceptance judgments when the adaptation caused higher subjective costs. This result 
indicates that adaptation mechanisms with insufficient user control will be disliked 
when adaptations with high subjective costs occur. On the other hand, acceptance 
judgments were also significantly associated with the subjective benefits of the adap-
tation (χ2 (7, N=96) = 14.38, p=0.045*). Especially, the baseline pattern gained 
higher acceptance with high-benefit adaptations. This finding is in line with the above 
reported result of less important control mechanisms for beneficial adaptations. 

Table 3. Absolute frequencies of user preferences for the different adaptation dialogue patterns 
under the experimental conditions of low vs. high intended costs and benefits 

 baseline AI EB EA 

Intended costs      

Low (n=24) 2 7 8 7 

High (n=24) 1 10 9 4 

Intended benefits *     

Low (n=24) 1 5 13 5 

High (n=24) 2 12 4 6 

Influence of User Characteristics. The collected measures of individual ICT liter-
acy, technology interest and technology anxiety were not associated with the users’ 
acceptance and assessment of the patterns, except for the comfort-of-use judgements 
were significant interdependencies with ICT literacy (χ2 (7, N=96) = 24.73, 
p<0.001**) and technology interest (χ2 (7, N=96) = 15.02, p=0.036*) were found. 
Users with higher levels of ICT literacy rated the comfort of use of EB better whereas 
users with low ICT literacy rated the comfort of use of EA better. Finally, users with 
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low technology interest judge the comfort of use of EA better than users who are 
more interested in technology. 

5 Discussion 

Our work provides several interesting insights with respect to control mechanisms for 
automatic user interface adaptations. Some of our initial assumptions could not be 
confirmed by the empirical results. The rigid nonparametric statistical analyses might 
have been responsible for a relatively low statistical power. Our main findings can be 
summarized as follows:  

The two adaptation dialogue patterns AI and EB have clearly shown to be best in 
terms of transparency and controllability. It seems that an optimal adaptive system 
will need both approaches: a quick and efficient adaptation process which provides 
only an undo for unsuccessful adaptations and a more obvious and explicit dialogue 
which waits for a user confirmation before changes are executed. The two preferred 
patterns are quite different and have their specific advantages under different condi-
tions.  

The explicit confirmation pattern proved to be more appropriate for situations in 
which adaptations are likely to cause costs for the user. To a certain degree, it seems 
that explicit control mechanism can reduce the negative impressions of automatic 
adaptations. In our experiment, the users still had to face the same inconveniences. 
But the fact that they can decide about the system’s behaviour seems to alleviate the 
subjective disadvantages. On the other hand, the extra interaction step needed for the 
explicit conformation did not reduce the advantages of a helpful adaptation.  

However, in situations where adaptations provide great benefits to the user, the  
implicit adaptation dialogue (AI) was clearly preferred. In this regard, our experiment 
confirms Trewin’s [9] claim of a minor role for user control in adaptive user  
interfaces for accessibility. Even our baseline pattern with poor overall ratings for 
transparency and controllability was significantly better accepted when the users  
experienced a beneficial adaptation.  

Our analysis of certain user characteristics and their influence on the subjective  
assessments of the different patterns brought the EA pattern into the discussion again. 
The three tested characteristics ICT literacy, technology interest and technology  
anxiety are covered by the MyUI user profile. It would be very easy to present the EA 
pattern to users with low levels of ICT literacy and technology interest. But the  
re-ported interaction effect is restricted to the EA pattern. And its absolute rating  
levels are – even for the most positive cases – still not better than for the other two 
adaptation dialogue patterns AI and EB.  

Therefore, a combination of the two preferred adaptation dialogue patterns seems 
most appropriate. Based on these findings, we will refine the MyUI adaptation engine 
in a way that adaptations which cause only minor changes (i.e. changes without 
switching to other interaction design patterns, cf. [12]) will be associated with the 
implicit design pattern AI. Other adaptations which cause more substantial changes, 
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e.g. substituting one user interface component by another, will engage the explicit 
adaptation dialogue pattern EB. 

We have implemented a novel experimentation approach which aimed at produc-
ing generalizable results. Our cost-benefit classification aimed at generalizing from 
specific user interface adjustments and our procedure of systematically varying the 
adaptations’ costs and benefits seemed to be effective in generalizing from specific 
impairments. If our assumptions are valid, we can generalize the findings to the de-
sign of control mechanisms for adaptive systems in general.  

However, if the preference of control mechanisms depended more on specific  
levels and types of impairments rather than the experienced costs and benefits of an 
adaptation, a study with actually impaired user would be indispensable. Another limi-
tation of our study concerns the fact that we have explained the different adaptations 
to the users after the first half of the experiment. This might have biased attention and 
awareness for the adaptation process. It is not clear how the findings apply to the real 
world where some users might never pay attention to the way adaptations are carried 
out. Finally, we were mainly interested in the preconditions of user acceptance for 
adaptive user interfaces. Therefore, we concentrated on aspects of the user experience 
and subjective ratings. In order to gain a wider view on the topic, it might be interest-
ing to also collect objective data, e.g., about improvements in task performance for 
the different adaptation patterns. 

In order to further validate this work we suggest a similar study with a less  
controlled but more realistic setting. This includes involving users with actual acces-
sibility issues and presenting adaptations which specifically fit their individual needs. 
This future study shall also provide the opportunity to investigate if similar results can 
be achieved when the users experience the adaptation behaviour over a longer period 
of time without getting explicit explanations about the adaptation patterns.  

6 Conclusion 

The MyUI adaptation dialogue patterns mark a valuable approach to improve the 
transparency and controllability of automatic run-time adaptations for increased  
accessibility. We have presented a controlled lab experiment to validate their  
effectiveness and acceptance in different cost-benefit conditions. The systematic 
variation of cost-benefit conditions allowed us to investigate the manifold interactions 
between the utility of an adaptation and possible mechanisms to put the user in  
control of system-initiated adaptations.  

Our study revealed strong support for two of the proposed adaptation patterns: 
“Automatic adaptation with implicit confirmation” (AI) and “Explicit confirmation 
before adaptation” (EB). On the basis of their specific advantages in different  
cost-benefit situations, we conclude to use both patterns in our MyUI adaptation 
frame-work. And we advise other designers to use corresponding confirmation strate-
gies in their adaptive systems. AI is best for adaptations with great advantages for the 
user. It provides an unobtrusive notification of the current adaptation and offers the 
opportunity to undo the adaptation. In situations where high costs for the user are 
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expected, EB should be used. This pattern has proven to reduce the subjective costs of 
an adaptation and offers very clear control mechanisms by requesting an explicit user 
confirmation before the adaptation is executed. 
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Abstract. Interaction via mobile devices is a challenge for blind users, who  
often encounter severe accessibility and usability problems. The main issues are 
due to the lack of hardware keys, making it difficult to quickly reach an area or 
activate functions, and to the new way of interacting via touchscreen. A touch-
screen has no specific reference points detectable by feel, so a blind user cannot 
easily understand exactly where (s)he is positioned on the interface nor readily 
find a specific item/function. Alternative ways to provide content are mainly 
vocal and may be inadequate in some situations, e.g., noisy environments. In 
this study we investigate enriching the user interfaces of touchscreen mobile 
devices to facilitate blind users' orientation. We propose a possible solution for 
improving interaction based on the vibro-tactile channel. After introducing the 
idea behind our approach, two implemented Android Apps including the 
enriched user interfaces are shown and discussed.  

Keywords: Accessibility, usability, mobile accessibility, haptic UIs, blind. 

1 Introduction 

In recent years, the development of more sophisticated smartphones with  
touchscreens has changed interaction modalities, while the use of hardware keys to 
quickly reach or activate specific functions has been decreasing. Touchscreens are 
completely smooth, so detecting specific user interface (UI) parts and elements is 
difficult for someone who cannot see the screen. Alternative ways to provide content 
visible on the touchscreen are mainly based on vocal channels through a voice TTS 
(Text-to-Speech), which may not always be enough for fully accessible and usable 
interaction. Vocal feedback may not work well in noisy environments; moreover, in 
some situations (e.g. during classes, meetings, speeches) users may prefer something 
more 'silent'. 

Several aspects of interacting with a touchscreen can be improved to make screen 
exploration more satisfactory for the blind. In this paper we focus on a tactile-based 
solution to improve mobile interface exploration by blind users when interacting via 
touchscreen. The tactile channel is more immediate and direct for the blind -- cortical 
brain areas normally reserved for vision may be activated by tactile stimuli [11].  
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In this perspective, a possible solution for improving interaction based on the  
vibro-tactile channel is presented. After an introduction to related works in the field 
and to the main usability issues encountered when a blind person interacts with a 
touchscreen, our approach will be discussed and described through examples. 

2 Related Work 

Several studies in the literature describe the importance of providing a user with  
appropriate mechanisms and techniques for better orientation on the user interface. In 
[4], the authors conducted a pilot study to investigate analogies between the real 
world and Web navigation. For the authors, organized content can benefit a reader 
only if (s)he is able to move around it with accuracy and agility, and is able to quickly 
discover and absorb its organization.  

Kane et al. compared how blind and sighted people use touchscreen gestures, and 
proposed guidelines for designing accessible touchscreens. Blind subjects preferred 
gestures that use screen corners, edges, and multi-touch, enabling quicker and easier 
identification, and suggested new gestures in well-known spatial layouts, such as a 
qwerty keyboard [5]. This study observed that referencing points are particularly  
useful and preferred by blind users to better move around the interface. Arroba et al. 
proposed a methodology for making mobile touchscreen platforms accessible  
for visually impaired people based on a functional gesture specification, a set of 
guidelines to assure consistency of mobile platforms and the customization of input 
application [1]. These studies offered guidelines valuable for further developments.  

Recently, Bonner at al. developed an accessible eyes-free text entry system that of-
fers multi-touch input and audio output. The system, implemented on Apple’s iPhone 
and tested with ten users, showed better performance in terms of speed, accuracy  
and user preference with respect to the text entry component of VoiceOver [2]. This 
solution focuses only on the text-entry providing audio feedback, which may not work 
well in some situations.  

Koskinen et al. investigated the most pleasant tactile clicks, comparing piezo  
actuators vs a vibration motor, finding that subjectively the first was preferred [6]. In 
agreement with previous studies, results showed that tactile feedback improves the 
usability of virtual buttons pressed with the fingers, since the user is able to feel the 
object of interaction. Brewster and Brown proposed the use of a new type of tactile 
output: structured tactons, or tactile icons, i.e., abstract messages that can be used to 
communicate information. A tacton is characterized by parameters such as frequency, 
amplitude and duration of a tactile pulse, but also rhythm and location [3]. Using 
tactons could enhance accessibility of mobile devices for blind users as well as for 
sighted people in motion. Qian et al. identified the salient features of tactons when 
integrated with a mobile phone interface. Findings indicated that the best results use 
simple static rhythms, with differences in each pulse’s duration. However, to ensure 
accurate perception, the dimensions in which paired tactons differ should be limited 
[10]. Yatani and Truong proposed the use of multiple vibration motors embedded in 
the back of the mobile touchscreen device to convey tactile feedback, providing  
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semantic information about the touched object. They showed that users can accurately 
distinguish ten vibration patterns, and that the proposed system enables better interac-
tion in an eyes-free setting than devices without tactile feedback or using only a single 
vibration motor [12]. However, these solutions mainly rely on hardware add-ons for 
providing haptic feedback while our approach offers a non-invasive/intrusive software 
solution, that has no impact on the usual interaction of blind users.  

Other studies have investigated the use of tactile aids to enhance blind user interac-
tion on touchscreen devices. In a preliminary study, Magnusson et al. investigated the 
use of haptic and speech feedback to make a digital map on a touchscreen more ac-
cessible [8], developing a prototype application that uses vibration to help blind users 
understand a map layout. This solution requires a time-consuming pre-processing of 
each map [9]. Our approach is conceptually similar to this last work since we use a 
mix of audio and vibration for easily detecting areas of interest on the user interface. 
However, despite all this research, to the best of the authors’ knowledge, effective  
ad-hoc enrichment of general-purpose touchscreen user interfaces via software for 
easier orientation of blind persons has not yet been presented. 

3 Interacting with a Touch Mobile Device: Usability Issues 

To identify main accessibility and usability issues encountered by blind users when 
interacting with touchscreen mobile devices, we evaluated the interaction with An-
droid-based and Apple mobile devices. In both cases, the inspection was carried out 
by all the authors (one of whom is blind) interacting with the touchscreen via screen 
reader (TalkBack on Android devices, VoiceOver on Apple ones) and gestures. 
Throughout the evaluation process, sighted authors avoided looking at the screen by 
activating the “screen curtain"1 functionality. More details on the applied methodol-
ogy are available in [7]. In the following we summarize the main issues observed: 

• Lack of logical navigation order, to ensure the content is correctly sequentialized: 
the problem occurs when trying to navigate content and elements sequentially via 
swipe gestures (“next” - flick right - and “previous” - flick left). In this case some 
incongruences regarding the correct logical order occur when visiting or expanding 
an item.  

• Unsuitable handling of focus: the problem especially occurs when editing a text 
field within a form composed of several control UI elements. When activating an 
edit field by a double tap, the system focus moves onto that field and the screen 
reader announces the editing modality. By exploring and clicking on the virtual 
keyboard letters, the focus moves on the keyboard and the user loses the editing 
focus point. (S)He is unable to quickly check what was edited because to do this, it 
is necessary to explore the UI again. This issue also arises when filling in a group 
of form elements. This process disorients the user and can make the action difficult 
and frustrating. 

                                                           
1 http://www.apple.com/accessibility/iphone/vision.html 
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• Lack of orientation on the UI: the user can explore content on the screen by either 
(1) going forward and backward in a sequential order through swipe gestures, or 
(2) touching a point on the screen and then proceeding through the next and pre-
vious flick. This means that the user may encounter some difficulty or frustration 
when reading content. For instance, when reading a mail, the user has to read the 
message header before catching its content, unless (s)he is able to click in the exact 
starting point of the text of message. When clicking, the focus moves onto the 
clicked place and the user can start the reading from there. 

4 The Proposed Solution 

To address the usability issues discussed in the previous section, we propose an ap-
proach based on the use of haptic technology. Our proposal aims to support blind 
users as they explore and interact with content on a touchscreen. Preserving the origi-
nal UI layout, this solution provides extra information and feedback for better and 
easy identification of the UI elements or parts.  

For instance, for the Web, the W3C WAI-ARIA (Accessible Rich Internet Appli-
cations) suite2 suggests the use of landmarks and region roles to allow developers to 
divide the Web page content into several parts, to create the logical partitioning of UI 
areas. In this way, the user is able to quickly obtain an overview of the page structure. 
Unfortunately this standard is still rarely applied. Moving from web to mobile devic-
es, phone apps -- as well as any system application -- could greatly enhance applying 
a similar strategy to the main UI parts. In our study we decided to apply the “Logical 
partitioning” of UI elements to touchscreen interfaces of mobile devices to make the 
main parts of the UI easily and rapidly detectable. To this aim, we use reference cues 
(haptic mechanism) to help the user recognize those parts. Reference cues are particu-
larly important for blind users in order to better orient themselves and move around a 
real and virtual space [4]. Depending on the UIs, haptic tags are added to help a blind 
user localize a specific part or elements on the interface.  

To test our approach, we developed a prototype for an Android device, specifically 
a Samsung Galaxy Nexus running Android 4.2. The solution proposed herein lever-
ages Android’s support for accessibility and aims to provide developers with a simple 
yet versatile tool that can be used to improve the UI usability for blind users. We will 
describe our approach in practice through some examples in Section 5. 

4.1 Methodology 

According to the Model-View-Controller (MVC) software design pattern, logic and 
presentation must be strongly separated. Any Android application should be 'natively' 
MVC-compliant, since Android development guidelines require UIs to be described 
entirely by means of XML files. We took advantage of this principle to develop a 
simple add-on that can be used to enrich our UIs. We defined a graphical object with 

                                                           
2 http://www.w3.org/WAI/intro/aria 
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customizable behaviour in terms of accessibility. The goal is to offer developers a 
flexible tool for enriching UIs in order to improve their accessibility. XML attributes 
define the accessibility property of a cue and allow customizing any cue through spo-
ken messages, sounds and vibrations. This improvement is nearly seamless since it 
will only require modifying an XML file to configure the cue's parameters. In the 
following, we refer to this kind of cue as CAC: Customizable Accessibility Cue. The 
XML snippet shown below represents a typical CAC, provided with a spoken mes-
sage, a vibrating pattern and a sound. Once it is inserted into a layout XML file, it is 
rendered by Android as a ‘reactive’ colored ball, as shown in Fig. 1. 

<org.cnr.iit.accessible.CustomAccessibleButton 

  android:id="@+id/ballBtn01" 

  android:layout_width="fill_parent" 

  android:layout_height="20dp" 

  android:layout_gravity="top" 

  android:layout_margin="5dp" 

  android:paddingTop="10dp" 

  cnr:customMsg="custom spoken message" 

  cnr.vibPattern="0,100,100,100" 

  cnr:customSound="mySound" /> 

 

Fig. 1. A vibrating and speaking cue also associated with a sound, graphically rendered on a UI 
by a colored ball 

5 Applying the Methodology to Real Cases 

The proposed solution described above was tested on two real applications: a dial pad 
and an email client. The procedure was aimed at identifying the most suitable areas to 
put the cues and related feedback: a single event or a combination of events chosen 
from among a single vibration, vibrating pattern, speaking feedback and sound  
feedback, to better identify the different logical areas for each UI. We also improved 
the applications from other points of view, whenever their usability could be further 
improved. The main goal was to ‘mark’ the critical interaction areas by adding the 
customizable accessibility cues (CACs) to the layout XML files.  

In the first prototype, the CACs to mark each logical session were points placed on 
the left side of the screen. A preliminary test with a blind user highlighted that  
this solution could have been misleading, since the hints were available only when 
exploring a narrow area of the screen. To resolve this issue, each CAC on the UI was 
‘stretched’ (by means of proper dimension attributes) to become a horizontal strip.  
A pilot test was carried out with two blind users in order to assess and improve the 
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5.2 The Email Client 

K-9 is an open-source email client based on the Email application shipped with the 
initial release of Android. The application is quite complex and offers a complete 
environment in which to organize and compose emails. Once the appropriate XML 
layout files were identified, we introduced the cues according to the principle of  
highlighting main/critical interaction areas. The application was tested by two blind 
users considering three tasks: (1) browsing the list of incoming emails (2) reading an 
email and (3) composing an email. When browsing the inbox (1) it was necessary to 
border the UI to highlight the email list, with one CAC on the top and one on the  
bottom of the list. When reading an email (2) it was necessary to mark the email text; 
the cues were positioned as in (1). In the ‘Compose’ UI (3) a cue was placed before 
the soft-keyboard to separate it from the editing area. These cues were all associated 
with the same sound since they share the same function of ‘UI border’.  

Following the suggestions of the two blind users who tested the applications,  
other improvements were made to enhance the usability of text fields: a sound was 
associated with the event of a text field getting the focus, thus becoming suitable  
for filling. Moreover, to favor their detection, the text fields were announced by a 
100-msec-vibration - normally -- or a 300-msec-vibration -- if the text field held the 
focus. 

 

Fig. 3. Position of the CACs delimiting interaction areas in three UIs of K-9, respectively: mail 
browsing, single message view, mail composer 

6 Conclusions 

In this work we discussed how the principle of the “Logical partitioning of UI ele-
ments” can be applied to a mobile interface in order to enhance touchscreen interac-
tion for blind users. The proposed solution is based on a customizable combination of 
haptic and audio feedback that can be placed programmatically on UIs with usability 
problems. Only vocal feedback may not work well in noisy environments or cannot 
be used during classes, meetings, speeches, etc. The Customizable Accessibility Cue 
(CAC), a flexible add-on for enriching the UIs with spoken messages, sounds and 
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vibrations, was developed. To test our approach, we considered two Android applica-
tions, a telephone and an email client. A pilot test was conducted with two blind per-
sons, who provided enthusiastic and positive feedback concerning the usefulness of 
the proposed solution, and useful feedback for refining on the UIs.  

Future work will include some improvement of the methodology, e.g., expanding 
the number of UIs and identifying the potential best set of CACs for each UI; using 
different short sounds to announce useful information, such as focus shifting from one 
area to another, or to provide an additional confirm for number editing on the phone 
keypad, etc. Furthermore, we need to make a user test with a group of blind persons in 
order to evaluate their performance interacting with both the simple and enriched user 
interfaces, gathering quantitative data for evaluating and improving the proposed 
solution, which is potentially applicable to touchscreens of any device.  
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Abstract. Involving all stakeholders in the design process is often seen as a  
necessity from both a pragmatic and a moral point of view [1]. This is always a 
challenging task for designers and stakeholders and therefore many participatory 
design methods have been developed to facilitate such a design process. The tradi-
tional participatory design methods, however, are not fully appropriate to incorpo-
rate persons with dementia [2], [3]. They create issues as they assume that the  
participants are cognitively able; can make use of visual and hands-on techniques; 
or require a high level of abstraction ability of the person with dementia.  

The aim of this paper is to present a number of guidelines which can be used 
as a starting point to set up participatory design projects with persons with de-
mentia. This overarching set of guidelines provides for practical advice focus-
ing on the role of the moderator, the preparation of a participatory session, the 
choice and adaptation of the method, the tools used, the role of each participant 
and the subsequent analysis. The basis for these guidelines stems from similar 
participatory projects with senior participants, persons with dementia and par-
ticipants with aphasia or amnesia, two symptoms frequently co-occurring with 
dementia. All guidelines were evaluated and refined during four sessions with 
persons with dementia and a trusted family member. These participatory design 
sessions occurred in the course of the AToM project, a research and design 
project that tries to design an intelligent network of objects and people to ame-
liorate the life of persons with dementia. 

Keywords: participatory design1, persons with dementia, method, guidelines. 

1 Participatory Design: A Necessity  

Participatory Design [PD] is a set of rules, methods and theories that tries to work 
towards an enhanced participation of all stakeholders in the design process. Taking 

                                                           
1 We choose to use the term participatory design and not collective design or the Scandinavian 

tradition, being the predecessors of participatory design [4]. Neither did we use the term parti-
cipative design which is set more in a UK tradition of participation and is thus less focused on 
co-creation [5]. 
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material from cultural studies Muller [2] describes that the use of PD practices hap-
pens in or leads to an in-between region, a so-called third space. This third space 
gives way for dialogues between the different stakeholders (a designer or developer, 
an end user, a policy maker,...) of a design process and in this way becomes a space 
where mutual learning and collaboration (designing together) can take place. 

The reasons for doing PD are quite versatile but seem to come down to either 
pragmatic or moral reasons [1]. On a pragmatic ground, by working in close collabo-
ration, the chance to end up with a successful design outcome reflecting the perspec-
tives and preferences of the future users, seems to be much higher. In the pragmatic 
view, knowledge of the use context is needed by non-end users such as designers and 
developers; end-users, on the other hand, need knowledge of, for example, technolo-
gical options. The moral proposition, on the other hand, is based on the belief that the 
knowledge of the end-users and the designers should be bridged [6] on political and 
ethical grounds. 

In this paper we will lend on the work that has been done in the AToM project. 
AToM, short for A Touch of Memory, tries to create an intelligent network of objects 
and people to ameliorate the life of the person with dementia, their family and profes-
sional caregivers. From the start, the AToM project had the intention to have develop-
ers, designers, caregivers, the person with dementia and their family participate in the 
design process. This paper mainly focuses on the PD together with persons with de-
mentia. The aim is to list guidelines to set up a PD process with the persons with de-
mentia. This list of guidelines is based on a literature review of participatory projects 
together with older people and people with dementia and participants who suffer from 
amnesia and aphasia. These guidelines were used and refined throughout the AToM 
project. The novelty of this research lies in the attempt to present an overarching set 
of guidelines on doing participatory design together with people with dementia. 

2 Dementia and Participatory Design  

Dementia is a term used to describe a decline in mental ability that will interfere se-
verely with daily life. The most common types of dementia are Alzheimer’s disease, 
accounting for the majority of dementia (approximately 60 to 80%) and vascular de-
mentia, the latter occurring after a stroke [7]. Working with persons with dementia 
asks for a specific approach taking into account the different cognitive and psychiatric 
symptoms (relative to the regression of their condition and the type of dementia they 
are in) a person with dementia can experience. Psychiatric symptoms may include 
personality changes, depression, hallucinations and delusions. On a cognitive level 
persons with dementia (from mild to moderate) mostly suffer from a deterioration of 
memory (such as amnesia), difficulties in language and communication (aphasia), the 
inability to perform purposeful movements (apraxia) and/or orientation in time and 
place (agnosia) [8]. Furthermore, the large majority of the persons with dementia 
belongs to the group of older persons who might need to deal with the physical ail-
ments like impaired eyesight, hearing or physical coordination [9], [10]. As indicated 
in the intro, doing Participator Design stems from the idea that a design will be better 
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when a person with dementia is involved in the design process (the pragmatic motiva-
tion) and that it is an ethical or political belief to do so (the moral motivation). People 
with dementia have rarely been directly involved in the design process and most tech-
nology development has been done via proxies, such as the person with dementia’s 
family, friends or the professional caregiver [11], [12]. An anecdotal example which 
shows that working with proxies might not always be the best choice has been de-
scribed by Alm [13]. When developing a reminiscence system he notices that the 
vision of the professional caregiver contradicted with those of the person with demen-
tia. The professional caregiver favoured a scrapbook metaphor while the person with 
dementia preferred a much simpler interface design. 

To only rely on proxies stems from the vision on the person with dementia as the 
so-called ‘uncollected corpse’ [14] or as someone who no longer possesses a sense of 
self [15]. Kitwood [16], however, states that a person with dementia must be recog-
nized as a person with thoughts, emotions, wishes and thus, a person who can and 
should actively be included in research. Letting these aged and impaired individuals 
participate, is thus a way to protect their previously ignored interests [17], [18]. Span 
et al [19] see different roles for a person with dementia in a research project: as object 
of study, informant or as an actual participant. Only a minority of the studies re-
searched in their literature review has the person with dementia as an actual partici-
pant (co-creator). They stress the importance of giving the person with dementia such 
a role as they indicate that problems with the implementation of a design “may be due 
to the fact that persons with dementia were not adequately involved in the develop-
ment process.” Moreover they suggest that letting persons with dementia co-design 
can lead to better designs and may have “empowering effects on them”. 

Despite good reasons to do so, it seems however to be a challenge to include per-
sons with (cognitive) impairments such as dementia, in PD processes. Muller [2] be-
lieves that the strong visual and hands-on nature of most PD methods create issues for 
these special needs groups. Dawe [20] states that “[t]raditional user-centered design 
and PD activities often ask users to describe previous usage scenarios or imagine 
future ones” and that this is a challenging activity for amongst others persons with 
cognitive impairments (such as dementia). In his work with persons with dementia, 
Lindsay [3] sees that traditional participatory design techniques focus on productivity 
and work and assume that each participant2 is cognitively able. 

3 Learning from other Participatory Design Practices 

As already explained above, our working method for this paper is to investigate other 
collaborative and/or participatory projects designing a tool, a method, an application, 
a process, an environment: how did these projects set up their participatory process?; 

                                                           
2 Throughout this paper we will use the term participants to denote all stakeholders in the de-

sign process, meaning the person with dementia, their family, the professional caregiver, the 
designer, the developer and the design researcher. By placing all stakeholders under one um-
brella term we want to stress the equality of all present in the design process and stress the 
mutual and collaborative nature of a participatory design process. 
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What are the lessons learned when working with their target group?; Which tools do 
they use?;… We will look at participatory projects together with people with demen-
tia and participants who suffer from amnesia and aphasia. We will also try to shed a 
light on participatory projects which have older people as a target group. By looking 
at projects that zoom in at people suffering from symptoms such as aphasia, amnesia 
or ageing seems to be fit as dementia must not be seen as a single disease, but  as a set 
of signs and symptoms including memory loss, decreased communication ability,... . 

We did not focus on psychiatric symptoms of dementia (such as personality 
changes or depression) as the cognitive symptoms seem to be more crucial to the 
participatory process as they have a larger effect on the sensory level, an important 
element for participatory design. Furthermore, we were unable to find PD projects 
dealing with the cognitive symptoms of apraxia or agnosia. 

Out of each project we will try to abstract guidelines which form practical reflec-
tions on or a concrete help to set up participatory practices for people with dementia. 
Most of the time, these guidelines were not literally denominated as such, but were 
interpreted and abstracted from the papers. The guidelines resulting from this were 
used, evaluated and refined during and after the AToM project. 

We are aware of three potential points of critique to our approach: most of the 
times we were not able to determine at which level of severity the participants were 
suffering from dementia, amnesia or aphasia. This was possible nor for our own work 
in the AToM project, nor for some of the similar participatory projects we looked at. 
A quantifiable comparison is thus lacking. Besides this, some of the guidelines pre-
sented can be seen as too general and not typical to working with persons with de-
mentia. In our opinion, each individual guideline should not be treated as a single 
item, but only in relation to the whole set of guidelines. A single guideline can thus be 
seen as generic, the set of guidelines is not. A last point of critique lies in the fact that 
it can also be felt as being too ambitious, if not audacious to try to find an overarching 
set of guidelines. We must stress however that we do not see this research result -the 
set of guidelines- as a passe-partout for each participatory project with persons with 
dementia, but more as a starting point and a first toolkit for researchers and designers 
who work with persons with dementia. Consequently, this is only our first attempt to 
come to these guidelines and more case studies should lead to more refinements and 
thus a higher level of accuracy. 

In what follows, we identified the interesting lessons learned with a de# for demen-
tia, am# for amnesia, ap# for aphasia and el# for projects with the elderly.  

3.1 Dementia  

Though not working in the field of design, Allan [21] has done an intense study on 
how persons with dementia can participate in the evaluation of their own care. She 
stresses the importance of non-verbal stimuli like photos of objects (de1). To consult 
a person with dementia in an indirect way, using a fictive third person, turned out to 
be successful (de2). In general, Allan states, each chosen (set of) method(s) should be 
tuned towards the person's background and interest (de3). Overall, she indicates that a 
passe-partout method is likely not to work and promotes flexibility in the used  
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methods. This flexibility does also mean to take into account that over the duration of 
your research participants might lose the capacity to take part (de4). 

Hanson [22] performed a study on collaboratively designing a life book tool to-
gether with persons with early stage dementia. Hanson focuses on having small 
groups of persons with dementia (a maximum of 8, ideally 6) in design sessions (de5) 
and suggests to foresee enough time for getting to know each other, being able to be 
flexible and repeat the content at hand during sessions (de6). In her research Hanson 
also relies on the partner or care staff to play an important role (de7) and gives quite 
some attention to the location as she not only states that the location of the sessions 
should be within easy reach and accessible, but also hold the correct social status. The 
latter is based upon the enthusiasm of her participants caused by the fact that the ses-
sions took place in a university building (de8). Dewing [23] adds the complexity of 
getting the consent to participate of people with dementia and sees getting consent as 
a process that runs through the whole research trajectory (de9). 

3.2 Amnesia 

Amnesia is a neurologic syndrome that halts the ability to create new memories. In 
general, there are two types of amnesia. Anterograde amnesia is the inability to 
process and ‘store’ new information; retrograde amnesia is the inability to recall old 
memories from long-term memory. For persons with dementia anterograde amnesia is 
usually the first type of amnesia they are confronted with. However, people with de-
mentia tend to have amnesia but it does not occur in all forms of dementia [24]. 

Wu [25] has done extensive research on the participatory design of a memory aid 
with people with anterograde amnesia. Besides some general guidelines like assessing 
each participant (am1), understanding the cognitive deficit (am2) and adapting a cho-
sen technique to the specificities of this deficit (am3), he sees 6 major elements to 
take into account when working with persons with amnesia. Wu stresses the impor-
tance of holding group sessions as a way to make key decisions with multiple persons 
with amnesia, instead of a designer deriving design decisions from several sessions 
with individuals (am4). Repetition and constant reviewing turned out to be a self-
evident but necessary thing to do (am5). Planned and structured meetings help to 
remember specific details (am6). By creating environmental support such as name 
tags and the same room for different sessions one create distinctive contextual cues 
(am7). The use of physical artifacts like use case scenarios, option listings or a story-
board can work as a physical memory aid (am8). Wu [26] also indicates the impor-
tance of incorporating a partner, a family member or a caretaker (am8). 

3.3 Aphasia 

Aphasia is a cognitive disorder that besides with persons with dementia also may 
develop after other types of acquired brain injury such as a tumor, a stroke, brain 
damage or an infection. Aphasia is a language disorder that affects the capacity to 
speak, read, write or that has an impact on the sense making of these language utter-
ances. Almost all forms of dementia occur together with a form of aphasia [27]. 
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Moffat [28] describes the development of the Enhanced with Sound and Images 
Planner, a daily planner that enables persons with aphasia to independently manage 
their schedules. Throughout her research Moffat used four methods: brainstorming, 
low-fidelity paper prototyping, medium-fidelity software prototyping, and high fideli-
ty software prototyping. Moffat emphasises that traditional low-fi paper prototyping is 
not suitable as it requires to think aloud, thus to understand and to produce verbal and 
textual language, which is self-evidently a hard thing to do for people with aphasia 
(ap1). To overcome this and other burdens, she uses non-aphasic participants to cor-
rect general design flaws not typical to the condition of aphasia (ap2). Moffat also 
discusses the necessity of finding a large set of participants (ap3). She ends her re-
search with the advice to connect to existing groups and organizations (ap4). This 
might help to gain practical experience with the target group and grow a sensitivity, 
necessary to work with this special user group (ap5). In order to formalize this insight 
into the target group, she advises to use standardised tests to assess people’s abilities 
(ap6).  

Galliers et al. [29] have set up a series of PD workshops when developing a gesture 
therapy tool for people with aphasia. The research challenges they experienced deal 
with the difficulties in the sense-making of (abstract) words and concepts (ap7). Par-
ticipants turned out to have difficulties with chains of actions or reasoning (ap8) fol-
lowing for example pre-defined steps to take for making a gesture. The researchers 
tried to minimize stimuli like other conversations in the same room or too many 
graphics as the participants with aphasia tend to be easily distracted (ap9). The choice 
of room for the workshop and the distance from the elevator were chosen to cater for 
people’s physical disabilities (ap10). Galliers et al. end their research with two more 
general remarks. General practicalities (for example, to find a suitable date for a next 
session taking into account holiday or illness) turned out to be hard and time consum-
ing (ap11). Finally, they end with raising the question of the representativeness of the 
participants as each individual’s aphasia is different (ap12). 

3.4 The Elderly 

A large majority of the persons with dementia belong to the group of older persons. 
Some observations suggest that senile dementia is even the normal end-point of the 
ageing process [30].  Besides suffering from dementia, these older persons need to 
deal with the physical ailments like impaired eyesight, hearing or physical coordina-
tion [9] and cognitive impairments like diminished attention, problems with memory 
and decision making [31]. Incorporating older persons in the design process has not 
been a self-evident task as many designers hold a homogeneous view on older people 
or tend to fully neglect them in the design process [32]. Moreover, designers feel they 
lack the necessary skills and experience to work with older people [33]. 

Lindsay [34] sees four challenges related to participatory design with older users. 
Throughout his research he felt that it was hard keeping participants on focus (el1) and 
not let them wander onto unrelated matters (also noted by Bamford and Bruce [35]). 
There is also a risk in not fairly translating participants views in design (el2) by over-
analysing participants utterances or giving them too much complexity. The difficulty in 
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envisioning intangible concepts formed a next challenge (el3). Lindsay also questions 
the nature of traditional PD methods. As most of these methods were originally intended 
for work-related design they do not work well with the elderly. The methods used in 
participatory setups with the elderly should thus also focus on the experiential aspects of 
design (el4). 

Massimi et. al. [36] did a study of the development of mobile phones for senior cit-
izens. Their evaluation of doing PD with senior participants adds the importance of 
alternative activities taking into account the different impairments an older person is 
facing (el5); trying to overcome deficits by pairing persons with different deficits into 
one subgroup (el6); and the strict manner to control the pace and structure of a session 
(el7). Finally, from the UTOPIA project Eisma et al. [37] conclude that researchers 
should clearly explain the purpose of events and the role of the participants (el8) and 
this should be done in an easy to understand wording (el9). 

4 Combined Guidelines 

In what follows we will try to give an overview of the guidelines resulting from these 
previous studies in designing together with older persons, people with amnesia, apha-
sia and dementia. As some studies would not explicitly define guidelines or the les-
sons learned, we tried to abstract and interpret them from the studies found.  

All guidelines in the list below are formulated in an active manner. We see a guide-
line as a practical reflection on or a concrete help to set up a participatory practice. If 
applicable, similar guidelines were merged into one and the various guidelines were 
grouped together in 6 subgroups: preparation, method, moderator, tools, participants 
and analysis. Whether a guideline stems from a study on participatory design together 
with a person with amnesia (am), aphasia (ap), dementia (de) or the elderly (el) is 
indicated between brackets behind each guideline. 

4.1 Preparation 

1. Search for and connect to existing groups and (patient) organisations (ap4)  
2. Get to know your target group, try to understand their cognitive deficit and be-

come sensitive to their needs and situation (ap5/am2) 
3. Try to get the consent of the person with dementia on various moments through-

out the research process (de9) 
4. If possible, try to assess each participant in a formal way (am1/ap6) 
5. Give yourself enough time for general practicalities (ap11) 

4.2 Method 

1. Participatory design methods should address experiential aspects (el4) 
2. Each chosen (set of) method(s) should be tuned towards the persons’ background, 

interest and specificities of the deficit (de3/am3) 
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3. If working in a group, modify your method taking into account the different im-
pairments each member of the group is facing (el5) 

4. Adapt your method so that it will take into account the difficulties in the compre-
hension and production of language, both verbal and textual (ap1) 

5. Adapt your method so that it will take into account the difficulty in envisioning 
intangible concepts or abstract notions (el3/ap7) 

6. Adapt your method so that it can overcome impairments of memory (am3) 
7. Adapt your method so that it aids in following a chain of action/reasoning (ap8) 

4.3 Moderator 

1. Researchers should clearly explain the purpose of events and the role of the par-
ticipants (el8) 

2. It helps the participants to hold well planned and structured meetings (am6, el7) 
3. Foresee enough time for getting to know each other, for repetition and constant 

reviewing of the different research/design phases (de6/am5) 
4. During a participatory design session try to minimize distraction and keep partic-

ipants on focus (el1/ap9) 

4.4 Tools 

1. The location should hold an appropriate social status (de8) 
2. The choice of location should take into account the deficits of the participants and 

ensure easy access to the meeting room (ap10) 
3. As the verbal might be a problem, make use of non-verbal elements such as visu-

al stimuli like photos of objects or physical artifacts (notes etc.) (de1) 
4. Use distinctive contextual cues (like nametags) (am7) 
5. Use fictive 3rd person stories to consult a person in an indirect way (de2) 
6. Use easy to understand wording (el9) 

4.5 Participants 

1. Give the family member or trusted caregiver an important role during each ses-
sion in aiding the person with dementia in his/her participation (de7/am8) 

2. Work in small groups of persons with dementia (6-8) (de5/am4) 
3. Try to overcome deficits by pairing persons with different deficits into one sub-

group (el6) 
4. Use persons who do not suffer from a deficit to get rid of general design prob-

lems (ap2) 
5. Participants might fail to stay in the research track. Make sure there is some flex-

ibility in participants (de4/ap3) 
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4.6 Analysis 

1. Try not to over-analyse the utterances of your participants (el2) 
2. Be critical towards the representativeness of your participants  (ap12) 

5 Evaluation and Refinement: Putting the Guidelines to the 
Test  

The guidelines presented here were tested during the participatory design sessions 
with persons with dementia within the AToM project. As already indicated this 
project tried to create an intelligent network of objects and persons to ameliorate the 
life of persons with dementia, their family and caregivers. The project has a strong 
participatory approach trying to involve all relevant stakeholders. During the AToM 
project three PD sessions were set up: one with persons with dementia and the design 
and technical development team and two sessions were held with the technical devel-
opment team, the design team and the caregivers. As the latter two are not the focus 
of this paper, we will only zoom in on the PD with persons with dementia and the 
design team. 

The evaluation of these guidelines is seen from the designer’s point of view. We 
did not take the perspective of the person with dementia into consideration, as we did 
not organize a formal evaluation on how they perceived the PD sessions. This is a 
point of critique that can be met in future research.  

The PD sessions held turned out to be useful to identify the focus of the project, to 
put the trusted other (a family member or care giver) in a more central position in the 
design and give an insight on the design requirements when creating an application 
for persons with dementia. These elements (the translation from the session into the 
actual project design) are however not the core of this paper,  

5.1 The Participants Involved  

All participants with dementia were recruited using the help of a memory clinic. The 
persons with dementia were selected on the fact whether they would have been will-
ing to communicate about their illness and have a level of self-insight. All participants 
had undergone a formal diagnosis of dementia, but, legally, it was impossible to re-
ceive more information on the stage of dementia the participants were in. All partici-
pants with dementia were female, the youngest was in her 70s the oldest 95. Each 
person with dementia was accompanied by either a partner or one (or more) relatives, 
sons or daughters. The initial contact was not directly via the person with dementia, 
but went via a trusted person (most of the time the partner or a son/daughter). It is 
interesting to note that we received strict instructions not to use the terms dementia or 
Alzheimer in the contact with the persons with dementia (we used the more  
euphemistic term ‘memory problems’). In total we held 4 sessions with persons with 
dementia.  
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Besides the person with dementia and their family member, one designer, who as-
sisted the person with dementia, and one design researcher who explained the differ-
ent phases of each session and took care of time-keeping were also taking part. All 
sessions were held at the persons with dementia home and were preceded by a visit, 
explaining the goals of the research, introducing the researchers and going through the 
informed consent some weeks before the actual participatory session. 

5.2 The Outline of Each Session 

The designer and the person with dementia, with the aid of the family member, used 
icons and basic text to map out a problem definition and possible design suggestions. 
The chosen method is roughly based on the Map-It project. Map-It is a mapping me-
thod, a toolkit – or MAP-(k)it –, which tries to help to guide a conversation, discus-
sion,.... While Map-it can be used in work contexts, it is based upon the idea to have 
an open method with a low threshold to participate and can be used for functional or 
experiential aims,... The MAP-(k)it typically consists of icon stickers, maps and a 
scenario [38]. The first map in the PD session was an abstract drawing of the person 
with dementia. The person with dementia was asked to place hand drawn icons (made 
in advance or on the spot) that represent persons, routines, places, objects,... which 
were of importance to her. 

A selection of these important routines, places, objects, actions and persons was 
placed on a sketch of the layout of a ‘typical’ house. On the spot, the house was more 
or less personalised by adding elements of the garden or the interior design, or by 
creating a street name plate,.... The person with dementia was then asked to indicate 
in which way her condition affected her routines (eg. preparing dinner for the whole 
family), objects (eg. operating and selecting my favourite show on the television set), 
places (eg. walking to the weekly market and finding my way back) or contact with 
persons (eg. talking to my grandchildren). The reasons for linking this to a floor plan 
of a house was to make the abstract notion of a ‘problem’ more concrete. 

We then used the idea of The SuperHero, a Mr Fixit who might help to overcome 
the issues the person with dementia is facing. The person with dementia was asked to 
paste The SuperHero on the five issues she found the most important to solve (eg. 
operating and selecting my favourite tv show on the television set). The next step was 
to indicate what different steps The SuperHero had to undertake to help the person 
with dementia (eg. provide a warning when my favourite show is about to start, set 
the television automatically on the correct channel,...). Finally, the designer with the 
aid of the person with dementia sketches a possible technological solution focussing 
on integration in the daily environment of the person with dementia and aesthetics. 

6 Similarities and Differences with the Guidelines 

In what follows we will focus on how the guidelines were put into practice in the 
sessions described above. We will use the same structure (from preparation to analy-
sis) and will end each with our refinements or additions to the proposed guidelines. 
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6.1 Preparation 

The participatory design sessions were preceded by a series of research activities 
(observations, interviews with family members and caregivers, empathy exercises, 
house visits together with caregivers,...) trying to get an insight in the life of a person 
with dementia and their family and caregivers, finding help in identifying possible 
participants and identifying domains which could be the topic of the PD sessions. We 
more or less focused our PD sessions on daily routines (such as eating, watching tele-
vision, making coffee,...) as these are relevant activities to all ages and to all persons 
with dementia (4.1.1/4.1.2). One of our PD sessions needed to be re-arranged due to a 
surgical operation of the partner and one dropped out after the initial talk. Her partner 
indicated that she became too stressed some days before the first PD session was due 
(4.1.5). 

As each PD session consisted of only one encounter with the person with dementia, 
we did not need to focus on getting consent on various moments throughout the 
process (4.1.3). We did not assess the participants in a formal way (4.1.4) as we were 
not aware of any tools to use which would fit this task, without placing too hard a 
cognitive load on our PD session. 

As the recruitment of the participants was done through a memory clinic, the aim 
and specificity of our research was not always made clear. It once led to the confusing 
situation where several sons and daughters of one person with dementia turned up 
expecting the designer to indicate which elements of the interior design should be 
adapted to fit the changed condition of their mother, thus interpreting the word design 
as practical interior design (and not as a phase in a research project). On another occa-
sion the design researcher and designer repeatedly needed to stress that they were not 
doing any medical research (after several questions on possible medication). 
 
Proposed guideline: Communicate about your projects’ goal of without intermediaries 

6.2 Method 

As indicated above we worked with a derivative of the Map-It toolkit using icon 
stickers and maps focusing on daily routines (4.2.1). The icon stickers (pre-made or 
hand drawn at the spot) helped to overcome the decreased verbal competences of 
some of our participants. The stickers were created as simple hand drawn icons with a 
clear text underneath, indicating what is on the icon. This serves as clarification and 
as a reminder for the depicted item to the person with dementia. When trembling pro-
hibited active mapping (tearing of an icon, slightly adapting it, pasting the icons on 
the map, cluster different icons,...) more attention went to the telling of stories 
(4.2.2/4.2.4/4.2.5). With one participant whose ability to express oneself verbally was 
severely decreased the family member ‘guided’ the words of the mother and stimu-
lated her to reply. The different phases were hard to remember for each participant 
which made us cut them into smaller chunks (having the design researcher repeating 
what the aim of each phase was) (4.2.6/4.2.7). 
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Besides the difficulties in envisioning intangible concepts we see also a difficulty 
in making choices: making a choice, even on questions that -for the designer and de-
sign researcher- seem to be quite straightforward (eg. “What do you like to eat?”) was 
a hard effort to do (eg. “I do not know what I like to eat?”). By using a pre-made set 
of icons, we tried to help the person with dementia to make a choice but it still was a 
heavy burden. It became even more complex when we introduced The SuperHero in 
our session. It was our aim to use this fictive persona so the person with dementia 
could imagine how technology could be integrated in their lives, without having to 
use the terminology related to technology. After our first session we soon found out 
that using this playful element didn’t make the design exercise more transparent, but 
added a layer of complexity. The intangible technology became even more intangible 
by introducing a fictive element that contrasted the previous phases which all dealt 
with more real-life elements. In later sessions, we left out this fictive element and 
presented basic technology in an understandable way. 
 
Proposed guideline: Try to avoid to make an appeal to the person with dementia’s 
fantasy; avoid too much choice. 
 
We didn’t take 4.2.3 into consideration as we only worked in individual sessions. We 
will focus on the reasons for this in the ‘Tools’ section. 

6.3 Moderator 

Weeks before the actual PD sessions two design researchers thoroughly explained the 
goal of the research. A written version of this explanation together with an informed 
consent was given to each person with dementia. The roles of each of the researchers 
and of the person with dementia were clearly explained, focussing on why we found it 
important to do PD and in what way they contributed in participating (4.3.1). Before 
each session we communicated how long it on average would take, but foresaw 
enough time for repeating assignments or holding a break. Each participant knew in 
advance the duration of the session and they were aware that they could ask to pause 
or even stop the session (pausing occurred, quitting didn’t). As already indicated each 
session was split up into small chunks and after each chunk the results were reviewed 
(4.3.2/4.3.3). It soon became clear that almost all participants easily drifted from the 
topic at hand. Conversations that occurred minutes ago became again the center of the 
conversation. As an example, one participant was triggered by a specific icon (a trai-
ler) that reminded her of a warm and pleasant holiday she had with her family. 
Throughout the rest of the session she kept on referring to this holiday and the nicely 
drawn icon, causing the flow of the session to be interrupted constantly. Most of the 
times it was the family member who tried to keep the person with dementia on track 
(the distraction caused more irritation with them than with the design research team) 
(4.3.4). 

At the start of each of the 4 sessions we tried to make it personal. As we were 
planning on asking the person with dementia and the family member to disclose  
quite some personal information, we let the design researcher and designer start off by 
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telling about their lives as well (where do they live, married or not,...). We eventually 
started to bring cake to some of the sessions. The first 20 minutes of each session 
were thus started with drinking coffee and eating cake, chit-chatting on a variety of 
topics. It definitely led to a relaxed atmosphere especially with those participants who 
suffered from some form of aphasia. 
 
Proposed guideline: To enclose personal info will help the participants to feel at ease 
and be more open 

6.4 Tools 

We choose the person with dementia’s home as it would lead to more flexibility in 
finding a good date for the session as well as to have the person with dementia feel at 
ease (4.4.1/4.4.2). The icons and the small text underneath each one of them helped to 
participate in the design process in a non-verbal way (4.4.3) and in understanding 
what was depicted (4.4.4). On the forehand all texts/icons were checked by several 
experts on their comprehensibility (4.4.6). We tried to introduce a derivative of the 
use of 3rd person stories by introducing The SuperHero (4.4.5). This has already been 
analysed in the Method section). 

To use the own home gave the person with dementia a feeling of security, seemed 
to help them to overcome the feeling of anxiety (going to a ‘new’ location, searching 
for the correct room,...). It also helped to contrast with more medical related research 
some of our participants were also joining. The other helpful element was that open 
ended questions (such as what object they liked most or what routines were pleasant 
to them) were easier to answer using the objects they saw surrounding them. The 
choice for the home as the setting for our research is of course linked to the choice of 
working with individual persons with dementia. 
 
Proposed guideline: Using the person with dementia’s home might help to make the 
participant feel at ease 

6.5 Participants 

Four persons with dementia participated in our PD session. Quite a few potential par-
ticipants didn’t want to join the sessions after the first contact with the memory clinic 
(who helped with the recruitment). One person with dementia became too stressed 
and dropped out of the research and design process after we were in contact with her 
(4.5.5). Before actually doing the PD, we did a test run of our set up with a person 
without dementia, but with insight in the person with dementia’s lives. This helped us 
in evaluating the feasibility of the setup we proposed (4.5.4). What we however were 
unable to test, was the role of the partner/family member in this session. Each session 
the person with dementia was accompanied by a family member (partner, daugh-
ter,...). In our first session, the communication with the person with dementia turned 
out to be quite hard, though verbal communication was still possible. The partner of 
this person remained inactive, not wanting to interfere in the process and giving her 
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all the space and freedom to participate. She seemed to be lost without his support, a 
support she relied on for most of her daily doings. As this trusted family member is so 
crucial in the lives of the person with dementia, we decided to incorporate them more 
into the following sessions together with persons with dementia (4.5.1). The family 
member could then stimulate the conversation, aid in pasting the icons, ‘translating’ 
the different goals, stimulating their loved ones to not wander off, etc. Needless to say 
their help turned out to be crucial. The major point of critique in using family mem-
bers to help in participatory design is whether the results are still genuinely coming 
from the person with dementia: in what way is it not the family member who suggests 
a certain design choice? 

The following conversation is indicative: After finding several ways to integrate 
technology in the activity of preparing food and eating, the conversation started to 
deal with the colour of an artefact. The question at hand was which colour the  
person with dementia would want the object to have or whether she subjected a cer-
tain colour. 
 
Daughter: But Mum, do you remember the car daddy used to have? The one you said 
looked really ugly? 
Person with Dementia (PwD): Uhuh. 
Daughter: Now, what colour did dads ugly car have? 
PwD: What car? 
Daughter: The car you really said looked very, very ugly. 
PwD: Uhm....(sighs).... What colour? 
Daughter: That ugly black car! 
PwD: Oh yes! Oh yes! Bah, black. That, I didn’t like. No, I didn’t like that black car. 
Ow, he... <stops>. 
Daughter: So it shouldn’t be black. No? 
And, mum, that nice shirt you wear when we go out? The one with the flowers? The 
one you said looks really nice. What colour does that have? 
PwD: The one with the flowers? 
Daughter: Yes, the shirt. 
PwD: Ehm. Ehm. <pauses> The shirt. Red? 
Daughter: Yes, red! And you always say it’s such a nice colour. So what colour 
should it be? 
PwD: Ehm. Red. 
 
Proposed guideline: Try to filter the research results and separate results which comes 
from the person with dementia and which comes from the family member 
 
We choose to organise individual sessions and not to work in groups of people with 
dementia. In our contacts with a self-help group for people with dementia (as part of 
the ethnographic study) it was suggested to hold individual sessions as these would 
help us to gain a quick level of intimacy. This was also noted by Bamford and Bruce 
[35] who found that people with dementia sometimes showed a lack of respect to one 
another when participating in group sessions. A conclusion we made as well after our 



 Designing with Dementia 663 

observations during the ethnographic field study. In care facilities we experienced a 
strong harshness when residents were confronted with the deficiencies of other per-
sons with dementia leading to irate whispering on the condition of the others.  
 
Proposed guideline: add the possibility in organizing individual participatory design 
sessions (refinement of guideline 4.5.2 and 4.5.3) 

6.6 Analysis 

The results of the participatory design sessions (the maps created together with the 
persons, the proposed design solutions and the conversations during the sessions) 
were translated in several hand drawn scenarios depicting the different possible solu-
tions raised during the sessions. The multitude of ideas gave inspiration to create  
prototypes in the next phases. To overcome the problem of over-analysing a single 
utterance by a participant and the non-representativeness of such a small sample 
(4.6.1/4.6.2), we went to the (formal) caregivers and asked them to check the feasi-
bility and transferability of the scenarios. They evaluated each scenario, asked for 
clarification on some choices, suggested different solutions,... We did not include 
family members, nor went back to the persons with dementia for this stage. We be-
lieve that the caregivers are the best persons to think beyond a single unique case, 
while we are unsure about the ability to do so of a person with dementia or a family 
member. 
 
Proposed guideline: use caregivers to help to go beyond the single cases 

7 Conclusion and Further Questions 

To collaboratively design with people with dementia seems to be quite a challenge. 
Previous studies indicated several guidelines for working with people with dementia 
or suffering from aphasia, amnesia and all ailments of ‘normal’ ageing. We tried to 
cluster these guidelines and nuance them or complement to this set using our expe-
rience of the AToM-project. 

As a result we see a list of guidelines that might aid in the set-up of a participatory 
design approach with people with dementia. We are aware of the limitations of these 
guidelines (no quantifiable comparison, not all of them unique to working with de-
mentia,...)  but want to stress that the proposed set is not a passe-partout for each par-
ticipatory project with persons with dementia but a starting point for researchers and 
designers who are setting up participatory projects with persons with dementia. 

Consequently, this set of guidelines is only a first attempt and the guidelines should 
be tested in other research and design projects. At the closing of this first research 
phase, we are in the midst of the second part of our research. Twelve designers 
(graphic designers, photographers, digital and product designers) are working together 
with persons with dementia to design simple objects that try to ameliorate the persons 
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with dementia’s lives. In this research and design project, the set of guidelines can be 
put to the test and thus evaluated and refined.  

We see research necessary in four other domains. First, an attempt to link the ap-
plicability (or lack of it) to the different stages of the dementia condition is needed: 
what refinements are necessary when for example working with severe forms of de-
mentia? Or, how does the way of working change within a home situation or within a 
day care centre? In general, we think a modular set of guidelines, taking into account 
the specificity of the group of persons with dementia one is working with, might be a 
challenge to investigate. Next, the set of guidelines is now evaluated from the pers-
pective of the designer. Future research might look at the way the person with demen-
tia perceives the PD session. A third step would be to deepen the methods used (4.2 in 
the list of guidelines): can a generalized way be found to, for example, overcome 
difficulties in speech or envision abstract notion? Lastly, further research is needed 
not on the content level of the guidelines, but on the format. We want this set of 
guidelines to become a toolkit that is used in the daily research and design practice. 
To attain this, the toolkit at hand should not be a number of lines of text, but a toolkit 
that integrates (more) in the way a designer and a researcher work.  
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Abstract. The majority of research into web accessibility has focused on identi-
fying and eliminating the problems that people with disabilities encounter when 
interacting with the Web. In this paper we argue that we need to move away 
from studying user problems to studying how people with disabilities apply in-
teraction strategies while browsing the Web. In this paper we present a study of 
19 print disabled users, including blind, partially sighted and dyslexic people, 
interacting with a variety of interactive Web 2.0 web applications. The partici-
pants undertook tasks using concurrent and retrospective protocols to elicit in-
formation about how they interact with web content. The result of this study 
was a collection of 586 strategic action sequences that were classified into 
seven different types of strategy. Differences in the application of strategies be-
tween the user groups are presented, as well as the most frequent strategies used 
by each user group. We close the paper by discussing some implications for the 
design of websites and assistive technologies as well as the future directions for 
empirical research in accessibility. 

Keywords: Web accessibility, user study, user strategy, print disabled Web  
users, blind Web users, partially sighted Web users, dyslexic Web users. 

1 Introduction 

The Web provides many opportunities for users to take part in work and leisure activi-
ties online. The evolution of Web 2.0, in which websites allow users to participate  
in creating, contribute and share content [9], makes our connections to both other  
individuals and organizations stronger in the virtual world. It is important that all users 
be able to participate equally in these activities, including people with disabilities who 
use different assistive technologies and interact with the Web in very different ways 
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from mainstream users. However, recent studies show that people with disabilities still 
encounter large numbers of problems on the Web [1,7,12,14]. While existing web 
accessibility good practice covers some of those problems encountered by disabled 
users, there are still a substantial number of reported problems that have no clear solu-
tion. What are the design principles that can help close that gap and better support 
users with disabilities?  

When trying to address problems encountered by mainstream users on the Web, re-
searchers and practitioners fall back on empirical research and design principles about 
user interactions with the Web and other interactive systems. However, when trying 
to address problems encountered by disabled users, relevant empirical studies about 
user interactions are rare. As a result, we are unable to go back to “first principles” 
when trying to either remove or, at least, reduce the impact that problems have on 
users with disabilities. We need more empirical work eliciting and understanding 
interaction strategies that disabled users apply when interacting with the Web. With 
that information, we can construct a framework for analysing why disabled users 
encounter the problems on websites that are currently beyond our understanding.  

In support of this goal, we present a study with blind, partially sighted and dyslexic 
users, users who are collectively part of the group referred to as print-disabled users 
[6]. In the study, we elicit the strategies that users undertake while interacting with 
interactive Web 2.0 applications. 

2 Related Literature 

There is an increasingly large body of evidence demonstrating that the Web has not 
been very accessible to people with disabilities throughout its history. In 2001, Coyne 
and Nielsen [5] conducted a study with 20 blind, 20 partially sighted and 20  
mainstream users. Each user undertook one task on each of four different websites, 
including one search engine. Blind users were only able to complete 12.5% of tasks; 
while partially sighted users fared only slightly better, with a task completion rate of 
21.4%. Given that mainstream users completed 78.2% of tasks, these results show the 
challenge of providing an equivalent experience on the Web for disabled users. In the 
same paper, Coyne and Nielsen presented user-based evaluations of websites con-
ducted with 18 blind people, 17 partially sighted people and 9 people with physical 
disabilities. They recorded the problems encountered by participants, and the analysis 
of those problems produced 75 guidelines for building accessible web applications. 

The Coyne and Nielsen study was in the early days of web accessibility, and one 
would expect that the number of problems encountered by disabled users on the Web 
would decrease as developers gained awareness and knowledge of web accessibility. 
In 2004, the Disability Rights Commission (DRC) of Great Britain undertook a For-
mal Investigation into the state of Web accessibility [1]. This investigation included 
the largest user study of web accessibility to date. In the DRC study, users with a 
range of different disabilities undertook tasks on 100 websites. From 913 tasks that 
were undertaken on the websites, 76% of tasks were successfully completed across  
all disability groups. However, blind users only succeeded 54% of the time, while 
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partially sighted users achieved a success rate of 76%. So, while web accessibility did 
improve between Coyne and Nielsen’s study in 2001 and the DRC study in 2004, 
many problems still remained. The DRC report provided a comprehensive list of the 
types of problems that were most commonly encountered by different disabled users 
and demonstrated there was a large amount of overlap between the different groups. 
For example, even though blind and partially sighted users navigate websites in very 
different ways, and explore information on pages using their own distinct strategies, 
both groups struggled with page structure and unclear navigation mechanisms. 

Lazar et al. [7] conducted a diary study with 100 blind users regarding the frustra-
tions they encountered during their day-to-day interactions with the Web. The results 
echoed many of the DRC findings, with poorly designed forms, navigation structures, 
misleading links and page layout problems all being prominent frustrations listed by 
participants. 

In 2007, Petrie and Kheir [12] conducted a study with six blind and six mainstream 
users. These users undertook seven tasks on each of two mobile phone websites.  
Users were asked to undertake a concurrent verbal protocol during the tasks in which 
they identified problems as they occurred and rated those problems for their severity. 
The results showed that despite having very different means of interacting with  
websites, the two user groups shared a number of problems.  

A recent study by Power et al. had 35 blind Web users undertake two to three tasks 
on 16 websites, with 10 users testing each website [14]. Users encountered nearly 
1400 problems, ranging from lack of feedback, through to alternatives not being pro-
vided for inaccessible content. Notably, a large number of the problems related to 
trying to understand the layout of the content in webpages, how navigation structures 
were organized and finding information within the website. 

When discussing Web accessibility, the problems that disabled users encounter 
have been central. Certainly, the examination of those problems has raised awareness 
about the importance of web accessibility and provided some solutions [2,10,11]. 
However, we argue that the current dominant approach of encouraging developers to 
implement websites that simply avoid those problems is not an effective way to create 
websites that people with disabilities can use. While some problems, such as conflicts 
between assistive technologies and web browsers, may be addressed by informing 
developers on how to avoid them, the range and complexity of problems experienced 
by people with disabilities is too high to be addressed by a problem-based approach.  

Given the recurring problems encountered by disabled users of exploring web  
content, discovering the layout of pages and understanding the navigation structures 
in a website, it is intractable to list of all of the problems that can occur, what their 
causes are, and how to address them through specific implementation techniques.  
We must move to an approach where we can accomplish good interaction design for 
websites that support the interaction strategies of disabled users. 

However, information regarding how disabled users interact with the Web, as  
opposed to what problems they encounter, is surprisingly thin.  

As early as 1995 the ACCESS project elicited requirements from 150 blind users 
about how to improve accessibility. Their report emphasized the need for flexibility 
and support in getting overviews of material on webpages, allowing blind users to 
jump to key landmarks and providing signposting to key paths through a website [13].  
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Berry [2] conducted one of the earliest in-depth interview studies about blind  
users’ interactions with the Web. He presented a number of themes that emerged from 
the analysis of the interviews and he makes a key observation comparing novice and 
competent disabled Web users. He states that competent Web users had: 

“…a strong mental image of what a webpage is and how it works, combined with a 
structured and confident approach to information location and retrieval.” 

This shows that having a good mental model of a webpage is important, and  
therefore we need designs that support disabled users in building those models. 

In 2003, Theofanos and Redish [16] presented an observational study of 16 blind 
screen reader users undertaking a variety of tasks on government websites. From this 
study the authors developed a more concrete understanding of how people use their 
screen readers to understand a webpage. Among the key findings was that users skip 
quickly through content and listen to only the first few words. Such skipping was 
often sequential, but users also used lists of links and headings to skip through content 
in a more structured way. At that time, users were reluctant to use ‘skip navigation’ 
links, as they largely did not understand where the link would take them. Users also 
did not typically use functionality in the screen reader to find forms, and once forms 
were found, users were reluctant to move between reading mode and form mode. 

A follow-up study by Theofanos and Redish [17] investigated the interactions of 
10 partially sighted screen magnifier users when interacting with the Web. 5 of their 
participants changed from high to low magnification repeatedly, while 3 others 
changed font sizes in the page. Others compromised between how much they could 
read in a lens, versus how much of the page they could see. 

Takagi et al. [15] conducted an investigation of blind people using online shopping 
websites. They had users undertake tasks on real online shopping sites and recorded 
their behaviour in regards to navigation within a page. A set of search pages for the 
online shop had a set of accessibility enhancements added to them including: alterna-
tive texts, properly marked up headings and ‘skip navigation’ links. Results from 5 
participants revealed that some users used links to explore a page while others moved 
sequentially through content on the page. On the search pages with improved accessi-
bility, there were no major changes in the browsing behaviour of users, with the users 
employing their own idiosyncratic strategies as opposed to adopting new ones based 
on the content. Of particular interest to this work, the authors say that users “[Stopped 
scanning] and then crawled around to check the content” when they found informa-
tion that was relevant to their task, possibly indicating a strategy being applied. While 
interesting, there is no information on how often this happens, or why users were 
undertaking that activity. The authors conclude their paper with a statement that  
increasing the number of landmarks users can apply in their navigation will improve 
their success in navigating within webpages. Work in 2010 by Trewin et al [18] with 
3 screen reader users also had indications that both established and ad hoc landmarks 
were important.  

Wantanabe [19] examined how blind and partially sighted participants used  
headings on websites. He had 16 sighted users and 4 blind users undertake tasks on 
two different sets of recipe websites: one set had heading markup and presentation for 
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key sections of webpages, while the other set had no structured headings. Both sets of 
participants had shorter task completion times when working with headings present 
than without. While interesting, it is not clear what actual role the headings played in 
the overall strategies of the users, or whether they were instructed to use the headings 
in the study. 

Bigham et al. [3] used a proxy to record the browsing behaviours of 10 blind and 
10 sighted users on their home computers. Similar to findings from previous studies, 
users seldom used skip navigation links, and interacted almost exclusively with links 
that were labelled with descriptive text. Blind users also employed probing more than 
their sighted counterparts, in which a webpage is visited through a link and then  
followed by a quick return to the previous page. What is unclear is why users were 
employing this probing interaction? Bigham et al. propose that users are trying to 
cope with inaccessible Web content; however, with the data available it is impossible 
to tell why users are applying those accelerators. 

Borodin et al. [4] provided a high level overview of the ways that blind and  
partially sighted users interact with the Web with screen reader technologies. Their 
survey of strategies was based on “… general browsing strategies that were observed 
in the course of several user studies.” It is difficult to determine from the information 
provided how often the strategies discussed were used, or how well the strategies 
represented the overall interactions of people with visual disabilities on the Web. 

Finally, Lunn et al. [8] observed nine blind and partially sighted users browsing the 
Web for between 2 and 4 hours in a naturalistic setting. During this study, researchers 
recorded occasions that users encountered problems and identified strategies for  
overcoming those problems. 7 different strategies were identified for dealing with 
accessibility problems. Importantly, this work described in detail the strategic behav-
iour of users. However, the strategies identified did not include many of the common 
behaviours discovered in previous research. There are a number of reasons why this 
may have happened. Lunn et al. describe using a peripheral membership role typical 
to ethnographic studies to avoid influencing the observations. However, in such short 
sessions, with no opportunity for the researchers to integrate themselves into the set-
ting, it is possible that there was a Hawthorne effect that influenced how participants 
behaved. In addition to this, the researchers collected data in a very short time while 
trying to observe many individuals concurrently in one classroom, and so it is 
unlikely that this set of strategies is complete. Finally, the approach used by Lunn et 
al. still involves studying the problems that users have, albeit with a different lens. In 
order to understand the broader contributory factors that impact on users, we must 
study their broader interactions on the Web in the absence of problems. 

Given that there has been almost two decades of research in web accessibility, it is 
surprising how little empirical research there is into how disabled users interact with 
the Web. In comparison to the hundreds of papers that have been published on how 
and why mainstream users interact with the web, the participant numbers on which 
we form the foundations of design for web accessibility is very small. Further, the 
most comprehensive work on how disabled users apply strategies to navigate,  
discover and explore the web is now 10 years old [16,17]. While useful, there has 
been no recent work that demonstrates that what we knew at the very beginning of the 
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web still holds true now. Given the evolution of assistive technologies and web appli-
cation design in that ten-year period, we would expect that the strategies of users 
would have changed and become more sophisticated; however, we have no evidence 
to support that supposition. Finally, and most notably, we have no framework for 
describing the strategies that disabled users use when working with the Web. Almost 
all of the empirical studies examine user interactions only at the level of sequences of 
key presses and other low-level actions in the interface. We must understand how 
these action sequences relate to what the user is trying to accomplish in the interface. 
By linking the action sequences to higher-level user strategies, we will begin to have a 
foundation on which we can solve the continuing problems disabled users are encoun-
tering on the Web  

In this paper we present a study of print disabled users, including blind, partially 
sighted and dyslexic users, regarding the strategies they apply when interacting with 
web applications. We seek to answer the following questions:  

1. What are the high-level strategies used by people with print disabilities when 
interacting with the Web? 

2. What are the most frequent strategies used by each of blind, partially sighted 
and dyslexic user groups? 

3. What are the similarities and differences in how these different user groups 
apply strategies? 

3 Method 

3.1 Design 

Participants from 3 print disability groups (blind, partially sighted and dyslexic) were 
asked to undertake a number of tasks on Web 2.0 applications. Participants were 
asked to conduct a concurrent verbal protocol while undertaking each task, concen-
trating on the strategies they were using in doing the task. After each task they were 
asked to provide a retrospective verbal protocol, providing any further information 
about their strategies. Information about the strategies was extracted from transcripts 
of the protocols for detailed analysis. 

3.2 Participants 

19 people took part in the study, 10 men and 9 women. Ages ranged from 18 to 60 
years. Participants had between 7 and 40 years experience of using computers, and 
each of them used a computer on a daily basis. 5 participants were blind: 3 were  
congenitally blind, and the other two lost their sight more than 20 years ago. All 5 
blind participants used the JAWS screen reader. All participants considered their  
familiarity with JAWS to be good (4) or very good (5) on a 5-point Likert scale. The 
participants’ experience of using computers ranged from 7 to 40 years, with a mean 
experience of 23 years. Each of the participants used their computer very frequently 
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and indicated their familiarity with computers on a 5-point Likert scale from very 
poor (1) to very good (5) to be above the midpoint (3).  

7 participants were partially sighted: 5 since birth and 2 since early childhood. The 
partially sighted participants used various screen reader/magnification technologies: 1 
participant used JAWS; 2 used SuperNova; 2 used ZoomText (specifically for the 
magnification and colour contrast functionality); and 2 used the zoom settings of their 
browser or operating system. The participants’ experience of using computers ranged 
from 10 to 30 years, with a mean experience of 20 years. Each of the participants used 
their computer very frequently and indicated their familiarity with computers to be 
good (4) or very good (5) on a 5-point Likert scale.  

7 participants were dyslexic. Their dyslexia had been diagnosed between 1 and 6 
years previously. None of the participants used any assistive technologies for using 
the Web. The dyslexic participants’ experience with computers ranged from 9 to 14 
years, with a mean experience of 11 years. Each of the participants used their com-
puter very frequently. All participants rated their familiarity with computers to be at 
or above the mid-point on a 5-point Likert scale.  

3.3 Equipment and Software 

The study was run on a number of personal computers, each with a screen size of  
17 inches. Each computer ran Windows XP and had the Morae® screen recording 
software installed. Each computer had the following assistive technology installed for 
users: JAWS (v10) and WindowEyes (v7) and Supernova (Access Suite v12.08). 

3.4 Websites and Tasks 

In order to elicit a wide variety of strategies from the participants, we surveyed web 
applications that covered the breadth of Web 2.0. We surveyed 2-5 highly interactive, 
participatory web applications from the following domains: social networking (e.g. 
Twitter, Facebook), blogging (e.g. Blogger, Wordpress), e-commerce (e.g. online 
banking and shopping), video sharing and viewing (e.g. YouTube, online television), 
e-government (e.g. government portals, participation portals). 

For each web application we collected tasks that allowed users to create, retrieve, 
update and delete content in the web application. For each domain, we identified  
the most frequently occurring tasks that were shared across the web applications  
contained within it. These frequently occurring tasks were then decomposed through 
hierarchical task analysis to provide a comprehensive list of subtasks.  

We selected 6 of the surveyed websites for use in the study, with a minimum of 
one for each domain, each with 6-10 tasks that could be completed by users. These 
websites were: 2 e-banking sites (Smile Online and Egg), 1 social networking site 
(Facebook), 1 e-participation site (Citizenscape), 1 blogging site (Wordpress) and 1 
internet television site (BBC iPlayer).  

The complete list of tasks along with the number of subtasks identified in the  
decomposition (indicated in brackets) were as follows: 
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• Egg/Smile Banking (e-banking): Login (2), Check Balance (3), Transfer 
Money to a friend (4), Manage money in accounts (9), Manage contact de-
tails (3), Arrange an overdraft (4) 

• Facebook (Social networking): Sign-up (6), Add a friend (3), Update status 
(3), Leave a message on a friend’s wall (5), Create an event (5), Upload and 
tag a photo (3), Chat with a friend (3), Write a note (2), Find places nearby 
current location (1), Update privacy settings (4) 

• Citizenscape (e-participation): Find a webcast (5), Watch and navigate a 
webcast (5), Post a comment on a webcast (2), Send a tweet about the web-
cast (3) 

• BBC iPlayer (Internet Television): Find last watched programme (3), Find a 
previous episode (6), Watch a television programme (5), Listen to a radio 
programme (6), Manage favourite programmes (4), Manage parental guid-
ance features (3) 

• Wordpress (Blogging): Login and view a blog (3), Create a new blog post 
(6), Edit an existing blog post (6), Share a video on a blog (7), Liking and 
comment on a post (4), Delete a blog post (3), Adjust blog settings (3) 

For each of the tasks, a realistic scenario was written that would provide the  
participants with the contextual information about the website and the task they were 
undertaking and to increase the ecological validity of the study, making each task as 
natural as possible. An example of one such scenario from the BBC iPlayer protocol 
was as follows: 

Due to having a busy week last week, you missed an episode of your favourite TV 
programme, Top Gear. You are aware that older episodes of Top Gear are available 
on BBC iPlayer and you would like to see if you can find the episode you missed. 
Please locate the previous episode of Top Gear. 

As we were trying to draw conclusions about overall types and numbers of strate-
gies applied by each user group, and not a direct comparison of strategies applied 
between the individual websites, users did not undertake all tasks on all websites. 
Further, due to the fact that we were using websites in the wild, and not a predefined 
website under our control, it was impossible for us to predict exactly what users 
would do within a given task. As a consequence of this, the comparison of user  
strategies between particular websites is not a research question we have pursued in 
this work.  

3.5 Procedure 

Due to the level of control that was required and the recording software needed for 
data analysis, observations were undertaken in controlled environments. They took 
place in the HomeLab at the University of York, the offices of the National Council 
for the Blind of Ireland (NCBI) in Dublin, and the offices of the Foundation for  
Assistive Technology (FAST) in London. In order to preserve ecological validity, and 
avoid participants acting in ways that would be inconsistent with their home use,  
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The action sequences were classified, using an emergent-grounded theory  
approach. Each action sequence was assigned a description and label regarding its 
composition. For example, an action sequence where a blind user traverses a set  
of headings using their screen reader was labelled Heading Traversal, whereas a  
partially sighted user scanning the area above the navigation bar and then jumping  
to the bottom of the page to scan the footer was labelled Top and Bottom Scanning. 
Action sequences with the same composition were assigned the same label. 

When an action sequence composition was identified, the participant’s comments 
about the action sequence and the strategy they were applying when using it were 
recorded. This process built up a collection of action sequences related to particular 
strategies. These comments were also analysed to produce a set of broad interaction 
strategies that were applied by users in the web applications. 

4 Results 

A total of 586 instances of strategic action sequences were recorded across 89 differ-
ent compositions of action sequences. Blind users accounted for 383 action sequences 
of 62 compositions. Partially sighted users had 98 sequences of 35 compositions. 
Dyslexic users had 105 action sequences of 25 compositions. 

From the comments of users regarding how the action strategies were applied in 
the web application, 7 types of strategies were identified: 

• Navigation: supports users moving from page to page within a website. This in-
cludes identifying where navigation bars and menu items lead and understanding 
the overall site map. Examples of action sequences for this strategy include  
probing navigation items and then returning to the calling page, or examining tool 
tips for more information about where a navigation item leads. 

• Discovery: is users gaining and overview of the overall structure of webpage 
content. An example of action sequences for this strategy would be a user review-
ing the headings of a webpage to understand what are the key sections. 

• Exploration: is users extracting the meaning or context of a particular piece  
of content or the functionality of an interactive component. An example action 
sequences for this strategy would be reading a heading and its related content. 

• Anchoring: is users limiting the area of the webpage in which they interact.  
Actions sequences for this strategy includes users avoiding particular areas of the 
page (e.g. right hand side) or focusing on a specific area (e.g. top of page). 

• Help seeking: is users actively seeking help from online documentation or from 
another people. 

• Reset: is where a user abandons what they are doing and starts again from a safe 
point. This strategy could refer to restarting the whole computer or a piece of 
software. 

• Task Acceleration: is where users are trying to speed up tasks. This includes 
things like keyboard shortcuts in assistive technology and web browsers. 

Figure 1 presents the mean number of instances of each strategy type per task for 
each user group. To investigate whether the three user groups applied the strategies at 
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different frequencies, a 2-way mixed ANOVA was conducted on the rates of strategy 
types per task for the strategy types Navigation, Discovery and Exploration, (the rates 
of the other strategy types were too low for quantitative analysis). There was a sig-
nificant main effect for user group (F = 16.25, df = 2, 16, p <0.001), a significant 
main effect for strategy type (F = 16.90, df = 2, 16, p < 0.001) and most interestingly, 
a significant interaction between the user group and the strategy type (F = 15.20,  
df= 2,32, p < 0.001).  

The user group main effect showed that there was a significant difference between 
the overall number of strategies per task, with blind participants using more strategies 
per task (5.47, SD=2.36) than either partially sighted users (2.50, SD=0.82; Bon-
ferroni post hoc: p<0.005) or dyslexic participants (1.53, SD=0.59; Bonferroni post 
hoc: p<0.001).  

The user group by strategy type interaction showed that blind participants applied 
significantly more strategies for Exploration than for Navigation (Bonferroni post 
hoc: p < 0.002) and for Discovery (p < 0.002). Further, partially sighted people used 
more strategies for Discovery than for either Navigation (p < 0.001) or Exploration (p 
< 0.01). Dyslexics did not show any significant differences in how they used their 
strategies.  

4.1 Frequently Occurring Action Sequence Forms 

The classification of action sequences related to strategies produced a total of 89  
different action sequence compositions used by participants. Table 1 presents the 12 
most common compositions applied by blind users.  

Blind participants spent a substantial amount of time traversing different types of 
content in the order it occurred on a webpage. Links and headings were commonly 
traversed (sequence B1 and B2 in Table 1); however, participants seldom expressed 
that they were trying to get an overview of the page using these sequences. Only 15  
 

Table 1. Most frequent action sequence compositions for blind participants 

Action Sequence Description 
Instances 

N (% ) 

B1) Traversal of links on a page 51 (13.3) 

B2) Traversal of headings on a page 43 (11.2) 

B3) Keyword search within page or site 26 (6.8) 

B4) Sequential traversal through page content 24 (6.3) 

B5) Task accelerator in assistive technology or user agent 19 (5.0) 

B6) Traversal of form controls within one form to understand form 14 (3.7) 

B7) Fishing for controls with the cursor in a localized area of the page 11 (2.9) 

B8) Search for form controls with assistive technology 11 (2.9) 

B9) Probing controls to identify what they do 10 (2.6) 

B10) Jump to known page control 9 (2.3) 
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of the 94 strategy instances in these two most frequently used action sequence compo-
sitions were classified as being used in support of the Discovery strategy. Instead, 
participants were usually exploring content in a local area on the webpage. In the case 
of headings, participants checked headings to see if they related to a specific piece of 
content they were looking for on the page. In the case of links, participants were often 
looking for a cue as to what the next action would be to complete their tasks. 

There were two sequence compositions (B3 and B10) where blind participants 
would try to jump to a specific piece of content. When blind participants felt  
that there should be a form to aid them in their task on a webpage (e.g. login, money 
transfer, status update), they would use their screen reader to jump to the first form. 
Similarly, when specific content was expected on a page (e.g. a television  
programme), participants would do a keyword search within the page to try to jump to 
that content. 

Blind participants also applied an action sequence composition for Exploration that 
we refer to as fishing for controls. In this sequence, participants would suspect that a 
control for a form was in the area they had been exploring but they could not locate it. 
Participants would activate the screen reader cursor to try to trigger any control in the 
area (B7). If they were unsuccessful, they would move the cursor a small amount,  
and then try again. This behaviour would continue until they activated a control or 
gave up. 

The most frequent action sequence compositions for partially sighted users are  
presented in Table 2. The majority of the action sequences were used for Discovery.  

Table 2. Most frequent action sequence compositions for partially sighted participants 

Strategy 
Instances 

N (%) 

P1) Checking tooltips for further information about link purpose 9 (9.2) 

P2) Scrolling to the bottom of the page looking for content 8 (8.2) 

P3) Moving viewport vertically on visible edge to understand hierarchical 
structure of content 8 (8.2) 

P4) Checking for expected content in locations consistent with web conven-
tions 7 (7.1) 

P5) Moving viewport vertically while highlighting content to understand 
relationships  6 (6.1) 

P6) Moving viewport horizontally to locate content or read information 6 (6.1) 

P7) Zooming out for overview and then zoom in for detail 6 (6.1) 

P8) Moving viewport horizontally to scan links in top navigation bar 5 (5.1) 

P9) Moving viewport vertically to scan links in left hand navigation bar 4 (4.1) 

P10) Moving viewport to explore upper limit of a region of content, and then 
moving viewport to explore lower limit 4 (4.1) 
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Partially sighted participants would often align their screen magnifier viewport to 
an edge of a content area (e.g. top navigation bar) and then move along that edge, 
either vertically or horizontally. Sometimes, this would be very easy, such as situa-
tions where they investigated the left navigation bar where the edge of the webpage 
would keep the magnifier aligned (sequence P9 in Table 2). In other cases, participants 
manually tried to follow an edge of an arbitrary region of the web page to investigate 
content on the page (P3 and P6). We observed that at the beginning of tasks, partially 
sighted participants quickly moved their screen magnifier down the page all the way 
to the bottom in order to get an overview of the whole page structure (P2).  

Interestingly, the action sequence composition with the largest proportion for par-
tially sighted participants was the use of tool-tips for Exploration. They used this form 
extensively in order to understand the purpose of a link or control, sometimes in the 
absence of any other contextual information in the viewport of the screen magnifier.  

Partially sighted participants would often check areas of websites where they find 
content on other websites (P4). For example, participants would check the upper right 
hand corner of a site for a search form, or look for navigation links on the left hand 
side of the page. 

The most frequently occurring action sequence forms elicited from dyslexic par-
ticipants involved navigation around the website and are presented in Table 3.  

Table 3. Most frequent action sequence compositions for dyslexic participants 

Strategy 
Instances 

N (%) 

D1) Carefully selecting links based on link label and link probing 25 (23.8) 

D2) Returning to the website homepage and beginning task again 14 (13.3) 

D3) Checking web convention locations for expected content 12 (11.4) 

D4) Keyword searching within page, or within site 7 (6.7) 

D5) Random probing of links 6 (5.7) 

D6) Looking for feedback that actions have had desired effect or information 
on what errors have occurred 6 (5.7) 

D7) Looking for familiar icons 4 (3.8) 

D8) Scrolling to bottom of the page looking for content 4 (3.8) 

D9) Checking the top of the heading area of the page above the navigation 
bar, and then the footer of the page 4 (3.8) 

D10) Scanning links in left navigation bar 3 (2.9) 

 
Of particular interest in the results for dyslexic participants was that they employed 

a variety of action sequences in support of Navigation. Dyslexic participants were 
very selective about what links they would follow for completing their task (sequence 
D1 in Table 3). Often this was through careful reading of a set of link labels and occa-
sional, but purposeful, probing of links to investigate where they led. In other cases, 
when dyslexic participants became unsure of how to proceed with their task, they 



680 C. Power et al. 

 

would select links at random to probe in the hopes of finding something useful (D5). 
Dyslexic participants also readily returned to the home page of a website when they 
became lost during a task (D2).  

A number of action sequences used by dyslexic participants related to familiar or 
expected webpage content (D3). For example, dyslexic participants looked for content 
in locations that adhere to web conventions (e.g. a link to the user's account being in 
the top-right hand corner of the page), which was quite similar to partially sighted 
participants. Where dyslexic participants had an idea of what they were looking for, 
they would often use keyword search (D4), either within a webpage using the browser 
search controls or across webpages using the website search facilities. 

5 Discussion 

The results indicate that blind, partially sighted and dyslexic Web users all apply a 
wide variety of different action sequences that map onto seven different types of strat-
egy to support their interaction on the Web. The strategies that were most frequently 
observed in the study were those that supported finding content within a website 
(Navigation), obtaining an overview of the contents of a webpage (Discovery) and 
understanding the meaning of individual pieces of content (Exploration). Interest-
ingly, there were cases where action sequences, such as heading traversal, could be 
used for more than one strategy type: Exploration or Discovery, depending on the 
situation. 

Many of the top strategies applied by blind and partially sighted participants match 
those that were elicited in the Theofanos and Redish studies [14, 15] nearly a decade 
ago. In some ways, this is positive as it gives us confidence in the methodology used 
in this study. On the other hand, it is very odd that after a decade of experience of 
Web development, during which both assistive technologies and the Web itself have 
evolved and supposedly improved, these two user groups are still largely doing the 
same things they were when using much less sophisticated technology. This could be 
interpreted as users sticking with strategies that they know work. Alternatively,  
it could be argued that interaction design for blind and partially sighted people has 
stagnated because we do not fully understand how they interact with the web and how 
they understand webpage content and structure.  

The emphasis by blind participants on understanding individual pieces of content 
through Exploration strategies suggests that many blind Web users may work from a 
bottom-up approach in building their mental models of websites. The information 
gathered through use of Exploration strategies is then supplemented by Discovery 
strategies to understand an individual webpage in a more top-down manner. The in-
tensive use of links and headings has important implications for the design of both 
websites and assistive technologies.  

Current screen readers provide functionality to access a list of headings on the 
webpage. This functionality presents users with the headings and their level (e.g. h1, 
h2) in the order they occur on the webpage. Users who are building a mental model 
bottom-up will work from the individual headings and then integrate them into an 
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overall model of how the webpage is structured. The current screen reader functional-
ity supports, to some extent, both Exploration and Discovery strategies. However, if 
the structure of the headings in a website is poor, there will be a mismatch between a 
user’s mental model that is constructed from the individual headings and the inten-
tions of the designer. This shows the importance of emphasizing to web developers 
the use of good heading structures. It also lends support to helping users through the 
application webpage transcoding to add or correct headings on webpages [8, 15].  

However, in our results traversing links was as common as traversing headings. 
Yet, in current screen readers, the support for forming an understanding of how the 
links relate to the rest of a page is almost non-existent. When users interact with links 
in screen readers it is usually through functionality that presents all of the links on the 
page sequentially from the beginning to the end. All structure and context for the links 
is lost. This functionality supports Exploration, but not Discovery. This has implica-
tions for future research and the development of screen readers. Specifically, how can 
we support Discovery strategies for blind users and help them build an appropriate 
mental model of a webpage? It is possible that new assistive technology features 
could be designed to do this, but there are also likely opportunities for changing the 
design of web content. The web is becoming more flexible in how it is implemented, 
especially with the advent of responsive design, and taking advantage of that to better 
support the strategies found in this study needs to be investigated urgently.  

When looking at the action sequences of partially sighted users, the use of Discov-
ery strategies by screen magnifier users is certainly understandable. Enlarging text 
and other content comes at the cost of how much of the screen a user can see, and 
therefore they must reconstruct the overall page. However, the action sequences used 
by partially sighted users provide insights into future designs. Going beyond previ-
ously reported results, we observed users working with edges and borders of content 
to constrain where they moved their magnifier viewport. Moving vertically on the 
edge of a screen was relatively easy, while moving horizontally proved to be more 
difficult. In order to improve the effectiveness of those action sequences, we may be 
able to transform, or enhance, websites to better support following those edges. One 
solution may be to employ current responsive design approaches to websites, where 
the horizontal dimension of a website can be shrunk, moving the content into a single 
long narrow column. This might result in a very long webpage, which would need to 
be augmented further with links that allow partially sighted users to move directly to 
sections of content that are of interest, or back to the top of the page. 

Dyslexic participants employ a range of strategies in reasonably equal proportions. 
One aspect of the most frequently applied strategies by dyslexic participants is that 
many relate to moving from one page to another. Very selective Navigation strategies, 
returning to home pages when lost and the use of keyword searches to find content in 
a site are all indicators the importance of good navigational support on websites to 
these users. 

One interesting aspect of all user groups is how many of their strategies relied on 
having designs that are externally consistent between websites. Both blind and dys-
lexic participants used keyword searches to find words that regularly appear in web-
sites (e.g. login, search), or words commonly used in the website domain (e.g. a bank 
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sort code). Further, partially sighted and dyslexic participants used strategies that 
relied on controls or content being in “typical places” on websites. The data supports 
the idea that good general design practices related to consistency for usable websites 
will benefit all users, including users with print disabilities. 

6 Conclusions 

In this paper we have presented a study of the interactions that people with print  
disabilities, specifically blind, partially sighted and dyslexic users, have with  
websites. This study has produced a number of important findings that add to the very 
thin body of empirical literature that exists about users with disabilities interacting 
with the Web. 

The key result that comes from this study is a set of 7 key strategy types that  
are applied by print disabled users when interacting with web applications. These 
strategies provide a framework, in which we can analyse the interactions of users, 
above the level of individual operations in their user agent, or assistive technology, 
which was the focus of most previous research. Using these strategies, we have  
identified a number of interesting qualities about the differences in how users from 
different user groups approach websites. 

In general, blind users appear to exhibit far more instances of applying strategies 
than their partially sighted or dyslexic counterparts. They have a heavy reliance on 
action sequences supporting the Exploration strategy. This type of interaction implies 
that blind users are not actively seeking out information about webpage structure, but 
instead letting the structure emerge.  

In comparison, partially sighted users applied action sequences that were for active 
Discovery of webpage structure. Further, while dyslexic users have no one strategy 
that they prefer over others, they have a wide range of strategies that they apply.  

There are very clear, distinguishing features for each of these user groups regarding 
how they interact with the Web. However, they all share a large number of web ac-
cessibility problems [1]. The implication of our findings on strategies is that: it is very 
unlikely that there is one solution that can be prescribed to solve any given problem 
that is encountered by all user groups. As a result, the current approach of avoiding 
accessibility problems in web design is not going to be sustainable in the future.  
As we begin to understand more deeply the interactions of users, we need to define 
design principles and user-validated design patterns that support the strategies of  
different user groups. Once we have such a set of design principles, we can begin to 
personalize web applications for people with disabilities in order to provide them with 
a truly equal experience.  

However, before we can do that, we need a great deal more empirical research 
about disabled users and their interactions on the Web. Our future research will  
examine how different action sequences and their strategies are combined within the 
interface during user interactions. It is hoped that these strategy combinations will 
reveal important insights into the contributory causes of the problems users encounter 
on the Web, and point the way towards solutions for different user groups. 
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Abstract. Through out the design process, designers have to consider the needs 
of potential users. This is particularly important, but rather harder, when the de-
signers interact with the artefact to-be-designed using different senses or devic-
es than the users, for example, when sighted designers are designing an artefact 
for use by blind users. In such cases, designers have to ensure that the methods 
used to engage users in the design process and to communicate design ideas are 
accessible. In this paper, we describe a participatory approach with blind users 
based on the use of a scenario and the use of dialogue-simulated interaction dur-
ing the development of a search interface. We achieved user engagement in two 
ways: firstly, we involved a blind user with knowledge of assistive technologies 
in the design team and secondly, we used a scenario as the basis of a dialogue 
between the designers and blind users to simulate interaction with the proposed 
search interface. Through this approach, we were able to verify requirements 
for the proposed search interface and blind searchers were able to provide for-
mative feedback, to critique design plans and to propose new design ideas based 
on their experience and expertise with assistive technologies. In this paper, we 
describe the proposed scenario-based approach and examine the types of feed-
back gathered from its evaluation with blind users. We also critically reflect on 
the benefits and limitations of the approach, and discuss practical considerations 
in its application. 

Keywords: scenario, participatory design, visually impaired users. 

1 Introduction 

When designing accessible interfaces, it is crucial for the designers to make sure that 
their understanding of the problem is aligned to the users’ experience of their interac-
tions with the interface. When designers interact with systems using different senses, 
devices and interface widgets than to the target population, it can be difficult for them 
to exclusively depend on their expertise to correctly imagine the needs of the users 
and to conceptualise the users’ interactions with the system. Thus, designers have to 
be particularly sensitive as to how the users perceive technology [1]. 

As a result, design paradigms such as “Inclusive Design” [2][3], “Design for  
All” [4] and “User Sensitive Inclusive Design” [5] have been proposed to encourage 



686 N. Gooda Sahib et al. 

designers to include non-standard populations such as older and disabled users in the 
design process. These approaches aim to give an effective voice to users in the design 
process and enable designers to develop real empathy towards users to ensure they 
communicate design ideas in an accessible form. 

In this paper, we propose the use of scenarios for participatory design with blind 
users. We use a scenario, expressed as a textual narrative, as a basis for dialogue be-
tween designers and users in the design of a search interface. There are two levels to 
our approach to participatory design: firstly, we include a blind user with knowledge 
of assistive technologies as a full member of the design team and secondly we use  
the scenario and a dialogue-based interaction to gather formative feedback from 4 
blind users.  

The details of the finished search interface and its evaluation are reported in [6] 
and are not detailed in this paper. Instead, we address the question of how to success-
fully engage blind users in design, given that the majority of tools used for early stage 
prototyping by developers, such as wireframes and paper prototypes, contain barriers 
to participation by blind users. We focus on describing the steps in creating the scena-
rio and its evaluation as a means of engaging blind users in the design process. There-
fore, the contributions of this paper are three-fold:  

 
(i) We propose a participatory approach based on a textual narrative scenario 

and a dialogue-based interaction to engage blind users in the design process. 
(ii) We evaluate our approach with blind users and describe the types of feed-

back that we gathered. 
(iii) We reflect on our approach outlining its benefits, challenges and the practical 

experiences that we gained from applying it so that the approach can be 
reused or further developed. 

 
The rest of this paper is structured as follows: in Section 2, we describe the use of 

scenarios in user-centred design and discuss approaches for engaging blind users in 
the design process. In Section 3, we outline the steps involved in developing the sce-
nario-based approach and we discuss the user evaluation of the proposed approach in 
Section 4. We reflect on the approach in Section 5, outlining the benefits, challenges 
and practical experiences. 

2 Related Work 

To the best of our knowledge, in the context of interface design, there is no reported 
research on the use of scenarios for participatory design with blind users. Thus, in this 
section, we discuss how scenarios have been used in usability engineering and we 
describe approaches to participatory design with blind users. 

2.1 Using Scenarios in Design 

The use of scenarios in the early stages of the design cycle involves designers using a 
description of people (actors) and their activities (tasks) to help potential users to 
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envision an interface that will be developed in the future [7, p. 46]. Scenarios consist 
of a plot, including a sequence of actions and events, which help to emphasise and 
explore the goals that a user might adopt and pursue. 

Scenarios enable rapid communication among different stakeholders and thus, sce-
nario-based design approaches are iterative and lightweight for envisioning future use 
possibilities [8]. As a result, designers can work through ideas rapidly, obtaining 
feedback and refining their ideas to make quick progress. Scenarios focus the design 
efforts on use, that is, what people will use the interface for and how they will use it 
[9]. This compels designers to maintain a consideration for people and their needs, as 
opposed to focusing only on the technology. 

Apart from their use in framing the design rationale, scenarios have been used in 
HCI for other purposes, namely, for planning and evaluating test tasks and to specify 
usability goals. In [10], Bodker highlighted how scenarios can be used at different 
times with different purposes and described three ways of using scenarios in usability 
work, namely to generate ideas during field studies, as a starting point in design 
workshops and for usability testing of prototypes. Scenarios also have a natural and 
inherent ability to support participatory design as they allow users to identify them-
selves as the actors in the scenario and to reflect on their own ideas and their implica-
tions in the context of design. In this way, scenario-based approaches provide a com-
mon language for discussions among users and designers [9]. 

Newell and McGregor [11] suggested a story-telling approach with older and dis-
abled users to gather information and data about accessibility issues by using scena-
rios in the narrative form. In this respect, [12] used scenario-based drama to elicit user 
requirements in the design of a fall detector for elderly people. Four scenarios were 
developed which were performed by a theatre group and filmed. These videos were 
then used to engage elderly people in the design process by provoking discussions 
about the use of the system. Other examples of the use of scenarios to engage users in 
the design process are: [13] used scenarios to understand user requirements in the 
design of a location-based feedback notification system for users with mobility im-
pairments and in the design of digital technologies for older users, [14] used video 
prompts of a scenario about the problem domain for participatory design with users 
who were in the 65+ age group. 

2.2 Participatory Design with Blind Users 

Participatory design with blind users can be challenging as designers have to ensure 
their methods of communicating design ideas with users are appropriate and effective 
to gather useful feedback. In [15], Okamoto reported about a workshop where scena-
rios were used by visually impaired and sighted students to discuss products being 
designed to enhance day-to-day activities for visually impaired users. However, no 
details of the implementation of the scenario-based method were given, so it is diffi-
cult to understand how scenarios were used in that context. In another setting, [16] 
conducted a workshop including round table discussions and demonstrations of early 
prototypes to engage visually impaired users in the design of a system to represent 
diagrams in sound.  
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Prototyping is also a common way of brainstorming design ideas with users, but 
for obvious reasons, visual prototyping techniques are not appropriate for blind users 
and therefore, alternatives have been proposed: [17] describes haptic paper prototypes 
(using cardboard mockups) while a tactile paper prototyping approach (with Braille 
and tactile graphics mockups) was discussed in [18]. Also, [19] proposed 2 types of 
haptic mock-ups for visually impaired children consisting of cardboard models and 
Braille-labelled plastic artefacts. 

However, these techniques are time consuming to set up and changes are not easy 
to make in response to feedback. Both methods proposed in [18] and [19] exclude the 
significant proportion of the blind population who are not Braille readers and are also 
only suitable to prototype haptic interaction as opposed to speech-based screen reader 
interaction. Also, the cardboard and plastic abstract models such as those used in [19] 
have a possible drawback of not allowing users to fully conceptualise the application 
as a whole, since users only interact with individual artefacts at a time. 

In the following section, we describe our approach to engaging blind users in the 
design of a search interface. As well as including a blind user in the development 
team, we used a textual narrative scenario in a participatory design setting as a basis 
for dialogue to simulate interaction, in order to discuss design ideas with potential 
users. 

3 Using Scenarios for Participatory Design with Blind Users 

In this section, we describe the development of the proposed scenario-based approach. 
In Section 3.1, we explain the rationale for our overall approach to participatory de-
sign and in Section 3.2, we outline the steps included in developing the proposed 
scenario-based approach to verify requirements with blind users in the design of a 
search interface. 

3.1 Rationale for the Participatory Design Approach Taken 

To access the Web, blind users depend on a screen reader, a software application that 
by default reads web pages linearly from left to right, top to bottom, rendering the 
content in computer synthesised speech or Braille. Blind users also use the keyboard 
to navigate web pages and position the focus of the screen reader to read parts of the 
page of interest. Typical commands supported by screen readers include web page 
navigation forward/backward by headings (at different levels), forms, frames, edit 
fields, buttons and links. The linear rendition of text by screen readers plus the fact 
that they do not represent the spatial layout of web pages, such as columnised format, 
means that the mental models of blind users can vary significantly from those of 
sighted users [20].  

There is a parallel to be drawn here between web navigation and navigation of real 
world spaces. Given due consideration, it is unlikely that when giving directions to a 
pedestrian, the way in which one would describe those directions would be the same 
for a sighted pedestrian as for a blind pedestrian. Instructions to the sighted pedestrian 
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are likely to exploit visual cues, to be given at a granularity level appropriate to 
someone who can take in their surroundings at a glance. On the other hand, directions 
to a blind pedestrian, if they are to be useful, should be in terms of landmarks that are 
detectable by them, and at a level of granularity related to the way in which they inte-
ract with their surroundings, given whichever mobility aid they might employ, be it a 
dog or a white cane etc. Similarly, within human-computer interaction, in order to be 
useful, the way in which interactions are articulated need to take into account the 
senses and tools at the disposal of the user, as well as the level of granularity at which 
they interact with the system. 

Based on this need to embed an understanding of how end users interact with the 
system at a deep level and the fact that other members of the development team can 
not easily share that experience (using a screen reader with a covered screen is not a 
realistic surrogate for a blind user with thousands of hours of screen reader experience 
[21]), it was decided that participatory design should be addressed at two levels. 

Firstly, we included a blind user with knowledge of assistive technology as a full 
member of the design team. This provided the development team with immediate 
feedback in discussions about the development of appropriate inter- face artefacts, for 
example, properly labelled controls, the types of interactions supported by screen 
readers (the use of screen reader commands for web page navigation) and the appro-
priate vocabulary with which to describe interactions to blind users, for example, 
keystrokes rather than mouse clicks. 

This understanding of how screen reader interaction works led to the development 
of a scenario and a dialogue about it being pitched at an appropriate level to make 
sense to a screen reader user. For example, the interface comprised several different 
components such as a search box, to which the user would frequently want to navi-
gate. In this case, knowledge of screen reader interaction suggested that the appropri-
ate way for this to be achieved should be through a keyboard shortcut and that an 
appropriate means of confirming that the action has been executed could be through 
playing a non-speech sound. 

The second level at which participatory design was achieved was through the re-
cruitment of 4 blind participants who took part in prototyping sessions to provide 
formative feedback to the design team. In these sessions, the overall scenario was 
used as the basis of dialogue about how users would interact with the system using a 
screen reader and the usefulness and usability of proposed interface features. 

3.2 Creating the Scenario-Based Approach 

During the requirements verification stage of the design process, the requirements of a 
system are analysed and validated to ensure that the designers and the users share the 
same understanding of the problems that were identified during the requirements ga-
thering stage. For participatory design approaches, at this stage, designers communi-
cate early design ideas to users to gather feedback [22]. 

In [23], we identified user requirements for a search interface for blind users 
through an observational study and in this paper, we verify requirements by using a 
scenario expressed as a textual narrative which then formed the basis of dialogue 
between the designers and the users. Basing this dialogue on a narrative scenario 
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evoked a form of role play which worked well because the human mind is adept at 
overloading meaning in narrative structures [7, p. 54] which are meant to stimulate 
the imagination [9] and to provoke new ideas [10]. Therefore, they are well suited for 
use in participatory approaches to engage users early in design.  

Our approach is a hybrid one involving a combination of participatory design [24] 
and the use of a detailed scenario to discuss ideas with target users [7]. The participa-
tion of a blind user as a member of the design team was invaluable when developing 
the scenario and its associated textual narrative as it helped us to conceptualise how 
potential users will interact with the system, given their use of screen readers. It also 
allowed us to establish the level of detail at which the scenario should be discussed 
with end-users. In Figure 1, we provide a broad overview of the framework we fol-
lowed to implement the scenario-based approach and in the following we describe 
how we implemented each step of the framework in the design of a search interface 
for blind users. For each step, we also highlight the contributions of the blind member 
of the design team. 

 
Fig. 1. Framework for the scenario-based approach 

Step 1: Identify set of interface features. From our observations with blind users 
[23], we identified a set of search interface features that could support blind searchers 
during information seeking on the Web. These interface components were chosen to 
address the difficulties observed in [23] and were influenced by the design team’s 
intuitions and knowledge of search user interface components. During this process, 
the blind team member contributed significantly from his knowledge and experience 
of using both graphical interfaces (via screen readers) and self-voicing auditory inter-
faces. This, to some extent, allowed the sighted designers to conceptualise the mental 
model they had to follow when designing interface components. 
 
Step 2: Create detailed description of features. To communicate ideas for the 
search interface, we created detailed descriptions for all interface features. As we 
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were using a textual narrative scenario, we had to ensure that our ideas were being 
conveyed correctly to the users and therefore, we focussed significantly on describing 
each interface component. For example, we proposed an integrated note-taking fea-
ture within the interface as described in the following: 

In this step, the contributions of the blind team member were significant in discuss-
ing the functionality of suggested support features as well as how searchers would 
interact with them. Through such discussions, we could ensure that interaction com-
ponents were appropriate, and that the correct vocabulary was being used to describe 
interface components. 

 
Step 3: Refine description iteratively. To ensure that the users shared the same un-
derstanding of the proposed features as the designers, we iteratively refined the de-
scription of the features through several informal conversations with the blind team 
member. For example, one idea was that a context menu might be useful to provide 
access to a set of options that become available when exploring individual search 
results. The idea of doing this through a context menu was contributed by the blind 
team member, who highlighted that context menus were familiar interaction artefacts 
to most screen reader users. 

The blind team member further contributed that the way to initiate the interaction 
with end-users about the context menu should be by telling them to use a key combi-
nation (Shift+F10), rather than right clicking, as the keystroke is the usual way a blind 
user will initiate the interaction compared to the right mouse click familiar to sighted 
users. Therefore the blind team member gave us both an appropriate interaction arte-
fact, and the most fitting means of describing the interaction to end- users. The op-
tions to be made available through the context menu were then identified and the best 
ways of implementing and describing the interactions to end-users were then refined 
through discussions between the sighted designers and the blind team member. The 
following was the final description used for the context menu: 

To enhance our textual description of some search support features, we referred to 
examples from other popular interfaces such as Google Search (results presentation  
 

Searchers can create a note and the system asks them where they would like to 
save this note and to give it a name. The note is divided in two parts: The first 
part of the note is editable by the searcher, that is, they can type ideas, copy and 
paste things from web pages etc. The second part cannot be edited and is used to 
save search results automatically by the system. 

You are aware that this new interface has a menu associated with each search 
result so that you can open, save, email and copy results. You hit the menu key 
and you find the following options in this particular order (Save Result, Copy, 
Email, Open). This is rather like the context menu you have in Windows that you 
bring up using Shift+F10. 
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with title, short description and web address) and Windows (context menu) that the 
users would be familiar with. These familiar points of reference helped the blind users 
to better envision the proposed search interface. 
 
Step 4: Construct scenario around interface features. Once we finalised which 
search support features to include on the interface, we created an overall scenario, like 
a story, with a specific setting whereby the user was using a search interface for the 
first time after hearing about it from a friend. As we were also evaluating a new histo-
ry mechanism and interface features to support searchers in resuming search tasks 
[25], the scenario included a stage where the user had to leave the task midway to 
attend an important appointment. When constructing the overall story, it was also 
essential to ensure the story included all suggested interface features in the correct 
order and in a reasonable sequence. For example, we would not describe a feature for 
managing search results before the users were asked to submit their first query. 
 
Step 5: Dialogue-simulated interaction with the scenario. After the overall scena-
rio was constructed, we used it as the basis of a formative evaluation with potential 
users (described in Section 4). The evaluator conducted a dialogue with each potential 
user to simulate the interaction with the interface components proposed in the scena-
rio. At each step of the interaction, the evaluator would describe the interface feature 
to the user and explain how to interact with it. Then, the evaluator would ask the user 
for feedback on the feature and they would discuss the alternative interaction paths 
resulting from multiple design ideas. 

4 Evaluating the Use of Scenarios for Requirements 
Verification 

We evaluated the approach through a dialogue with potential users using the scenario 
to simulate interaction between the users and the yet-to-be constructed interface. Our 
goals for the evaluation were two-fold. Firstly, we wanted to verify the requirements 
for a new information-rich search interface for blind users, to communicate and dis-
cuss design ideas with potential users early in the design process. Secondly, our aim 
was to evaluate the use of scenarios in a participatory design setting for engaging 
blind users in the design process. Hence, in Section 5, we discuss the benefits, chal-
lenges and practical experiences of using the approach proposed in this paper. 

4.1 Participants 

We recruited 4 blind users through word of mouth and via online email lists. The 
participants were experienced searchers who rated their proficiency with assistive 
technologies from intermediate to advanced. Three of the participants were educated 
to a postgraduate level while one had professional qualifications in IT. In Table 1, we 
provide additional demographic information about these participants. 
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Table 1. Demographics for all participants 

Age 37 years 

Gender M (3) F (1) 

Search Experience 12 years 

Screen Reader JAWS (3) VoiceOver (1) 

Frequency of Computer Use Daily (3) Weekly (1) 

Use of Online Search Engine Daily (3) Weekly (1)

4.2 Procedure 

For each evaluation session, we used a standard script of the final scenario (de- 
scribed in step 4 of Section 3.2) to ensure that the users and ourselves shared the same 
understanding of the requirements for a new search interface. To begin with, the eva-
luator asked the user to think of a search task to complete. We left the choice of task 
open to elicit greater participation and user engagement with the scenario. The choice 
of search task did not affect the use of the script as it was built so that its primary 
focus was on interaction with individual interface components and thus could be 
adapted to any search task. 

During the session, the evaluator who was the one in charge of the script, started 
the conversation with the participant by conducting a walk-through of the scenario in 
line with the script (The beginning of the dialogue-simulated interaction between the 
user and the evaluator is illustrated in Table 2). At each step, the evaluator provided 
the user with complete descriptions of the search interface feature and the user was 
prompted for feedback. The evaluator and the user also discussed how each interac-
tion would work, including alternative interaction paths in case of multiple design 
ideas as shown in Table 3. 

Table 2. Excerpt on query specification 

Evaluator: Your friend has told you about a new search system and you would like to try it 
out for yourself to see how good it really is. Think of something you would like to search on 
this new system. 
 
Once you have chosen your search task, you type the address of this new search inter- face in 
your web browser and you reach the page with the cursor in the search edit box. 
 
“What do you type as a query?” 

User: digital rights accessibility 

Evaluator: You type this query and hit enter. If you misspell a word in your query, the sys-
tem will specify which term you misspelt and allow you to submit a corrected version of 
your query. 
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4.3 User Feedback 

In this section, we describe the feedback gathered from 4 blind users during the eval-
uation of the scenario-based approach. The dialogue-simulated interaction between 
the designers and the users allowed us to gather feedback from users through their 
comments and critiques of suggested design plans. Additionally, we also use our own 
observations to categorise the user feedback as presented in the following: 
 
Verifying Requirements. The scenario-based approach allowed us to verify require-
ments for a search interface for complex search tasks. We identified the requirements 
for a search interface during an observational study with 15 visually impaired search-
ers [23]. Through the proposed approach, we were able to ensure that the design team 
and the target users shared the same understanding of the difficulties faced by blind 
users when using current search interfaces. 

In this respect, we were able to, for example, ascertain that spelling suggestions 
were a source of difficulties for searchers as the way misspelt words are rendered on 
current interfaces is not intuitive for screen reader users. One of the users said: “we 
hardly notice which term is misspelt. It would be good if the system clearly said which 
term is wrongly spelt”. 

This is because when spelling suggestions are presented to the user, the way in 
which the screen reader pronounces the suggestion for the correctly spelt word is 
often not detectably different from the pronunciation of the original misspelling, and 
so it is not clear what error is being corrected. In this case, the blind searcher can na-
vigate to the suggestion and cursor character by character through it to find the differ-
ence, but this process loses all the immediacy of the visual representation. This was a 
difficulty that we had observed in [23].  

Likewise, we were able to verify user requirements for a new history mechanism. 
In our scenario, we proposed a search history mechanism that would keep track of the 
queries submitted and the search results visited by the searcher. Participants in the 
evaluation commented on the need for such a history feature saying “I do not like the 
history in IE, this is more powerful than history. It allows you to call it up and instant-
ly be back to where you were, in the same context” and “It is nice to pick up from 
where we left because sometimes we use keywords which are useful and then forget 
the right combination”. 
 
Identifying Issues with Current Design Ideas. By discussing design plans with 
potential users early in the design process, we were also able to identify issues with 
proposed design ideas from the users’ perspective. Such discussions proved to be 
beneficial; for example, one of the design ideas for search results presentation in-
cluded limiting the display of individual results to only one line per result on the 
search results page. Our reasoning for this idea was that it would reduce the amount 
of text that screen reader users would have to go through. However, we found that 
participants in the evaluation did not welcome this idea, as they would rather have 
some context about the search results retrieved by the search engine. They felt that if 
there was only one line per result, there would not be enough context to decide about 
the relevance of a specific result among those that the search engine had retrieved.  
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During the dialogue-simulated interaction, the evaluator also had the opportunity to 
probe users on factors like keyboard navigation, which plays a central part in the user 
experience of blind searchers. Keyboard navigation is significantly different from 
visual navigation and hence, the design team have to ensure that all proposed inter-
face features were intuitive to access via the keyboard. 

In describing how they would interact with the interface, participants would often 
refer to how they would use the screen reader to access the proposed features. About 
the grouped approach for results presentation, one participant said “Along the lines of 
how VoiceOver works, this grouping on the page would be good” and another ques-
tioned how they would navigate back to a previous page “Would I need to use the 
screen reader key for this or would there be a special key combination?”. 
 
New Design Ideas Proposed by Users. Using the scenario-based approach allowed 
us to engage users in the development process via their interaction with a yet-to-be 
constructed search interface. Through this process, users came up with ideas of their 
own to enhance the design of some of the features that were being proposed. For ex-
ample, in the scenario, we described a note-taking feature, which could be used by 
searchers to automatically save search results or to make notes of their own. 

The initial idea was to allow users to then download or email the note in a text 
format. However, one of the participants highlighted that the benefits of having an 
integrated note facility could be enhanced by structuring the note and by including 
HTML tags to allow users to easily get back to any previously accessed web pages. 
About the same note-taking feature, another participant augmented our basic defini-
tion of the feature with his own design ideas, suggesting, “I can see where you are 
going with this, it could be in two panes, your browser and your search notes”. The 
user was in fact proposing that there should be two separate areas on the interface, 
one for regular browser-related activities such as submitting queries and viewing web 
pages and the other area should be dedicated for note-taking and other search man-
agement activities. When users suggested such design ideas of their own, we dis-
cussed them with the design team including the blind co-designer to ensure that such 
an approach would be feasible and would enhance the users’ experience. 

4.4 Discussion 

Engaging non-standard populations such as the elderly and disabled users in the de-
sign process is challenging as traditional user methodologies are not always effective 
at capturing the real user requirements. Therefore designers often have to explore 
different methods or adapt existing ones to ensure that such users can be successfully 
included in the design process [4][14]. 

In this paper, we described an approach, which included 2 levels of participatory 
design: we included a blind user in the design team and also carried out prototyping 
sessions with 4 blind users. Involving a blind team member who can combine a good 
knowledge of assistive technologies with an end-user perspective enabled us to create 
a scenario that was better matched to the vocabulary and interactions familiar to blind 
users. Thus, we could successfully engage blind users to solicit their feedback in the 
design of the search interface. 
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Table 3. Excerpt on alternative search results presentation 

Evaluator: There are alternative ways of presenting the search results retrieved: 
 

1.    Standard approach: Results are presented in a list with each result described us-
ing a title, a short summary and a web address. Each of these items is on a separate 
single line. 

2.    Simplified standard approach: Results are presented in a list, but each result is 
described in one line, with a title and a short summary. 

3.    New approach: Similar results are grouped together and you are presented with an 
overview of each group of search results. For example, results that deal with simi-
lar topics will be grouped together. If you are doing a travel task, web pages de-
scribing things to do at your destination will be grouped together and another group 
of pages could be about possible places to stay. If you would like to explore one of 
these groups, you can select the group and it will open in a different window and 
will contain all search results in that group described with title and a short sum-
mary. You can always return to the first window to browse through other result 
groups. 

 
“What are your thoughts on these results presentation alternatives? Which one would you 
prefer and why?” 

 
Search interfaces are highly interactive and to progress in their search task, search-

ers are required to perform activities such as formulate queries and view search results 
etc. The scenario-based approach described in this paper allowed us, to some extent, 
to simulate this interaction through a dialogue between the user and the designer. 
During the dialogue-based interaction, users were involved in the scenario and were 
constantly informed about their evolving interaction, for example, how search results 
are being handled and the alternative paths available to them. This approach to inte-
raction elicited a high level of participation and engagement from the users, as evi-
denced by the feedback received. Therefore, such use of dialogue was beneficial as a 
model of engagement [26] and a model for effective communication and collaboration 
[27] between the designers and the potential users. 

Overall, the findings gathered from the dialogue-simulated interaction showed that 
users had no problems in ‘imagining’ the interface proposed in the scenario [7]. The 
narrative was successful in evoking the search experience in users and therefore, they 
were able to discuss the proposed features for inclusion in the interface in the context 
of their use within the scenario, and to discuss alternative interaction sequences where 
they arose. The fact that users were able to go beyond the described interface features 
to question how they would interact on a relatively low level (screen reader keystroke 
level) is evidence that they were able to successfully form a mental model of the 
search interface that was yet-to-be constructed. 

In addition, involving blind users at such an early stage allowed designers to identi-
fy limitations with their own design ideas. Participants would often question the prac-
ticality of the proposed interface features, requiring detailed explanations of how 
these interface components would be accessed in a realistically usable way with 
screen readers. Identifying these limitations at that stage ensured that no further  
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development effort was put into interface features that would not meet the needs of 
the users, or would raise difficult usability issues. 

The benefit of an inclusive approach, such as the one proposed in this paper, is that 
it enables users, especially those with disabilities, to become involved in the process 
of design and formative evaluation. This involvement in the development process 
encourages users to speak about their experiences with search interfaces and to con-
tribute to design ideas and hence, the user truly becomes the centre of the design 
process. User-generated ideas during the scenario walk-through resulted in valuable 
contributions to our design plans. This is so because the participants in our study were 
experts at navigating the Web through screen readers and given their experience, they 
had better insights into how the overall search interface and the individual compo-
nents would be perceived. 

5 Reflections on the Use of Scenarios for Participatory Design 
with Blind Users 

In this section, we reflect on the scenario-based approach and its evaluation with po-
tential users. We discuss the benefits, challenges and practical experiences of using 
scenarios to engage blind users in the design process. 

5.1 Benefits 

Scenarios are flexible and adaptable and thus they can be customised according to the 
needs and abilities of the user group, for example, as a scenario-based drama for the 
elderly [12]. For our project, we created a textual narrative scenario for a dialogue-
based interaction with blind users. The value of the scenario was that it allowed blind 
users to envision the proposed interface and form a mental model of how they would 
interact with it. This was important to correctly verify user requirements with blind 
users and also to rapidly communicate design ideas. 

In addition, scenarios are adaptable in the level of detail that they convey to the us-
er group, which can assist in enabling them to envision the proposed artefacts. For our 
approach, given our focus on requirements verification, we provided detailed descrip-
tions for the proposed interface features and less detail about the interaction or the 
way certain tasks could be completed when using the search interface. For example, 
when describing a new search history mechanism, we fully described the items such 
as the queries and visited results that would be recorded as history, but we did not 
explicitly tell users how they would navigate the trail at a keystroke level. Instead, 
during the sessions, the users themselves wondered and discussed how they would 
interact with this history mechanism for different types of tasks. 

In this way, we were able to achieve the comparable ‘unfinished look’ of handwrit-
ten mock-ups that Snyder [28] claims encourages creativity during low- fidelity paper 
prototyping. However, depending on the users’ needs and the stage of the design 
process, a scenario-based approach could be used for more high-fidelity prototyping 
to evaluate how users would interact with the proposed artefacts. Our discussions with 
participants regarding how some interface features could be accessed through screen 
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readers show that the use of scenarios is likely to be effective for such high fidelity 
prototyping. 

In the absence of visual aids to communicate design ideas, sighted designers are 
likely to describe graphical user interfaces in a way that makes references to visual 
aspects of the interface, such as layout, structure etc. For the blind user, these descrip-
tions would not be useful and would not convey a helpful representation of the inter-
face features. For this reason, the involvement of a blind user was crucial to ensure 
that we used the right vocabulary and context to describe interactions at an appropri-
ate level from the user’s perspective. 

Scenarios, especially when expressed as narratives, have an inherent ability to sup-
port participatory design [9][29] and thus complemented the level of participatory 
design reported in this paper. In such settings, scenarios furthered the communication 
between the users and the designers to enable successful collaboration [27]. We ex-
pressed the scenario in the form of a textual narrative (which was then used as the 
basis of a conversation between designers and users) and this enabled blind users to 
comment on the proposed design ideas in the context of screen reader access, as well 
as to suggest their own ideas for new or modified interface components. 

5.2 Challenges and Practical Experiences 

In the absence of visual aids, the designers in this approach relied on the textual de-
scriptions of the interface features to communicate design ideas to the users. There-
fore, the detailed descriptions played a significant role in shaping the mental model 
that users created of the interface. Using a standard script for the scenario ensured that 
variations in the way the interface was conceptualised were limited. 

Our approach focussed entirely on the functionality of interface components and 
the way to interact with them. No efforts were directed towards conveying spatial 
information, which despite not necessarily being of primary importance to blind users, 
plays a role in how screen reader users perceive an interface, and very importantly, 
their collaborative use of the interface with sighted peers [20]. As an extension to this 
work, it will be interesting to examine the benefits and drawbacks of incorporating 
screen reader technology within the prototyping process, rather than the purely con-
versation-based approach taken here. It is unclear whether the incorporation of screen 
reader technology will enhance the realism of the interactions, and/or whether it may 
detract from the free flow of the dialogue about the interactions and their possible 
alternatives by overburdening the audio channel [30]. 

The approach proposed in this paper was a first attempt at using scenarios to en-
gage blind users in the design process and hence, we identified some important points 
to consider for any future implementation or extension of this approach. Firstly, we 
expressed the scenario in a textual medium, with a dialogue-simulated interaction 
between the user and the designer. This audio-based approach works well with blind 
users, but as is common with audio interfaces, there is a lack of persistence. There-
fore, any artefacts that are part of the scenario should be described in significant detail 
to ensure that users can conceptualise and “picture” the proposed design. Visual aids 
such as paper mock ups convey significant contextual information even in their most 
early versions and any attempt at replicating these types of approaches for blind users 
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should be constructed using low-level details in the textual descriptions. Detailed 
descriptions can also be complemented with references to similar existing artefacts to 
convey as much contextual information as possible. 

From the user evaluation, we concluded that scenarios, especially those expressed 
as a narrative, should be highly interactive to include the user as much as possible. 
Given that scenarios are stories about people and their activities, it is essential for 
users to feel part of the scenario to maximise their ability to envision the proposed 
interface. In the scenario, we regularly prompted users for feedback by asking them to 
think of a search task, by asking them for their query terms and by allowing them to 
choose the next step of their interaction etc. When scenarios are textual narratives and 
interaction with the user is dialogue-based, the designer will be speaking for relatively 
long periods to describe different parts of the interface. Therefore, to replicate an 
interactive search experience, users should be active ‘actors’ in the scenario activities 
to further user engagement. 

Involving a blind person on the design team helped in many ways, but it is impor-
tant to be aware of the dangers of over-relying on one person as a representative of a 
population. For example, the blind co-designer in our team was congenitally blind and 
had a lot of experience using JAWS with Windows and Internet Explorer to perform 
searches using Google, but only a passing knowledge of other screen readers, brows-
ers and search engine combinations. Therefore, it is important to try to ensure relevant 
diversity [14], that is, users involved in the prototyping process, together with mem-
bers of the design team, should provide a wide coverage of the range of tools and 
assistive technologies that might be used with the system being designed. It is also 
important to include users with less experience, as they will also be representative of 
members of the target population. 

6 Conclusion 

In this paper, we proposed a participatory approach based on a textual narrative sce-
nario, tailored to the abilities of blind users to engage them in the design process. We 
evaluated the proposed approach with blind users and described the types of feedback 
we gathered in a participatory design setting through the use of a scenario as a basis 
for dialogue. The dialogue-simulated interaction between designers and users was 
effective in evoking the search experience in users and thus they could envision the 
yet-to-be constructed interface. 

We achieved two levels of participatory design, namely by including a blind user 
in the design team and by carrying out prototyping sessions with 4 blind users. The 
contributions of the blind team member were invaluable to ensure that, in constructing 
the scenario, we used the right vocabulary and context to describe interactions at an 
appropriate level for screen reader users. In this paper, we also reflected on the bene-
fits and challenges of our proposed approach and the practical experiences we gained 
in applying it so that it can be reused or further developed. 

We believe that the proposed approach opens an interesting discussion on the ways 
to adapt current tools and techniques in user-centred design when designing for  
non-standard populations such as the elderly or users with disabilities. In this respect,  
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future work could also focus on the comparison between different techniques to in-
vestigate the best ways of engaging users with disabilities in design depending on the 
stage of the design process and the type of feedback required. 
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Abstract. Having many open windows on the desktop can lead to various usa-
bility problems. Window content may get occluded by other windows and 
working with multiple windows may get cumbersome. In this paper, we eva-
luate the idea to integrate stacking and tiling features into the traditional desk-
top metaphor. For this purpose we introduce the Stack & Tile window manager, 
which allows users to stack and tile arbitrary windows into groups that can be 
moved and resized similar to single windows. To evaluate if stacking and tiling 
can improve productivity, we conducted an experimental evaluation. We found 
that participants were able to perform various multi-window tasks and switch 
between tasks significantly faster using Stack & Tile. Furthermore, we found 
that the time to set up a Stack & Tile window group is reasonably low. 
Stack & Tile is open-source and has been used for over two years now. To eva-
luate its usefulness in practice, we conducted a web-based survey that reveals 
how people are actually using the new stacking and tiling features. 

Keywords: window manager, tabbing, usability, evaluation. 

1 Introduction 

In the traditional desktop metaphor, windows can float freely on the desktop and are 
allowed to overlap each other. One problem that arises when having multiple win-
dows open at the same time is that the content of some windows may get partially or 
fully occluded. To make the content visible again the user has to bring the occluded 
window to the front or move other windows aside. This can make the management of 
overlapping windows tedious and time consuming [7] and task management can be-
come another task [18].  

An alternative approach to overlapping windows is a tiling window manager where 
windows are tiled beside of each other. This approach can be superior to the overlap-
ping approach [6, 16]. There is also the idea of stacking windows on top of each oth-
er [3]. Tabbed interfaces became very popular in web browsers, but are widely unused 
in window management. Despite these alternatives and extensions, all main desktop 
operating systems are still primarily using the traditional overlapping window  
approach. 
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In this paper we investigate the benefits of stacking and tiling features in a tradi-
tional overlapping window manager. To analyze such features, we first present 
Stack & Tile, which is an extension of a traditional window manager. Stack & Tile 
allows users to stack windows on top of one another and tile windows beside of each 
other (Figure 1). In this way the user is able to create window groups (Stack & Tile 
groups) consisting of arbitrary windows from different applications, which can be 
controlled similar to single windows. Window groups can still overlap other windows 
or window groups, so Stack & Tile integrates seamlessly into the traditional desktop.  

 

  

Fig. 1. Stack & Tile group. On the right side three windows are stacked into a stacking group. 
Tiled to this group are on the left side a text editor and at the bottom a terminal. 

To answer the main question in this study, whether stacking and tiling within an 
overlapping window manager bring any benefits to the user, we conducted a con-
trolled experiment to determine in which use-cases Stack & Tile performs better than 
a traditional window manager. We looked at use-cases where the user is working with 
documents of the same or of different applications, and a use-case where data is ex-
changed between documents of the same application, and designed experimental tasks 
accordingly. Another task measured the time needed to switch between different 
groups of windows. We found that for all tasks Stack & Tile performed significantly 
faster. Furthermore, the setup time used to create a Stack & Tile group is acceptably 
low. Most participants stated that Stack & Tile makes window management easier and 
more enjoyable.  

Stack & Tile is already integrated in the open-source operating system Haiku1, and 
thus is already exposed to a large group of developers and users. This allowed us to 
target another interesting question: How are stacking and tiling features used and 
accepted by real users? In a web-based survey we asked the Haiku community about 
their opinions and experiences of Stack & Tile. From 146 responses we got a detailed 
insight into how, how often and for what applications Stack & Tile is used.  

                                                           
1 Haiku Operating System, www.haiku-os.org 
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1.1 Contribution 

In this work, we analyze the potential of stacking and tiling features in the traditional 
desktop metaphor. In particular, we present:  

1. A concept for integrating stacking and tiling unobtrusively into a traditional win-
dow manager.  

2. A controlled experiment that shows how Stack & Tile performs for different use-
cases.  

3. A web-based survey that gives insight into how Stack & Tile is used by real users. 

Section 2 introduces the Stack & Tile window manager. Section 3 describes how 
Stack & Tile is different from other work on window managers. In Section 4 the ex-
perimental evaluation is presented. Section 5 presents the web survey of how Stack & 
Tile is used. The paper closes with a conclusion in Section 6.  

2 The Stack and Tile Window Manager 

In Stack & Tile, users can stack and tile windows together to create window groups 
according to their needs. Groups behave like single windows, and can be used togeth-
er with other windows as usual. Stack & Tile combines the advantages of stacked and 
tiled windows with the freedom of overlapping windows.  

This combination can help users to manage their windows more effectively. Tiled 
windows in an active Stack & Tile group are always visible and not occluded by other 
windows. As shown later, this makes it easier to exchange data between windows. A 
window stack can be used to group windows together whose content does not need to 
be visible at the same time. Grouping windows used for a certain task together in a 
Stack & Tile group can result in a cleaner desktop and facilitate switching between 
tasks involving multiple windows.  

Internally linear constraints are used to describe a Stack & Tile group, employing 
the tabstop and area system of the Auckland Layout Model (ALM) [17]. Areas are 
simply the tiles where windows can be placed, and tabstops are their borders. For 
example, two stacked windows are sharing the same tabstops and are therefore always 
getting the same size. The minimum size of a window is specified using a hard 
|constraint while the maximum and current window sizes are specified using soft con-
straints. Window operations modify the constraint specifications that describe the 
Stack & Tile groups, and the window manager solves the specifications and re-
renders the windows.  

Currently, there is a fully working Stack & Tile implementation available, which is 
well-known and appreciated in the Haiku OS community. It is showcased regularly at 
large open-source conferences, and has been integrated into the default Haiku OS user 
interface.  
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2.1 Stack and Tile Operations 

Stack & Tile offers two simple operations that can be used to connect windows: First, 
stacking, which makes use of the tab-like appearance of the Haiku OS window title 
bars; secondly, tiling of windows, which means that windows are arranged beside 
each other. A Stack & Tile operation can be triggered by holding down the 
Stack & Tile key, which is by default the Windows key, and dragging a window near 
to another window (see Figure 2). Releasing the Stack & Tile key or dropping the 
window finally executes a Stack & Tile operation. The dragged window is called the 
candidate window, and the window that it is dragged to is called the parent window. 
In this manner, Stack & Tile groups can be created.  

 

  

Fig. 2. Moving a window while holding the Stack & Tile key initiates stacking or tiling. Af-
fected window tabs and borders are highlighted in gray. Left: The editor window is going to be 
stacked on top of the Terminal. Right: MediaPlayer is going to be tiled to the Media folder. 

Stacking: Briefly, a stacking operation is triggered by moving the title tab of the 
candidate window onto the tile tab of a parent window while holding the Stack & Tile 
key. To be more precise, the candidate window has to be dragged by the title tab so 
that the upper edge of the candidate window tab is on the parent window tab, and the 
x-position of the mouse cursor is in the x-range of the parent title tab. When a valid 
stacking candidate-parent pair is found, the window title tabs of both windows are 
highlighted (left of Figure 2).  

After stacking windows on top of one another, the stacked windows have the same 
position and size. The title tabs are automatically arranged beside each other, so that 
the stacked windows are accessible over a tab interface at the top of the stack. The 
result is comparable with a tab bar, e.g. in a tabbed web browser, with a similar func-
tionality for reordering tabs.  

Tiling: If the Stack & Tile key is pressed, dragging and dropping a candidate win-
dow border close to one or more parent window borders triggers the tiling operation 
(right of Figure 2). Tiled windows always share a border position. For example, when 
tiling two windows horizontally, the right border of the left window always has the 
same position as the left border of the right window. Furthermore, the top and bottom 
of both windows are aligned with each other. Windows can be tiled to any free rec-
tangular region of an existing group, and can span the width and height of several 
other windows in the group. Figure 1 shows an example of a tiled window group.  
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Removing from a Group: A window can be removed from a Stack & Tile group 
by holding down the Stack & Tile key and dragging the window away from the 
group. After removing the window from the group, the window behaves just like an 
ordinary window in the desktop metaphor. In case the removed window was the only 
connection between other windows in the group, the group is split into several inde-
pendent groups.  

2.2 Traditional Window Management Operations 

When interacting with a Stack & Tile group, the semantics of the traditional window 
management operations change slightly. Stack & Tile applies window management 
operations to multiple windows, which has already been considered to be helpful in 
Elastic Windows [16].  

Activating one window in a Stack & Tile group raises all windows in the 
Stack & Tile group. Only the window that triggered the group operation gets the input 
focus.  

Moving a window by a certain offset also moves all other group windows by the 
same offset. This means windows in a Stack & Tile group keep their relative position 
to each other.  

Resizing one window in a Stack & Tile group leaves all windows in the group 
aligned to each other. For example, windows that are tiled to a resized window are 
moved or resized accordingly. This is done by temporarily setting a high priority for 
the size constraint of the resized window. In this way, the resized window gets its new 
size and the other windows adapt according to the solution of the constraint system.  

Hiding or showing a window also hides or shows all other windows in the group. 
Thus, all windows in a Stack & Tile group are either hidden or shown.  

3 Related Work 

Novel techniques for overlapping windows such as snapping windows to a master 
window or organizing them in tabs have already been proposed in 2001 [3]. However, 
they have not been evaluated for traditional window managers.  

A comparison between overlapping, stacked and “piled” windows found that 
tabbed interfaces are doing well when it comes to finding a document [14]. The study 
only looked at windows of the same application, while our study also looks at tasks 
involving windows of different applications (in contrast to windows of the same ap-
plication, they are not grouped in the taskbar). Furthermore, they did not consider the 
presence of windows that were not part of the task at hand.  

The Google Chrome2 browser can stack web pages running in different processes, 
and extends the usage of the tab interface to stack different instances of the same ap-
plication. Stack & Tile is more general and is working not only with windows of a 
particular application, but with arbitrary windows of arbitrary applications.  

                                                           
2 Google Chrome, www.google.com/chrome 
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Roughly one year after the first release of Stack & Tile, a similar stacking feature 
was implemented in the KDE desktop environment3. Although KDE has an optional 
Notion-like tiling window manager (see below), a combination of stacking and tiling 
in the standard KDE desktop is not possible.  

Tiling window managers allow users to tile windows beside each other. Windows 
are arranged so that they do not overlap each other and are aligned without gaps and 
fragmentation. In general, windows are arranged automatically by the window man-
ager, using the whole screen, but the user has the ability to rearrange the window 
tiling using different layouts [4, 10, 11, 16, 19]. For example, the tiling window man-
ager Notion4 allows the user to rearrange the tile layout manually, and multiple win-
dows can be stacked into one tile. By comparison, Stack & Tile integrates seamlessly 
with the traditional desktop metaphor. In Windows 7, two windows can be tiled hori-
zontally using the whole screen space. However, more complex tiling layouts with 
more than two windows, as in Stack & Tile, are not possible.  

Tiling windows can help the user to organize their windows better. Already in old 
studies it has been shown that tiled windows can be superior to overlapping windows 
in certain use-cases. For example, if all window content fits into the allocated tiles, 
the tiling approach leads to shorter task completion times [6]. Another study found 
that the completion time is lower for tiled windows when comparing information 
sources in multiple windows and scanning through windows of a certain window 
group [16]. Stack & Tile leverages the advantages of tiled windows, but integrates 
tiling with the traditional overlapping window management.  

It is quite common that users work on different task in parallel and switch back and 
forth between different windows [20]. Typically windows from different tasks are 
overlapping each other, and task switching involves the manipulation of many win-
dows. One approach to address this is to let the user group windows by task [16, 21]. 
Another approach is to analyze the user activities and assign windows to tasks auto-
matically [5, 13, 18, 21, 23]. For example, WindowScape [21] creates a timeline of 
previous window configurations, and also allows users to assign windows to tasks 
manually. This is similar to an activity centered desktop [2] where applications can be 
assigned to activities. Also Stack & Tile can be used to group windows by task. Addi-
tionally, Stack & Tile helps users to optimize the layout of window groups. 

To reduce the probability of overlapping existing windows on the screen and to 
group windows by task, the concept of multiple virtual workspaces can be used [15]. 
Another option is to increase the physical workspace by attaching multiple monitors 
to a computer [12]. However, often windows overlap other windows, and some ap-
proaches use alternative methods to make overlapped windows temporary available 
without losing the focus on the active window [8, 9]. For example, an occluded win-
dow can be made visible by folding the overlapping window back like a piece of  
paper [9].  

The Scwm window manager [1] gives the user the opportunity to specify relations 
and constraints for each window. For example, it is possible to set a relative distance 

                                                           
3 KDE Desktop Environment, www.kde.org 
4 Notion Window Manager, http://notion.sourceforge.net 
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between two windows or set the minimum or maximum size of a window. With this 
approach it is also possible to tile windows beside each other. However, because con-
straints in Scwm are on a lower level of abstraction, tiling is not as easily accessible 
as in other tiling window managers and Stack & Tile. 

4 Experimental Evaluation 

In this section we compare Stack & Tile with a traditional window manager in a con-
trolled experiment, using tasks that are representative of certain use-cases that involve 
multiple windows (multi-window tasks). Stack & Tile makes it possible to group win-
dows with direct manipulation operations, and offers window management operations 
that affect all the windows in a group. This can be used to manage occlusion and 
quickly switch between groups of windows related to different tasks. An interesting 
question is how much time can be saved using Stack & Tile, and if the time taken to 
set up a Stack & Tile group is reasonable compared to the time saved. We formulate 
the following hypotheses about Stack & Tile for this experiment:  

H1  The task completion time for multi-window tasks is lower with Stack & Tile 
than with a traditional window manager.  

H2  Switching between tasks that each involve multiple windows is faster with 
Stack & Tile than with a traditional window manager.  

H3  The time necessary for setting up Stack & Tile groups is acceptable com-
pared to the time that can be saved by using Stack & Tile. 

H4  Users prefer Stack & Tile over a traditional window manager. 

4.1 Methodology 

We conducted a within-subjects study, i.e. each participant performed two runs of 
tasks: one run with Stack & Tile and one run without Stack & Tile. To avoid order 
bias, the order of the runs was alternated between participants. Furthermore, there 
were two different sets of similar tasks for each run. Also the order of the sets of tasks 
was permuted. Each run included a window setup phase followed by three question 
tasks and a group switching task.  

To start with, each participant got an introduction to the Haiku window manager, 
its taskbar and Stack & Tile. After that the participant had time to get familiar with 
the system. Then each participant performed a training run, which was similar to the 
main runs but with shorter tasks. Participants were allowed to use different methods 
to switch between windows, e.g. Alt+tab or the taskbar.  

Each run was guided by instructions shown in a small instruction window that was 
placed at the bottom-right screen corner on top of all other windows (see Figure 3). 
The size of the instruction window was chosen to be as small as possible to not inter-
fere with other windows on the screen. At the beginning of each task, the instruction 
window was in fullscreen mode, so that the participant was not distracted by other 
windows on the screen. After the participant had internalized the instruction, she had 
to press the start button to start a timer. This resized the instruction window back to its 
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smaller size at the bottom-right. For the question tasks, the instruction window also 
contained a question with a three-point multiple choice answer field. When the partic-
ipant had completed the task, she had to press a finish button to stop the timer. Press-
ing the finish button adds a small and fairly constant offset to the task completion 
time, which does not affect the outcome of our comparison. Afterwards, the instruc-
tion window was shown in fullscreen mode again with the next instructions.  

 

  

Fig. 3. The instruction window (right) with a question about a picture window (left) 

Each task involved multiple windows, and all windows of all tasks (in total 12 
windows) were open all the time. We think this is a realistic number of windows, but 
it is not unusual that users have even more windows open at a time [22]. We were 
interested in the efficiency of managing multiple windows and tasks, so we tried to 
minimize the time spent on activities unrelated to window management. Thus, the 
question tasks were designed to be very easy, but the answers were not guessable. The 
three question tasks were targeting H1, with each task addressing a different use-case.  

Setup Phase. The first step of a run was to open all windows for all tasks. For each 
task, the participant got a description in the instruction window about what windows 
were involved in the task. Then the windows were opened automatically, so that the 
participant could get familiar with them before starting the task. When using 
Stack & Tile, there was an extra step where the participant had to stack or tile the 
windows, depending on the task. Here the setup time taken to create a certain 
Stack & Tile group was measured.  

Task I. The first question task was about finding a picture in a set of five pictures 
and answering an easy question about it. Each picture was opened in a single window 
and there was one question for each picture (e.g. Figure 3). This targeted the use-case 
of working with multiple windows of the same application, where no data needs to be 
exchanged between the windows. It simulates typical lookup tasks, where a user 
needs to activate the window that contains a particular piece of information.  

When it comes to finding a certain window, it can be helpful if all windows of in-
terest for the task have been stacked previously. In this case, activating one window 
of the stack brings the whole group to the front, and the right window can be chosen 
through the tab interface. When using Stack & Tile, the participant was asked to stack 
all five pictures on top of one another to take advantage of this behavior. Without 
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Stack & Tile, the participant had to search for the right window on the desktop, or use 
the taskbar. Because the taskbar groups windows by application, it provides a similar 
grouping facility as a window stack, and it is unclear if Stack & Tile is advantageous.  

Task II. The second question task was similar to Task I. Here, three windows were 
involved: a web page, a PDF document and a text document. This targeted the use-
case of working with windows of different applications, where no data needs to be 
exchanged between the windows. As before, there was one question for each docu-
ment, e.g. “What is the first word of the second paragraph in the web page?” In the 
Stack & Tile condition, the three windows had to be stacked first. 

There are two reasons why it is expected that navigation in this more heterogene-
ous group is more difficult than in Task I. First, because windows are opened with 
different applications, they are not grouped together in the taskbar anymore. Second-
ly, because documents of different types also differ visually, users cannot rely as 
much on visual similarity as in Task I when associating a window with the task.  

Task III. The third question task targeted the use-case of working with windows of 
the same application, where data needs to be exchanged between the windows. To 
simulate this use-case, a simple coordinate treasure map game was chosen. A treasure 
map is a 7x5 table, with each cell containing either a coordinate pointing to a cell in 
another map or a treasure. For example, the coordinate M2(D,5) points to map 2, cell 
(D,5). Starting from an initial coordinate, the participant had to visually follow the 
path through four different maps to find a “treasure”. The treasure was always 
reached after three steps, and the path crossed all four maps in random order. When 
the treasure was found, the kind of treasure had to be selected in the instruction win-
dow. This had to be repeated three times, each time starting from a different coordi-
nate in the first treasure map.  

While this task may seem artificial, it does simulate real tasks where related infor-
mation has to be collated from multiple sources. For example, a real task of that kind 
would be looking up the location of an appointment mentioned in an email from a 
calendar, and then checking a booking for that location. Many such tasks involve 
tabular information, as simulated by the treasure maps.  

The four treasure maps were each opened in a text editor window. When using 
Stack & Tile, the participant had to tile the four editor windows beside each other in a 
2x2 layout. In this way, it was possible to display all four maps without occlusion on 
the screen, i.e. all maps were completely visible.  

Task IV: Group Switching. This task evaluated the efficiency of switching be-
tween different tasks (H2). All windows from the previous tasks were used, and the 
user was asked to bring the windows of each task to the front, one task at a time. 
Without Stack & Tile, this can be done by directly clicking the windows on the desk-
top, or by activating them from the taskbar. When using Stack & Tile, only one win-
dow has to be activated to bring the whole group to the front. We expected 
Stack & Tile to be clearly faster here; this task was included to shed light on how 
much faster it actually is. For the non-Stack & Tile condition , we expected a correla-
tion between group size (between 3 and 5 windows per group) and activation time.  
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Questionnaire. After finishing both runs, the participant was asked to fill in a Li-
kert-scale questionnaire and make some general comments about what they liked and 
disliked about Stack & Tile. Furthermore, the participant had to estimate their usage 
in percentages of the following window management techniques: taskbar, short cuts, 
direct window access, virtual desktops and other.  

4.2 Results and Discussion 

There were 30 participants with an average age of 31 (σ = 6). Six of them were fe-
male. Most of them (~ 70%) were software developers or students of Computer 
Science or Software Engineering. 15 of the participants were from the Haiku commu-
nity and 7 of them had used Stack & Tile before. We found that users who had used 
Stack & Tile before performed only slightly better than those who had not, therefore 
we do not differentiate between these groups in the following.  

For the analysis of the task completion times, the difference between the task com-
pletion time with Stack & Tile tS&T and the task completion time without Stack & Tile 
tnoS&T was calculated: Δt = tnoS&T - tS&T. A pairwise Wilcoxon rank-sum test was used 
to calculate the probability pwrs for the null-hypothesis. The Wilcoxon rank-sum test 
was chosen because the task completion times were only roughly Gaussian-
distributed.  

For each question task, three answer options were given, with only one correct op-
tion. In only ~ 3% of all cases a questions was answered wrongly. Furthermore, there 
was no difference between the error rates with and without Stack & Tile. Thus we can 
say that it was easy for the participants to answer the questions. From our observa-
tions, the participants followed the instructions carefully. Even when they chose the 
wrong answer, they applied the necessary window operations. Because we are not 
primarily interested in how accurate a task was performed but in how Stack & Tile 
affects window management, wrong answers were not removed from the result set.  

Task I Results (5 Pictures). Table 1 shows the average task completion time tS&T 
under the Stack & Tile condition, the average time difference Δt, their standard devia-
tion σ and the Wilcoxon rank-sum test p-value. For all five questions, Stack & Tile 
had significantly shorter task completion times. Thus we can accept H1 for Task I.  

Answering the first question had the longest completion time. This can be ex-
plained by an additional step: first the Stack & Tile picture group had to be found and 
activated. After that participants were able to just select the next picture from the tab 
bar and the task completion time stayed roughly constant. The time difference Δt de-
creases from Picture 1 to Picture 5. A possible explanation is that for the non-
Stack & Tile conditions, all pictures were moved to the front after some time and it 
became easier to find the right window. Another possible explanation is that the par-
ticipants got into the routine of selecting the right picture from the taskbar.  

Task II Results (3 Documents in 3 Apps). The results are shown in Table 2. For 
the web page question there was no significant completion time difference. However, 
for the two following questions, Stack & Tile had a significantly better performance.  
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Table 1. Task I completion times in [s] 

 tS&T σ Δt σ pwrs  

Picture 1 12  5.7 5  11.8     0.01** 

Picture 2 8  2.8 5  5.7  < 0.01** 

Picture 3 8  4.3 3  6.7  < 0.01** 

Picture 4 8  6.5 3  8.8  < 0.01** 

Picture 5 7  3.3 2  4.5  < 0.01**
 

Table 2. Task II completion times in [s] 

 tS&T σ  Δt σ  pwrs  

Web Page 17 7.7 -1 11.5  0.65  

PDF 10 13.9 5 18.2 < 0.01** 

 Text file 9  4.9 8 10.9 < 0.01** 
 

 
So why did participants have problems with the web page question while they were 

fine with the first picture question in Task I? A possible explanation is that the win-
dow with the web page was harder to activate than the windows with the pictures. 
When using direct activation by clicking on a window, all a participant had to do to 
select the Stack & Tile group of picture windows was to click any window with a 
picture on the screen, since there was only one group with pictures in it. Once the 
group was activated, the tab interface could be used to raise the right picture. Howev-
er, there were two window groups with textual documents in it, so activating the win-
dow group containing the web page was not a as simple as clicking any window con-
taining text. When using the taskbar to activate a window, for the window group with 
the pictures there was exactly one group of windows listed in the taskbar, as all the 
pictures were shown using the same application. However, the documents for Task II 
were all opened with different applications and hence there was a different entry in 
the taskbar for each of the windows. The taskbar gave no indication that the windows 
were grouped together, as for the five pictures. In fact, the taskbar obfuscated the 
Stack & Tile grouping of the windows, by grouping them by application together with 
other windows belonging to different Stack & Tile groups.  

Hypothesis H1 cannot be accepted for the initial question of Task II. It is reasona-
ble to assume that once a desired window group is activated, the advantages of 
Stack & Tile show more clearly. To facilitate this, as a future work, the taskbar could 
be changed to group windows by their Stack & Tile groups.  

Task III Results (Treasure Maps). The results of Task III are shown in Table 3. 
When using Stack & Tile, finding the first treasure required a lot less time (21s). This 
time difference decreased to 7s and 5s for the second and third treasures. We can 
clearly accept hypothesis H1 for Task III.  

This can be explained from the observations of the participants during the task. 
Without Stack & Tile, many participants first tried to position all treasure maps in a 
2x2 grid to make them visible at the same time. Thus, finding the following treasures 
became easier for them.  

However, finding the second and third treasures was still significantly faster using 
Stack & Tile. A reason for that is that many participants did not manage to align the 
treasure maps precisely without occlusion, and thus had to rearrange the windows 
later on. Moreover, some participants accidentally activated unrelated windows, 
which made more window operations necessary. This is consistent with the findings 
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from Elastic Windows [16], were they found that setting up and working with over-
lapping windows becomes more difficult for an increasing number of windows.  

Task IV Results (Activate Groups). As expected, activating all windows of a task 
is much faster using Stack & Tile (Table 4). This clearly supports hypothesis H2. 
However, no significant correlation between the number of windows of a task and the 
activation time could be detected. Here, the heterogeneous Group II (Task II) resulted 
in the largest tS&T. Activating a group containing only windows of the same applica-
tion seems to be easier than activating a group containing windows of different appli-
cations. This is consistent with the results of Task II. 

Table 3. Task III completion times in [s] 

 tS&T σ  Δt σ  pwrs  

Treasure 1 23  15.6 21  22.7 < 0.01** 

Treasure 2 19  8.6  7  14.5     0.01** 

 Treasure 3 15  5.1  5  8.1 < 0.01**
 

Table 4. Task IV: Time in [s] to activate 
the window groups of the Tasks I-III 

 tS&T σ  Δ σ  pwrs  

Group I 6 2.5 12 5.6 < 0.01**

Group II 8 8.9 9 12 < 0.01**

 Group III 4 1.3 7 4.8 < 0.01**

 
Stack and Tile Setup Time Results. To assess whether the time needed for setting 

up Stack & Tile groups is acceptable (H3), we compared the average setup time tsetup 
with the average saved time tsaved for each task (Table 5). tsaved is the sum of Δt for all 
questions of a particular task. The experimental tasks were artificial hence one could 
argue that such a comparison is not meaningful. However, all experimental tasks were 
quite short compared to real world tasks, so these numbers serve to indicate that tsaved 
is reasonably likely to outweigh tsetup when working with Stack & Tile groups a bit 
longer. From our observations, participants still had problems to set up Stack & Tile 
groups in an optimal manner after the training tasks. It is reasonable to assume that 
once users get more practice with Stack & Tile, the setup times will drop. A non-
significant indication (p < 0.25) for this is that users who had used Stack & Tile be-
fore had a slightly shorter setup time (on average 2-3 seconds for each of the three 
tasks). Note that the setup time does not include the time users needed to decide how 
a Stack & Tile group should look like, because the layouts for the groups were given 
in the experiment. 

Table 5. Setup times in [s] for the window groups of Tasks I-III 

 Task I  Task II  Task III  
tsetup (σ) 29 (15.7) 14 (11.1) 22 (10.9) 

tsaved  18  12  33 
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Fig. 4. Results for the Likert-scale questions 

Questionnaire Results. Figure 4 shows the results from the Likert-scale questions. 
All participants agreed that they often use tabbed user interfaces (Q4), which shows 
that the stacking feature is not a fundamentally new concept to them.  

There was an overall agreement that they often have multiple windows open (Q3), 
and over 2/3 of them agreed that window management often becomes frustrating 
when working with overlapping windows (Q6). This indicates that there is a need for 
better window management.  

Only 3 of the 30 participants agreed that the initial overhead to setup a 
Stack & Tile group would prevent them from using Stack & Tile (Q7), and 24 of them 
agreed that they often adjust the position and size of a window before using it (Q5). 
Both supports H3 (see also Section 4.2).  

Lastly, there was a general agreement that Stack & Tile makes window manage-
ment easier and more enjoyable (Q8). This is also supported by many comments. As 
an example, one participant said: “Much easier to use. Better grouping, while still 
having more freedom than MDI apps”. This supports H4.  

 

Fig. 5. Used techniques for window management 

The results for the question about the techniques participants use to manage win-
dows are depicted in Figure 5. The results are consistent with the empirical findings 
in [20]. Participants said that they use direct window access only 17% of the time. 
This is another indication that direct window activation is not perceived as optimal.  
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5 Web-Based Survey 

Stack & Tile has been available in the Haiku OS for over two years now. An interest-
ing question is how people are actually using Stack & Tile. To answer this question 
we conducted a web-based survey in the Haiku community. The questions were main-
ly a mix of Likert-scale questions and open questions.  

The survey began with some demographic and general questions: 
S1: I often use computers in my daily life. 
S2: I heard about S&T before. 
S3: I think S&T can be useful.  
S4: I don’t think there is any need for S&T. 
S5: Have you ever tried S&T? (Denying this question ended the survey.) 

Afterwards the participants were asked to upload screenshots of how they use S&T 
most frequently and describe them, followed by questions about S&T: 
S6: How often do you use S&T? 
S7: I think the stacking feature is more useful than the tiling feature. 
S8: S&T helps with resizing window groups.  
S9: Estimate the percentage of how often you use stacking and how often you use tiling.  
S10: When you use S&T, how many S&T groups do you use on average at the same time? 
S11: I exchange information between single windows (not in a S&T group). 
S12: I exchange information within a single S&T group. 
S13: I exchange information between multiple S&T groups. 
S14: I exchange information between S&T groups and other single windows. 
S15: Are there certain tasks where you use S&T? For example, programming or browsing. 
S16: In what other situations are you using S&T?  

Finally, participants had the opportunity to make suggestions and comments.  

5.1 Result 

During a period of two month we got 146 responses. The average age of all subjects 
was 32 (σ = 10). There was only one female participant. The majority of the partici-
pants was working in or had a degree in an IT-related field.  

There were two groups of participants, distinguished by the general questions  
at the beginning: the group that had not tried Stack & Tile before (left of Figure 6) 
and the group that had tried Stack & Tile before (right of Figure 6). Generally  
both groups were heavy computer users. For the group that had not tried Stack  
& Tile before, almost half of them had heard about Stack & Tile. Most  
participants agreed that Stack & Tile is useful and disagreed that there is no 
 need for Stack & Tile. This general opinion was much stronger for the group that  
had tried Stack & Tile before, indicating that Stack & Tile had made a positive  
impression.  
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Fig. 6. Answers for S1 - S4. Left: users who had not tried Stack & Tile. Right: users who had 
tried Stack & Tile. 

 

Fig. 7. Answers for S6 

 

 
Fig. 8. Answers for S7 and S8 

Figure 7 shows the results for question S6. Here we can see that most people who 
had tried Stack & Tile before were still using it. 

Question S7 asked for preferences for the stacking or the tiling feature. There is a 
trend that the participants feel stacking is more useful than tiling (see Figure 8). S9 
asked for the usage of the stacking and tiling features. The average estimated percen-
tage of tiling is 45% (σ = 29%) and for stacking 55% (σ = 29%). Stacking is slightly 
more used than tiling with pwrs = 0.06. This indicates that participants think that stack-
ing is more useful (S7) and consequently use it more (S9). However, keeping in mind 
that stacking is much more common in today’s applications (e.g. tabbed browsing), it 
is still interesting that the tiling feature is reportedly used that much.  

S8 targeted the feature that windows in a group stay aligned when resizing one 
window in the group. Most of the participants judged this to be helpful (see Figure 8).  

Figure 9 shows the average number of groups when Stack & Tile was used. Most 
participants used between one and four groups at a time, with the majority using more 
than one. This is quite interesting because it means they not only used it sporadically 
for a single task, but seem to have used it for different tasks in parallel. 

We already analyzed the advantages of Stack & Tile when exchanging data  
between windows or Stack & Tile groups in the controlled experiment. S11 - S14 
targeted the question in how far participants encounter such use-cases in practice 
(Figure 10). The results are quite similar for S11, S12 and S14. Most people are ex-
changing data between groups/windows, which indicates that the results from the 
controlled experiment are relevant for real users. The least frequent data exchange 
was between Stack & Tile groups (S13), which indicates that Stack & Tile groups are 
used to group windows of different tasks. 
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Fig. 9. Answer for S10: Number of S&T 
groups used at a time 

 

Fig. 10. Answers for S11 - S14: Exchanging 
data between windows 

5.2 Use-Cases for Stack and Tile 

We asked the participants to upload screenshots of how they use Stack & Tile most 
frequently, and we got 23 screenshots in response. Furthermore, one user sent a link 
to a video with a demonstration of how he uses Stack & Tile. S15 and S16, targeting 
the questions for what tasks and in what situations Stack & Tile is used, received 47 
and 23 responses, respectively.  

The results indicate that there are three main use-cases where the participants used 
Stack & Tile: programming (28 participants), web browsing (17 participants) and file 
management (11 participants). For example, C++ source and header files were tiled 
beside of each other, or all source files were stacked to one stack and header files to 
another stack. Many users reported that they use Stack & Tile to group windows by 
task, e.g. group web browser and chat window together. Other examples were group-
ing a music directory and a media player, a picture directory and an image viewer, or 
creating an ad-hoc development environment by grouping source files, source directo-
ry and terminal together. One user tiled a web browser and a text editor together to 
copy information from the browser to the editor. An unexpected use-case was the 
creation of a Stack & Tile group to move multiple windows across different virtual 
desktops more easily.  

From the screenshots we observed that the Stack & Tile groups had mostly mod-
erate complexity. There were only a few use-cases where more than two windows 
were tiled together. However, the stacked window groups had usually more than two 
windows in them.  

There were 34 responses for the open-ended comments & suggestions field. Here 
participants had some ideas for improvements and better integration into the desktop. 
For example, there was the request to show Stack & Tile groups in the taskbar, and 
that it should be possible to store and restore Stack & Tile groups, especially on re-
boot. Applications that are using a tabbed interface should use the stacking feature 
instead. These are points we want to target in future work. One participant stated that 
he already started to replace the tabbed interface of a browser with the Stack & Tile 
stacking feature. 11 participants explicitly said that they like Stack & Tile, while one 
participant did not think that Stack & Tile can improve manual window management.  



718 C. Zeidler, C. Lutteroth,
 
and G. Weber 

 

6 Conclusion 

In this paper we investigated the advantages of integrating stacking and tiling features 
into the traditional desktop metaphor. Stacking and tiling can help to manage win-
dows more effectively, for example by grouping windows by task. We presented 
Stack & Tile, a window manager which integrates stacking and tiling seamlessly with 
traditional window management operations.  

In a controlled experiment, we found that stacking and tiling features can signifi-
cantly improve completion times for tasks involving several windows (of the same 
application as well as of different applications). Furthermore, switching between dif-
ferent tasks was found to be much faster when windows were grouped by task. Setting 
up a Stack & Tile group is an initial overhead that may prevent users from using these 
features. However, the potential time savings as well as questionnaire answers indi-
cate that the advantages outweigh this overhead.  

In a web survey we investigated how often and how Stack & Tile is used in prac-
tice. There was a wide agreement that Stack & Tile can be useful, especially by par-
ticipants who had used Stack & Tile. The stacking feature was perceived as being 
slightly more useful and also estimated to be used more than the tiling feature. We 
found that people were using the stacking and tiling features for a multitude of differ-
ent use-cases. In a field for general comments many people wrote that they like 
Stack & Tile and suggested further ideas to integrate it more into the desktop. These 
ideas include future works such as grouping of windows by their Stack & Tile group 
in the taskbar and Stack & Tile group persistence.  
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Abstract. Pointing tasks are a crucial part of today’s graphical user interfaces. 
They are well understood for flat displays and most prominently are modeled 
through Fitts’ Law. For novel displays (e.g., curved displays with multi-purpose 
areas), however, it remains unclear whether such models for predicting user 
performance still hold – in particular when pointing is performed across diffe-
rently oriented areas. To answer this question, we conducted an experiment on 
an angularly coupled display – the Curve – with two input conditions: direct 
touch and indirect mouse pointer. Our findings show that the target position af-
fects overall pointing speed and offset in both conditions. However, we also 
found that Fitts’ Law can in fact still be used to predict performance as on flat 
displays. Our results help designers to optimize user interfaces on angularly 
coupled displays when pointing tasks are involved.  

Keywords: Pointing, Fitts’ law, display orientation, curved surface. 

1 Introduction 

Since the commercialization of the WIMP paradigm (Windows, Icons, Menus, Poin-
ter), pointing has become the fundamental interaction technique for a variety of dis-
plays – either through pointing devices or more recently through direct touch. The 
abundance of different input technologies and display types turned pointing on a flat 
display into a widely researched field. In his original experiment, Fitts [1] studied 
direct pointing at physical objects. MacKenzie et al. [5] and others looked at indirect 
pointing and confirmed that Fitts’ Law – while not intended for such scenarios – is 
still applicable to different input techniques. However, they could show that different 
input devices heavily affect a user’s pointing performance. 

As interactive surfaces with different sizes and orientations (e.g., tables, walls, etc.) 
have become more and more commonplace since the DigitalDesk [14], recent point-
ing experiments focused on such displays. Although these displays still allow indirect 
pointer input, they also provide the possibility of direct touch. For large horizontal 
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surfaces (e.g., tabletops), several experiments revealed that a Fitts’-related formula 
still describes this type of interaction well [6,10]. Po et al. [9] demonstrated the pre-
dictability of input performance also on large vertical displays. While pointing tasks 
on horizontal or vertical screens are well understood individually, as of today it is 
unclear whether those results will hold for pointing across a combination of such dis-
plays as the display’s orientation influences the precision of direct pointing [2]. Na-
centa et al. [7] found that gaps between displays in multi-display environments influ-
ence indirect pointing performance. Recently developed displays like the Curve and 
BendDesk aim to seamlessly combine horizontal and vertical displays into a single, 
curved screen [13,15] and allow for mouse and touch input. Studies already revealed 
an influence on dragging and flicking across the display connection [3,12].  

 

 

Fig. 1. Pointing performance: central target areas (white) performed best and outer areas (grey) 
performed worst in terms of task completion time for touch and pointer 

Beside those already known effects, such novel displays introduce a series of chal-
lenges for pointing tasks: a change of pointer perception during display transition [8], 
oblique touch and viewing angles [2], and different finger and arm movements com-
pared to a hypothetical planar, angular displays. They also introduce different point-
ing distances between targets on different display areas with regard to the input  
modality: while the cursor has to cross the display surface, the user’s finger can use a 
midair shortcut (i.e., a more direct way). Since pointing is extremely important in 
current user interfaces, it is vital to understand how these effects influence pointing 
and whether or not there are different sweet spots for pointing depending on the input 
modality. 

We conducted an experiment to identify the influence of angularly coupled display 
areas on generic pointing tasks. We used two input modalities – direct touch and indi-
rect mouse pointer – in a Fitts’-like task design. In this paper, we present the study 
design and its results, which are a first step towards a deeper understanding of the 
placement of interactive elements with regards to the input modality. While the best 
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position for a pointer-sensitive button is in a corner of the display (e.g., Start-Button 
in former Windows versions), it is different for touch-sensitive areas. While the han-
dedness of a user already narrows down the choice of potentially good areas, it still 
remains unclear where these areas are exactly for a given input modality. 

2 Evaluation 

To better understand the main influences of angularly coupled display areas, we fo-
cused on three main research questions: (RQ1) does pointing performance vary for 
different display areas in terms of time and offset? (RQ2) Does the target’s position 
affect the user’s subjective perception of pointing performance? (RQ3) Can pointing 
time be predicted based on the target’s position and its size? 

2.1 Apparatus, Design and Participants 

We conducted our experiment on the Curve display (see Figure 1), whose design is 
ergonomically optimized as shown by Wimmer et al. [15]. It contains two HD 
projectors for high-resolution output and four PointGrey FireflyMV cameras for touch 
input. With both the projections as well as the tracking cameras overlapping, the 
output resolution is 60 dpi (tracking resolution: 14 dpi). An 800 dpi optical laser 
mouse with standard Windows 7 cursor properties (e.g., acceleration) was used for 
pointer input. 

MacKenzie et al. [4] described the problem of participants entering targets at an 
angle and thus increased the width of these two-dimensional targets. To overcome 
this, we used circular targets and varied their diameter. We only investigated tasks 
along the vertical axes to avoid effects of the crossing angle on user performance and 
perception [12]. In order to cover the height of both display areas we also varied the 
distance between the starting points and the targets. 

We conducted two experiments with different input conditions: touch and pointer 
input. Within each experiment, we used a repeated measures design. We varied the 
horizontal position of the target area (six different axes, spaced 269 px (11.5 cm) 
apart from each other), the size of the target areas (diameter: 40 px (1.7 cm), 54 px 
(2.3 cm), 70 px (3.0 cm), and 91 px (3.9 cm)), the distance between start button and 
target area along the surface (402 px (17.2 cm), 810 px (34.6 cm), 1212 px (51.8 cm), 
and 1616 px (69.1 cm)), and the direction along the axis (upwards, downwards) as 
within-subject variables (see Figure 2). We decided to use the surface distance as this 
considers the midair shortcut in the touch condition as a special capability of the input 
technique. The order of the axes was counterbalanced using a Latin square and all 
other factors were randomized per participant. Each participant had to complete two 
blocks of 192 trials each (6 × 4 × 4 × 2).  

We recruited 30 participants per experiment, none of which participated in both 
experiments (touch: 22 male, 8 female; body-height: 159 cm – 194 cm; pointer: 22 
male, 8 female; body-height: 155 cm – 194 cm), 27 being right-handed in the touch- 
and 24 in the pointer-input experiment. 
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2.2 Task and Procedure 

Each participant was seated centrally in front of the display. Before the experiment 
began, participants familiarized themselves in a training phase with 20 random point-
ing tasks, which were similar to those used in the actual experiment. Participants were 
allowed to use the hand of their choice for input.  

 

Fig. 2. Task Layout with the within-subject factors: 6 axes, 4 distances and 4 target sizes result-
ing in 192 trials as pointing was done in both directions (upwards and downwards) 

The participants of the touch-input experiment were further equipped with a small 
marker (weight: 4 grams) on their input finger. A camera kept track of the marker 
movement to gather information on how they bridged the distance between both dis-
play areas. In both conditions, participants first had to press a start button on one end 
of an axis and then aim for the target area (see Figure 2) without feedback about 
pointing performance. Afterwards, all participants completed a questionnaire. 

2.3 Measures 

We measured: (1) Task completion time (TCT) as the time between the lift-off event 
within the start button (finger lift-off, button release) and the first recognition of an 
event within the target (touch recognition, mouse button down; and (2), the Pointing 
offset (PO) as the distance between the center of the target and the center of the par-
ticipants’ input (center of touch, pointer position) without correcting for touch percep-
tion or pointer movement in the display’s connection. 

To assess the participants’ own perception of their performance and possible fati-
gue, we used a self-assessment questionnaire with 5-point Likert scales. 

2.4 Statistical Tests and Analysis 

We used the first set of each session (192 trials) for our analysis except for analyzing 
fatigue, as the repetition did not have any effect on the results. Additionally, we did 
not take any targeting errors (participant does not hit the target) into account, as they 
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were too few to have an influence at all. If not stated otherwise, we used an Axes × 
Distance × Size × Direction (6 × 4 × 4 × 2) repeated measures analysis of variance 
(ANOVA). 

3 Results 

In the pointer input experiment, we had to remove two participants due to corrupted 
log files. In cases in which the assumption of sphericity was violated, we applied 
Greenhouse-Geisser corrections. 

3.1 Task Completion Time 

Touch. We found significant main effects for the target’s Size (F3,87 = 41.08, p < 
.001), and the target’s Distance (F2.281,66.146 = 114.86, p < .001). The factor Axes also 
showed a significant main effect (F5,145 = 2.31, p < .05) with axis 4 (M = 817ms) and 
axis 5 (M = 803ms) being the best, and axis 1 (M = 851ms) the worst. Looking at the 
participants’ handedness revealed only a small influence on the TCT. Interestingly, 
the task’s Direction also showed a significant main effect (F1,29 = 8.484, p < .05) with 
downward pointing being on average 4% (36ms) faster than pointing upwards We 
also found significant interaction effects for Distance × Size (F6.244,181.08 = 2.18, p < 
.05), Size × Direction (F3,87 = 2.855, p < .05), Axes × Distance × Size (F12.926,374.851 = 
1.935, p < .001) and Distance × Direction (F2.14,62.072 = 7.766, p < .001). 

Pointer. As for touch input we found a significant main effect of the factor Size (F3,81 
= 225.564, p < .001), and Distance (F3,81 = 328.514, p < .001). The factor Axes also 
had a significant main effect (F3.252,87.796 = 10.723, p < .05). Similar to the results for 
touch tasks, axes 4 (M = 1211 ms) and 5 (M = 1215 ms) were completed fastest, and 
axis 1 (1337 ms) slowest. Post-Hoc tests showed significant differences between axes 
1 and 4, 1 and 5, and 1 and 3 (M = 1220 ms). We neither found interactions, nor – 
unlike for touch input – did we find a significant effect for Direction. 

3.2 Pointing Offset 

Regarding the results for pointing offset during our study (RQ1), one has to keep in 
mind that participants were primarily asked to point as fast as possible. We acknowl-
edge that our results can only provide an indication regarding the effects on pointing 
precision in terms of offset, and that this topic will require further studies. Neverthe-
less, we think it can help to optimize the size and position of interactive areas for 
common tasks like pressing a button. That said, we analyzed PO in two ways: across 
all target sizes (all) and only for the smallest targets (smt) to eliminate the obvious 
larger offset results for larger targets. We define PO as the Euclidean distance in pix-
els (px) of the participants’ input from the target’s center. 
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Touch. The Axes had a significant main effect (all: F5,145 = 5.619, p < .001; smt: F5,145 
= 3.741, p < .05). Through a post hoc test, we found significant differences (all) be-
tween axes 3 (M = 15.105 px (0.64 cm)) and 5 (M = 13.531 px (0.57 cm); p < .05) 
and 6 (M = 13.957 px (0.59 cm), p < .001) and also between (smt) axes 5 (M = 11.046 
px (0.47 cm)) and 1 (M = 12.492 px (0.53 cm)). We also found a significant main 
effect for Distance (smt: F3,87 = 11.283, p < .001), and a significant Direction × Dis-
tance interaction (all: F3,87 = 35.992, p < .001, smt: F3,87 = 19.667, p < .001) as well as 
an Axis × Distance (smt: F15,435 = 2.597, p < .001), and an Axis × Direction interac-
tion (smt: F5,145 = 2.49, p < .05). Post-hoc tests revealed that participants’ pointing 
offset in the lower part of the vertical display area is smaller than on the horizontal 
area near the display connection (p < .05). 

Pointer. We found no significant main effects for Axes, Distances, or Directions on 
pointing offset for pointer input neither across all nor for smallest target sizes. Not 
surprisingly, Size had a significant effect on PO (F3,81 = 499.663, p < .001) ranging 
from M = 12.272 px (0.52 cm, smallest size) to M = 24.388 px (1.03 cm, largest size). 

3.3 Subjective Ratings 

We used 5-point Likert scales to assess our participants’ subjective ratings regarding 
TCT and PO. They are combined into three categories for this report: ‘I disagree’ (‘1’, 
‘2’), ‘Neutral’ (‘3’) and ‘I agree’ (‘4’, ‘5’). 

Touch. The subjective data regarding TCT is mainly in line with our objective meas-
ures. 93% of the participants stated they performed fastest on the axes in the display’s 
center. Concerning PO 86% of the participants found that the offset near the connec-
tion on the horizontal area was small, while only 73% considered this on the vertical 
area near the connection. Interestingly, measured data revealed the exact opposite. 
Though participants reported shoulder (53%) and arm (83%) fatigue, we found no 
evidence that this influenced the pointing performance. 

Pointer. Looking at the ratings for the targeting speed with respect to Axes, 96% 
stated that they could hit the target on the two most central axes fast while only 46% 
stated that for the four outer axes. This is in line with our measurements (RQ2). De-
spite the lack of objective differences, 76% of our participants stated that trials with 
an upward direction could be completed fast while only 66% said so for the down-
ward trials. This indicates that it might be harder to keep track of the pointer moving 
it downwards onto the horizontal area than the other way around onto the vertical 
area. 
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3.4 Predictability 

We calculated the general index of difficulty (ID) of our task setup and the throughput 
(TP) of both input styles to assess the applicability of Fitts’ Law and to review an 
accuracy-speed trade-off. The ID in our study ranged from 2.4 to 5.4 bits, which is 
within the range proposed by Soukoreff et al. [11]. The TP for touch input is 5.62 bps 
and 3.57 bps for pointer input. Although this shows that touch input performed better 
than mouse input, we cannot determine whether the differently oriented display areas 
lead to a better performance compared to planar displays [11]. We combined the TCT 
of all participants for each ID and calculated regression lines resulting in these formu-
las for prediction of movement time: 

MTTouch = 192.96 + 129.46 * ID; with r² = 0.932 
MTPointer = 199.08 + 230.04 * ID; with r² = 0.985 

They show that Fitts’ Law is able to accurately predict the pointing performance for 
both touch and pointer input across both display areas of our setup (RQ3). 

4 Discussion and Future Work 

Our results show that pointing performance with both touch and pointer input across 
differently-oriented display areas is influenced by both a target’s position and the 
direction of a task. Besides this, both input styles are generally predictable using Fitts’ 
Law for tasks including perpendicular crossings of the display connection. Despite the 
simple task design, this still allows to identify a first set of suitable interaction areas 
for touch and pointer input. 

We found that pointing performance with touch input is best in the center of the 
screen with a tendency towards the right display area. As most of our participants 
were right-handed, this tendency indicates that important interface elements should be 
placed toward the dominant hand’s side of the user. Likewise, we found that touch 
input close to the display connection was more accurate on the vertical display area 
than on the horizontal one, which should be considered by application designers. 
Though this happens at the cost of slightly worse interaction times in this additional 
area, it may be reasonable to mitigate accuracy problems based on an oblique viewing 
and touch angle [2].  

Contrary to touch input, we found only little evidence for an influence of different-
ly-oriented display areas on pointer input performance. While pointing offset was 
only influenced by the target size, we found significant differences between task 
completion times depending on the target’s position. Although only axis 1 differed 
significantly from all others, both outer axes performed worse than the central axes 
even across both input modalities. We also noticed bulged movement trajectories on 
the outer axes of the horizontal display area with pointer input as described by Hen-
necke et al. [3]. Though the understanding of this observation definitely requires addi-
tional studies we think the different results for the display areas could be caused by 
perspective distortion. 
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Our results are only directly applicable to the display setup used in the study and 
tasks, which cross the display connection vertically. For this reason, we plan to inves-
tigate the influence of different angles of the vertical display area as well as the task 
axes. Though we did not find any statistical evidence for an influence of a user’s han-
dedness, we also see the need for an additional study investigating this matter. It will 
be very interesting to see which of these parameters can be taken into account leading 
to a general Fitts’ Law formula for a curved display. 
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Abstract. We propose a semi-supervised learning based computational model 
for aesthetic classification of short animation videos, which are nowadays part 
of many web pages. The proposed model is expected to be useful in developing 
an overall aesthetic model of web pages, leading to better evaluation of web 
page usability. We identified two feature sets describing aesthetics of an 
animated video. Based on the feature sets, we developed a Naïve-Bayes 
classifier by applying Co-training, a semi-supervised machine learning 
technique. The model classifies the videos as good, average or bad in terms of 
their aesthetic quality. We designed 18 videos and got those rated by 17 
participants for use as the initial training set. Another set of 24 videos were 
designed and labeled using Co-training. We conducted an empirical study with 
16 videos and 23 participants to ascertain the efficacy of the proposed model. 
The study results show 75% model accuracy.  

Keywords: Aesthetics, web page, short video, classification, semi-supervised 
learning, Co-training. 

1 Introduction 

Usability professionals over the years have been working extensively on developing 
methods and techniques to determine the usefulness of interactive systems. These 
activities are sought to be augmented in recent years with the studies on measuring 
perceived usability of the system, which relies heavily on aesthetics [7]. Postrel [9] 
contented that the 21st century is the “age of aesthetics”. The contention may well be 
true in the context of interactive systems, as the large number of recent works show 
[3,17,20,28-30]. 

Web pages are good examples to consider the importance of aesthetics in 
interactive system design. Most of the pages contain various types of information, put 
together using various design patterns. Consequently, the complexity of the interfaces 
in terms of information content and layout is usually high. Evidently, the aesthetics of 
the design determines to a great extent its acceptability (and therefore, usability) to 
the users [11, 12, 18, 19, 22, 23]. 

While the role of aesthetics on usability is clear, the problem lies in measuring it. 
Usability studies depend on quantifiable measurements. However, development of 
such measures for evaluating aesthetic quality of an interactive system is still in its 
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infancy, primarily because of the perception that “aesthetics is subjective.” While it is 
true to an extent, it is not impossible to develop quantitative measures of web page 
aesthetics, as reported in [16, 24]. Both these works actually demonstrate the 
possibility of computational modeling of aesthetics. The advantage of having a 
computational model is in the ability to evaluate aesthetic quality of an interface 
automatically, thereby making it possible to integrate the model as a tool in a web 
page design environment so that the designer can check their design quickly. 

In this work, we propose a model to compute aesthetics of short animation videos, 
which are embedded in many of the web pages nowadays. This work is part of a 
larger goal of computational modeling of whole web page aesthetics. We base our 
work on the philosophy that modeling component aesthetics and then combining 
those models will lead to an overall web page aesthetics model. 

We propose a semi-supervised learning model to compute aesthetics of short 
videos. The model is essentially a Naïve-Bayes classifier, which classifies a video 
into one of the three classes: good, average and bad with respect to its aesthetic 
quality. On the basis of a study of 18 web pages and prior work on this field, we 
identified two feature sets to capture short video characteristics with respect to its 
aesthetic quality. The feature sets are used in a co-training method to develop the 
classifier. We validated our model with an empirical study involving 16 videos and 23 
participants. The feature sets, the co-training method and the validation study are 
described in this paper. 

The paper is organized as follows. In Section 2, we discuss the related works 
reported in the literature along with their limitations that we address in this work. The 
development of the proposed model is detailed in Section 3. The empirical study 
conducted to evaluate the model performance is reported in Section 4. In Section 5, 
we discussed the strengths and limitations of the proposed model along with the scope 
for further works. The paper is concluded in Section 6. 

2 Related Works 

Considered as a branch of philosophy that deals with the nature of beauty, art, and 
taste1, aesthetic design has been extensively studied in the field of fine and 
commercial arts [1, 7]. The importance of aesthetics in human affairs has been 
elaborated by Maquet [13]. In fact, as early as 1984, the role of aesthetics in 
determining usability of interactive systems was highlighted [9], where it was 
reported that a poorly designed computer screen can hinder communication. The 
positive effect of good graphic design and attractive displays on the transfer of 
information has been found by Aspillaga [2]. Elements of aesthetic considerations 
were present in other works as well [21,31-33].  

Despite the presence of such early works, only the later part of the 1990s saw a 
spurt in activities in this area. These works included investigation of the role of 
aesthetics on interactive system design in general as well as on the effects of 

                                                           
1 From Wikipedia. See http://en.wikipedia.org/wiki/Aesthetics  
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aesthetics in specific interaction domains. Researchers argued about the role of 
aesthetics in interactive system design [27]. Set of guidelines for screen design, 
keeping in mind the aesthetic aspect, were proposed [8]. In the context of e-learning, 
the effect of aesthetically pleasing layouts on the student's motivation to learn has 
been reported [26]. Szabo and Kanuka [25] found that subjects who used the lesson 
with good design principles completed the lesson in less time and had a higher 
completion rate than those who used the lesson with poor design principles. 

A typical scenario where aesthetics play important role in the overall usability of 
the system is the design of web pages. Relationship between visual appeal and 
perceived usability of web pages was investigated in Lindgaard et al. [12]. Schmidt et 
al. [23] found correlation between usability and aesthetics in the context of subjective 
evaluation, depending on the user's background, goal, task, and application type. 
Several works concentrated on developing measures to assess aesthetic quality of web 
pages [11, 15]. 

Aesthetic evaluation of interfaces poses problem due to its subjective nature: an 
aesthetically pleasing interface may not look so to a different person. Computational 
aesthetic modeling attempts to overcome this problem by proposing objective 
measure of aesthetics [10, 16, 24]. 

One of the early works in this direction was by Ngo et al. [16]. In the approach, a 
numerical value is computed from the specification (in terms of elements, their 
positions, shapes and sizes) of an interface. The value signifies aesthetic of the layout. 
Aesthetics of two interfaces may be compared on the basis of the computed value. 
The model assumed a very simplified representation of the interface (i.e. each on-
screen element is a rectangle). Aesthetic is determined by the geometric arrangement 
of the rectangles only. The content of the rectangles are not taken into consideration. 
Moreover, it considered only static images (i.e. the content does not change over 
time). Therefore, when we consider short videos embedded in a web page, it is not 
possible to apply the model, as we have to see "inside the box" (the content inside the 
rectangles) as well as consider the dynamic nature of the content.  

In the context of short animation videos that are typically found embedded in web 
pages, some of these issues were addressed by Shyam and Bhattacharya [24]. In their 
work, a computational model was proposed to classify a short video into either of the 
classes good, average and bad, based on the aesthetic quality of the video. The model 
takes into consideration three factors that characterize a video, namely symmetry, 
balance and color contrast. We briefly discuss these factors in the following, as we 
have used them in our work. 

The symmetry measure determines the extent to which the interface is symmetrical 
in vertical, horizontal and diagonal direction. In order to calculate symmetry (Sym) of 
an interface, Eq. 1 was proposed. 
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Sym                                    (1) 

 
In Eq. 1, Sh, Sv and Sr refers to the symmetry in horizontal, vertical and radial 

directions, respectively. Horizontal symmetry is calculated about a horizontal axis 
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passing through the center of interface (Eq. 2a). Vertical symmetry is defined 
similarly, with respect to a vertical axis (Eq. 2b). Radial symmetry (Eq. 2c) refers to 
the symmetry about a diagonal passing through the center. 
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X’j, Y

’
j, H’j, B’j, θ’j and R’j (j = UR/UL/LR/LL) are the normalized values of the 

corresponding expressions shown in Eq. 3. UR, UL, LR and LL denote upper-right, 
upper-left, lower-right and lower-left, respectively. (xij, yij) and (xc, yc) in Eq. 3 refer 
to the center of each object i in quadrant j and the center of the interface. bij and hij are 
the width and height of the object. nj is the total number of objects in the quadrant. 
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The balance measure computes the difference between total optical weighting of 

components on each side of the horizontal and vertical axis. The optical weighting 
refers to the perception that some objects appear heavier than others. The expression 
for balance (Bal) is shown in Eq. 4, where Bh and Bv are the balance measured in the 
horizontal and vertical directions, respectively. Equation 5 shows the expressions to 
calculate the two components. 
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In the above equations,  =
= jn

i ijijj daw
1

, j=L/R/T/B, L, R, T, B stand for left, 

right, top and bottom, respectively, aij is the area of object i on side j, dij is the 
distance between the central lines of the object and the interface and nj is the total 
number of objects on the side. 

The above formulations were for static images. The idea is extended in [24] for 
video that is a sequence of frames. The symmetry and balance for each frame are 
calculated separately and then weighted averages of these individual values are 
calculated to get the respective symmetry and balance for the whole video, as shown 
in Eq. 6, where symi and bali are the symmetry and balance values of the ith frame 
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respectively, f is the total number of frames, sdij is the symmetry difference between 
consecutive frames and bdij is the balance difference between consecutive frames. 

 

]1,0[

||

1
1

||

1

]1,0[

||

1
1

||

1

2 1,

2 1,
1

2 1,

2 1,
1

∈
+

×+
=

∈
+

×+
=









= −

= −

= −

= −

f

i ii

f

i ii
i

f

i ii

f

i ii
i

bd

bd
balbal

Bal

sd

sd
symsym

Sym

          

                  (6) 

 
Since the objects may change their position in a video, the above are calculated in 

terms of either fixed objects (i.e., those objects that don’t change their position 
throughout the entire video) or the center of the frame (if there are no fixed objects). 

The color contrast is the difference in visual properties that makes an object (or its 
representation in an image) distinguishable from other objects and the background. A 
three-stage approach was reported in [24] to calculate color contrast of a video. In the 
first stage, the video is divided into frames and then each frame is converted to gray 
image. Next, each gray image is converted to standard color enhanced image by 
histogram equalization. Finally, the original gray image is compared with the 
corresponding enhanced image in the third stage, to determine the color contrast of 
the video. Eq. 7 shows the computation of the color contrast (CC) value. 
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Based on these three factors, an expression shown in Eq. 8 was proposed in [24] to 

compute an aesthetic value (AS) for a video. On the basis of the computed value, 
videos are categorized as good (AS≥0.75), average (0.5≤AS<0.75) or bad (AS<0.5).  
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Although high classification accuracy (about 87%) was reported by Shyam and 

Bhattacharya [24], the model was developed based on several assumptions. These 
include, (a) the objects in the videos are of regular shapes, (b) they do not change size 
across frames and (c) the objects follow linear motion paths. In this work, we propose 
a machine-learning based approach to overcome these limitations. 
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3 Proposed Model 

We propose a classifier that is trained with a set of training videos (i.e., short videos 
that are already classified as good, average or bad). As it was difficult to create a 
large training set, we used the co-training algorithm [6], which can work on small 
training set. Co-training is a semi-supervised learning technique that requires two 
views (represented by two feature sets) of the data. Ideally, the two views are 
conditionally independent (i.e., the two feature sets are conditionally independent 
given the class) and each view is sufficient (i.e., the class of an instance can be 
accurately predicted from each view alone). 

Co-training first learns a separate classifier for each view using a small set of 
labeled (training) examples. The most confident prediction of each classifier for an 
unlabeled data is then used to iteratively construct additional labeled training data. We 
used the Naive Bayes classifier [14] to classify data in the co-training method. 

3.1 Identification of Feature Sets 

The first step was the development of feature sets. A feature set denotes a set of 
features that characterize a short video. For the proposed model, we identified two 
feature sets, denoted by FS1 and FS2. 

The feature set FS1 contains three features, namely symmetry, balance and color 
contrast. These are the factors described in [24] (discussed in the related works 
section), each of whose value lies within the range [0, 1]. 

The feature set FS2 was determined from a survey of 18 web pages, sampled 
randomly from the Internet, containing short videos. In the survey, we looked for the 
shapes (regular/irregular) of the objects in the video, motion pattern (linear/non-
linear) of the objects, presence of fixed objects and change in object size across 
frames of a video. The observations are summarized in Table 1. From the table, we 
can conclude that the characteristics object shape, change in size, presence of fixed 
objects and motion path may have an influence on the perceived beauty (aesthetics) of 
a video. Along with those, it is also important to take into account the total number of 
objects in a video, since too many or too few objects may not be pleasing to the eye. 

On the basis of the analysis of the survey results, we propose five features that 
form FS2:  

1. Total number of objects (N).  
2. Fixed objects measure (represented as nf/N, where nf is the number of fixed 

objects).  
3. Measure of size change across frames (represented as ns/N, where ns is the 

number of objects changing size).  
4. Measure of movement path (represented as nl/N, where nl is the number of 

objects with linear movement). 
5. Object shape measure.  
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Table 1. Summary of the observations made with 18 web pages with embedded short videos 
sampled from the Internet 

Characteristics Observation 

Object shape 

Videos containing irregular shaped objects: 17 (94.4 %) 

Videos containing regular shaped objects: 1 (5.6%) 

Videos containing both regular and irregular shaped objects: 0 
(0%) 

Object size 
changes across 
frames  

Videos where objects change their size across frame: 5 (27.8%) 

Videos where objects do not change their size: 13 (72.2%) 

Fixed objects  
Number of videos containing at least one fixed object: 7 
(37.8%) 

Number of videos with no fixed objects: 11 (62.2%) 

Motion paths 
Videos containing objects with linear motion only: 6 (33.3%) 

Videos having objects with non-linear motion paths: 12 
(66.7%) 

 

In order to compute the last feature value (object shape), we used the formulation 
of Birkhoff [4], which works for object with polygonal shape2. According to the 
formulation, aesthetic quality (M) of any object can be computed in terms of order 
(O) and complexity (C) as in Eq. 9. 

M=O/C                                                              (9) 

The Complexity C of an object is defined as the number of indefinitely extended 
straight lines which contain all the sides of the object (i.e., the number of distinct 
straight lines containing at least one side of the object). The Order O is a composition 
of five elements, as shown in Eq. 10.  

O = V+E+R+HV-F                                                 (10) 

The individual terms on the right hand side of Eq. 10 are briefly described below 
(see [4] for more details). 

• V stands for vertical symmetry. V=1 if the object posses symmetry about the 
vertical axis and V=0 otherwise.  

• E stands for equilibrium. E=1 if V=1 or if the centre of the object is situated 
directly above a point P on a horizontal line segment AB supporting the object 
from below such that |AP| and |BP| > 1/6 of the total horizontal breadth of the 
object. If the center is above P but the above condition does not hold, E=0. For all 
other cases, E= -1. 

                                                           
2 We can use this for any object shape in principle since any shape can be approximated with 

polygonal meshes. Thus, the solution is general, not specific to polygonal objects only. 
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• R stands for rotational symmetry. Let 360o/q be the least degree of rotation which 
rotates the object into itself. Then, R=min{q/2,q/3} if V=1 for the object or its 
enclosing polygon, R=1 in any other case when q is even (i.e., in case of central 
symmetry) and R=0 otherwise. 

• HV stands for relation of the object to a horizontal-vertical network. It can take 
the values of 0, 1 or 2 depending on the shape of the object. 

• F stands for unsatisfactory form. F=0 if (a) the minimum distance from any 
vertex to any other vertex or side, or between parallel sides, is not less than 1/10th 
the maximum distance between points of the polygonal object or (b) the angle 
between two non-parallel side is not less than 20o or (c) there are at most two 
types of directions or (d) V and R are not both 0 or (e) there is at most one type of 
niche or (f) there is no unsupported re-entrant type. F=1 if the above conditions 
are fulfilled with only one exception. F=2 otherwise.  

Let a video has f number of frames and Mij is the Birkoff measure of the ith object 
(i= 1,2...N) in the jth frame (j= 1,2...f). Then, the object shape measure for the jth frame 
(Fj) is computed as, 

N

M
F

N

i
ij

j


== 1

                                                     
 (11) 

The above equation is for one frame. We calculate for each frame and take the 
average of all the frames. Hence, the object shape measure for the video is given as, 

Object shape measure = 
f

F
f

j
j

=1
                                                      (12) 

3.2 Creation of the Initial Training Set 

The next step in the model development was the creation of a set of short videos that 
are already classified (i.e., labeled data). These labeled videos served as the initial 
training set. In order to create this training set, we conducted an empirical study in 
which we asked participants to rate a set of 18 artificially created short videos. From 
the participants’ ratings, we labeled those 18 videos as good, average or bad. The 
details of the empirical study are discussed next. 

Experimental Setup and Participants. We designed 18 videos using Adobe Flash 
Professional CS5TM. The videos were divided into 3 sets of 6 videos each, containing 
regular shaped objects, irregular shaped objects and combination of both. We 
considered rectangular and circular shapes as regular. All other shapes were treated as 
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irregular. Each video was displayed on a window of 320×233 resolution, had 40 
frames with 2 sec duration (frame rate = 20) and were 2D, that is, the motion of all the 
objects were on a plane. The number of objects remained fixed in a video, that is, 
none of the objects were added or removed between the frames.    

The total number of objects varied between 4 and 6 in each video. Two of the 
videos in each set contained fixed objects (1 and 3, respectively). One video in each 
set had 2 objects changing size across frames. The number of objects in linear motion 
varied between 0 and 4 in each set.  

These 18 videos were shown to 17 participants on 17’’ widescreen color displays 
attached to PCs having Intel® Core2TM Duo processor with 2.00 GHz speed, running 
Windows XP Professional with SP3. The participants included both male and female. 
All were either undergraduate or postgraduate students with average age of 21. All of 
them had normal or corrected-to-normal vision and were regular computer users. 
None were familiar with screen design concepts. 

Table 2. Sequence of the videos in the playlist. Pi - playlist number. 

P1 1 2 18 3 17 4 16 5 15 6 14 7 13 8 12 9 11 10 

P2 2 3 1 4 18 5 17 6 16 7 15 8 14 9 13 10 12 11 

P3 3 4 2 5 1 6 18 7 17 8 16 9 15 10 14 11 13 12 

P4 4 5 3 6 2 7 1 8 18 9 17 10 16 11 15 12 14 13 

P5 5 6 4 7 3 8 2 9 1 10 18 11 17 12 16 13 15 14 

P6 6 7 5 8 4 9 3 10 2 11 1 12 18 13 17 14 16 15 

P7 7 8 6 9 5 10 4 11 3 12 2 13 1 14 18 15 17 16 

P8 8 9 7 10 6 11 5 12 4 13 3 14 2 15 1 16 18 17 

P9 9 10 8 11 7 12 6 13 5 14 4 15 3 16 2 17 1 18 

P10 10 11 9 12 8 13 7 14 6 15 5 16 4 17 3 18 2 1 

P11 11 12 10 13 9 14 8 15 7 16 6 17 5 18 4 1 3 2 

P12 12 13 11 14 10 15 9 16 8 17 7 18 6 1 5 2 4 3 

P13 13 14 12 15 11 16 10 17 9 18 8 1 7 2 6 3 5 4 

P14 14 15 13 16 12 17 11 18 10 1 9 2 8 3 7 4 6 5 

P15 15 16 14 17 13 18 12 1 11 2 10 3 9 4 8 5 7 6 

P16 16 17 15 18 14 1 13 2 12 3 11 4 10 5 9 6 8 7 

P17 17 18 16 1 15 2 14 3 13 4 12 5 11 6 10 7 9 8 

 

Data Collection Procedure. We created 17 playlists for 17 participants using 
balanced Latin squares [5] (see Table 2). In Table 2, each row represents a playlist 
(Pi) shown to the ith participant. The numbers in each cell represent one of the 18 
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videos. Video numbers 1-6 correspond to the set containing regular objects, 7-12 
correspond to the set containing irregular objects and 13-18 correspond to the set 
containing both types of objects. 

The videos were shown to the participants in the sequence shown in Table 2 and 
they were asked to rate the videos on a scale of 1 (least attractive) - 7 (most attractive) 
as per their perception of the attractiveness of the videos. Figure 1 shows the 
screenshot of the interface used by the participants to rate the videos. A play button 
allowed the participant to play the next video in the list, once s/he was finished with 
the current video. A replay button was also provided to enable the participant replay 
the current video. In the figure, it can be seen that the entire background screen was 
covered by the interface while the participant was rating the videos. This was done to 
avoid distraction.  

 

 

Fig. 1. Screenshot of the rating interface 

The ratings by the participants are shown in Table 3. We mapped the participants’ 
rating to one of the three classes good, average and bad. We considered a rating of 1, 
2 and 3 as bad, 4 and 5 as average and 6 and 7 as good.  After the mapping, we took 
the statistical mode of the classes for each video, which was the final label (class) of 
the video. In case of a tie (i.e., more than one class occur in equal number), we take 
the average of the original ratings. The average value was used to assign class 
(between 1-3 as bad, 4-5 as average and 6-7 as good). The results are summarized in 
Table 4. From Table 4, it can be seen that three videos were labeled as bad, five were 
labeled as good and the remaining ten were labeled as average. 
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Table 3. Rankings of the videos by participants (in the scale of 1-7). The numbers in the top 
row denotes the videos and the leftmost column shows the participants. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

P1 2 3 5 6 4 7 5 2 5 4 3 7 5 5 7 6 2 5 

P2 4 4 5 6 5 6 5 5 5 6 5 7 5 5 5 6 5 7 

P3 2 3 3 5 4 5 2 3 4 4 3 5 4 4 4 5 4 6 

P4 3 4 5 7 3 7 4 3 5 3 4 6 5 2 5 2 3 4 

P5 5 5 5 6 2 7 4 4 4 5 3 7 2 4 2 6 3 7 

P6 5 4 4 5 4 5 3 4 5 5 4 6 4 5 5 6 4 6 

P7 7 6 4 7 5 6 4 2 3 3 4 4 2 2 3 2 2 3 

P8 2 4 4 2 4 5 4 4 4 6 2 7 5 5 4 6 1 6 

P9 3 3 3 5 4 5 4 4 7 5 4 7 4 4 5 5 4 7 

P10 6 4 4 7 5 6 4 4 3 6 4 5 4 4 5 6 5 6 

P11 2 4 3 4 3 4 4 4 6 5 5 6 5 6 6 7 7 7 

P12 4 3 4 5 4 6 4 3 5 5 4 5 3 4 3 4 3 6 

P13 4 3 5 2 2 7 6 4 3 2 1 3 2 3 4 2 1 6 

P14 1 3 4 5 7 6 5 4 5 3 6 5 7 5 6 7 6 6 

P15 4 1 3 2 6 7 2 4 5 7 6 2 1 4 1 2 3 5 

P16 1 1 2 6 5 7 4 5 3 7 7 3 2 2 1 2 2 5 

P17 2 4 5 3 6 6 4 3 1 3 4 6 7 5 4 7 6 5 

3.3 Unlabeled Dataset Creation 

We designed another set of 24 short videos, which served as the unlabeled dataset 
(i.e., these were not classified from empirical data), using the same development 
platform as that of the labeled videos. The resolution, frame rate and duration of the 
videos were also the same along with the nature of the motion paths of the objects 
(2D). 

The purpose of these unlabeled videos was to increase the training set size so as to 
cover a wide range of values for all the features. The videos were divided into 3 sets 
of 8 videos each. One set contained videos with regular objects only, one set was 
having videos with only irregular objects and the third set was having videos 
containing both regular and irregular objects. 

The total number of objects in the videos varied between 2 to 7. The videos 
contained between 0 (5 videos) and 3 fixed objects. About 50% of the videos (13) 
contained objects (between 1 and 3) that changed size across frames. Two of the 
videos did not have any objects following linear motion path. In the remaining 22 
videos, objects with linear motion path varied between 1 and 5. 
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Table 4. Labeling of videos from participants’ rating (Table 3). The numbers inside parenthesis 
in the middle column show the number of participants who rated the video to belong to the 
corresponding class. A rating of 1, 2 or 3 was mapped to bad, 4 or 5 was mapped to average 
and 6 or 7 was mapped to good class. The final label is obtained as the statistical mode of the 
labels given by the participants. 

Video Participant rating Final Label 
1 Bad (9 participant), Average (6 participant), Good (2 participant) Bad 

2 Bad (8 participant), Average (8 participant), Good (1 participant) Bad 

3 Bad (5 participant), Average (13 participant), Good (0 participant) Average 

4 Bad (4 participant), Average (6 participant), Good (7 participant) Good 

5 Bad (4 participant), Average (10 participant), Good (3 participant) Average 

6 Bad (0 participant), Average (5 participant), Good (12 participant) Good 

7 Bad (3 participant), Average (13 participant), Good (1 participant) Average 

8 Bad (6 participant), Average (11 participant), Good (0 participant) Average 

9 Bad (5 participant), Average (10 participant), Good (2 participant) Average 

10 Bad (5 participant), Average (7 participant), Good (5 participant) Average 

11 Bad (5 participant), Average (9 participant), Good (3 participant) Average 

12 Bad (3 participant), Average (5 participant), Good (9 participant) Good  

13 Bad (6 participant), Average (9 participant), Good (2 participant) Average 

14 Bad (4 participant), Average (12 participant), Good (1 participant) Average 

15 Bad (5 participant), Average (9 participant), Good (3 participant) Average 

16 Bad (5 participant), Average (3 participant), Good (9 participant) Good 

17 Bad (9 participant), Average (5 participant), Good (3 participant) Bad 

18 Bad (1 participant), Average (5 participant), Good (11 participant) Good 

3.4 Implementation of the Training Method 

The implementation of the Co-training method was done in MATLABTM. In order to 
calculate the feature values in the feature sets FS1 and FS2, we first divided a video 
into frames or sequence of images. Then, we tracked objects in each frame and found 
out the coordinates of the center of every tracked object. For tracking the objects in 
each frame, we first converted the frame to a binary image. Then, we applied the 
bwmorph function, which shrinks the objects to points. The final frame contains only 
points representing the number of objects in the frame. The steps are illustrated in Fig. 
2(a)-(c). 
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(a)                                         (b) 

 
(c) 

Fig. 2. Illustration of the feature value computation steps. From the frame in (a), a binary image 
is created (b). It is then converted to points representing objects (c) (shown inside circles). 

Using the co-training algorithm, we classified the unlabeled videos. Among those 
videos, 7 were classified as bad, 11 as average and the remaining 6 as good. 

4 Model Validation 

We conducted an empirical study to check the accuracy of the model (classifier). In 
the study, we used the model to classify 16 short videos. The videos were then rated 
by 23 participants. From the rating, we determined the classes of the videos. The 
model classifications were then matched with the empirical classification to determine 
model accuracy. The details of the validation study are described next. 

4.1 Experimental Setup 

All the 16 videos were 2D (i.e., objects moved in 2D), designed using Adobe Flash 
Professional CS5TM as before. Other characteristics, namely the frame rate, display 
resolution, total number of frames and duration were also the same as to that of the 
videos designed for training the model. None of the objects in a video was added or 
removed during the running of the video. The feature values were varied at random in 
the videos. 
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4.2 Participants and Procedure 

Among the 23 participants, 10 took part in the previous study and 13 were new. All 
the participants were undergraduate or postgraduate students with regular computer 
exposure. Average age of the participants was 21.23 yrs. Among them, 15 were male 
and the rest were females. All of them had normal or corrected to normal vision. None 
of them had any experience with screen-design concepts before. 

In order to collect data, the procedure we followed was similar to the one we  
used for labeling of the training videos. We created playlists of the videos for  
each participant following the Latin square method. The participants were asked to 
rate the videos using the same interface and rating scale. The ratings were  
then mapped to one of the classes, leading to the statistical mode based final 
classification of the videos. 

4.3 Results    

According to the participants’ ratings, 4 videos were classified as bad, 4 as good and 
the remaining 8 as average. The classification we obtained using the model matched 
12 of these empirical classes, resulting in 75% accuracy. The results of the study are 
summarized in Table 5. 

Table 5. The comparison of the model prediction to that of the classification from empirical 
data 

Video Number Empirical Classification Model Prediction 
1 Bad Bad 
2 Bad Bad 
3 Good Good 
4 Average Average 
5 Good Average 
6 Bad Average 
7 Average Average 
8 Good Good 
9 Bad Bad 
10 Average Average 
11 Average Good 
12 Good Good 
13 Average Average 
14 Average Bad 
15 Average Average 
16 Average Average 
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5 Discussion 

In this work, we tried to address the limitations in the work reported by Shyam and 
Bhattacharya [24], by proposing a more generalizable classifier, which is trained 
using the co-training method. The results of the validation study show that the 
proposed classifier is able to classify short videos according to their aesthetic appeal, 
with a reasonably high accuracy rate of 75%.  

The classification helps a designer decide if a video needs to be improved to 
increase its aesthetic appeal. For videos belonging to the good category, 
improvements may not be necessary. For average category videos, improvements 
may help while for videos classified as bad, it is definitely required. As is obvious, 
this has significant implication from the point of view of usability of web pages, when 
we consider web pages with embedded videos. We believe the work can be extended 
for the development of a more generalized aesthetic model for web pages.  

An important characteristic of the videos used in the study was that the number of 
objects remained fixed (i.e., no addition/deletion of objects was considered). 
Admittedly, the constraint may not characterize some real-world embedded videos. 
Therefore, it may be necessary to carry out further work to determine the validity of 
the proposed model for videos that do not have fixed number of objects. 

Although the model accuracy was reasonably satisfactory, we feel that further 
improvements are possible. The feature sets were developed on the basis of a survey 
of 18 videos sampled from the Internet. A larger sample size may reveal other 
characteristics, thereby enriching the feature set. Moreover, the initial training set was 
created with data of 17 participants for 18 videos. There are scopes to improve the 
initial training set by increasing the number of videos and participants and also by 
introducing more variations, in terms of age, gender, educational background and so 
on, to the participants’ profile. Finally, the accuracy figure also needs to be 
corroborated further by considering more videos and larger number of participants 
with more variations in their profile. 

6 Conclusions 

In this paper, we reported a computational model to classify short videos based on 
their aesthetic quality. The model is a Naïve Bayes classifier, developed using the co-
training method. The model was developed and validated using empirical data. 
Experiments show that the model can classify videos with 75% accuracy. 

In future, we plan to work on two directions: refinement of the model and using the 
model to propose an overall computational model for aesthetic evaluation of a web 
page. We plan to refine the model by carrying out the following tasks. 

• Refinement of the feature set by surveying larger number of real-world embedded 
videos. 

• Increase the initial training set by increasing the number of videos and a larger set 
of participants with more varied profile to label those videos. 

• Perform more extensive validation experiments with more videos and larger 
number of participants with more variations in their profile. 
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Abstract. When we perform a task that involves opening a number of windows, 
we cannot access the objects behind them. Thus, we are forced to switch the fo-
reground window frequently or to move it temporarily. In this paper, we pro-
pose a Switchback Cursor technique where the cursor can move underneath 
windows when the user presses both the left and right mouse buttons. We also 
discuss some of the advantages of our method and effective situations that may 
be suited to the Switchback Cursor. 

Keywords: Cursor, Graphical user interfaces (GUIs), Mouse, Pointer, WIMP. 

1 Introduction 

Numerous window manipulations are performed when we work on a PC running 
multiple windows, such as moving and resizing. Besides, we need to click 
background windows frequently to switch to foreground windows. These actions are 
performed simultaneously in our main task, such as application operation or file 
organizing, and we are sometimes required to perform many complicated window 
manipulations. 

 

Fig. 1. (A): Observing overlapping windows from different perspectives. (B): The normal view 
of windows and the cursor on a PC. (C): The windows are piled up on the desktop and the 
cursor is always on the top. 



 Switchback Cursor: Mouse Cursor Operation for Overlapped Windowing 747 

These operations are required because there is a difference between the dimensions 
of the windows and the movement of the mouse cursor. In Fig. 1, (A) shows a 3D 
image of some overlapping windows, where (B) represents the picture that we 
normally view on the PC. The windows are distributed in 3D but the cursor can only 
move in 2D. Thus, the background windows can only come to the foreground if we 
click on them or use a keyboard command to control them. 

In our novel approach, called Switchback Cursor, the mouse cursor can move 
underneath windows by hitting them (it does not move freely in 3D). When a user 
holds both the left and the right mouse buttons, the cursor moves from the edge of a 
window to the background, so that it can control the objects there. Fig. 2 shows how 
the cursor moves underneath windows using our proposed technique. A movie 
showing the behavior of the Switchback Cursor can be viewed at [1]. 

 

Fig. 2. The cursor moves progressively deeper after hitting successive windows 

2 Related Work 

Many techniques have been developed to address the problems of overlapping 
windows. Free-space Transparency (FST) [2] allows the free space in a window to 
become transparent so users can see through the objects behind the foreground 
window. This also allows us to perform basic interactions such as drag-and-drop and 
clicking icons using the white region in a window, which is similar to our proposed 
system. In the stack leafing technique [3], a mouse button is pressed and the 
foreground windows on the same layer switch to another layer by dragging. In 
QuickSpace [4], a user moves a window and it pushes friend-registered windows so 
they are not overlapped. Beaudouin-Lafon proposed a technique [5] that allows some 
window manipulations such as tabbed windows and peeled-back windows. The 
tabbed windows technique has now been implemented in Google Chrome and this 
method is used widely to solve the overlapped windows problem. Metisse [6] is a 
windows management system that allows users to rotate windows in 2D and 3D, so 
the windows can be allocated without overlapping to use the desktop space 
efficiently. WindowScape [7] addresses rearranging windows problem by photograph 
metaphor. Screenshots are stocked each time windows are miniaturized, and when the 
user selects one of the shots, WindowScape automatically allocates the windows state. 
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Some systems have been developed that allow the cursor to adopt irregular 
behaviors and their goal is mainly to make the mouse operation more efficient. 
Bubble Cursor [8] is a round-shaped cursor that extends the pointing range from one 
dot to a large circle, which reduces the movement distance. Dynaspot [9] enhances the 
size of the cursor area, depending on the cursor movement speed. When the cursor 
moves rapidly, the selection area becomes larger to increase the accuracy. However, 
area cursor methods such as Bubble Cursor and Dynaspot make it difficult to point 
when the targets lay side-by-side, but like our Switchback Cursor, these two 
techniques also allow movement into inaccessible areas using traditional techniques 
and clip manipulation. Delphian Desktop [10] moves the cursor to the target object 
immediately, while Drag-and-Pop [11] is a technique that allows the target object to 
travel to the cursor. These methods reduce the mouse manipulation time in a direct 
manner by allowing the targets or the cursor to warp. Ninja Cursors [12] uses multiple 
pointers and the user operates them all, i.e., the user only moves the cursor nearest the 
target object. The double mouse system [13] operates two cursors using two mice 
with one in each hand, which has the same effect as Ninja Cursors in reducing the 
manipulation time by operating a convenient cursor. Semantic Pointing [14] allows 
the cursor to speed up when it is further from a target by estimating the object that the 
user wants to select. MAGIC [15] makes the cursor jump to near the gaze-point using 
an eye tracker. This technique exploits the tendency to look at a target first before 
moving the cursor there. Fold-and-drop [16] allows items to be drag-and-dropped into 
the back window by turning over the windows like papers. This limits the 
manipulations using drag-and-drop but the user can search folders in the windows and 
run an icon on the desktop with the Switchback Cursor.  

3 The Problem 

When we perform our main task on a PC, it is often necessary to operate a number of 
windows, which are associated with the main task. However, a problem arises from 
the difference between the dimensionality of the windows and that of the cursor. 
Windows are set in depth layers from the front to back where the layers are structured 
in 3D. However, the cursor can only move in 2D. Thus, we cannot control objects 
hidden by windows and we have to click on a background window to perform our 
intended manipulation. This is a typical problem of the overlapping window system. 
A tiling window system does not have this problem, but it has bad visibility due to the 
small size of the windows so it is used less widely than the overlapping system. 

There is also the problem with window focus, which refers to a window that 
receives inputs from the keyboard and mouse. A focused state is referred to as “the 
active window.” In Windows7, a clicked window is focused (focus follows click; 
FFC). However, the active window comes forward and the foreground window 
becomes hidden. This does not cause a problem when we begin another task but if we 
only want to access a background object briefly it is necessary to switch the 
foreground window a number of times. Another approach to window focusing 
depends on the position of the mouse cursor (focus follows mouse; FFM). However, 
the active window can be changed accidentally if the mouse is moved carelessly, so 
this approach has not been adopted by the Windows OS or the Mac OS. Thus, the 
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general window viewing method and mouse cursor manipulation cause problems. 
This is a major problem because unnecessary window operations are required when 
controlling background objects using the overlapping window approach. Therefore, 
we can make mouse operation more comfortable by solving these two problems, i.e., 
the cursor cannot reach objects behind windows so we are forced to switch the 
foreground window many times in an FFC environment. 

4 Switchback Cursor 

We developed our system for Windows7. The system obtains windows information 
such as the handler, position, size, window style, and z-order and monitors these 
parameters. When a user presses both mouse buttons, the cursor moves to the same 
layer as the window beneath it. For example, Fig. 2 shows that a user moves the 
cursor from its initial position to a position above window 1 and presses both buttons, 
so the cursor moves to the layer of window 1. If the user keeps pressing both buttons 
and moving the cursor to the left, it moves underneath window 0. In the same way, the 
cursor can move to progressively deeper layers by hitting successive windows. 

When a user presses both buttons, the windows in front of the cursor are set as the 
topmost window, which become semi-transparent so the objects can be seen 
underneath them, and these windows are set through mouse actions. Subsequently, 
mouse actions such as click and drag are not received by the windows in front of the 
cursor and the actions are received by the window beneath the cursor. If the window 
receives a mouse signal, the order of the windows in front of the cursor is not changed 
because the front windows are set as the topmost windows. A transparency setting of 
0% (where the windows are completely transparent) is discouraged because the user 
cannot perceive the position and shape of the windows, but this parameter can be 
changed by the user. 

When both buttons are not pressed, the cursor aims to move to the front side but it 
hits the window above itself and remains in the layer behind the window. For 
example, in Fig. 2, a user releases the mouse button(s) when the cursor is underneath 
window 0, it remains behind window 0. If the cursor is returned from window 0 
without pressing at least one button, it moves to the foreground and dissolves the 
topmost setting of window 0. 

When a user presses both buttons, the cursor size becomes 15% smaller as it moves 
to a window. When the cursor is around a window while pressing both buttons, the 
angle of the cursor changes so the user can see the direction where it is going as it 
moves beneath a window. When the cursor moves to a rear layer, a metallic sound 
rings to indicate that it has hit a window. 

When the maximum-sized windows are open, they become slightly smaller (40 
pixels less from each edge) while pressing both buttons so the cursor can move 
underneath them, as shown in Fig. 3. Further, when a window hides one or more 
windows, the background windows slide slightly to produce a small gap (30 pixels), 
as shown in Fig. 4. 
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Fig. 3. A maximized window(s) becomes slightly smaller when both mouse buttons are 
pressed. The red circles indicate cursor positions. The left screenshot shows a maximized win-
dow while the images on the right show the left images from a location rotated to 90°, as shown 
in Fig. 1 (C). The cursor can reach the desktop icon while both buttons are pressed. 

 

Fig. 4. The windows hidden by a front window (same size and same position, or completely 
covered) move to produce a gap when both buttons are pressed so that the cursor moves to their 
layers. The cursor cannot move under two window layers if not pressing both buttons. When 
pressing both buttons, the covered windows move so that the cursor can reach their layers. 

5 Advantages and Effective Situations 

In our proposed approach, the cursor moves from the foreground to the target window 
so the cursor moves in three dimensions within the display. A number of 3D mouse or 
3D desktop systems have been developed in the past but in most cases the cursor 
moves in the Z direction freely and a special device or GUI is required for 3D input. 
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Unlike these systems, the cursor moves backward in our approach but it hits a 
window and stays there. No special devices are needed and only a normal mouse with 
left and right buttons is used. 

We do not suggest that users employ our technique alone instead of traditional 
window switching. If he/she uses another application for a while, it is better to switch 
the foreground window; if a keyboard shortcut is suitable, it is preferable that the user 
performs keyboard operations. However, in situations where these manipulations 
become cumbersome and our technique provides a better alternative, users might 
prefer to use our technique. Therefore, we developed this system for use in a 
traditional GUI environment so the user can invoke this technique anytime by 
pressing both buttons, depending on the situation. Our system has high compatibility 
with modern overlapping windows settings and it does not block existing 
manipulations. In the subsections below, we describe some scenarios that may be 
suited to our technique. 

5.1 A Window Hides other Windows When Switching the Foreground 
Window 

Fig. 5 shows a situation where a person is browsing the web while listening to music. 
If we want to listen to a different piece of music, as shown in Fig. 5, we normally 
click on the background folder to switch to the foreground and drag-and-drop a file 
onto the music player (or double-click it). The browser then becomes hidden partly by 
the folder so we have to click the browser again to switch to the foreground to return 
to our browsing task. An alternative is to arrange the windows so they do not overlap 
one another, but the process is complicated in both cases. With the Switchback 
Cursor, we simply allow the cursor to reach the background of the browser and drag-
and-drop the file so we do not need to click on the folder or the browser multiple 
times to switch to the foreground window. 

 

Fig. 5. Web browsing while listening to music 

5.2 Double-Clicking an Icon on the Desktop 

In Fig. 6, the top screenshot and the illustration show a situation where several 
windows are open. If we want to double-click on an icon on the desktop to run an 
application or open a file, we would typically minimize all of the windows using the 
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command Show Desktop shortcut, or move them out of the way and then double-click 
on the target icon. We would also have to reconstruct the original window layout to 
return to our former task, which increases the number of operation steps. By contrast, 
our technique requires no window manipulations because the cursor moves directly to 
the desktop and double-clicks on the icon, as shown at the bottom of the screenshot 
and in the illustration in Fig. 6. 

 

Fig. 6. The cursor moves underneath the windows and reaches the target icon on the desktop. 
The red circles indicate cursor positions. Some windows are pile up in the left screenshots 
while the images on the right show the left pictures from a location rotated by 90°. The user 
simply needs to press both buttons and move the cursor to the desktop before double-clicking 
the icon, without any window manipulations. 

6 Conclusion 

In this paper, we described the two problems of overlapping window systems: the 
difference in dimensions between the cursor and the windows, and the high number of 
manipulations required to switch foreground windows. To address these problems, we 
proposed the Switchback Cursor technique, which allows the cursor to move under-
neath the windows. We discussed the advantages of this methods and situations where 
using our method might prove effective. In our future work, we would like to test and 
verify the effectiveness of our technique by some tasks, such as moving icons within 
folders that exist in various layers. And we also plan to evaluate the limitation of 
Switchback Cursor; not only performance time and error rate but also the visibility of 
layers beneath the overlapped windows, and the window layout that makes the cursor 
hard to go underneath. 
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Abstract. Participatory Design (PD) offers a democratic approach to design by 
creating a platform for active end-user participation in the design process. Since 
its emergence, the field of PD has been shaped by the Scandinavian context, in 
which many early PD projects took place. In this paper we discuss the chal-
lenges that arise from employing participatory methods in a different socio-
cultural setting with participants who have had comparatively limited exposure 
to digital technologies. We offer a comparative study of two PD projects carried 
out with school classes in Scandinavia and India. While the setup for the two 
projects was identical, they unfolded in very different ways. We present and 
discuss this study, which leads us to conclude that PD can be a useful approach 
in both settings, but that there is a distinct difference as to which methods bring 
about fruitful results. The most prominent difference is the ways in which ab-
stract and manifest participatory methods led to different outcomes in the two 
settings.  

Keywords: Participatory Design, Developing Countries, Interaction Design, 
Future Workshop, Inspiration Card Workshop, Mock-ups. 

1 Introduction 

In this paper, we address the Interact 2013 theme of ‘Designing for Diversity’ by ex-
amining how methods and techniques from Participatory Design (PD) translate from 
the setting in which they emerged, Scandinavia, to a rather different setting, namely 
an impoverished district in New Delhi, India. The aim of this work is to examine the 
role of PD and the challenges that arise from employing participatory methods in 
developing countries where access to and knowledge about technology and digital 
artifacts is yet relatively limited. As interaction designers increasingly work on 
projects outside of the settings in which participatory methods emerged and evolved, 
we find it pertinent to study if and how we can employ well known PD methods in 
new domains. Our work builds on the assumption that some methods may be em-
ployed more or less in their original format and setup, whereas other methods may 
need revision; some existing methods may prove of little or no use, while we may 
need to develop new methods to address issues at hand in new settings. Our work 
furthermore examines an assumption that we have encountered in various forums, 
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namely that a relative lack of technological knowledge may limit the extent to which 
user can take part in shaping an interaction design process. In order to examine and 
challenge these assumptions, we have carried out a comparative study of two design 
projects with school children aged 12-19, one in India and one in Scandinavia. The 
setup and framing for the two projects was identical and consisted of employing three 
established PD methods: 1) a Future Workshop [Kensing & Halskov 1991; Vidal 
2006] 2) an Inspiration Card Workshop [Halskov & Dalsgaard 2006] and 3) a Mock-
up session [Ehn & Kyng 1991] to test, evaluate and develop the product. Since it is a 
single study, we focus on the specific findings; further studies are required to examine 
and develop more generalizable claims. 

The contributions of this paper are two-fold. Firstly, we offer a comparative case 
study using the same methods within the same topic and frames in two design projects 
in very different domains, which in itself is rare in the field of HCI. Secondly, our 
analysis of the cases lead us to propose that the concept of abstract and manifest me-
thods for user involvement can help practitioners select, frame and employ methods 
well-suited for the domain they work in.  

2 Background and Related Work: Beyond the Scandinavian 
Heritage of Participatory Design 

Participatory Design (PD) as a field is concerned with user involvement and decision 
making in the development of new technologies, in which “[…] the people destined to 
use the system play a critical role in designing it.” [Schuler & Namioka p. xi] Origi-
nating in Scandinavia in the 1980s, PD methods and approaches have since found 
widespread use, most notably in Europe and North America. The participatory agenda 
has also to some extent inspired systems and services thatrely upon participation in 
use [Dalsgaard, Dindler & Eriksson 2008]. While methods and approaches inspired 
by PD have found an uptake outside of Scandinavia, there are few studies of how 
these methods translate to other settings. Recently, Zander, Georgsen & Nyvang 
[2011] have examined the potential contributions of PD through a case study of a 
participatory development project in Bangladesh, pointing out the need to further 
explore the potentials of PD in this region. Banaji [2012] offers a harsh critique of 
current IT projects in the global south by stating that many of them are “painfully 
ignorant of the everyday realities” in these domains. Our work can be seen as a re-
sponse to these concerns, in that we study the commonalities and differences in em-
ploying PD in design projects in Scandinavia and South Asia.  

Examining the origins and development of PD, Gregory [2003] identifies three 
characteristics particular to Scandinavian PD: a deep commitment to democratisation, 
discussions of values in design and imagined futures, and the use of conflict and con-
traditions as resources for design. PD seeks to create a platform for active end-user 
participation in the design process, although there is not a fully formed consensus as 
to the scope and consequences of involving users. While some argue that users can 
serve as sources of inspiration for designers [Christiansen & Kanstrup 2006], other 
contributions advocate a stronger role for users in design decisions. Kensing [1983] 
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argues that there are three fundamental conditions of user participation in PD: access 
to relevant information, the possibility for taking an independent position on the prob-
lems and participation in decision making [Kensing, F., 1983].  These conditions 
emphasize an active engagement with end users, which have informed our studies in 
this paper. Muller [2002] argues that successful PD methods bring about a ‘third 
space’, a shared conceptual space in between designers’ and users’ respective do-
mains, in which potential futures can be explored, developed and examined in colla-
boration. In the work presented here, we have built on these insights to establish what 
we label direct user involvement, based on the criteria that users should be involved in 
early stages of a project and take part in defining problems and visions as well as 
ongoing design decisions. 

3 Case Study: Participatory Workshops in India and 
Scandinavia 

In order to examine the applicability of participatory methods, we carried out two 
design projects with identical setups and framing. The first project took place in New 
Delhi, India, while the second project took place in Aarhus, Denmark. Here we 
present the setup of the design projects and the findings from India and Scandinavia, 
respectively. 

3.1 Setting Up the Design Projects 

We set up agreements with two schools to carry out a week-long design project with 
primary school pupils aged 12-191. Each project was introduced and framed in the 
same way in order for us to examine the differentiation in use of participatory me-
thods in a developing country and a Scandinavian country. The workshops were held 
in the children’s classrooms in their respective schools and the theme for the work-
shops in both India and Scandinavia was how technology can be used to improve 
everyday life? We employed three established participatory methods to involve the 
users from the very beginning of the design project: Future Workshop [1] to define 
problems in the current situation, Inspiration Card Workshop [2] which was employed 
to develop ideas on how problems can be solved using inspiration materials and 
mock-up sessions [3] to test, evaluate and develop the product. In order to maintain 
the children's attention in the workshops, they were introduced to one phase at a time. 
And to maintain equal frames in both domains the teachers were present during all 
events. The children worked in groups and every group was asked to choose a spo-
kesperson for the presentations after each stage. All events were documented in re-
cordings and extensive field notes which were subsequently codified, condensated 
and analyzed. 

                                                           
1 In the Scandinavian case, the school groups pupils in classes based on age, whereas the Indian 

school groups pupils on the basis of competencies, hence the spread in age. 



 A Scandinavian Approach to Designing with Children in a Developing Country 757 

 

3.2 Findings from the Workshops in India 

Starting with the critique phase in the Future Workshop the children were asked to 
brainstorm over the problems they meet in their everyday lives. As the children only 
wrote down a few words within the given time, an ongoing adjustment of the esti-
mated time became necessary. They were confused and uncomfortable with the situa-
tion. The children then were asked to write down at least five problems in the next 
five minutes. The time pressure made them work effectively but at the same time they 
needed to be confirmed that what they wrote down were “real” problems.  

In the following fantasy phase each group were asked to choose 2-3 problems to 
discuss and solve using technology. In the presentations the children mentioned the 
opposites of the problems as solutions; e.g. the problem “mathematics” was solved by 
not having the subject at all. And the problem “being pushed in the bus” was solved 
by “not having many people in the buses”. The setup did not lead them to use their 
imagination to solve the problems, resulting in breakdowns in the ideation process. 
However, due to limited time we decided to move on to the next phase. In the Inspira-
tion Card Workshop the children were introduced to the inspirational material in the 
form of inspiration cards and digital products such as cell phones, disc-players, iPods, 
calculators, CDs etc. The inspiration cards ended up in a row and were not moved any 
further. None of the groups combined the cards or developed their own cards. The 
blank cards, however, were used to write the definitive “answer” on. No new concept 
or idea was presented and the workshop resulted in seven already existing concepts 
directly copied from the inspirational material; the “mathematics” problem was 
solved by using a calculator and the “feeling alone” problem was solved by “talking 
on the phone with friends” etc.  

 Since some of the groups had expressed a desire for a cleaner city, we chose to 
work with the concept "Cleaning machine". The final concept was a trash can with a 
coin system, inspired by deposit systems. We developed a basic mock-up, which was 
first tested through plays and then evaluated and developed in a second workshop. To 
simulate an outdoor environment garbage was thrown on the classroom floor. The 
scene was presented to the children but the coin function was not mentioned, as we 
wanted to avoid predetermining the test. The children could buy chips and rice cakes 
on paper plates with paper coins in the shop. The trash can was located close to the 
shop and the teacher had written “trash” on the trash can in Hindi. Two children acted 
as salesmen and one boy was responsible for the trash can coin system. The rest of the 
class lined up in front of the shop and none of them noticed the garbage on the floor. 
Once the coin system was discovered all of the children wanted to get rid of their 
paper plates.  

After the mock-up test the groups discussed what they liked and disliked about the 
trash can and how they could improve it. Although the groups still had the same spo-
kesperson it was not easy for them to present their ideas. They were careful about say-
ing anything “wrong” or “negative” about the trash can. Instead we asked them to draw 
a trash can using their imagination. Surprisingly, this gave very good results indeed. 
The children were creative and imaginative and used technology as a part of the solu-
tion. They improved the functionality, suggested a better way to interact with the trash 
can, mentioned the social aspect of how to get people wanting to use the trash can, 
suggested a better visual appearance, mentioned health problems that garbage can 
cause and how it could be solved and not least they considered the eco system to create 
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power for robotic trash cans. Their independent input showed an understanding of the 
concept the mock-up has presented through a variety of creative ideas.  

3.3 Findings from the Workshops in Scandinavia 

In the critique phase the Danish children easily wrote down many things that they 
would like to change. This phase proceeded as expected and due to limited time the 
children presented only selected problems. In the fantasy phase the groups chose 2-3 
problems to discuss and solve using their imagination and technology. The presented 
ideas were creative and imaginative and in the presentations the group discussed the 
presented concepts and ideas by asking each other question. 

In the Inspiration Card Workshop the inspiration cards were used actively and the 
children also made their own cards. Few were inspired by the digital products and 
used sound as a part of the solution. In the presentations the groups defended their 
own ideas as the best. They had concrete scenarios in mind and were precise about the 
concept details. They were very specific in the choice of technology and it was ob-
vious that they drew on their own experiences in the development of new concepts. 
The workshop resulted in five new creative concepts and the final product was a 
“memory box” based on the children’s wish of an easier teenage life. The memory 
box had a scanning system to help the teenager remember things by placing her bag or 
wallet inside the box. 

In the second workshop, the mock-up session, the memory box was tested, eva-
luated and to a certain limit improved. Three children were controlling the memory 
box by switching out the screens, changing the buttons to the right color and control-
ling the sound, which was played on an iPhone. One played the role of a busy teenager 
using the memory box while the rest of the class watched the play. After the mock-up 
test the groups were asked to answer a number of questions about how the memory 
box could be improved. Although the groups made a number of suggestions, the new 
memory boxes resembled the mock-up and had roughly the same functions and fea-
tures. Many of the groups were locked into the idea of a square box with its already 
existing functions. One group made an egg shaped box and another came up with the 
idea of a camera function while the rest of the improvements referred to the box color. 

4 Discussion 

While both design projects led to interesting results and can be considered successful 
in bringing about new concepts through direct user participation, the ways in which 
the pupils arrived at them differed substantially. In the following, we compare the 
projects and introduce the notion of abstract and manifest design methods in order to 
account for these differences and discuss the applicability of participatory methods 
across different socio-cultural settings. 

4.1 Comparing the Design Projects in India and Scandinavia 

The first stages of the design process in India were problematic. The pupils were re-
luctant to engage in the design activities and were cautious in discussing events. They 
had trouble articulating problems and design opportunities, leading to breakdowns. 
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This required ongoing adjustments and interventions from the facilitator in order to 
keep the process going. The two workshops were characterized by limited creative 
output and independent proposals. However, the mock-up session really turned things 
around, spurring creativity and out of the box thinking that also led them to revisit 
aspects that had been troubling in earlier stages. It was only in this stage that a true 
‘third space’ was established. In the Scandinavian design project, things unfolded in 
almost the exact opposite way. The pupils were initially open towards the project and 
eager to discuss both the general project and the specific events. In both workshops, 
they also worked effectively and imaginatively and put forward new ideas and pro-
posals. In many ways, these workshops unfolded, as we would expect on the basis of 
previous experience and accounts in literature. However, the relative level of creative 
output waned in the mock-up session. The ideas put forward resembled the existing 
one, and the proposals for changes were superficial. Table 1 summarizes the projects. 

Table 1. Summary of the design projects in India and Scandinavia 

 India Scandinavia 
General attitude Reluctant, cautious 

No discussions 
Open, relaxed 
Eager to discuss 

Future Workshop Three breakdowns 
More time required 

No breakdowns 
Work effectively on the tasks 

Inspiration Card 
Workshop 

Limited creativity  
Limited independent proposals 

Good ideas 
Creative, imaginative 

Mock-up Creative, imaginative 
Active out of the box thinking 

Design fixation 
Limited creative proposals 

 
Comparing the two projects, the loose and open structure of the first two work-

shops seemed to limit the engagement of the Indian pupils, whereas it was well re-
ceived by the Scandinavian pupils. If we reconsider the aforementioned criteria for 
PD, it proved difficult to establish a productive session in spite of providing access to 
relevant information and allowing for the pupils to take an independent position on 
the problems and participation in decision making [Kensing 1993]. The Indian pupils 
conceived of the facilitator as an authoritative figure possessing the ‘right answers’ in 
the design project up until the mock-up session. The Scandinavian pupils, on the other 
hand, had no problems taking on the roles of position as co-creators in the initial 
phases, however they experienced design fixation when exposed to the mock-up. 

4.2 Abstract and Manifest Methods for User Participation 

The contrast in how the two design projects in terms of active participation and crea-
tive output is quite striking. In light of our objective of understanding if and how tradi-
tional PD methods can be employed in different domains, we have analyzed setup of 
the three PD methods in more detail. If we first consider the Future Workshop, it can 
be construed as being relatively abstract, in that it offers a loose framing in which the 
pupils’ point of departure was their own situation and preconceptions. The Inspiration 
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Card Workshop is also relatively abstract but with certain manifest properties, in that 
while it offers tangible representations of technologies and domain concerns but does 
not prescribe how they are to be combined; this relies on the pupils’ preconceptions. 
Finally, the mock-up sessions can be defined as manifest, in that they offer a concrete 
artifact that brings the potential technology to life in a tangible form. In the two 
projects, we thus find a clear correlation between the abstract and manifest properties 
of the methods and the perceived creative output from the pupils (see Figure 1). 
 

 

Fig. 1. Correlation between creative output and abstract/manifest properties of the PD methods 

If we seek to understand why this correlation occurs, at least two prominent factors 
come into play: a) the Scandinavian pupils were accustomed to project-based group 
work, whereas the framing of school work for the Indian pupils was more traditional 
and rule-bound; b) the Scandinavian pupils were very familiar with interactive tech-
nologies and used them throughout their day, whereas the Indian pupils had relatively 
limited knowledge of them. Taken together, this indicates that if a design project is 
oriented towards technological solutions and the technological knowledge among 
participants is limited, the abstract representations offered in the traditional setup of 
the Future Workshops and Inspiration Card Workshops, which typically work well in 
Scandinavian settings, may not be sufficient to facilitate active participation. This is 
compounded if participants are not accustomed to the open and project-oriented for-
mat of the methods. On the other hand, the mock-up session as a manifest method was 
more productive by offering hands-on experiences and prompting participants to ex-
plore potential futures through construction. 

5 Conclusions and Future Work: Applicability of Participatory 
Methods across Different Socio-cultural Settings 

Our findings from the comparative case studies lead us to argue that PD can indeed be 
a useful approach in a domain that differs substantially from the Scandinavian setting 
in which the field emerged. However, it is also clear from our findings that existing 
methods cannot be expected to yield the same outcomes across domains, to the extent 
that some methods may not be advisable for use in their current form. While a  
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multitude of factors affect the outcome of a design project – many of which are 
beyond the scope of a short paper to address or even introduce – we suggest that the 
concept of abstract and manifest methods can enrich our understanding of the out-
comes of user participation. Abstract methods rely on preconceptions and imagination 
and limited use of materials. Manifest methods involve the use of materials and arti-
facts as the basis for inspiration and creativity. We speculate that many of existing 
methods that rely on abstract components may need to be revised if they are to be 
useful in radically new domains. Encouraged by the success of the mock-up session in 
the New Delhi case, we suggest that manifest methods may be a good starting point 
for participatory projects or events, and that researchers and practitioners consider 
developing new methods for user participation with manifest properties.  

Concerning the validity and generalizability of the findings, our work relies on one 
comparative case study, and we most definitely need more studies and reports from 
PD practitioners in order to challenge, corroborate and expand upon these findings. 
We hope to explore these issues in future studies and invite our colleagues in the Inte-
ract community to take part. 
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Abstract. We present a comparative study of mobile and conventional comput-
ing technologies applied to providing access to career guidance information to 
high school students from marginalised communities. Reported high availability 
of mobile technology amongst these users would be beneficial, but our NGO 
partner questioned feature phones’ applicability for consuming large quantities 
of information. We created two systems: a text interface exposed through a mo-
bile instant messaging service, and a website targeting conventional computers. 
Despite positive usability tests for the website and fears of social stigma related 
to mobile instant messaging, system logging over eight months of parallel de-
ployment showed convincing advantage in engagement for the mobile system. 
Interviews revealed that computer infrastructure was tied to institutions where 
access was limited; but greater access to mobile phones (owned or borrowed) 
made use and advertisement to peers of the mobile system easier. Social stigma 
was a problem only for a minority.  

Keywords: availability, adoption, marginalised communities, feature phones, 
mobile Internet, M4D, NGOs. 

1 Introduction 

In late 2010 we were presented with an opportunity to collaborate with a programme 
called Link at the Cape Town NGO, The Warehouse [1]. The programme aimed to 
bolster the support available to high school students in marginalised communities of 
Cape Town as they made decisions that would affect their later success in the job 
market. They did this by organising career guidance workshops through church youth 
groups in the targeted communities. 

The Link team (The Warehouse staff who ran the Link programme) wanted us to 
build a website which would support these workshops by providing students with 
access to information that would otherwise become stale if only presented in a work-
shop which ran once every few months. For instance, job openings discussed in a 
mid-year workshop would likely be filled by the time students were able to act on 
them at the end of the school year.  
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Recent research in M4D (Mobile technology for Development) involving field-
work also performed in Cape Town [2, 3, 4] lead us to believe that it would be  
beneficial to disseminate this information by some means accessible via feature 
phones, which had achieved popularity amongst low income youth in Cape Town for 
accessing entertainment over the mobile Internet, especially mobile instant messaging 
(IM) services like MXit (a South African service with more than 50 million registered 
users [5]). 

When we first mentioned mobile phones, the Link team shared their awareness of 
the popularity of the technology amongst youth, and added that its introduction could 
positively affect negative perceptions of mobile phones (Bosch records perceptions of 
MXit as time-wasting and harbouring sexual predators [16]):  

 
“It [mobile technology] can penetrate further because you are sending it out to indi-
vidual locations, and not one central Internet location, so for reach it's better.”  
– Link coordinator 

 
“...it puts a positive spin on why kids should be using cellphones more effectively. 
Because at the moment there's such a lot of negative press about cellphones... so, if 
we can get it to be a more positive thing, that's certainly a good selling point.” – Link 
staff member 

 
However their idea of how it could be applied was limited to reminders which 

would inform students of when to seek out a computer from which to access new 
content on the website: 

 
“...this is ... the limitation of mobile phones, is how much information can you access, 
and ultimately ... [you] will need to find an Internet cafe, but at least you'll know 
whether to actually bother to go and look for one or not, and that was the attraction 
of adding the mobile aspect.” – Link Coordinator 

 
Later in the conversation the Link team mentioned personal experience of prob-

lems viewing content on mobile phones, and some misgivings about the cost of air-
time to the students. On the other hand, they were familiar with the capacities of the 
conventional web, and they already had a plan for reaching their audience: church 
groups who wanted to support teenagers in their communities could invest in the 
computer and Internet connection necessary for the website, which would also  
provide opportunity for interaction and mentorship. 

Answers to their concerns about mobile technology did exist: text content need not 
be accompanied by more data hungry (and therefore costly) pictures or video; exper-
tise learned from using popular mobile social networking platforms like MXit could 
apply for other purposes [6];  the platform had been used for the M4Lit study in 
which thousands of teenagers read a 21-chapter short story [3] and for the Dr Maths 
programme [14], which teaches students mathematics; people who learned to surf on  
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mobile phones prefer the “familiar numeric keypad” to a traditional keyboard [4]. 
From our perspective, then, the technology had already been demonstrated suitable. 

However, it would have been unwise for us to take an uncompromising stance  
on technology. Botes and van Rensburg highlight a “hard-issue bias” amongst  
researchers as a major cause of developmental project failure, as the debate can be-
come a distraction from other important issues that must be addressed [7]. Proceeding 
alone was also unwise: we would not be able to make contact with a suitable group of 
users on our own, and according to Donner et al, M4D projects are more likely to 
succeed when the mobile technology element is an addition to a pre-existing devel-
opmental project [8]. 

Further, an honest assessment of existing M4D work would require us to raise 
some caveats: mobile phone use amongst these users is normally associated with en-
tertainment [2]; for the “serious” purposes of school work and research on health 
topics, computers were more frequently used than mobile phones [2, 3]; in the M4Lit 
study the number who chose to finish reading the “m-novel” was only a fraction of 
the number to whom it was advertised (and similar advertising would normally cost a 
high fee) [3]; and although people are capable of using relatively complex technology 
to access the content that matters most to them, their priorities might not match ours 
[9]. Further, a discussion of sustainability concerns would reveal that both M4Lit and 
Dr Maths had the backing of large research organisations like the Shuttleworth Foun-
dation [10] and the Meraka Institute [11], organisations with far greater resources to 
dedicate to ICT concerns than The Warehouse could bring to bear on Link. The 
Warehouse already maintained one website and the Link requirements did not neces-
sitate any change in technology for the new site.  

The point was moot: although the Link team were insistent on developing a web-
site for access from conventional computers, they were happy that we follow that up 
with a mobile effort, and were willing to let us evaluate the two systems with the 
same users. Having two systems on platforms of differing availability would allow us 
to investigate the impact of availability on adoption.  

2 Research Methodology  

2.1 Action Research 

The dual goals of development (providing students with a new channel for accessing 
information from Link) and research (investigating adoption) matched well with the 
Action Research framework [12]. Our intention to pursue two different solutions, one 
after the other fit easily into the cyclical approach of the framework, wherein action 
precedes evaluation and then more action, based on the outcome of the previous 
evaluation.  
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Early results in action research projects shape later methodology, but can also 
prove interesting in the scope of the project as a whole, and so we report separately on 
formative (earlier work, relating to design, development and refinement of our sys-
tems) and summative (later, comparative) cycles. 

2.2 Venues 

We operated in four different venues, shown in Fig. 1. Lavender Hill (yellow) and 
Manenberg (green), both designated “coloured” residential areas under racially dis-
criminatory South African apartheid-era legislation [13] were home to church groups 
with whom Link had been working since before we joined the programme in 2010.  
The location of The Warehouse NGO, home of the Link programme, is marked by a 
red pin. 

In 2011 the Link programme began a “homework club” at a church in Mowbray 
(blue). Mowbray, being formerly designated a “white” area was not disadvantaged by 
apartheid legislation, but the students who attended were isiXhosa speaking residents 
of informal settlements (shanty towns) not shown on the map which were formerly 
designated “black” [13]. These students attended a school in the area, and were at-
tracted to the church by flyers advertising weekly help with homework that were 
given out at a nearby transport hub which they used daily. 

2.3 Participants 

The beneficiaries whom we interviewed and with whom we tested were either intro-
ductions from Lavender Hill and Manenberg church groups, or students whom we 
tutored (assisting with school work in mathematics and physical science) at the Mow-
bray homework club. Our interaction with students in Lavender Hill and Manenberg 
was restricted to two visits each, for user testing of the Link website. At Mowbray, we 
were able to engage directly for two to three hours weekly for almost two full school 
years in 2011 and 2012. 

At each venue we worked with a subset of all students, either selected by the 
church groups or by Link, usually based on whether there were other plans for those 
participants’ time on the day that we visited. We therefore did not have control over 
our samples. Only in the latter stages of the project at the homework club did we have 
a direct relationship with students that gave us insight about their technology use hab-
its which could help us to select interviewees according to the data we hoped to 
gather. Even in that case, we were still constrained by which students would arrive for 
tutoring on a given week, and by a need to balance time as researcher with availability 
as tutor. 

When describing evidence relating to an individual student, we use initials to pro-
tect their identity. 
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Fig. 4. Nokia 2700 feature phone typical of devices owned by users 

Table 1. Formative Link beneficiary technology use survey 

   Location 
Measure Warehouse 

(n=9) 
Manenberg 

(n=13) 
Lavender 
Hill (n=2) 

Mowbray 
(n=11) 

Total 
(n=35) 

Ever used computer 
at home 

3 9 1 3 16 (45%) 

Ever used computer 
at school 

7 9 1 1 18 (51%) 

Ever used computer 
at library 

4 0 0 6 10 (29%) 

Ever used computer 
at Internet cafe 

0 2 1 1 4 (11%) 

Ever used computer 
(Total) 

9 13 2 11 35 (100%) 

Computer yesterday 
or today 

1 7 2 2 12 (34%) 

Cellphone yesterday 
or today 

8 13 2 11 34 (97%) 

Have used Google 
on computer 

6 10 2 9 27 (77%) 

Have used MXit on 
cellphone 

7 11 2 10 30 (86%) 
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4.1 Learning about Beneficiaries – Technology Use Survey 

In order to learn about the work of Link and its beneficiaries, we attended workshops 
at The Warehouse and at partner churches (see Section 2.2). While at these locations 
we asked participants about their technology use habits (in fact we also asked partici-
pants at later evaluations of the website, but for convenience we report all responses 
together). The results (see Table 1) confirmed our expectations that far more of the 
students would have very regular access to mobile phones than computers, and that 
most would be familiar with MXit. Somewhat surprising was that all had used a com-
puter at least once, and most students had used the Internet on a computer in the form 
of Google – a positive sign for our website. 

4.2 Website Evaluation  

In preliminary evaluation of the website in August 2011 at Lavender Hill and Manen-
berg (see Section 2.2), users had significant difficulty using the site, but after changes 
to the user interface a larger second evaluation (twenty students in twelve groups at 
all three church venues, employing constructive interaction [15]) showed that if rele-
vant data had been captured by the Link team, our site could help users to find it: 

• Only two users expressed doubt about their ability to use the site on their own 
• When given general instruction to use the site, in all but one case participants acted 

by searching, without needing to be told how 
• A lack of computing skill and awareness of web search norms slowed task comple-

tion, but only in one extreme case did it prevent task completion 
• Despite this being their first time using it, students began to develop skill at adapt-

ing their input to forms that the site could better work with. 

We were aware that the constructive interaction method allowed the students 
whose computer skills were weaker to hide this from us, but in the context of use 
envisioned by the Link team, students with poor computer skills should be able to 
receive assistance at computers from church staff or fellow youth group members. At 
this stage, it appeared as though the Link team’s original plan of information dissemi-
nation through the website might be adequate. 

4.3 Changing Relationship between Link and Churches 

In late 2011 contact between Link and the Manenberg and Lavender Hill churches 
became less frequent. As a result, we did not visit either group again, and the focus of 
our engagement was solely on the Mowbray group. Significantly, we (researcher and 
Link team) interacted with this group directly, rather than having a layer of church 
leadership between us and beneficiaries. Because students were not directly affiliated 
with this church, it did not assume responsibility for providing access to infrastructure 
in the way that the Link team had hoped. 
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4.4 LinkChat Evaluation  

LinkChat formative evaluations were intended to follow the same process as devel-
opment of the website, but only a small first evaluation and the first part of the second 
evaluation could be run before spontaneous unsolicited usage lead us to abandon con-
trolled evaluation. The following notable reactions from our users occurred in that 
first evaluation: 

• SN was very enthusiastic about MXit and skilful in general mobile operation, but 
not enthusiastic about LinkChat: she lost interest in the evaluation after a brief at-
tempt at use, choosing to message friends instead while we worked with other par-
ticipants. She did ask for the LinkChat contact name for later use for the whole 
group. 

• LA told us that she did not use MXit, and was reluctant to discuss her reasons. She 
was willing to try using LinkChat, and was capable of entering text for a search. 
However, she decided to stop using the system before she viewed an entry. She 
specifically refused a piece of paper with the LinkChat contact name on it when we 
wrote it down for others at the table with her. 

• NK used LinkChat from her own MXit account on our phone. She demonstrated 
the ability to operate it, but said that she would prefer to use the website. She asked 
us to write down the website address, expressing confidence in her ability to access 
and use computers at the library. 

• OM performed several searches, stopping only when the venue was closed for the 
day. He had indicated at the start of the session that he hoped to leave almost 15 
minutes before he eventually did, from which we deduced his enthusiasm. 

These results demonstrated users’ ability to operate LinkChat, but their responses 
demonstrated almost every outcome imagined in our initial dialogue with The Ware-
house: MXit and mobile phones preferred for entertainment (SN), outright rejection of 
MXit (LA), computers preferred for content consumption (NK), and unchecked enthu-
siasm (OM). The outcome of our planned comparative evaluation apparently rested on 
which of these users’ attitudes the majority of our eventual audience reflected. 

5 Comparative Work 

The move from formative to comparative work occurred swiftly; instead of waiting 
for us to complete changes to LinkChat and launch it at a specific event like we had 
the website, students from our first LinkChat evaluation began to use the service 
whenever it was online. With the website already online, usage data for both systems 
began to accumulate before we had planned it. 

5.1 Methodology 

System Logging. Log files for the website were gathered between 22 November (of-
ficial launch) and 31 October 2011. Log files for LinkChat were gathered from the 
day of first unsolicited use on 24 February 2012 until 31 October 2012. As far as  
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possible, users identifiable as non-beneficiaries have been excluded from the logs. 
This was easiest with LinkChat, because all communication on MXit is tied to a user 
account which made it possible to identify users who were not students when calculat-
ing usage. It is likely that some visits from non-beneficiaries remain in our website 
logs. 
Audience. The Link team had advertised the website’s launch to 18 students (all but 
one from Lavender Hill), and in our formative evaluations of LinkChat in early 2012 
we discussed or evaluated the site with a further four beneficiaries, for a total of 22. 
The Link team also advertised to colleagues at The Warehouse, but we do not have an 
accurate record of to whom or how many.  
Students did not appear to need specific instruction to use LinkChat in their own time 
after learning about the service, making demonstration or evaluation equivalent to 
advertising. We advertised in this way to eight students, including the five discussed 
in section 4.4 above. LinkChat was also shown to non-students, including Link staff 
and colleagues in our research group. 
Apart from these numbers, both systems were demonstrated to students who attended 
the Mowbray homework club on April 17, and the following week flyers advertising 
both systems were handed out. Unfortunately we do not have attendance records for 
those weeks, but over a four week period the next term the average number of stu-
dents who signed the attendance register each week was 31.  
Interviews and Demonstrations. Between late March and Mid June 2012 we con-
ducted semi-structured interviews with six students who had were regular attendees at 
the Mowbray homework club, and demonstrated the two systems to five newcomers 
who only attended the homework club for the first time after our April advertising. In 
the interviews we asked students about their search behaviour before and after the 
Link intervention; in the demonstrations we attempted to understand students’ opera-
tion skill while guiding them through the use of LinkChat and the website. 
Reported Usage Questionnaire. After our April demonstrations, we handed weekly 
questionnaires to students at the homework club for eight weeks. The questionnaire 
asked students to inform us what searches they had performed on each system in the 
previous week, with the aim of supplementing our system logs by providing a way to 
identify users as beneficiaries or not. We report this primarily to acknowledge that the 
form may have had some effect as a reminder about the systems; as a source of data it 
was poor. Students often left without completing it, or filled it out incorrectly. The 
most useful information recorded was obtained after we included a section for sugges-
tions they could give us about how to improve the systems. These suggestions were 
mostly requests for content on new topics, and not relevant to our question of avail-
ability and adoption. 

5.2 Quantitative Results 

Comparative numerical results from system logs are shown in Table 2. Despite being 
deployed for longer, the only measure which is higher for the website than for Link-
Chat is the number of unique users recorded. This number is subject to quirks of web 
analytic tools – if a visitor used more than one browser, or cleared locally stored web-
site tracking data after their last visit, they would be recorded as a new and different 
user. By contrast, users communicating with LinkChat were identified by their MXit 
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School. NK estimated that less than a quarter of her school was in the science 
“stream” that was given priority use of the school computers. When access did hap-
pen for the science students, it was shared with others at the same computer. MG was 
in the science stream, but when we asked how often he could use a computer he re-
ferred to visits to his older sister rather than to time at school. This may mean that his 
access at school was less frequent than visits to his sister, or that he did not see the 
school computers as relevant for the purposes we spoke about (they may have been 
reserved for school work only). 

Library. A public library was near to the students’ school and the tutoring venue. 
Library cards are free and we heard of the students taking shelter there on rainy days 
after school. The library had working computers, but the queue for use was long, and 
the allowed period of use was less time than NK and YM wanted. “Not good... I didn’t 
finish my things”, said YM, who felt that the worst part of the experience was the slow 
Internet connection. NK’s priority at the library was using Google to search for infor-
mation about university courses. Despite her expressed preference for the Link web-
site when she saw LinkChat (see section 4.4 above), the site had “slipped her mind” 
when she was actually at a computer. Having used LinkChat, she felt that while in 
front of a computer she preferred the breadth of Google results to the specific content 
furnished by Link. YM searched for similar content, but also mentioned social net-
working as a higher priority: “I have to Facebook first... have to check”. 

Lack of Skill and Confidence with Computers. In AM’s opinion, the lack of 
computer access lowered his and his peers’ ability to operate computers:  “I’m not 
used [to computers]”, making access when it did occur less fruitful. YM and NK also 
found information search on computers slow work: “It’s a process”, said YM. 

6.2 Confidence, Expertise and Convenience with Mobile Phones  

Students had greater access to mobile phones than to computers. Some students had 
their phone with them at the homework club, which other students did not seem to 
find unusual. NK and YM did not have phones with them, but spoke of using a friend 
or family member’s device. Mobile phones were therefore not restricted by venue. 

Cost too, was not problematic, at least on MXit; some students had SIM cards from 
an operator which gave them free data for MXit. OM estimated that an evening on 
MXit chatting to friends would cost him R0.30 (0.03 USD), while MG told us that he 
preferred LinkChat to the Link website because it cost less. 

For CM, greater access to mobile phones had created comfort with feature phone 
interfaces. She preferred Linkchat on the smaller screen of a feature phone to the 
website on a 15” laptop because a full sized computer screen took more time to scan 
for the information she wanted. AM contrasted his experience with mobile phones 
with his reservations about computers, saying “I know the phone”. When we used a 
feature phone as conversation aid during an interview, MG told us that we were oper-
ating the phone too slowly.  

A theme of convenience regarding LinkChat emerged as a result. AM preferred 
LinkChat, because “It doesn’t waste time,” and YM felt it was useful “... when in a 
hurry”. NK preferred to use Google to the Link website (despite her earlier expressed 
preference for the website over LinkChat – see Section 4.4), but that expressed pref-
erence did not seem to be an issue in practice – she was the most frequent user of 
LinkChat, performing 118 searches on 37 different days. 
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6.3 Unsolicited Use of LinkChat 

Some of the students who saw LinkChat in our evaluations continued to use it before 
we had intended them to do so. SN, whom we reported on in Section 4.4 had asked us 
to write the name of the LinkChat contact down but had not messaged it any further 
then, communicated with LinkChat a few days after. OM’s visit the next day took us 
by surprise, because we had not written the contact down for him. We later realised 
that MXit stores users’ contacts on its own servers rather than the device on which the 
chat client is installed, and so students who used their own accounts on our demon-
stration phone had the contact ready when they next signed in on their own phones.  

6.4 LinkChat Diffusion amongst Peers  

More LinkChat users had been recorded in system logs than we had advertised the 
system to directly, and we met students who were attending the homework club for 
the first time, but who already knew of LinkChat. We learned of three ways in which 
peers had passed on knowledge of the system. 

Face to Face. NK and YM told us that they had shown LinkChat to school friends 
on the friends’ phones. 

Online, through MXit. Although we had seen MXit purely as a platform for dis-
seminating text, its social features also proved important. OM told friends in another 
city about LinkChat while messaging with them on MXit. CM gave a friend at a dif-
ferent school her MXit password so that the friend could use her own phone to log in 
and message the LinkChat contact from CM’s account.  

Classroom Demonstration. An unusual, but noteworthy incident demonstrated the 
difference between the two systems in terms of opportunities for diffusion. Two stu-
dents whom we had tutored took it upon themselves to advertise our systems. On 
March 11 2012 we received the following message on Facebook from MG: 

“Me and (AS) have came up with a briliant idea on how we can spread the word 
about your wabsite and we gona d it at school starting from tomorrow yeah. And wa 
our names there if theres space on the 'thank you list' bt if ther isnt no sweat w doin 
this 4 ya” 

We were pleased with MG’s initiative but uncertain about how we could acknowl-
edge his contribution and how the Link team would respond to the idea of singling out 
students. We suggested that we talk at the tutoring programme the next day about the 
idea, but the conversation did not take place because we did not see MG there. Both 
had been part of our second formative evaluation of the Link website, and because of 
the wording of the message we assumed that they proposed to publicise only the Link 
website (we had not personally introduced them to LinkChat). 

On the 15th, MG sent a free “please call me” message to us, and when we re-
sponded he informed us that he wanted to demonstrate LinkChat at school but that it 
was offline. We were making code changes at the time, but started the server so they 
could proceed. By the end of the day twelve new MXit IDs had used LinkChat to 
perform 89 searches – the most of any day before or since. 
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MG later informed us that he and AS had told their Life Orientation teacher at 
school of the two systems. The teacher had asked them to demonstrate LinkChat to 
their class, but told them that it would not be possible to demonstrate the website until 
the school computer room was available for students to visit. When the demonstration 
of LinkChat took place, the website was not mentioned. 

6.5 Reaction to LinkChat from Non-MXit Users  

The question raised in Section 4.4 of which observed reactions to LinkChat would be 
most typical of students was avoided by the spread of LinkChat beyond the Mowbray 
group. Regardless of how many of the students at the homework club were using 
LinkChat, it had proven better at attracting users than the website. Nonetheless, the 
question of why some users were negative and unresponsive about MXit remained. 

One student in this position was willing to discuss: NM struggled with reading, and 
this made her uninterested in computers or mobile phones, especially text-centric IM. 

In order to understand other reasons, we asked MG – himself an enthusiastic mo-
bile phone and MXit user, but similarly to Bosch’s interviewees, aware of negative 
perceptions [16] – what reasons he thought people might have for not wanting to dis-
cuss the topic. His opinion was that these students were a minority. A few might be 
embarrassed about only having “tilili”, a slang word with which his peers described a 
phone with no features beyond voice calls and SMS. MXit also had “a bad side and a 
good side”, and some students might be constrained by society’s expectations of them 
because of their parents’ position: “...because I’m a pastor’s son, I’m gonna ruin his 
reputation [if I use MXit]”. The same might go for teachers’ children, although MG 
also noted that some of his teachers at school used MXit.  

7 Implication for Design – Complications of Context 

At the start of our engagement, we understood our dialogue with the Link team in 
terms of three variables: cost, availability and fit for purpose. We agreed that avail-
ability would be better for mobile phones, but disagreed about cost and fit for pur-
pose. A greater awareness of technical information at the start of the project allowed 
us to correctly predict the broad outcome, but subsequent qualitative enquiry revealed 
more nuance. The qualitative data demonstrates a greater range of contextual factors: 

• Setting, affecting the availability of technology through institutional rules: mobile 
phones were not tied to a single setting and so even though it is unlikely that no in-
stitutional rules apply at all, students did not raise difficulties of the sort faced 
when using computers, such as library time limits. 

• Software, affecting the range of operations that technology can perform: the MXit 
software provided an interface with which students were familiar, and social fea-
tures through which knowledge of LinkChat could spread. 

• The user, who has capacity to operate a technology in different ways: students 
were familiar with mobile phones, and as a result skilled, confident and willing to 
read for long enough periods to consume information. 
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• Personal resources, which can be sufficient or insufficient for a given purpose, or 
offer workarounds making a particular use redundant: personal resources included 
devices on which to consume data, time, and money for airtime if necessary. 

• Surrounding persons, with the ability to supplement resources, but also bringing 
social norms which may restrict access: other students could lend a phone when 
one personally owned was not available, or knowledge of how to operate LinkChat 
to aid a novice. On the other hand, some parents might consider their children’s use 
of MXit a negative effect on their own reputation.  

Most of these factors worked in favour of the mobile system we built, but will af-
fect adoption in different ways in other contexts. They may, like the negative social 
implications of mobile IM we encountered, drive people away from a technology 
even while other factors are positive.  

This list of contextual factors is not necessarily exhaustive; other data may reveal 
more. We note also the inter-related nature of factors; for instance personal resources 
could include a SIM card from the operator Cell C, making the cost zero when the 
software in use was MXit because of an agreement between the two.  

8 Conclusion 

Our work has shown how using mobile phones to access the internet suffered from 
misconceptions from the NGO supplier of online content (e.g., that mobile phones are 
not suitable for consuming large amounts of content) as well as negative associations 
amongst some members of the target user group (e.g., chat systems have negative 
moral implications). In the context of an NGO-led intervention in marginalised com-
munities of Cape Town, we developed two systems, one a website for use on conven-
tional computers, and the other a text interface for consumption on the mobile instant 
messaging platform MXit that works on feature phones.  

We show that amongst marginalised youth in urban South Africa, mobile instant 
messaging as platform for content provision has a substantial advantage over the con-
ventional web. It lends itself to word of mouth adoption, conveys information ade-
quately in spite of the limited display capacity and access is cheap enough not to be 
an obstacle to adoption. We show that the platform is popular and well-suited to de-
velopmental purposes. A qualitative investigation into the reasons for its popularity 
revealed that a range of contextual factors caused this advantage: the technologies 
were affected by setting, software in operation, users’ capacity for operation, their 
personal resources and surrounding persons’ resources and attitudes. 
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Abstract. In participatory design projects, maintaining effective communica-
tion between facilitator and participant is essential. This paper describes the 
consideration given to the choice of communication modes to engage participa-
tion of rural Indonesian craftspeople over the course of a significant 3 year 
project that aims to grow their self-determination, design and business skill. We 
demonstrate the variety and subtlety of oral and written forms of communica-
tion used by the facilitator during the project. The culture, the communication 
skill and the influence of tacit knowledge affect the effectiveness of some mod-
es of communication over the others, as well as the available infrastructure. 
Considerations are specific to the case of rural Indonesian craftspeople, but 
general lessons can be drawn.  

Keywords: Communication Mode, Rural Craftspeople, Participatory Design, 
Participatory Development. 

1 Introduction 

In theory the use of Information and Communication Technology (ICT) should assist 
rural business to access and compete in global markets. However, scholars widely 
acknowledge that ICT application in rural business is problematic [6,9]. There is a lag 
in uptake of ICTs in rural areas and review of a wide array of disparate initiatives 
found that interventions are best undertaken through multi-channel approaches and 
internediaries [3,5]. However, imposing the use of ICT may not always meet the 
needs of rural people nor might ICTs suit the local context. Instead of beginning with 
the assumption that ICT in some form is needed to enhance the livelihoods of rural 
people, this project begins by examining how rural craftspeople communicate and 
how they engage to participate in projects to develop their livelihoods. Such under-
standings would in any case need to underpin efforts to adopt ICTs. This paper de-
scribes a case study of a participatory approach to engage participation of rural 
craftspeople in a development project, focusing upon the communication modes used 
by the intermediary. 
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Rural craftspeople producing traditional handmade products currently struggle to 
stay in business. The common problems of rural craftspeople are lack of innovation, 
management skill and capital. One rural craft industry which currently faces these 
difficulties is the Jombang glass bead craft industry in Indonesia. There used to be 
hundreds of craftspeople running glass bead businesses, but in the last decade the 
number has decreased to just over 20, and it is still decreasing. 

Advisory programs have been provided to address these problems such as design 
and management training, and facilitation to sell craft products. Such advisory pro-
grammes are common for rural craft industries in Indonesia. While these programs 
offer value and give new insights to craftspeople, they do not fully engage the imagi-
nation, capacity and innovation of craftspeople. As top-down policy initiatives, these 
programs overlook the unique potential of the participants as well as the local context. 
Additionally, the complexity of the rural craft community with its inter-related as-
pects of communal life was ignored. 

This action research project has undertaken participatory design with rural crafts-
people in order to explore how they can develop their craft practice and livelihoods. 
Participatory design involves them fully in decision making processes, is grounded in 
their local context, respects their skills, allows them to exercise self-determination, 
and respects the unique potential of each participant. 

Communication is one key to success of a participatory project. Therefore, it is 
necessary to examine how communication occurs and effective modes of communica-
tion. This knowledge can inform application of ICTs for rural craftspeople.  

2 The Participatory Approach  

Participatory methods have been used in many fields. The fundamental tenet of par-
ticipatory methods is empowering participants to have a better say in determining 
their future. Good communication enables better quality participation. However, en-
gaging participants can be challenging. As stated by Bebbington et.al, rural people 
will not share their problems nor their ideas in situations that are not conducive [2]. 
Knowledge of cultural sensitivity and the local political situation is essential to creat-
ing conducive situation. Interpersonal and political skills of facilitators are also 
needed to create conducive situations [11].  

2.1 Communication as an Essential Aspect of Participatory Project 

The most crucial phase of participatory projects is “entry to the field” and building an 
initial relationship with participants [4,11]. Nevertheless the success of this phase 
depends upon the communication skill of the facilitator.  

In the literature that examines the effectiveness of different communication chan-
nels, Maltz argued that the chosen communication medium will affect the quality of 
information, in terms of its richness, spontaneity and speed [10]. Hollingshead argued 
that communication medium is less influential on the quality of group decision mak-
ing [7], which is influenced more by the equality of social status among members in a 
group. However, Hollingshead did not consider the role of facilitators. In participato-
ry projects involving internediaries, the quality of communication and resulting  
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decisions also depends on the facilitator’s skill to mediate the discussion in order to 
avoid domination etc.  

2.2 The Challenge of Initiating the Participatory Project 

Different societies hold different understandings of participation based on their local 
value systems [13].  Facilitators should understand the values in the community [13] 
and how to deal with them before initiating a participatory project. Western tech-
niques for engaging participation are not necessarily suitable for eastern cultures [13]. 
Negative consequences of relationships caused by misunderstandings can occur. 
There has been little research exploring communication for engaging participation 
from the context of eastern culture. 

2.3 Overview of the Three Year Participatory Project 

The communication strategies described below have been developed as part of a three 
year project. The first phase in year 1 involved ethnographic study, interviewing 
craftspeople about their livelihoods, artistic and business perspective and attitudes 
towards sharing. The second phase in year 2 involved a series of collaborative design 
workshops between industrial design students from the local urban university and the 
rural craftspeople in which they worked together to develop new designs that both 
reflected their own values and local culture but that also tapped into the design exper-
tise of formally trained students. This series of workshops led them to collaboratively 
create new designs that were sold in government craft outlets, and served to increase 
their design confidence. The third phase in year 3 involved the craftspeople develop-
ing their own project. They decided to increase local awareness of their craft by tak-
ing a road-show to local schools and engaging school children in making glass prod-
ucts with them.  They were very proud to demonstrate and teach their skills and to 
raise awareness of the local craft. This paper discusses communications in year 3. 
 

 

Fig. 1. Napkin Rings designed together by craftspeople and designers 
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3 Method 

The researcher acted as facilitator, along with 4 young design students from local 
institutions and 2 professional designers in the participatory project. All have a similar 
cultural background with the rural community, enabling them to understand sensitive 
issues within the culture. Additionally, the first author has 10 years experience of 
working with rural craftspeople, which is advantageous for approaching participants.  

However, a similar cultural background is not enough to build trust and a close re-
lationship for further collaborative projects. Strong interpersonal skills gained from 
experience and maturity are more influential in fostering the process. For example, 
when the conversation with craftspeople unintentionally moves to a sensitive issue 
within the community, the facilitator must give an appropriate response to maintain a 
neutral position as well as to keep a positive outlook.  

Facilitators were also aware of social hierarchy as a hallmark of Javanese Society 
[1]. Therefore, the facilitator identified and approached the community leaders, whose 
recommendation usually influenced the community decision.  

3.1 The Community Meeting to Decide a Project 

Once the researcher gained the trust of the community, she organized a community 
meeting on a weekly basis for two months in 2012. Each meeting was attended by six 
to twenty craftspeople. Most of participants had graduated from high school.  

The first meeting began with icebreaking in order to create an informal and joyful 
situation, using a game that involved pairing Indonesian celebrities, and a discussion 
of punishments for participants who made unconstructive comments, yielding laugh-
ter and a relaxed atmosphere. A modified ‘string game’1 was employed to make sure 
that everyone had a turn to speak and share their opinion. These initial activities were 
crucial to get craftspeople comfortable in participating. Then, through the intensive 
discussion in the community meetings, the craftspeople decided to organize events to 
promote the industry to local buyers through a glass-bead-making workshop. Local 
high schools surrounding the industry were selected as targets for pilot projects. 

The glass bead making workshops for high school students aimed to provide in-
sight into glass beads as a part of Indonesian history and culture, as well as allowing 
the students to experience making glass beads with assistance from craftspeople. Each 
workshop lasted 3 hours.  

By the end of the events, craftspeople gained a positive response from schools. In 
total, there were 160 participants in the workshops. Two schools asked for further 
workshops and enthusiastically allocated the project as an alternate extra-curricular 
activity for students. Meanwhile, some students expressed their desire to implement 
their design and meet craftspeople in their place. Overall, the participants showed that 
they respected and were interested in the local products.  

                                                           
1 Each participant chooses one of provided strings, then he must talk as they slowly  

wind the piece of string around their index finger. The person must keep talking  
until reaching the end of the string. (source: http://www.icebreakers.ws/small-
group/string-game.html). 
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There are social and economic benefits for craftspeople through these workshops. 
The social benefits were indicated by the new network built with local high schools 
while the economic benefit was gained by the product sales and payment as a tutor for 
the workshop. The glass-bead-making workshop has a strong potency to enhance the 
craft industry because; firstly it spread the information about the industry to  
local buyers, secondly it enables future networking between the craft industry and 
schools. It also developed confidence in the craftspeople to engage externally in this 
way.  

 

 

Fig. 2. The glass-bead-making workshop: high school students learnt to make a glass bead, 
assisted by craftspeople 

4 The Choice of Communication Mode 

The researcher used both oral and written communication modes during the project. 
Oral communication was delivered by face-to-face contacts and phone calls while the 
written communication was mainly by texting (Short Message Service / SMS).  Re-
searchers also used printed material (a letter) and email, but did so rarely. Communi-
cation was not only about the project, but also to express appreciation and greetings 
related to special community occasions such as the coming of Ramadan.   

Table 1. shows that the oral mode of communication was more commonly used 
than written mode. Collective face-to-face interaction was the oral mode most fre-
quently used during the project, followed by individual face-to-face, then by phone. 
Phone calls were used to contact community leaders; first to introduce the researcher 
prior to meeting, second to make an appointment, and also when certain issues needed 
to be discussed with certain people. Meanwhile, SMS was the only frequent mode 
used for written communication. Most SMSs were sent collectively, i.e from the faci-
litator to multiple recipients. However, it was one way rather than reciprocal commu-
nication.  Mail and email were the least used modes. The researcher had tried to 
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spread information through this mode, but there was insufficient response, so she used 
oral mode and SMS instead. 

5 The Use of Language in Each Communication Mode 

The researcher combined Indonesian and Javanese language for communication dur-
ing the project. The bilingual use of language is common in current Javanese society. 
The Javanese language provides a sense of closeness and facilitates building relation-
ships with participants. The local language is commonly used in oral communication, 
but is rarely used in written communication. On the other hand, Indonesian as the 
language of formal instruction in school is used for reading and writing purposes, as 
well as in formal situations. Thus, the researcher used the Javanese for oral mode, but 
Indonesian language for written mode. In collective meetings, both Javanese and  
Indonesian were used.  

Table 1. The Use of Communication Modes in The Participatory Project 

 Communication Mode 
  Oral Written 
Purpose  Face to face

Individually
Face to 

Face Col-
lectively 

Phone 
Call 

Texting 
(SMS) 

Mail/Flyer Email 

Approach        
Introduce the re-
searcher 

 V V V* - - - 

Initial discussion  V V - - - - 

Organize The 
Project 

       

Make an appointment  Only if 
needed 

V V* V** - V* 

Make an invitation  Only if 
needed 

V - V** V - 

Share problems/ideas  V V Only if 
needed

V** - - 

Make a resume  - V - V** - - 
News Update  V V Only if 

needed
V** - - 

Arrange work 
distribution 

 
V V 

Only if 
needed

Only if 
needed 

- - 

Miscellaneous        
Appreciation  V V - V** - - 
Greetings  V V - V** - - 
V* : only to community leaders 
V** : sent collectively 
Only if needed : means an additional communication effort 
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Nevertheless, the use of local language must be done carefully. Javanese speech 
consists of some levels that reflect politeness and honorific expression [6]. Inappro-
priate use is impolite and reflects cultural insensitivity. Accordingly, the facilitator 
used a high level of Javanese speech (Kromo) when speaking to an older or respected 
person; and medium level (Ngoko) to a person of similar age and social status.  

The other important issues of communicating with craftspeople orally are the into-
nation and the type of sentence. The facilitator kept speaking in an informal intona-
tion to maintain friendliness, expressing ideas as questions to solicit feedback. This 
gave craftspeople a chance to interact, engage their responses and avoid passivity. 
Otherwise the facilitator would miss key information about their ideas or feelings.  

The use of Indonesian language in written mode was to ensure that the message 
was understandable. Nevertheless, it created a formal impression which means dis-
tance. Therefore, the facilitator must maintain friendliness feeling and politeness 
when sending SMS, by using a structure of:  “greeting (thanks to God) + main content 
+ thank you”. Craftspeople did not necessarily reply to messages. Replies usually 
comprised only one or two words, such as “Yes mam”. Nevertheless, no response did 
not mean they were not interested in the issue. 

6 Discussion 

The most effective mode of communication during the project was face-to-face inter-
action and SMS. Face-to-face meeting conveyed tacit knowledge by the style of 
speech, dress, or even means of transportation used; in addition to the verbal message. 
Tacit knowledge builds trust and rapport which are essential to effective networking 
practice [12]. In addition, collective face-to-face interaction enabled immediate re-
sponse from community leaders and other members. Rural communities have a strong 
cohesive culture in which their decision will be greatly influenced by a respected 
person or persons. Collective face-to-face meeting accelerated effective engagement. 

The low usage of email or mail was apparently caused by the limited written com-
munication skill of craftspeople. Email was also less popular as the infrastructure is 
insufficient to support a reliable communication, creating more obstacles to use than 
SMS or phone. 
7 Conclusion 

Communication choices to engage participation in this context considered several 
aspects: the communal culture, the limited written skill and the influence of tacit 
knowledge. The influence of community leaders, as is characteristic in rural commun-
al culture, affected the communication effectiveness as well as engaging participation. 
The limited written skill of participants meant that oral modes were used more than 
written mode, especially when immediate responses were needed. The use of lan-
guage and mode of communication must be carefully selected, as it taps into tacit 
knowledge which is essential in building trust and rapport while communicating with 
rural people.  
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Abstract. Many in the developing world have little to no experience with com-
puters - they have never used software as part of their daily lives and jobs, so 
there is always a challenge for how this class of users can be engaged in Par-
ticipatory Design in a manner that the value of their participation is not limited 
by their computing experience. This paper looks at previous work that ad-
dressed this challenge, and introduces an approach called content prototyping, 
which is an adaptation of existing practices to fit the needs of non-technical us-
ers. We also discuss the lessons learned from using this approach, and give rec-
ommendations for related projects in the developing world. 

Keywords: HCI4D, Prototyping, Low-Literacy. 

1 Introduction 

One of the goals in designing new technology for use in developing countries is to 
design such that the technology integrates into existing cultural structures and com-
munity ecosystems, and this can be achieved by seeking guidance from people be-
longing to the particular cultural groups [8], and involving them in the design process 
through participatory design [15]. However, for people to be in a position to make 
such a contribution, they need to fully understand what the new technology is capable 
of, and be able to visualize how it may integrate into their daily lives.  

These questions arise, therefore: how can we co-design new technologies with us-
ers who have little to no technology experience? What methods can be used to con-
duct participatory design in such a manner that users’ limited technology exposure 
does not become a hindrance to their ability to contribute to the design process?  

This paper explores answers to these questions through lessons drawn from previ-
ous work in the field of HCI for Development (HCI4D), and introduces an approach 
termed ‘Content Prototyping’, wherein we recommend that designers seek to develop 
prototypes that fit their users’ current realm of understanding and experience, instead 
of typical software-based prototypes which inexperienced users may have difficulty 
conceptualizing. The core of our proposed method of increasing user participation is 
asking the question: what representation of the design concept can inexperienced 
users relate to the best?  In our case, the best representation of the design concept was 
the output (content) that software would produce, so we prototyped the output for our 
users, not the software, and designed back from output to output-producing software. 
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2 User Centered Design  

User Centred Design (UCD) is a broad methodology based on focusing on the user 
from the beginning to the end of the design process, ensuring that the needs, wants, 
and limitations of users are given extensive attention throughout the design process 
[1]. One form of UCD that has gained acceptance over the years is Participatory De-
sign (PD) [1,12], which permits joint design between the designer and the user.  

The success of PD is based upon the assumption that users have experience with 
digital technology [9], and can appreciate what the technology can do for them. This 
is hardly the case for most developing world users [3,5]. Because of their limited 
exposure to technology, such users would not be able to contribute to the design proc-
ess as they would have limited understanding of how the technology can integrate into 
their daily lives and jobs, much as they would not have enough computing experience 
against which to judge what is good or bad technology [10]. 

In classical PD, prototyping is used to elicit user input on design ideas, where users 
are presented with prototypes of differing fidelity, and their feedback is used to in-
form design and motivate refinement of design ideas [6]. Normally, users would be 
started off with low-fidelity prototypes such as paper prototypes (typically paper-
based simulation of user interface elements [8]). However, previous research in the 
developing world has revealed that users with low computer proficiency levels have 
difficulty interacting with low-fidelity prototypes because: it’s difficult for them to 
conceptualize prototypes and abstract design concepts, e.g., associating paper 
sketches with software [9], so they mostly misinterpret and misunderstand design 
abstractions [11]. This means that PD techniques must be refined to be appropriate to 
the (computer) literacy and experience of prospective users, so as to encourage their 
interest in the process and increase the value of their participation. 

3 Related Work 

Different approaches that have been used to encourage participation of non-
experienced users in design are discussed below, which are the works based on whose 
guidance we developed the idea of content prototyping. 

3.1 Simple Technology Artifacts with Instant Utility 

According to Ramachandran et al. [14], one way of getting users with little exposure 
to technology involved in the design process is by introducing simple technology 
artifacts whose capability is immediately obvious, and presenting these to the users at 
an early stage in the design process. This approach helps stimulate dialog between the 
users and the designers within the users’ context, and gives a platform for users to 
easily contribute their local knowledge and expertise to the design process in a man-
ner that they wouldn’t if a typical low or high fidelity prototype were used [10] . So 
the introduction of simple technology artifacts with immediately obvious capability in 
early stages of design works better than the introduction of low fidelity prototypes at 
the same stage.  
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3.2 Scenarios of Use 

When users are presented with usage scenarios of the future system within the context 
of their current work or daily life, it becomes possible for them to envisage the use of 
the technology in their existing structures, and hence they are able to participate in the 
design process [13].   

3.3 Progressive Design: Increasing Participation through Experience 

Maunder et al. [10] and Kam et al. [7] recommend progressively improving the user’s 
technology experience to get them ready to participate in the design process. The 
designers would engage with the users in their natural work environment, developing 
the users to a point where they are comfortable with basic technology, while also 
building supportive structures within their environment. The authors indicate that this 
approach (termed Progressive Design [4]) “would ensure the progression and devel-
opment of the users’ knowledge base and skill set, thereby enabling the user to better 
understand the technology, the benefits it offers and how to utilize it effectively….the 
result is an empowered, confident, motivated user that is able to actively participate in 
every phase of the design process,” [10]. 

4 Context and Stakeholders 

In developing countries, the shortage of health facilities and qualified health profes-
sionals is supplemented by employing Community Health Workers (CHWs). CHWs 
(who are textually illiterate) are trained by public health professionals who are based 
in rural health centers. Our goal was to assist this training process by designing a 
content creation model wherein the trainers would create non-textual digital content 
for the CHWs.  We worked together with health centers in Lesotho and Sierra Leone. 
To understand the CHWs’ training context we conducted interviews, user observa-
tion, and contextual inquiry. These were followed by persona definition (of trainers 
and CHWs), task analysis and the design of the local content creation model. In the 
content creation model, there would be a computer application developed, which 
would be used by trainers to create non-textual content for CHWs (using images and 
recorded voice), and the content would be shared to CHWs via Bluetooth when they 
visited the health center for their monthly training sessions. Our study of the user 
space revealed that most trainers have low computer proficiency skills, mostly ac-
quainted with basic office applications and web browsers, and all the CHWs had nev-
er used a computer before, but all of them owned mobile phones. 

5 Methodology 

The understanding of our users’ skill set led us to rethink the classical prototyping 
approach we had initially planned to use, which would involve designing a technolo-
gy (software) that implements the content creation model, starting with low fidelity 
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prototypes, and then going back to the trainers and CHWs with the low fidelity proto-
types for them to give us feedback on the design.  However, at this stage, we were 
unsure whether the trainers understood what the introduction of a new technology 
would mean for them, and how they could integrate it into their daily work. We 
needed to communicate the possibility of integrating a technology into the training 
process in a manner that they would understand and relate to [10]. Additionally, we 
had already established that CHWs are major role players in the flow of health infor-
mation from the health trainers, via themselves, and on to the communities they serve. 
Therefore, we also decided that it would be important to involve them in the design 
process, to give them a say on the content that they would not only consume, but also 
distribute. Input from the CHWs would be especially valuable from a local cultural 
perspective. A low fidelity prototype of a computer application (even a fully devel-
oped software prototype) would not make sense to a village woman (a CHW) who 
had never used a computer before, and was never going to interact with the software, 
only the content produced.  

5.1 The ‘Content Prototype’ Approach 

We decided to postpone designing an application and introduced what we term a 
“content prototype” to mimic the concept of  “a simple technology artifact with in-
stant utility” [14], to develop the trainers’ and CHWs’ mentality to the possibility of 
using technology in training [4,7,10], as well as to present them with usage scenarios 
for digital content in their existing training process [13]. 

To achieve this, we would present sample content to the users, the kind that would 
be produced in the content creation model we had designed, and use this content as a 
platform to start the conversation around the idea of digital training content and the 
process of creating it. We envisaged that both health trainers and CHWs would relate 
better to digital version of the content they already knew, than a paper prototype of an 
application whose use they may not clearly understand.  

With sample content presented first, we believed that introducing software later on 
would make sense to them (the trainers especially) as “a tool that creates the useful 
content we saw earlier”. Moreover, based on the work of Ramachandran et al. [14], 
the expectation from this early stage prototyping using the “simple technology artifact 
with instant utility,” the content prototype in our case, is that we would be able to 
attract the users’ interests in the technology (in this case being the digital content 
produced for consumption on mobile phones), expose local attitudes towards the 
technology, elicit design ideas for subsequent stages in the design process, stimulate 
dialog between the users and the designers within the users’ context, and to give a 
platform for users to easily contribute their local knowledge and expertise to the de-
sign process. 

5.2 How Does Content Prototyping Compare to other PD Approaches? 

Content Prototyping is based on recommendations from other designers who  
have used PD in developing world projects, but centers on the question:  
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what representation of the design concept can users relate to the best? In this case 
digital samples of existing content would be the best representation of the idea of 
digitizing available content into multimedia formats.  

5.3 Creating the Content Prototype 

We revisited the content used in training (image books, flash cards, posters) and trans-
lated some of it into sample digital content (mock-up multimedia content), resembling 
the kind that the trainers would produce according to the content creation model we 
were proposing.  We extracted some of the images on the posters and image books 
and used them to create sample content in the form of “mobile videos”. Most posters 
and image books are made of images accompanied by a line of text that describes the 
concept represented, as in Figure 1(left). Per concept, we placed an image on a sepa-
rate PowerPoint slide, then recorded the descriptive line in voice-over in the local 
language; then saved the overall presentation as a PowerPoint show. This meant that 
when the trainer opened the PowerPoint show, they would see, in full screen per slide, 
an image showing with voice-over playing. On the slides, we framed the images with 
a mobile phone in a person’s hand to demonstrate that the videos (series of images 
with voice over) would play on mobile phones. 

 

              

Fig. 1. Left: A page from an image book. Right: Three PowerPoint slides, showing a mock-up 
video made from the image book. Descriptive voice was recorded over each slide. 

5.4 Introducing the Content Prototype 

When the content prototypes had been created, we introduced them to the trainers and 
CHWs. We first held a meeting with the health trainers, where we made an introduc-
tion and then started playing the samples that were created. The day after meeting the 
trainers, we held a focus group meeting with 20 CHWs. We did not make the intro-
duction of the content in this meeting, but the chief nurse at the health center did, 
explaining to them what the content meant (which showed that she had understood it  
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clearly from the meeting we held the previous day). She explained the concept in the 
simplest terms, and got the CHWs excited even before seeing the content. After the 
briefing and the playback of the content, we got into a discussion facilitated by one of 
the junior nurses at the health centre.  

5.5 Feedback from the Content Prototype 

The results of our ‘early-stage prototyping’ by the use of our content prototypes are 
compliant with those reported by Ramachandran et al. [14]. The sample content 
helped to ground our interactions with the users (both trainers and CHWs), and started 
a conversation about the possible use of mobile digital content, how it would be used, 
CHWs’ familiarity with mobile technology, etc. Seeing the mock-up multimedia ver-
sion of their already existing content gave the health trainers an idea of what digital 
content could do for them. The mock-up content enabled them to ask more questions 
and express their concerns. Beyond this, we, the researchers, gained more clarity and 
insight from their comments for the next stages in the design process. 

Feedback from the Trainers: The first opportunity spotted by the chief trainer 
from Lesotho was that through mobile digital content, CHWs would be able to retain 
information more. She recalled that on several occasions, they would give instructions 
to the CHWs on what to do for patients in the villages, and the CHWs would get the 
procedures wrong due to forgetfulness. Beyond training, she also saw the potential of 
the mobile digital content helping them give elaborate instructions to CHWs. While 
on the subject of getting procedures right, she suggested that it would be useful if the 
content produced would include moving pictures, i.e. videos clips. She indicated that 
sometimes they would wish to demonstrate a procedure to the CHWs, e.g., how to 
inject a patient. Apart from seeing the potential borne in the use of multimedia con-
tent, she also expressed an interest in being able to create or modify the digital con-
tent. She emphasized that for their CHWs, it would be best if the voice recordings 
were in the local language spoken by the CHWs. We informed her that we would 
provide software that allows them (the trainers) to create such digital content on their 
own, at which her primary concern was how easy the software would be to use. 

Feedback from Community Health Workers:  When asked for their opinions on 
the introduction of digital content, the CHWs’ main comment was that the content 
would be useful only when the voice is recorded in the local language (Sesotho in 
Lesotho). They indicated that if the content is in Sesotho, they could use it to counsel 
their patients. CHWs also saw the opportunity to have medical information with them 
at all times, seeing that the content “in their pocket”(meaning their phones), could 
make it easy to refer to the content in cases of emergency.  

Evidence of A Two Layered User Base: The trainers saw the potential to disse-
minate information and instructions to the CHWs more effectively, while the CHWs 
saw the potential to do their jobs in the community more effectively, and the platform 
to share content in their communities. This revealed to us that our two sets of users 
have, to a certain extent, different goals and perceptions, and that our design should 
embrace these differences. The content prototype enabled this revelation. 
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6 Discussion 

The centre of content prototyping as a method is identifying an understandable arti-
fact, which users can relate to, and use it to guide participatory design exercises. In 
our case this was sample digital content. The trainers of CHWs do understand the 
content communicated to their trainees more than they do software, so we chose to 
use samples of digital content to elicit their needs, interests and concerns. Seeing the 
content prototypes, the trainers were able to visualize how digital content could assist 
their existing processes, and even expressed interest in creating such content them-
selves, also expressing needs that we had not initially designed into the content crea-
tion model (e.g., the need to include moving video clips in the content.  

This manner of content prototyping also helped engage the CHWs in the  
early stages of the design process; an opportunity they would not have had if our  
first prototype were a software prototype, or a low- or high-fidelity prototype of a  
computer application. The CHWs were able to contribute to early discussions and 
played a role in influencing the decisions made in the design. Later on in the project,  
the CHWs’ feeling of involvement in the project also encouraged their adoption,  
appropriation, and ownership of the digital content, as also observed by other  
researchers, e.g., [2] . 

7 Conclusion 

Maunder et al. [10] discussed the challenges of using techniques like paper prototyp-
ing with people who have limited technology experience, and along with Ramachan-
dran et al. [14], recommend the use of  simple technology artifacts with instant utility, 
introduced early in the design process to expose users to the technology and to elicit 
requirements and contextual issues from the users’ interaction with the technology 
artifact. Other researchers recommend depicting technology usage scenarios to devel-
op ideas around the use of the technology in everyday life, while other recommenda-
tions involve progressively preparing the user for participation in the design process 
by exposing them to technology bit by bit. 

We adopted all these recommendations in our design, but instead of introducing a 
technology, we introduced “content prototypes,” which were a representation of the 
output that a computer application would produce. This was identified as a representa-
tion of the design idea that our users would relate to the best. We learned from this 
that our two layers of users (content creators - the trainers, and CHWs - content con-
sumers/distributors) were able to participate in the design process as they could relate 
to the content prototype. 

We make a further recommendation therefore, alongside those made by other re-
searchers whose work guided this approach, that where a technology being designed 
will produce a certain product, it is beneficial to deploy content (or output) prototypes 
and design the way back from output to output-producing software.  
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Abstract. Participatory urbanism platforms must balance stakeholder needs to 
both empower citizens and exact change from the local authority.  While many 
platforms can trigger discussion, changes will only be achieved through suc-
cessful collaborative efforts.  This paper outlines the challenges and opportuni-
ties of designing for participatory urbanism, drawing on a case study completed 
with UNICEF and underserved communities in Rio de Janeiro, Brazil.  Our de-
sign approach helped to generate physical changes in the community infrastruc-
ture, and the beginnings of behavioral changes for community residents.   

Keywords: Participatory urbanism, civic media, location-based platforms.  

1 Introduction 

In this paper we investigate how participatory platforms, mediated by mobile and 
web-based technologies, provoke new methods and possibilities for individual citi-
zens to become actively involved in their neighborhood, city, and urban landscape. In 
particular, we address how these platforms can support participatory urbanism in 
underserved and low-income communities, discussing challenges and opportunities. 

The discussion presents a case study: UNICEF - Youth Mapping in Rio de Janeiro 
[1]. The project aimed to empower youth in the favelas of Rio de Janeiro with digital 
mapping technology for reporting environmental and structural hazards. A specialized 
version of the Open Locast [2, 3, 4] web and mobile platform (UNICEF GIS) was 
designed to fit the specific constraints of the local context. With the help of UNICEF 
and the involvement of local authorities, we organized a series of workshops to train 
111 youths to use the technology. More than 300 reports were collected and the local 
government has planned and implemented several interventions to solve the problems 
reported by these local residents. 

The presentation of the case study and its results helps to articulate a discussion 
about the design of participatory platforms and the challenges related to their adop-
tion, sustainability, and impact in developing communities. Specifically, we discuss 
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our contribution to one of the challenges identified by Ho in “Human-Computer Inte-
raction for Development: The Past, Present, and Future” [5]: supporting an ecosystem 
around affordable computing. In this paper, we advocate a design approach that inte-
grates the development of resilient and affordable technological systems with a social 
and cultural strategy, which includes the early involvement of the local authorities and 
community in activities. In particular, we discuss the importance of thoughtfully ba-
lancing the different voices involved in the discussion to both empower local  
residents, and activate the local municipality in taking a course of action.  

This approach helped to successfully implement a media platform for participatory 
urbanism.  In addition to concrete results documented by improvements to the local 
environment, user interviews showed how the project sparked a cultural shift, encour-
aging self-reflection and a sense of commitment toward the quality of the urban  
environment.  

2 Related Works  

A number of recent projects [6, 7, 8] show the ways in which mobile media is valua-
ble for enhancing information and knowledge exchange in developing communities.    
According to Ho et al. [5], a key challenge of HCI for developing countries is creating 
an ecosystem around affordable computing.  He stressed the importance of replicable, 
low-cost approaches and hardware that can be appropriated and adopted by communi-
ty-based organizations with minimal requirements for external support.   

However, designing for underserved communities requires significantly more than 
just technological considerations.  As outlined by Dearden et al [6], the form of new 
technologies represents physical capital for the designer to work with, but attention 
must be paid to human capital, social capital, financial capital, and the transforming 
structures and processes (i.e. organizational situations in the locality where the tech-
nology is intended to be used).  Furthermore, they mention the importance of planning 
the way external agents will interact with local people and communities, since the 
goal of intervention is to work with locals to envision, create, and adopt sustainable 
systems that ultimately empower the locality.    

This overarching framework provides a starting point for socio-technological con-
siderations in the design of civic platforms for developing communities.  Civic media 
platforms can enable community engagement and introduce multiple points of view 
into urban discussion.  However, a number of challenges emerge when they are ap-
plied to participatory urbanism in addition to the challenges implicit in participatory 
practices in general. 

Historically, participatory practices in urbanism can be traced to user-centric vi-
sions for architecture in the 1960s. Of particular interest is the work of Yona Fried-
man, an architect who advocated for architecture to remain a framework for further 
development by the inhabitant [9]. The notion of the open framework is also visible in  
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the work of Cedric Price et al. [10], an architect who argued for engaging inhabitants 
as co-designers through temporary architecture and the integration of technology. 
However, in engaging ideas of user-participation in urbanism, we should also consid-
er potential drawbacks. In Nightmare of Participation [11], Markus Miessen intro-
duced his series of essays by challenging the current state of such practices. “Both 
historically and in terms of political agency, participation is often read through ro-
mantic notions of negotiation, inclusion, and democratic decision making. However, 
it is precisely this often questioned mode of inclusion that does not produce signifi-
cant results,” as the voices of the needy are frequently drowned out by the concept of 
the majority. The risk, as Miessen points out is that the idea of participation can be 
used as a strategy for consensus and political control: “too often it becomes an expe-
dient method of placation rather than a real process of transformation” [11]. 

The debate about participatory urbanism in architecture highlights fundamental  
aspects that are often underestimated in the design of media platforms for civic en-
gagement. The effectiveness of a particular platform correlates with its ability to in-
form and support the transformation of dialogues into actions: as a consequence, any 
conversation is inherently somewhat political. In order to make effective decisions 
and direct interventions a mechanism for selecting, filtering, and prioritizing content 
needs to be instated; furthermore, a local municipality or governing body has to be 
involved as a stakeholder from the beginning of the process. A civic media platform is 
a complex socio-technical system where the power relationship between the involved 
actors needs to be carefully articulated and specific strategies of engagement, negotia-
tion, and conflict resolution should be designed.  

3 Youth Mapping Project 

3.1 Context 

Rio de Janeiro is vulnerable to floods and landslides, natural disasters that are ex-
pected to increase with climate change. The city’s favelas are largely situated along 
mountainsides, and are already prone to both disasters and socio-environmental risks. 
In response, UNICEF, with the support of the Municipality of Rio, the Municipal 
Secretariat of Health and Civil Defense, and Centro de Promoção da Saúde 
(CEDAPS), decided to start a project in which local adolescents are mobilized to 
monitor, identify and prioritize social and environmental risks in their community.  

In particular, the project had two main design objectives: (1) strengthen participa-
tory governance, and empower local residents to directly improve their local  
communities; (2) help the local government to be better informed about social and 
structural conditions, and plan future interventions. The local context posed several 
technological and social challenges: (1) limited technological infrastructure, in partic-
ular slow or absent 3G connection; (2) low penetration of smartphones; (3) social 
resistance to the adoption of services and products developed outside the local com-
munity; (4) lack of faith in real change.  
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students told me they now felt bad about throwing trash on the ground and would try 
to do it less.  At the same time, I still observed them throwing a water bottle on the 
ground after our conversation.”  However, the intention to change habits shows an 
opportunity to build upon and the potential for behavioral shifts. 

4 Lessons Learned 

Following the Rio de Janeiro experience, the Youth Mapping project was successfully 
deployed in Haiti in July 2012 [13]. UNICEF adopted the same technological plat-
form (Open Locast) and a similar cultural strategy. In partnership with two local or-
ganizations, GHESKIO and the National Office against Violence (ONAVC), 
UNICEF took on the challenge of identifying places where adolescents and young 
people are at increased risk of contracting HIV. We are now considering extending 
the project to 10 cities in Brazil. The interest in continuing the project testifies its 
effectiveness and impact. In particular, the project was a success in building: 

Participation. The Youth Mapping project helped community members to docu-
ment needed improvements, allowing residents to directly contribute to the ameliora-
tion of their neighborhoods;  

Governance. This tool for empowerment can provide local governments with con-
stant feedback on problems in underserved areas.  The initiative is responsible for real 
change; as a result of photos and comments from the workshops, repairs have already 
been made; 

Education. Through a hands-on investigation, the youths were encouraged to think 
critically about how maps and new digital tools can inform community discourse on 
economic, environmental, and social sustainability.  

We strongly believe that the success of this project relies on the design approach 
we adopted. As previously discussed, we decided to integrate the design of the tech-
nological platform with a social and cultural strategy. The role played by UNICEF as 
a mediator was crucial for the success of the project. UNICEF’s long-term presence in 
the territory, ability to build trust in the communities, and power in activating local 
resources were fundamental to the adoption of the technology, and to promote a be-
havioral and cultural change.  

The underlying challenge of designing platforms for participatory urbanism is the 
transformation of dialogue into action, which requires harmony between stakeholder 
perspectives. Local authorities need to be included in the design and implementation 
of platforms from the earliest stages.  They help to engage the local community and 
cause real change.  And yet, since local authorities are in a position of strong power, 
their voice in decision-making processes can be louder than the public and they have 
greater potential to set the final agenda.  It is important to mediate the role of local 
authorities and strategically balance their involvement with that of local residents.  
This is particularly true in developing communities, where power dynamics and 
access to resources can be especially skewed.  Our approach in assuaging this chal-
lenge was an intermediary group of thought-leaders, community activists, and young 
mentors who mobilize locals and empower them from the ground up.  In this way, the 
public holds local authorities accountable and sets its own goals for the community. 
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Our contribution to the challenge identified by Ho – supporting an ecosystem 
around affordable computing – shows how considerations should go beyond technol-
ogy to encompass social and cultural capital.  Specifically, in the context of designing 
a participatory urbanism platform for underserved communities, we have illustrated 
the need to include local authorities without compromising the voices of local resi-
dents. Our approach of using local leaders as mediators, helped to manage diverse 
stakeholder needs. As a result of a successful collaboration, we observed the begin-
nings of a behavioral shift and the potential for sustainable impact in the community.   
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de Lemos, Vińıcius Silva III-700
De Luca, Alexander I-720, III-460,

III-468, IV-587
de-Marcos, Luis IV-705
de Miranda, Leonardo Cunha II-300
Dempere-Marco, Laura IV-203
Demumieux, Rachel IV-667
Deng, Wei III-259
Dermeval, Diego I-605
de Souza, Clarisse Sieckenius IV-314
Deutsch, Stephanie IV-713
Dick, Ian IV-659
Dlutu-Siya, Bongiwe IV-773
Dong, Tao IV-280
Donner, Jonathan I-347



Author Index 807

Dörner, Ralf III-744
Dou, Xue II-730
Downs, John III-682
Dray, Susan IV-772
Drossis, Giannis III-214
Duarte, Carlos I-331
Duarte, Lúıs II-748
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Pase, André Fagundes III-700
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