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Foreword

INTERACT 2013 was the 14th of a series of INTERACT international con-
ferences supported by the International Federation for Information Processing
(IFIP) Technical Committee 13 on Human–Computer Interaction.

This year, INTERACT was held in Cape Town (South Africa), organized by
the Nelson Mandela Metropolitan University (Port Elizabeth) and the Meraka
Institute of Council for Scientific and Industrial Research (Pretoria) in collabo-
ration with the University of Cape Town.

The Conference theme for INTERACT 2013, “Designing for Diversity,” rec-
ognizes the interdisciplinary, multidisciplinary and intercultural spirit of human–
computer interaction (HCI) research and practice. The conference welcomes
research and reports of practice that acknowledge diverse disciplines, abilities,
cultures, and societies, and that address both the technical and social aspects
of HCI. Within the broad umbrella of HCI, the conference sought contributions
addressing new and emerging HCI disciplines, bridging cultural differences, and
tackling important social problems.

Like its predecessors, INTERACT 2013 highlighted, to both the academic
and the industrial world, the importance of the HCI discipline and its most re-
cent breakthroughs on current applications. Both experienced HCI researchers
and professionals, as well as newcomers to the HCI field, interested in design-
ing or evaluating interactive software, developing new interaction technologies,
or investigating overarching theories of HCI, found in INTERACT 2013 an ex-
citing forum for communication with people of similar interests, to encourage
collaboration and to learn.

INTERACT 2013 brought the conference to South Africa and Africa for the
very first time. The African tradition of HCI focuses very much on the human and
social aspects of HCI, recognizing the diversity of its people and the circumstance
in which they go about their everyday lives. We hope that INTERACT 2013 will
be remembered as a conference that brought the diversity of HCI research to the
forefront, making the computerized world a better place for all, regardless of
where they come from.

INTERACT 2013 took place 29 years after the first INTERACT held in
September 1984 in London, UK. The IFIP Technical Committee 13 aims to
develop the science and technology of the interaction between humans and com-
puting devices through different Working Groups and Special Interests Groups,
all of which, together with their officers, are listed within these proceedings.

We thank all the authors who chose INTERACT 2013 as the venue to publish
their research. This was again an outstanding year for the conference in terms of
submissions in all the technical categories, especially since the conference moved
away from the traditional predominantly European venues. In total, we received
639 submissions. Of these, 270 submissions were accepted:
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• 128 as full research papers
• 77 as short research papers
• 31 as interactive posters
• 2 as industrial programme papers
• 4 as panels
• 1 as a special interest group
• 1 as a tutorial
• 9 as workshops
• 9 to the African Masters Consortium
• 8 to the Doctoral Consortium

The acceptance rate for the full and short research papers was 31% and 45%,
respectively.

A Programme Committee meeting consisting of the Technical Programme
Chairs and the Track Chairs, as well as member of IFIP Technical Committee
13, preceded the final decision on which submissions to accept. This powerful
effort was only possible thanks to the diligent work of many people. Our sincere
gratitude goes to the almost 700 members of our International Programme Com-
mittee who willingly assisted and ensured the high quality of the INTERACT
Conference papers was properly maintained. Although some people had to be
bullied into reviewing (sorry about that), everyone submitted their reviews on
time without a murmur of complaint. Thank you all for the effort that you so
obviously put into this task. A special thank you must go to our Track Chairs,
who put in a tremendous amount of work to ensure that quality was maintained
throughout.

In addition, we have to thank the members of the Organizing Committee,
the staff at the Council for Industrial and Scientific Research, Nelson Mandela
Metropolitan University and the University of Cape Town for their unflagging
assistance with all aspects of planning and managing the many administrative
and organizational issues. We also have to thank our student volunteers for
making sure that everything ran smoothly at the conference itself.

Finally, we wish to express a special thank you to the Proceedings Publication
Chair, Marco Winckler, who painstakingly put this volume together.

September 2013 Paula Kotzé
Janet Wesson

(INTERACT 2013 Conference Chairs)
Gary Marsden

Gitte Lindgaard
(INTERACT 2013 Technical Programme Chairs)



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an inter-
national committee of 30 member national societies and seven Working Groups,
representing specialists in human factors, ergonomics, cognitive science, com-
puter science, design, and related disciplines. INTERACT is its flagship confer-
ence, staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research, promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relationship between formal
design methods and system usability and acceptability; developing guidelines,
models and methods by which designers may provide better human-oriented
computer systems; and, cooperating with other groups, inside and outside IFIP,
to promote user-orientation and humanization in system design. Thus, TC13
seeks to improve interactions between people and computers, encourage the
growth of HCI research, and disseminate these benefits worldwide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability, and
acceptability; the appropriate allocation of tasks between computers and users;
modeling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multimedia systems to match system needs and organizational practices, etc.).

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.
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IFIP TC13 stimulates working events and activities through its Working
Groups (WGs) and Special Interest Groups (SIGs). WGs and SIGs consist of
HCI experts from many countries, who seek to expand knowledge and find so-
lutions to HCI issues and concerns within their domains, as outlined below.

• WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI educa-
tion at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

• WG13.2 (Methodology for User-Centered System Design) aims to foster re-
search, dissemination of information and good practice in the methodical
application of HCI to software engineering.

• WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs
of people with disabilities and encourage development of information systems
and tools permitting adaptation of interfaces to specific users.

• WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature,
concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model
for developing user interfaces.

• WG13.5 (Human Error, Safety and System Development) seeks a framework
for studying human factors relating to systems failure, develops leading-
edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical
systems.

• WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It
will promote the use of knowledge, concepts, methods and techniques that
enable user studies to procure a better apprehension of the complex interplay
between individual, social and organizational contexts and thereby a better
understanding of how and why people work in the ways that they do.

• WG13.7 (Human–Computer Interaction and Visualization) is the newest of
the working groups under the TC13. It aims to establish a study and research
program that will combine both scientific work and practical applications
in the fields of HCI and visualization. It will integrate several additional
aspects of further research areas, such as scientific visualization, data mining,
information design, computer graphics, cognition sciences, perception theory,
or psychology, into this approach.

• SIG 13.1 (HCI and International Development) aims to promote the appli-
cation of interaction design research, practice and education to address the
needs, desires and aspirations of people in the developing world; support and
develop the research, practice and education capabilities of HCI institutions
and organizations based in the developing world; develop links between the
HCI community in general, and IFIP TC13 in particular, with other relevant
communities involved in development, especially IFIP WG 9.4 Computers
in Developing Countries.
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• SIG 13.2 (Interaction Design and Children) aims to provide a forum for all
things relating to interaction design and HCI where the intended users or
appropriators of the technology or service are children. The definition of
children is broad rather than narrow, including toddlers and teenagers, but
the core work, currently at least, is with children in junior schools.

New Working Groups and Special Interest Groups are formed as areas of signif-
icance to HCI arise. Further information is available at the IFIP TC13 website:
http://www.tc13.org
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Antonio Krüger, Germany
Sari Kujala, Finland

Hannu Kukka, Finland
Juliusz Kulikowski, Poland
Ann Lantz, Sweden
Rosa Lanzilotti, Italy
Astrid Twenebowa Larssen, Ghana
Marta Larusdottir, Iceland
Yann Laurillau, France
Marco Lazzari, Italy
Eric Lecolinet, France
Jong-Seok Lee, Korea
Juha Leino, Finland
Teemu Heikki Anttoni Leinonen,

Finland
Jair Leite, Brazil
Barbara, Leporini, Italy
Sophie Lepreux, France
Helga Letowt-Vorbek, South Africa
Stefano Levialdi, Italy
Henry Lieberman, USA
Gitte Lindgaard, Australia
Zhengjie Liu, China
Sara Ljungblad, Sweden
Steffen Lohmann, Germany
Nicole Lompré, France
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Cećılia Sik Lányi, Hungary
Bruno Silva, Brazil
Paula Alexandra Silva, Portugal
Frutuoso Silva, Portugal
Joao Carlos Silva, Portugal
Milene Silveira, Brazil
Gavin Robert Sim, UK
Carla Simone, Italy
Mikael B. Skov, Denmark
Andrew Smith, South Africa
Brian Smith, USA
David Smith, USA



International Programme Committee Members XXIII

Danny Soroker, USA
Kenia Sousa, Belgium
Martin Spindler, Germany
Jan Stage, Denmark
Christian Stary, Austria
John Stasko, USA
Markus Stolze, Switzerland
Simone Stumpf, UK
Noi Sukaviriya, USA
S. Shyam Sundar, USA
Alistair Sutcliffe, UK
David Swallow, UK
Anthony Tang, Canada
Charlotte Tang, USA
John Tang, USA
Jean-Claude Tarby France
Franck Tarpin-Bernard, France
Deborah Tatar, USA
Luis Teixeira, Portugal
Carlos Teixeira, Portugal
António Teixeira, Puerto Rico
Harold Thimbleby, UK
Hannah Thinyane, South Africa
Jakob Tholander, Sweden
Martin Tomitsch, Australia
Ilaria Torre, Italy
Stefan Trausan-Matu, Romania
Manfred Tscheligi, Austria
Nikolaos Tselios, Greece
Simon Tucker, UK
Susan Turner, UK
Phil Turner, UK
Leon Urbas, Germany
Kaisa Väänänen-Vainio-Mattila,

Finland
Heli Väätäjä, Finland
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Abstract. With the proliferation of digital reading technologies and their 
underlying ecosystem, practices of reading are currently undergoing significant 
changes. Despite the currency of the topic, we find there is little empirical 
research on how people incorporate digital reading technologies into their 
existing leisure-based reading practices. In this paper, we explore the place of e-
reading for pleasure in daily life, and how it is co-evolving with practices 
surrounding printed books. We present a diary study with 16 readers tracking 
their behaviors and motivations surrounding e-book use. Our findings are 
relevant to designers of digital reading technologies in highlighting the values 
guiding people’s choices and behaviors concerning e-book use. 

Keywords: leisure e-reading, e-books, e-readers, tablets, smartphones, books, 
diary study. 

1 Introduction 

Nearly 15 years after the launch of the first commercial e-book reader, digital reading 
devices and associated e-books have finally reached a mass market. According to recent 
survey data [21], almost one third of the American population now owns an e-reading 
device or tablet, and that trend is set to rise sharply.  At the end of 2011, e-books were 
outselling the top 50 bestselling printed books (USA Today). Last year, in the US,  
e-book sales rose across the board for adult books (49%), children and young adult 
books (475%), and religious publications (151%).  What is clear from this is that the 
digital is both transforming and being transformed by everyday leisure reading. 

It is interesting to contrast this with work-related reading. There has been a long 
history of HCI work focusing on why digital technologies often fail to support the deep 
kinds of reading we need to do for knowledge work.  This kind of reading, often called 
“active reading” has been studied in work and academic settings [e.g. 1; 16; 27] with 
research suggesting that these kinds of activities require good support for annotation as 
well as more fluid and flexible ways to navigate and deal with multiple documents. 
Digital technologies often fall short of the affordances of paper in such tasks. 

For leisure-based or ludic reading [17], however, the story is clearly quite different.  
It is curious then, that for this type of reading we know relatively little about why people 
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choose e-reading over printed books, what the relative advantages and disadvantages are 
of digital versus physical books, and how e-book reading is becoming embedded into 
everyday practices. Discourse has largely been confined to debates on the impact of e-
books on physical books, either mourning or celebrating the future demise of the latter 
[2, 8]. More than anything, it reflects the ambiguity we encounter during this ‘late age of 
print’ [3]. Alternatively, there are survey data (such as that offered by [21; 4]) that look 
broadly at trends, without delving deep into people’s practices, choices and motivations. 
Rouncefield et al are the exception here in a chapter that beautifully highlights the 
situated and embodied nature of digital and physical reading in the home [23]. 

Our aim is to explore the mundane ways in which e-books are finding a place in 
everyday life. In particular we are concerned with the social and material circumstances 
that come to shape e-book practices.  Rather than simply focusing on reading itself, we 
are concerned with the broader lifecyle of e-book acquisition, ownership and sharing.  
More specifically, we wish to ask: how is it that people make choices about what they 
read and how they read in the course of daily life?   

In seeking to document the diversity and richness of the everyday use of e-readers, 
we shall see that these practices contrast with the presumptions of use embedded into 
many of the commercial ecosystems surrounding e-readers which tend to focus on 
supporting the consumption of content by individuals. We will argue that existing 
commercial infrastructures and software do not reflect the diversity of ways in which 
people actually acquire, manage and dispose of books. Finally, and most critically, we 
will also underscore that little recognition is currently given to the inherently social 
nature of leisure reading.   Addressing these current disconnects opens up a design space 
for future developments that might drive such technologies forward.   

In order to capture such detail over an extended period of time and in the context of 
everyday life, we used a diary study coupled with interviews aimed at unpacking the 
detail surrounding real instances of e-book use. In terms of the approach of our study, 
we chose to focus on the reading of e-books (the digital content) for leisure, regardless 
of the platform on which they are read.  Given our interest in everyday practices we do 
not rule out exploring instances where e-book devices might be used for purposes other 
than leisure-based reading (although this is not the focus of the study), or where e-
reading is done alongside or in conjunction with paper-based reading.  

2 E-Reading Literature 

Human-computer interaction and information and library sciences have had a long 
standing interest in e-reading and its potential in professional and academic 
environments including a number of empirical studies on the impact of technology on 
reading, Early studies were often focused on comparing digital with paper reading [e.g. 
1; 6; 10; 18]. Later, research also looked at e-reading on single devices, including e-
readers [27], tablets [19; 26], and smartphones [16]. Most recently, more attention has 
been paid to e-reading across devices [e.g. 12]. Unfortunately, the research here is 
focused on active reading practices in work or educational settings. There are also some 
critiques of the design of e-reading technologies [14; 20; 28]. The concern here is to 
improve on e-reader usability for learning and knowledge work.  
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The humanities also have a great deal to say about the nature of reading, but very 
little to say about the role of technology. In literary theory, reading, the reader, and the 
text are usually conceptualized as abstract entities removed from the historically 
variable social context from which they emerge. The disregard of the embodied, 
situated, and material nature of reading has been critiqued by Littau [13]. Mangen [15] 
elaborates on this point arguing that the immateriality of digital texts prevents us from 
getting immersed in the way a print book would. Her argument seems to hold for 
particular pieces of literary hypertext rather than properties inherent to digital 
technology. The reading of digital media alongside print has also been given attention in 
the digital humanities under the names of close, hyper, and machine reading, but more 
as tools for textual scholarship rather than as a leisure activity [9]. The approach is 
predominantly analytical, critical or speculative, as opposed to empirical. 

Empirical approaches to leisure reading can be found in the social science literature. 
Reading for pleasure, or ludic reading, has been extensively studied by Nell [17]. He 
defines ludic reading as a play activity in that it ‘absorbs the player completely, is 
unproductive, and takes place within circumscribed limits of place and time’ and is 
‘usually paratelic, that is, pursued for its own sake’. Scales [24] found leisure reading 
habits to be determined by gender, race and education. While leisure reading is often 
associated with fiction reading, it has been shown to be motivated by a range of factors, 
including reading as part of the self, to improve reading efficacy, for social recognition, 
and to do well in other realms, such as work or education [25]. Closer to our concern of 
understanding the situated everyday practices of e-reading is Rouncefield and Tolmie’s 
work on e-reading at home [23]. They take an in-depth look at the social nature of 
bedtime reading, as well as highlighting e-reading as a material, social, and situated 
practice. Related to this, Follmer et al [7] and Raffle et al [22] have deployed digital 
reading applications to support bedtime reading with children. These studies give us a 
good starting point but are limited in focus on the home as a setting and single device 
use. 

In sum, we find that despite the rich picture we can gain of reading from these 
efforts, each discipline has tended to take a particular focus with respect to the types of 
reading and contexts in which reading takes place. Across all of these, there has been a 
lack of studies focusing on the ecosystem of reading technologies, namely the e-reader, 
tablet and smartphone, across the types of reading and contexts in which they are 
naturally used. 

3 Method 

We chose to use a diary study coupled with interviews as a way of collecting rich and 
situated data about people’s on-going practices in real world contexts. Similar to a raft 
of previous studies [e.g.1], we used digital cameras to provide memory prompts to 
provoke discussion around specific episodes of e-reading . This allowed participants to 
give detailed accounts of everyday episodes that might have otherwise remained 
unnoticed or be considered too mundane to mention. The approach, then, was 
deliberately chosen to provide grounded detail about a range of specific instances of  
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e-book use rather than to make general claims about what most people do, or how 
frequently they do it. The data are therefore not quantitative in nature, nor are they 
aimed at supporting or refuting any particular hypotheses. 

3.1 Participants 

Sixteen participants (9 male, 7 female) were recruited using a combination of mailing 
lists and snowball sampling to achieve a mix in age, gender, and device use (see Table 
1). Here, due to the exploratory nature of the study, we were seeking diversity of the 
sample, rather than any particular balance or contrast within it. The only criterion was 
that they needed to have read e-books on one or more mobile devices. Participants had 
on average 1.8 years (or 22 months) of experience reading e-books, with a minimum of 
6 months and a maximum of 7 years. All but 3 owned a specialized e-reader (Kindle). 

Table 1. Participant: age, gender, and device type (e-Reader (e.g., Smartphone, Tablet, Laptop) 

Participant Age Gender Device Used for Reading 
P1 50+ male e-Reader smartphone tablet  
P2 50+ female e-Reader     
P3 18-29 male e-Reader  tablet  
P4 30-39 male e-Reader    
P5 18-29 male   tablet  
P6 40-49 female e-Reader    
P7 30-39 female e-Reader    
P8 50+ male e-Reader   laptop 
P9 50+ female e-Reader    
P10 30-39 male e-Reader    
P11 30-39 female e-Reader smartphone   
P12 18-29 female e-Reader    
P13 30-39 female e-Reader smartphone  laptop 
P14 18-29 male e-Reader smartphone   
P15 18-29 male  smartphone  laptop 
P16 18-29 male  smartphone tablet  

3.2 Procedure 

The study proceeded in three parts: 

1. Initial interview: to position participants in terms of current and past patterns of e-
book and reading device(s) use. These typically lasted between 25 and 90 minutes. 

2. Diary period: to capture particular instances of use over a set period of time. 

3. Follow-up interview: to gather additional information on each captured episode of 
use. 
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During the initial interview, participants provided background information on their 
device usage, type of content consumption and acquisition, reading history and patterns, 
and use of physical and digital media. Whenever possible, interviews took place in 
participants’ homes, or else at their workplace. Where a face-to-face meeting was not 
possible, interviews were conducted over the phone. 

The diary period lasted between 7 to 15 days depending on frequency of use, with an 
average of 10 days. Participants were asked to document all instances of book and e-
book reading, as well as any behaviors relating to book and e-book use, such as 
acquisition, annotation, organization, sharing, etc. Participants were also asked to record 
any other types of reading on devices they also used for e-book reading, such as reading 
news, magazines, work documents, etc. While our focus was on e-book reading, 
capturing other types of content helped us contextualize their reading within the wider 
digital media ecosystem. Participants were asked to use a digital camera to capture 
reading episodes. Three participants created written diaries, two of them in addition to 
the photo diary and one in place of it. 

The photographs were then used as memory prompts during the final interviews to 
elicit detailed accounts of the particular social and material circumstances and behaviors 
pertaining to book, e-book, and device use. Participants were encouraged to tell a story 
about each captured episode, telling us about where and when the episode took place, 
how long it lasted, what terminated it, whether it was interrupted, why they were doing 
what they were doing, who else was present and what were they doing. All final 
interviews were conducted face-to-face, either at the participant’s home, workplace, or 
in coffee shops. Final interviews lasted between 20 and 65 minutes. On completion of 
the study, participants received a £50 Amazon voucher as a thank you. 

The combination of participant diaries and in-depth interviews resulted in a rich data 
set encompassing roughly 20 hours of audio recordings, 147 photographs, and three 
written diaries. This amounts to an average of about 38 minutes of interview recordings 
and about 10 photographs per participant1 among those keeping photo diaries. Audio 
recordings were partially transcribed and analyzed for emergent themes. Where 
relevant, photographs were used to complement the analysis of the interview data. 

4 Findings 

Our study covers a broad set of practices relating to e-reading and the social, material, 
and contextual concerns underpinning them. We begin with a look at the initial 
motivations and expectations surrounding e-reader ownership and how these relate to 
subsequent practices. Following this, we consider the broader ecosystem of content 
acquisition, ownership and storage before considering reading practices with the devices 
in the home, and out and about. Finally, we discuss sharing practices around e-books.   

                                                           
1 This average appears low as some participants documented recurring events, such as a nightly 

bedtime reading, only once rather than each individual instance of it (as requested). The 
minimum number of photos taken per participant was three, with a maximum of 22. 
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4.1 Finding a Place for E-Reading in Daily Life 

For most participants, purchasing an e-reading device was driven by some primary 
anticipated benefits. For participants who were new to digital leisure-based reading, 
motivations were in line with what one might expect: to save on storage space for books 
(p3), to avoid carrying around weighty books while travelling (p2), or for ecological 
reasons, such as reducing their use of paper (p1). Other reasons were economic, with the 
expectation that the cost of e-books would be cheaper than print books (p10).  These are 
reasons that marketers of e-book appliances have long understood.  

Some participants, however, came by their devices more reluctantly, sometimes 
being given them as presents or being given older devices that had been replaced by 
newer models. As p9, said: I didn’t ask for it, my husband got it for me as a present. I 
was resistant to it because I like books, the feel of them, the variety of them, and that 
hasn’t stopped through having an e-book, it has just supplemented it. In this instance, 
we can see some concern that something might be lost through the transition from 
physical to e-books. To p12, on the other hand, receiving a device was a revelation: 
because I’ve not really read much for a long time because of the slight dyslexia [] I 
thought I can’t imagine it’s going to make that much of a difference but it really has; [] 
I’d say that I definitely be reading more, it just makes things more accessible for me 
really and I enjoy it. 

 

Fig. 1. Integrating the e-book into an established morning routine of studying the bible in 
English (left) and Greek (centre) with the help of a Greek dictionary (right) 

As users explored the device and e-book ecosystem they came to understand its 
particular affordances for their everyday reading practices. This phase of use was often 
marked by a period of ‘playing around’ during which assumptions were tested, 
unexpected uses discovered and users came to an understanding of which kinds of 
reading the devices supported very well, and which kinds they did not. For example, p1, 
p4, p8 and p14 had been hoping to be able to perform non-linear reading tasks that 
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involved flicking back and forth through pages on their e-readers, but soon abandoned 
these attempts. In p8’s case, he had expectations of using his Kindle for bible reading in 
church, but found the navigation mechanisms for moving between passages too 
cumbersome: I’ve tried and people do use the Kindle in church for bibles but to go 
jumping around it’s really painful. The fact that looking at more than one page or 
document simultaneously was not supported was also problematic. P1 struggled with 
integrating his e-reader into an established routine of reading the bible in Greek and 
English every morning alongside an English-Greek dictionary and came up with his 
own way of doing so (see Figure 1). P1 and p15 also bemoaned the fact that visual 
information was lost on the black and white display, particularly if color was an 
important aspect of the content or character of the book. 

The issue here is not so much to point to problems with e-reading devices as it is to 
show how, through exploration, people begin to make particular choices for particular 
reading contexts. These choices in turn begin to carve out new ways in which these 
practices fit with other aspects of their everyday lives.  

4.2 Managing the E-Reading Process 

In this section we consider how people managed the process of acquiring, using, 
organizing, deleting and keeping digital content for e-reading, sometimes in contrast to 
these same, more ingrained practices with print books.  

Finding e-Books. Participants discussed how the move to e-books changed the way 
they became aware of and found new books to read. Some reported on the difficulty of 
browsing for leisure reading as it was hard to get a sense of the content of a book from 
the image and blurb alone. As a result, participants relied on bestseller lists, special 
deals, and recommendations based on their purchase history. Downloading e-book 
samples was also a common practice to help decide whether to buy a book or not. P7’s 
comment makes this apparent: I think it’s because I just read a trilogy and wasn’t too 
impressed with the third one and then this is a similar story because it was a 
recommendation on the Kindle so even though the sample was good I didn’t want to get 
into another book that was very similar to what I’ve just read. 

Participants also relied heavily on recommendations from friends and colleagues, but 
this too appeared to be shifting online. P6 and p11 said that, whereas previously they 
would regularly meet a friend at the pub to discuss and exchange books, now they 
exchanged emails to recommend books to buy. 

Acquiring e-Books. Price was often mentioned as an important factor in guiding 
participants’ purchase decisions. Low-priced e-books (under three pounds) would be 
bought without much deliberation by most participants (9 out of 16). For more 
expensive e-books, participants would often obtain a sample before making the decision 
to buy. Alternatively, participants would opt for the print version if the price of the e-
book was comparable, as articulated by p10: Mostly prices are very similar to normal 
books, maybe a few pounds cheaper for the newest stuff and I wouldn’t bother buying 
that. Most of the newer books I get from the library in paper copy, because I only read 
them once and never again, so I don’t really want to keep them. The flipside of this was 
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that very low cost e-books were cited by five of the participants (p2, p6, p7, p8, p11) as 
changing their reading habits, leading them to buy books they wouldn’t normally have 
considered. P7 in particular celebrated this fact, saying that whereas previously she 
would have chosen from a limited selection of cheap or free library and charity shop 
books, she now had access to a greater variety of content online. 

Nevertheless, the fact that not all books were available in e-book format meant that 
most participants would fall back on buying print instead P1, on the other hand, said he 
would deliberately choose to buy print when he wanted to read the books again, share 
them, give them as gifts, or read them in the bath. These considerations were also linked 
to concerns participants had about their e-book collection being tied to a particular 
platform, and thus being vulnerable to potential incompatibility issues should the 
technology change in the future. Needless to say, some of the restrictions associated 
with e-books, such as the inability to share content, were circumvented by illegally 
obtaining content. For one of our participants, owning both a legal and illegal copy 
helped him achieve two ends: to pay content providers, such as authors and publishers 
for work he liked, and to have the freedom to read e-books on a range of platforms. 

The ability to instantly download content online seemed to enable participants to 
more fluidly move from one book to the next. Typically, new e-books were bought 
shortly before finishing a book. P7 and p16 also spoke of looking for their next e-book 
when they got bored with their current reading. Content might also be almost instantly 
acquired in the context of learning about a book, such as reading a review in a 
newspaper (p7), hearing about a book at a conference (p6), or on a TV or radio program 
(p15, p2). P1 was able to download a copy of the Lord of the Rings during his vacation 
on a campsite, the book his daughter was reading and had asked him questions about. 
Acquiring a copy there and then let him read the book in parallel and discuss it with her. 
Conversely, the reliance on being able to buy books anytime anywhere caused problems 
to one couple who assumed they’d be able to buy new books during a vacation but 
found they didn’t have internet access for the duration of their stay (p2). 

Many of the participants felt that the instantaneity with which content could be 
obtained caused them to read more. At the same time, the ease with which content could 
be obtained required participants to carefully manage their consumption. As p6 said: It’s 
dangerous, I often, if I’m into it I just keep buying books, most of the books that I’ve 
been buying have been 2.99, 3.99 because they’ve been quite old books, but obviously 
these have been new and out [] and they’re £10 and things and it’s lethal because 
you’re not having to literally go and find £10 in your purse, you just press the button, 
and I have to check myself sometimes, because I think, blimey, I spent thirty pounds or 
forty pounds on books whereas I wouldn’t do that in a shop, it’s very easy to do on the 
Kindle, so I have to check myself sometimes. 

Organizing and Archiving. According to participants, the primary purpose of 
organizing books was to help them manage the reading process by classifying their 
books as ‘unread’, ‘to read on vacation’, ‘currently reading’ or ‘read’. Most 
participants let their e-books accumulate on their device before they felt a need or 
pressure to manage them so as to make books they wanted to read easier to find. 
Some had an established practice of moving read books into collections or archiving 
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them for that reason, i.e. removing them from the device, but not their account. A 
common frustration here was that moving e-books into collections did nothing to reduce 
the length of the books list due to the lack of a folder structure with the result that list 
navigation remained cumbersome. For some participants, the process of organization 
spanned both physical and digital books. In order to keep track of both his unread books 
and e-books p1 kept his Kindle with his books on the shelf as a visible reminder. None 
of the participants saw a particular need to delete books until they ran out of storage 
space, but considered deleting samples, free content, or books they didn’t enjoy or 
want to re-read.  

The visibility of a book collection also seemed to be an important factor in how 
participants related to their books and e-books. Reading both print and e-books, p1 
faced a dilemma after buying an e-book that was part of a collection of physical books 
he already owned. Finishing the e-book left him with a desire to put it on the shelf and 
to wish he had bought the physical copy instead. P9 regarded her e-book collection to 
be short term, to be something she was not emotionally invested in: I like having 
physical books and seeing them and think I must read that, I haven’t thought about it; 
an e-reader collection is very different for me because it tends to be things that I’ll 
read and then discard although I haven’t got round to it yet and it’s still a bit of a 
pain but it’s not a library of things I am treasuring in the way I do with books; and I 
know some people are really keen on creating collections and putting them under 
different groupings, but with me it’s slightly different; it feels like it’s something more 
short term and more functional than, I certainly don’t have any emotional attachment 
to my e-reader collection, whereas I do have a very strong emotional attachment to 
some of my books; books I’ve read when I was seven; I can’t imagine having my e-
reader collection when I was seven and keeping them until I was 55, it’s just not the 
same’.  

4.3 Everyday E-Reading Practices 

After an initial “settling in” phase, e-book reading found its place both within the 
home as well as on the move outside of the home. In this section we show how the 
particular affordances of e-book reading supported both routine and opportunistic 
reading alongside and sometimes in combination with more traditional reading, and 
discuss how and why participants made choices about e-reading versus paper based 
reading. 

E-Reading in the Home. Within the home, e-reading took place in a variety of 
locations through the house: in the kitchen, dining area, lounge, bedroom, toilet, and 
garden (Figure 2). People were as inclined to curl up with an e-reader as they would 
have been with a traditional paper book. Much of the leisure reading done by 
participants in their home had a routine character, often being bound up in the routines 
and practices of other household members, such as choosing to read on a smartphone 
rather than tablet or e-reader at night to avoid disturbing their partners’ sleep. Of interest 
then is how e-reading practices pertained to these shared routines within the household 
and how they enabled reading to be fitted in. 
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Routines emerged both as a consequence of the social situation of the household and 
the enabling properties of a particular device. In one example, p2 had begun to read 
regularly on her Kindle at the kitchen table during breakfast with her husband: I read at 
the breakfast table while he is doing the crossword and when he’s done, he’ll ask me to 
finish ones he didn’t get. I’ll read because otherwise I’ll talk to him and annoy him.  

She found reading on the Kindle particularly conducive to these circumstances in 
part because she could leave the device resting on the table without having to hold it 
open, thereby keeping her hands free for drinking and eating her breakfast. Indeed, this 
particular affordance of the device led to other circumstances of adopted use in the 
home. P7 found that the Kindle enabled her to enjoy reading outside in the garden chair: 
It’s so much easier; when I read outside before I had the pages rafting and it’s just that 
you can sit outside and have a drink in one hand and all it is, is pressing it to get to the 
next page, there is no sun reflected off it all either. Here then we see how the e-reader, 
with its one handed use and rigidity, was able to find its place within the social and 
material context of the home.  

 

  

Fig. 2. Routine e-reading at home: (1) during breakfast, (2) after work, (3) before bed 

But there were other circumstances where the e-book was not conducive. Notable 
here was reading in the bath where concerns about damage bring to the fore the expense 
of the device. As p1 articulated, in such circumstances, he would shift to reading a 
traditional paperback: I’d only switch back to the paperback if I was reading in the bath, 
so if I had a paperback I’d read the paperback in the bath, just because I don’t want to 
risk damaging the Kindle. 

Routine reading also involved making judgments about the text to be read and how to 
fit coherent chunks or sections of content into a reader’s routine. Current e-readers did 
not readily support these judgments. With the Kindle for example, one of the problems 
is assessing the length of particular content and how long it might take to read. While 
there are certain visual indicators of structure, participants found these difficult to 
interpret in determining their decisions to read certain contents in particular 
circumstances: Because it’s on the Kindle you don’t know what size it is and you only 
know what percentage through the book you are, and yes it does tell you how many 
pages, [] but you don’t really see that and think yeah I’ll give that a go because it’s 
there and you don’t know how much you’ll be reading. (p12). 
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If one of the key benefits of e-book readers is access to collections of e-books, 
another is the “at-hand” nature of these portable devices. Together, these affordances 
make for more opportunistic reading in the domestic space. A good example of this is 
the case of p11 whose days were largely driven by the needs of her newborn daughter 
and four year old son. For her, reading was something that had to be fitted in, such as 
when waiting for her daughter to go to sleep or while her son was watching television 
while having his breakfast or playing in the garden: I don’t really have time to get ready 
for bed, I don’t really have a night time ritual anymore, because I follow [daughter]’s 
ritual, so basically I put her to bed and then I sit there for awhile waiting for her to fall 
asleep, and read.  

As another example, p16 started reading e-books on his iPhone when his daughter 
was born: I only really started reading a couple of years ago on my iPhone and the 
reason for that predominantly is my daughter being born; having the books right there 
available on my iPhone means it’s incredibly convenient so when I do have a moment to 
quickly read I can do so; it’s not like having to make sure that you’ve got a paperback 
book with you all the time. Plus it means that with the Kindle application I’ve got 
multiple books with me and depending on what my mood is at a given point. If I wasn’t 
reading an e-reader I wouldn’t be reading anywhere near as much as I used to. This 
shows that not only do e-books allow in the moment access to whole collections of 
books, they also allow for  choice, allowing readers to choose the kind of content that 
will best suit their situation.  

E-Reading Out and about. Again, as with traditional books, e-reading found its way 
into all sorts of locations outside the home including the workplace, pubs, cafes, parks 
and various forms of transport such as cars, buses, trains, and planes. Of course, as a 
high level concern, this is all relatively unsurprising, but what is significant are the 
particular ways that e-reading finds its place in these spaces.  Again, particular features 
of the devices enabled both routine and opportunistic practices of reading to emerge. 

Perhaps the most significant factor in the organization of these practices concerns the 
weight and form factor of the devices. With the Kindle, for example, its compactness 
and weight meant that it was easily carried in circumstances where traditional 
paperbacks would be left behind (p11). This in turn meant that people developed new 
routine opportunities for reading. Most notable here was during the daily work routine, 
where some participants were able to incorporate the reading of books into their 
commuting practices in ways that they had previously not done, often displacing other 
activities or media such as books, newspapers and magazines. Other participants, as a 
consequence of being able to carry the device, were able to have access to their books at 
work. E-reading, for some, was something that they would do during their lunch breaks 
(p2, p5, p7, p8, p13, p14). Again, the issue here was not simply one of enabling reading 
where it might not otherwise have been performed. Rather it was also about how these 
devices allowed fiction reading in more kinds of different locations. 

As well as the routine practices that participants had constructed around particular 
devices, as in the home, we saw that e-reading played a significant role in more 
opportunistic reading when away from the home. Again, what was key here were the 
unconscious ways in which some of these devices were carried. This was particularly 
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salient in the case of reading from smartphones, which were carried by some 
participants at all times. This is illustrated by the practices of p14 who found himself in 
a pub waiting for his cousin to arrive. Waiting in public places can be socially awkward 
and so he was able to busy himself and pass the time reading a novel on his smartphone.  
In another example, we saw how p14 used his phone to take advantage of an 
unanticipated period of sunshine on the way home from shopping. Noticing it was 
sunny, he stopped off to read and relax in the sun – again not something that he could 
have planned for with a traditional paperback. 

 

  

  

Fig. 3. Opportunistic e-reading at home (top) and out and about (bottom): while (1) watching 
the children, (2) eating alone, (3) dinner is cooking, (4) the car is being washed, (5) having 
lunch at work in the car, (6) the sun is out at the pub 

When reading in public places, participants oriented to a number of other concerns in 
the shaping of their practices with particular devices and content. For p3, there was an 
issue concerning the relative value and visibility of his different devices that led to him 
make certain decisions when reading on public transport. It’s [iPad] fantastic if you 
want to do a bit of work or something or get to your emails or write something but for 
reading on public transport it’s not so good but maybe that’s just a kind of self-
consciousness thing, it just feels a bit uncomfortable taking an iPad out whereas it 
doesn’t feel the same taking the Kindle; I think part of it is because it’s expensive I think 
because it’s a bit larger and more noticeable I think. Here we can see how the iPad for 
this participant was somewhat conspicuous in this public setting. Not only was he self-
conscious, he was also worried about its value to others around him. While such 
perceptions may be unfounded, they are nevertheless concerns to which he was 
orienting.   
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Related to this was the relative invisibility of reading content on these devices and 
what this meant for reading practices in public places. P12 for example claimed that she 
only started to read in public places on account of the fact that it was more difficult for 
others to see what one was reading on a Kindle, allowing her to keep her reading more 
private when in public. In one episode, when a stranger walked up to her and asked 
what she was reading she was able to avoid revealing it to him for reasons she explains: 
I never lie to be quite honest but there was a guy and he asked me what I was reading 
the other week [] so I told him about a thing I had on there that I haven’t even started 
reading yet, and I thought I just don’t want to tell him because I was reading like this 
really interesting feminist book and I thought I just felt like this would elicit a strange 
reaction [] I’m never reading anything bad or anything like that, but I like that privacy 
about it, that you don’t have to advertise to people in public space what you’re reading.  

4.4 Social Practices of E-Reading 

While individual reading is central to understanding e-book practices, social aspects of 
use (some of which we have already touched upon) are also important to consider. In 
this section we discuss how practices of sharing were played out in the context of the e-
book ecosystem. In particular, we consider the sharing of content, accounts and devices. 
Important to note here is that in the United Kingdom the sharing of e-books is currently 
prevented by digital rights management software on most devices. Amazon allows up to 
five Kindles to be associated with one account through which books can be shared. 
What is of significance are the ways that our participants found various workarounds in 
these constraints. 

Sharing Content. If we consider talking about books to be a form of sharing, digital 
reading devices showed good support in enabling participants to share particular 
passages during conversations with friends and colleagues. In particular, p12 used 
bookmarks on the Kindle to quickly revisit passages she wanted to talk to her friends 
about. Similarly, p15 created bookmarks to discuss certain passages with his colleagues 
at work: I think when you bookmark stuff you can put a note alongside the bookmark 
and I occasionally do that, just if it’s something that I want to show to someone at the 
office if it’s something particularly interesting. 

P6 also downloaded an e-book for her daughter to read on her device. Her daughter 
wasn’t interested in the book and she ended up reading it herself. Similarly, both p10 
and his wife had Kindles, but on separate accounts. When his wife lost interest in an e-
book she was reading on her device they swapped Kindles, so he could read it instead: I 
think I can gift her a book or whatever and she can lend it to me but that gets a bit 
complicated so if I want to read her book or she wants to read my book we just swap 
Kindles. Sometimes they would also read the same e-book on the same device which 
caused problems when the other person revisited the book: If we’re at home and I fancy 
reading a book that she’s reading then I just take her Kindle, but it’s a bit annoying 
because it only lets you maintain the reading position for one book so if she’s at a 
different point in it she gets annoyed when she switches it on and it’s on a different 
page. 
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Sharing Accounts. P2 shared her account with her husband and both of her daughters. 
Rather than being set up deliberately, the sharing of the account evolved out of the way 
she and her family shared print books before adopting e-reading. P2 was the first to own 
a digital reading device in her family. She then gave her daughter access to her account 
when she got curious to try reading e-books, first on her iPhone and later on a Kindle. 
She also shared the account with her other daughter who read e-books through the 
Kindle app on her iPad. More recently, she gave her husband a Kindle who then starting 
reading on the same account. P2 said she would occasionally look through the e-books 
her daughters bought and download the ones she was interested in onto her device. She 
also would send e-books she read and liked to her daughter’s Kindle, followed by a text 
message to tell her about it. 

P4 gave his father access to his account when passing on his old Kindle to him. 
Similarly, p7’s Kindle was linked to her husband’s account who bought it for her. 
Before buying a book she would usually seek his consent. P14 temporarily gave his 
mother access to his account when he lent her his Kindle to convince her to get her own. 
Before doing so, he bought her a number of books he thought she’d be interested in: 
Well I’m just trying to sell my mother on the idea of e-books so I lent her for one week 
and she quite liked it. I lent it to my mother before. I bought a few books for her and put 
them in a separate folder and stuff. [She] wants to borrow it again and she tends to buy 
random stuff I’m not going to read so I mean I delete if off the kindle but it’s still in my 
account, you can download it whenever you want. 

Sharing Devices. There was a general reluctance to sharing one’s reading devices. 
Privacy was one concern, lack of access another. Unsurprisingly, unwillingness to share 
devices increased with how personal the content on the device was perceived to be. 
While none of the participants minded sharing their print books, only about half would 
share their Kindle or tablet, and none of them was willing to share their smartphone. 
Lack of access to the device (and its contents) tended to be participants’ main concern 
when considering sharing their Kindles. As p9 summarizes: If somebody said would you 
lend me a book I’d say yes not a problem, whereas the e-reader is a bit different; now 
why is that? I suppose a) it’s more expensive than most books, b) it’s a bit like giving 
someone access to your whole library, which is a bit personal really, because there’d 
also be (documents on it) as well; and also when I give away a book that I’m not 
reading, I’m not putting myself to any inconvenience but if I’m giving someone my e-
reader then I am in an inconvenience because I won’t be able to download anything 
new. 

P7 occasionally shared her Kindle with her two children, but since they preferred 
their print books, access to the device was never an issue. In p14’s case, sharing a 
Kindle with his girlfriend for a period of six months before buying his own led to 
competition over access to it: Fights, well, we’d basically take it book by book, so I’d 
have it for a book and then she’d have it for her book but when she wasn’t using it I 
could just like borrow it and it kind of did get a bit, both competing for it quite a lot 
which did get a bit annoying that’s why we decided to get another one. It was just an 
experiment and they came down in price as well. 
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5 Discussion and Implications 

The findings show that the experience of reading e-books is shaped not only by the 
affordances of e-readers, applications, and content providers, but by dint of a larger 
ecosystem - one that includes paper books and their attendant practices. On first 
encountering e-books, people explore their potential and their constraints. In turn, they 
find a place for e-books, in a way that alters, complements, and augments their existing 
reading practices. The result is that print books complement rather than replace e-books, 
or put differently, they fill the gap where e-books fall short - and vice versa. In making 
choices about what platform to read on, people make use of the affordances of current e-
reading technology designs, like instantaneity and portability, while giving up some of 
the values associated with print books, such as visibility and shareability. What we see 
in people’s practices and orientations surrounding e-books is a shift in emphasis from 
the book as artifact to a set of activities associated with reading. In the following, we 
discuss these tensions in detail and propose key themes for guiding potential future 
avenues for the design of reading technologies. 

From Commodity to Service. One of the themes that echoed through the data was that, 
for books that matter, people choose printed books. Digital books were seen as more 
transitory; they were less about keeping and more about using. The findings point to a 
number of reasons for this. One had to do with long term access. As an ecosystem of 
reading devices, applications, content, and service providers, e-reading relies on the 
availability of each of these components, and more importantly, their mutual 
compatibility, both now and in the future. Concerns about potential incompatibilities 
between current and future reading technologies were raised, and may be one reason 
that people see e-books as not something to invest in for the long term. There were also 
issues of what it means to “own” a book. Physical artifacts can be displayed and 
collected. Participants spoke of emotional attachment to print books, not apparent with 
e-books. Finally, the ability to share might be another reason printed books are more 
valued. After finishing an e-book, the inability to pass it on to others leaves it as ‘dead’ 
content in people’s accounts. Taken together these concerns might explain why our 
participants generally valued e-books less than printed books. This in turn was reflected 
in their reluctance to pay full “book” prices for e-books. It is clear that people think of 
the value of e-books differently, and more in terms of the activities that e-books allow 
them to perform rather than the artifact itself. This suggests that designers might also 
think differently about their value, moving away from conceiving of e-books as 
commodities toward thinking about services that enable experiences around reading. 
This could be manifest in different pricing models, such as allowing people to pay for a 
subscription service for e-books on a per use basis, or small fees for sharing, or by 
providing e-books that come with discounts for buying the print version, recognizing 
that people might want to own the books they want to treasure. 

Discovering E-books. E-books are currently delivered through a small set of providers, 
like Apple and Amazon. This ‘walled garden’ model, however, does not recognize the 
many ways in which people find and acquire books. Discovering books to read is a 
diverse and open set of activities drawing upon a variety of sources, from chatting with 
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friends and acquaintances to idly searching book stores and libraries. The experience 
online is much more restrictive as people have to rely on information presented to them 
by the main content providers. We suggest there is a potential for offering more 
serendipitous and social mechanisms for finding books online, such as allowing 
people to share recommendations device to device, or posting recommendations in 
more flexible, ad hoc ways. For example, people might post recommendations linked 
to a location that reminds them of a good book, or where they spent time reading. 
Later, others can “come across” these tags and instantly download the books they 
refer to. The point is that new digital mechanisms for discovery and awareness of 
books could be much broader and more flexible than it is currently. 

Keeping the Reading in Order. Digital reading devices are able to carry large amounts 
of content, and much of their allure lies in the fact that people have an entire library 
available at their finger tips, anytime, anywhere. As we have seen, however, large 
numbers of e-books impose the need to manage the information. Offering some of the 
information management features that are now available on phone and PC operating 
systems, such as folders - or in our case ‘shelves’ - would help to alleviate the problem. 
We have also seen how the divide between digital and physical book collections creates 
problems in terms of managing people’s reading process, and more broadly, the ability 
to relate to their books as a single collection. We encourage designers to explore ways 
of bridging this divide by providing cross-platform visibility and management support. 
For instance, social media or book sharing sites, such as goodreads.com, could be linked 
with a user’s online purchase history, wish list, etc. to help them keep track of their 
reading and book collection. Alternatively, users could be enabled to print a physical 
prop for each purchased e-book to join their physical book collection. 

Moving beyond Fiction. E-reading devices today are optimized for linear reading, 
which is the reading of a text from beginning to end. Either as a consequence or cause 
of this, the majority of reading done on e-readers is fiction reading. As we have seen, 
other types of non-linear or richly visual leisure-based reading, such as the use of 
cookery books or travel guides, are not well supported by current e-readers yet people 
(in our study at least) expressed a desire to use e-readers for these kinds of books too. 
We suggest exploring the design space of e-books and e-readers to support a wider 
range of reading activities, including ways to support parallel reading (two or more texts 
next to each other) and more flexible navigation and place-holding mechanisms for 
active, non-linear reading. This would see e-reading start to reach new markets, and 
enable new kinds of reading experiences for consumers. 

Exploiting the At-Hand Nature of E-Books. The findings confirm that one of the real 
strengths of e-books is the way that they can support both ad hoc and routine reading 
practices in new ways.  In particular, the lightweight form factor of e-readers, always 
present nature of smartphones, and ability to pick and choose from either a library of 
content, or to download new content means that e-reading can be tailored to suit many 
new situations. Recognizing that this is the case could be exploited more fully in the 
design of e-reader software and by content providers.  For example, rather than 
classifying by genre, age group and so on, content could also be suggested for “a quick 
read”, or for longer, more engrossing sessions, or based on location, and so on.  In other 
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words the system could be geared toward recommendations which take into account not 
just a reader’s taste, but their context.  The interface could give better support for this 
too, such as giving more rich visual cues as to the length of an e-book, or allowing more 
flexible browsing of an e-book when time is short. 

Sharing. Current business models are dominated by a consideration of the individual 
as the point of consumption and marketing. The sharing of e-books between users, 
applications, and devices is constrained by corporate digital rights management (DRM) 
software. We are aware that some of these constraints are specific to the UK market, but 
the workarounds people have developed to manage these constraints are indicative of 
the underlying values that drive people’s behaviors and choices regarding e-book use 
and consumption. Whilst these constraints are in place, people are forced into sharing 
their devices and accounts with family, partners, and friends or bypassing DRM 
altogether. To address this issue, we suggest thinking of ways to facilitate the sharing of 
e-books. For instance, we can think of reading applications that allow people to share 
their library with friends and family without giving them access to their account details. 
Alternatively, we encourage designers to enable device sharing that is sensitive to the 
reader’s privacy and personal use preferences, such as place in a book, bookmarks, 
annotations, font size, categorization, etc. 

6 Conclusion 

In this paper, we contributed to a rich space of research on reading by exploring the 
ways in which e-reading technologies have found their place in everyday life. Rather 
than replacing print books, we found e-books occupy a niche among people’s paper 
based leisure reading practices. In making choices about what technology (including 
books) to read on, people create a particular experience of reading by drawing on the 
affordances provided by the particular ecosystem of content, application, device and 
infrastructure. Based on our findings we suggest to move away from conceiving of e-
books as artifacts toward the activities and experience of reading, including acquisition, 
organization, and sharing. While running the risk of chiming in with the voices 
predicting the future demise of the book, it seems to us that books are at an early stage 
of the transformations software, music and film underwent in going digital. If their 
histories can serve as an example, and the industry moves from ownership to use based 
models, understanding the practices of reading will be of paramount importance in 
helping to design that future. 
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Abstract. Reading from devices such as Kindles, Nooks, and tablets (“e-
readers”) is an increasingly common practice. A primary reason users purchase 
e-readers is to read for pleasure, as opposed to reading for work or school 
purposes. With paper, people sometimes read together from a single book (e.g., 
reading a bedtime story with a child) – a practice we call partnered reading. 
This practice, and the goals of e-reading for pleasure more generally, remain 
underexplored in the HCI literature. This paper contributes findings from a 
deployment study wherein participants used an e-reader application to read with 
a partner. These findings (a) provide descriptive accounts of how people use e-
readers to read together, and (b) identify opportunities to improve the design of 
e-readers to support partnered e-reading for pleasure.  

Keywords: E-reading, partnered reading, collaborative reading, pleasure, 
entertainment, leisure, iPad, ALLT. 

1 Introduction 

A recent survey by the Pew Research Center found that “one-fifth of American adults 
(21%) report that they have read an e-book in the past year, and this number increased 
following a gift-giving season that saw a spike in the ownership of both tablet 
computers and  e-book reading devices such as the original Kindles and Nooks” [1]. 
Arguably, the growth of e-reading has largely been a byproduct of consumers 
purchasing e-readers for purposes of reading for pleasure [2].  

According to the Pew Research Center, “80% of Americans age 16 and older say 
they read at least occasionally for pleasure. Some 36% read for pleasure every day or 
almost every day” [1]. Reading for pleasure outranked other reasons for reading, 
including current events, doing research, and reading for work or school purposes. 
The widespread appeal of reading for pleasure suggests that e-reading technologies 
may benefit from design decisions that support this specific type of practice. 

While we often think of reading as a solitary activity, reading is always performed 
within a specific psychological and social context. We have motivations for reading, 
and direct our reading processes based on the social context that we act within [3, 4].  
Collaborative reading in the workplace is often characterized by formal, professional 



20 M. Massimi et al. 

relationships among readers, and with well-articulated goals such as synthesizing 
material to produce a report [5-7]. In educational settings, readers often try to achieve 
a deep understanding of the content and engage the material through annotation or 
note-taking in an active reading process [8, 9]. Learning to read is similarly a social 
process, and reading together between an adult and a child is a common way to impart 
literacy skills [3, 10].  

Reading for pleasure is no exception, and is often performed in the home with 
family and friends. E-readers are increasingly available in this social context, but may 
lack characteristics that make them appropriate for co-located social reading. For 
example, one study found that 81% of respondents preferred printed books over e-
books for reading with a child [1]. Of course, children are not the only types of people 
with whom one might sit down and read; reading together can be a pleasurable 
activity for people of any age. Other examples include reading with senior citizens 
who might have visual or motor impairments [11], or simply sharing a book with a 
friend sitting next to you. E-reading in the home for purposes of pleasure is still 
under-explored, despite the success of e-readers for individuals reading on their own. 

Part of the pleasure derived from co-located reading is social [3, 4, 10]. The 
activity of reading provides a shared form of entertainment that can form the basis of 
conversation, and perhaps co-located reading can contribute to the strength of the 
relationship between readers. Reading aloud to another person also offers an 
opportunity to entertain and delight others. Even reading performed separately but in 
the presence of others can be a relaxing way to spend time together. 

Despite the richness of co-located reading for pleasure, it remains a relatively 
underexplored area in the HCI literature. This paper contributes to what is known 
about digital reading by describing this practice in more detail, and in particular, by 
identifying design successes and challenges associated with using an e-reader for co-
located pleasure reading activities. We find that e-reading for pleasure requires 
coordination between reading partners, and there are issues with respect to pacing and 
visibility of reading activities. E-reading for pleasure constitutes its own form of 
entertainment, but competes against a growing set of leisure activities available on 
tablet computers. These findings underpin implications that may improve the design 
of e-reader hardware, software, and associated services. 

2 Background 

Several studies concern the design and evaluation of reading devices, especially in 
comparison to reading from paper [5, 6, 12]. We first turn to the bulk of work in HCI, 
which has focused on how to improve productivity measures such as comprehension 
or reading speed. These fall under a process called active reading [8, 9, 13, 14]. 
Active reading refers to a set of strategies for engaging with written material and is 
“the combination of reading with critical thinking and learning, and involves not just 
reading per se, but also underlining, highlighting, and commenting” [15].  

Designing digital systems that can support active reading techniques has been a 
fruitful research area [9, 16], and many commercial e-readers now permit at least 



 Reading together as a Leisure Activity: Implications for E-reading 21 

some of these active reading techniques to occur [17-19]. Ongoing work has 
identified ways in which commercial e-readers present usability problems [20], and 
how users overcome these limitations in pursuit of academic research [21]. Other 
work explored how the availability of multiple reading surfaces – paper, computer 
monitors, tablets, slates, and so on – can be understood in work practice in order to 
optimize the reading and/or writing experience [12, 14]. Document manipulation 
techniques like navigation and page turning also become important when working 
across multiple devices [22]. 

While active reading can be performed with texts chosen for pleasure (e.g., a 
novel) it is often performed with a particular goal in mind. Adler et al. identify four 
kinds of reading goals they observed in the workplace: extracting information, 
integrating information, consistency checking, and critiquing or making comment [5]. 
For example, a researcher might read hundreds of papers and synthesize them into a 
literature review. Achieving these goals often involves working with others. 

2.1 Social Reading 

Social reading research has focused on productivity goals, often in the workplace, 
university, or other educational settings. Pearson notes that collaborative (or social) 
reading is not a single activity, but comprises a set of different types of reading tasks 
[23]. Most devices have been deployed to support a specific kind of reading 
environment. For example, the XLibris e-reading device allows users to share 
annotations like highlighting and e-ink [15]. This technology was deployed in an 
academic reading group where members would meet weekly to discuss conference or 
journal articles [24]. Pearson et al. created a laboratory scenario where participants 
were asked to use their BuddyBooks prototype in order to complete reading 
comprehension tasks, and with particular emphasis on supporting mutual navigation 
of documents [23].  

At a Distance. Other work has focused on how to support social reading despite 
geographical and temporal distance. Kaplan and Chisik developed a desktop 
application called the Sociable Digital Library Book that allows groups of young 
adults between 10 and 14 to read independently but share notes and markings through 
the internet with remote others [25]. In a field deployment they found that their 
application encouraged conversation and interaction among readers.   

Other work has focused on reading at a distance with children. The “Storytime 
with Elmo” system allows a distant relative to read a story to a child via the internet 
[10]. Children read using a physical copy of the book and a video of the remote 
relative is displayed in a case above the book. Relatives can monitor the child’s 
reading in their interface, and are shown potential discussion points to raise with the 
child.  

Commercial systems have also taken advantage of social media to share 
information about readers’ habits and activities. For example, Kobo’s Reading Life 
platform allows users to publish information about what they’re reading to Facebook 
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[26]. They can additionally track their reading statistics (e.g., number of pages turned, 
time spent reading) and participate in online discussions.  

2.2 Reading for Pleasure 

In the present study we focus on reading for pleasure. By this we mean the pursuit of 
reading as a way to spend time and for entertainment. Reading for pleasure, described 
by Ross as “nongoal oriented transactions with texts” [27] is undertaken for many 
reasons. In a study consisting of 194 interviews, Ross found that those who read for 
pleasure do so to make sense of their own experiences in a variety of ways (e.g., 
identifying role models, finding new perspectives on the world).  

Reading for pleasure is quite varied: it can mean reading a romance novel on a 
beach, studying the memoir of a prominent politician, skimming a magazine at the 
doctor’s office, or any of a wide range of potential settings and materials. Nell uses 
the term “ludic reading” to refer to “an enormously complex cognitive act that draws 
on an array of skills and processes in many different domains – attention, 
comprehension, absorption, and entrancement; reading skill and reading-rate 
variability; readability and reader preference; and reading physiology” [28]. Indeed, 
while one may read in order to relax, it is not always a soothing process. As O’Hara 
notes, “[s]ometimes, when reading texts such as thrillers or mysteries, reading for 
enjoyment is characterized by concentration and high emotional involvement with the 
text. Such reading may involve trying to anticipate what is ahead in the text and 
finding relationships among specific ideas and events. This kind of reading will be in 
a linear fashion and require a high investment in time” [2].   

Reading for pleasure can be a complex process to characterize. Relatively little 
work in HCI has focused on reading for pleasure in a social context however, with the 
exception of Rouncefield and Tolmie who provide rich accounts of how reading takes 
place in the domestic space, and especially among family members [4]. As they point 
out, reading is a richly embodied process, and there are many cues that indicate 
reading habits, such as how books are held, where they are placed, and how they are 
stored. Indeed, Ross notes that “reading is in fact motivated and sustained by social 
relations and embedded in a social context…we need to pay more attention generally 
to the communal and social aspects of the information encounter and build 
opportunities for collaboration among users into system design” [27]. As e-readers 
become more prominent, there become more opportunities for designers to leverage 
the social context in which reading takes place.  

3 Study 

The present study is an attempt to unpack some of the social relations that exist 
around reading, with the goal of moving towards more specific design directions. As 
mentioned above, there are numerous types of social reading activities available for 
study. In our case, we became interested in how pairs of co-present readers can read 
together from a single device. This scenario, unexplored in the literature, is a familiar 
activity – parents may read with their children, or we may read a book with a loved 
one as a way to pass the time. In order to better understand how this particular type of 
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partnered reading occurs and is changed by the presence of an e-reader, we conducted 
an interview study and deployed a custom e-reader application for the iPad called 
ALLT (Accessible Large-print Listening and Talking). 

3.1 Participants 

Eleven participants were recruited by distributing flyers to community libraries, 
academic buildings, and by posting online classified advertisements. To be eligible 
for the study, participants were required to have an established practice of using an e-
reader to read together with a friend or family member. Participants owned e-readers 
of many varieties, and several different types of relationships were represented in the 
sample (Table 1). All participants rated themselves “frequent” readers. 

Table 1. Participants 

ID Current e-
Reader(s) 

Age Gender Occupation Partner(s) Sessions 

P1 Kobo Touch 22 F Student Cousin (7 yrs.), friends 3 

P2 Kindle 23 M Volunteer Boyfriend 6 

P3 iPad 2 30 M Sales Girlfriend 6 

P4 iPad 2, Sony e-
reader 

62 F Retired Husband 14 

P5 Kobo Touch 24 F Student Mother (learning English), 
sisters 

7 

P6 iPad 1 21 F Student Boyfriend, sister 6 

P7 iPad 2 19 F Student Mother, brother 7 

P8 Kindle 27 M Student Mother (learning English), 
son 

6 

P9 iPad 2 19 M Student Sister, friends 6 

P10 Kobo 20 F Student Friends 6 

P11 Kindle, Android 
phone 

44 M Actor Volunteer at community 
center 

2 

3.2 System 

All participants used a custom prototype e-reader iPad app called ALLT (Figure 1). 
While participants had experience using their usual e-readers, distributing a common 
platform to all participants offered two benefits. First, it standardized the experience 
across participants and allowed us to make reference to a common user interface 
during analysis. Second, it offered the ability to collect additional data through an 
embedded on-device questionnaire.  
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Fig. 1. ALLT e-reader prototype in use 

 

Fig. 2. ALLT user interface. The left and right arrows turn pages, while the up and down 
arrows control highlighting of text. Voice playback controls are located along the bottom. The 
current sentence is highlighted in yellow and user recorded sentences are highlighted in green. 

ALLT contains a standard set of e-reader features, including: page 
forward/backward, font size increase/decrease, white on black/black on white contrast 
modes, table of contents listing, and a slider indicating book progress (Figure 2). 
ALLT also provides a mode where audio can be recorded through the iPad’s 
microphone. Audio is then synchronized with a highlighted sentence in the book. 
After the user is done recording the audio for a sentence, they must push a button on 
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the touch screen to progress to the next sentence, and ALLT continues to record. In 
this way, arbitrary lengths of selected text can be synchronized with user-recorded 
audio. 

ALLT can then later play back the audio track for a selected book. Playback can be 
performed in one of two modes: using a synthesized text-to-speech (TTS) engine, or 
by playing back synchronized user-recorded audio. If user-recorded audio is 
available, ALLT will play it; otherwise, it falls back to the TTS engine (which our 
participants sometimes called the “computer voice”). This record and playback mode 
was included in order to support activities where individuals chose to read aloud 
together, or to create a recording that could be accessed later [11].  

ALLT can download books from two sources: the Open Library, and Google 
Books. Downloaded books are then reformatted before being presented in the ALLT 
interface. Although books downloaded from outside sources (such as Amazon) were 
not available in the prototype for copyright reasons, the provided sources contain a 
large selection of public domain reading material suitable for pleasure reading.  

3.3 Method 

Each participant participated in a 2-week long deployment study. Participants were 
initially met in the laboratory where they were interviewed about their existing e-
reading habits and preferences. The participant was then given an iPad 2 with the 
ALLT software pre-installed. If the participant already owned an iPad, the software 
was installed on their own device. 

Participants were instructed to use ALLT with a reading partner for 6 different 
sessions over the course of 2 weeks. We asked participants to read for at least 10 
minutes per session to ensure that participants had at least 1 hour of accumulated 
usage. Aside from these instructions, participants were encouraged to use ALLT in a 
way that felt comfortable and mimicked their present use of e-readers. Immediately 
following each reading session, ALLT prompted the user to complete a post-reading 
questionnaire. 

The questionnaire collected data about who was reading during the session, what 
they were reading, and the relative utility of features of the system, along with any 
additional comments that participants wanted to share. At the end of the 2 week 
period, participants completed an interview with the researcher about their 
experiences using ALLT. This interview asked participants to comment on the 
features of ALLT and the process of using an e-reader to read with a co-located 
partner. 

In total, approximately 8 hours of interviews were audio recorded, yielding 96 
pages of transcribed material. Transcripts were then analyzed by using affinity 
diagramming to generate 110 initial concepts. Concepts were then reviewed by the 
research team and grouped based on thematic connections. 
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4 Session Characteristics 

Across all 11 participants, 70 post-session questionnaire responses were successfully 
completed. Session times ranged from 10 minutes (minimum) to 60 minutes 
(maximum). The average reading time was 19.9 minutes, with a standard deviation of 
10.6 minutes. Of these sessions, 24 (34%) were completed alone, with the remainder 
(46) with a reading partner. Sessions alone were, on average, 21.8 minutes, while 
sessions with a reading partner were on average 18.9 minutes (an insignificant 
difference, p = 0.28). Of the 46 sessions with a reading partner, the participant read 
aloud more than the reading partner in 14 sessions (30%). In 9 sessions (20%), the 
participant and partner read aloud in equal amounts, while the partner read more than 
the participant in 9 sessions (20%). In the remaining 14 sessions (30%), partners read 
silently. 

Each participant read 1 or 2 different books during the study, yielding a total of 17 
unique titles. Ten of the 11 participants read works of fiction during the study such as 
The Call of the Wild, Pride and Prejudice, Grimm’s Fairy Tales, and The Adventures 
of Sherlock Holmes. P3 and P10 also read two non-fiction titles: The Idiot and The 
Art of Controversy. P10 was the only participant to exclusively read non-fiction. 

The relationship between reading partners varied from participant to participant, 
and included family (parents, siblings, spouses), boyfriends/girlfriends, and in one 
case, a co-worker. In one instance, P1 read aloud to two children, while all other cases 
involved only the participant and one other reading partner. 

5 Interview Findings 

We now report on the findings from our interviews and provide richer 
characterizations of the reading sessions outlined above. We also provide suggestions 
of what these findings could mean for the design of e-readers and e-books. 

5.1 Reasons for Reading for Pleasure 

Entertainment. In the study we chose to use an Apple iPad as the platform for our 
ALLT software. The iPad is not a dedicated e-reading device, and can provide many 
forms of entertainment beyond reading, including games, movies, YouTube, and so 
on. Because entertainment options are more readily available than ever before, we 
saw that participants sometimes chose other options instead of reading. For example, 
P11 took ALLT to a community senior center where he volunteers to read. 
 
“Well it definitely brings people together because of the technology… but the seniors 
asked if there was poker on it…That’s a plus.” – P11 
 

This quote shows that reading for pleasure is part of a larger set of potential forms 
of entertainment. Reading on a multi-function device like a tablet opens up new ways 
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of interacting across devices and systems. For example, P5 downloaded and read 
Sherlock Holmes in all 6 sessions. When asked why he chose that title he responded, 
“I just started watching Sherlock [the television show] so I decided ‘why not?’” For 
designers of e-readers and e-books, there are many opportunities to take advantage of 
reading’s positioning within an entertainment ecosystem. E-books might reference 
games and videos also available on the device. Thinking about reading as part of a 
broader home entertainment could lead to compelling situations where devices work 
together to deliver new entertainment experiences (e.g., a television that plays mood 
music and background visuals depending on what book is being read).  

Entertainment does not occur strictly on the device. P11, an actor, recorded a 
narrative that he then played for an audience at the senior center. Reading aloud 
prompted participants to try on voices and add depth to the reading through 
performance. 

 
“Because you’re concentrating and reading out loud… I was a little more conscious 
of adding drama to it.” – P4  

 
While most e-readers do not support the ability to record and synchronize voices 

with text, ALLT’s support of this feature led to other playful behavior. Because 
ALLT falls back to TTS when there is no user-recorded voice available, participants 
could juxtapose the artificial computer voice and their own sounds, as with P7: 

 
“I was blow-drying my hair and I pushed the voice recording button…It was like 
white noise for that section, and first it was the computer voice, and then the white 
noise – blow-drying – and then computer voice again and that’s funny.” – P7 
 

Because e-reading for pleasure is not necessarily beholden to the same goals of 
reading for comprehension, speed, or summarization, the range of purposes for the 
technology can also grow. Incorporating devices not usually associated with reading – 
like cameras or microphones – gives users the opportunity to “mess around” with 
different aspects of the system for entertainment and blend these aspects into the 
greater activity of reading for pleasure. Tablet games that incorporate multiple players 
have been relatively successful in the past, and perhaps reading applications could be 
improved by taking cues from gaming. 

Edu-tainment. As described in Table 1, two participants used their e-reader in order 
to read with their mothers who were learning English as a second language. One other 
participant used the e-reader to read a book aloud with children learning to read. In 
both of these examples the primary activity was reading for pleasure, but at the same 
time, there was an educational component. While there is a rich literature on 
dedicated devices for second-language acquisition and for childhood literacy, these 
are outside of the scope of this paper [29, 30]. Instead, we focus on the specific ways 
that ALLT permitted participants to engage in pleasure reading in new ways.  

Building on the idea of reading alongside television, P5 described one way her 
mother used her e-reader to learn English through entertainment. 
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“My mom, she just came to the country. Her English is ok but it could be better. They 
have a lot of things that are meant for primary school kids, but it’s easier to read with 
her. Or sometimes we will get books about a teenage show – Pretty Little Liars. It’s 
easier for her to watch it and read it and compare. She actually writes down stuff and 
shows me and my sister to look it over and see if she did a good job and can 
understand the difference between the book and the TV show.” – P5  
 

As shown above, reading for pleasure can be one technique for acquiring new 
language skills. While our sample included few sessions of reading with children, 5 
different participants suggested that reading aloud as an educational program for kids 
would be an effective use of the recording feature. In particular, the ability to record 
voices creates a useful model that allows learners to check their pronunciation.  

 
“Both of us would read the same paragraph. Also she is trying to get rid of her 
accent. So when she hears me she is… trying to say it the way I am saying it.” – P5  
 

These statements support the possibility of e-reading for both entertainment and 
education. P3 and P4 used the voice recording feature to annotate their e-books to 
mark specific passages for later review. This would suggest that reading for pleasure 
can sometimes involve deeper processing of text, and might benefit from annotation 
functionality in the same way that reading for work or school purposes might [5, 12].   

5.2 Reading as Relationship Work 

Reading, like any social activity, is influenced by pre-existing relationship dynamics. 
Decisions about what, how, and when to read are controlled by how the relationship 
works. For example, when asked who chose what content to read, P2 said “I chose 
what to read. A kind of overarching theme for our relationship,” indicating the 
carryover from pre-existing relationships into the reading activity.  

Reading together on an e-reader came more easily to some participants than others 
depending on the relationship. Three participants (P2, P5, and P6) reported using an 
e-reader together with a partner improved parts of the reading experience. P2 and P5 
enjoyed opportunities for “literary discussion” they otherwise would not have had. 

These kinds of conversations, as byproducts of reading, can form the basis for 
stronger relationships. While this kind of benefit is not limited to e-readers, this is a 
potential place for designers to innovate. For example, e-readers might track a 
reader’s place in a story and suggest discussion topics in order to stimulate 
conversation.  

Gifting and Digital Work. Giving someone else a book as a gift is a common 
practice. Our findings showed that this kind of behavior persists in e-reading 
environments. While most participants selected reading material together with their 
partners or chose books of interest to themselves, P2 and P7 reported browsing the 
collection of content available in their e-readers for topics that would be of interest to 
their reading partners as well, and downloaded books for their partners to read later.  
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“To save my boyfriend some time and effort I tried to look through all of them and 
downloaded maybe 10 or 15 books that I thought he might also like.” – P2 
 

Similarly, P11 reported printing out paper copies of e-books that he was reading in 
order to share them with friends. E-readers allow users to download a baffling number 
of books; sifting through books and providing them to others in a preferred format 
constitutes a form of benevolent “digital work.” As noted in the literature, technology 
can sometimes reduce effort and in so doing, devalue the meaning of the exchange 
[31]. Designers might consider how downloading and preparing a book to be read can 
be considered an act of caring. A system might allow a user to modify or extend the 
digital text (e.g., adding audio narration) in order to personalize the book as a gift. 

Equality, Negotiation, and Ownership. Participants remarked on how they 
negotiated their reading by engaging in common relationship-building practices that 
affirmed equality. For example, P2, P3, P6, and P7 would alternate back and forth, 
taking turns reading aloud. P2, P4, P5, and P7 demonstrated a similar form of equality 
and negotiation around their e-reading by browsing and selecting the reading material 
together. In all other situations, the participant/owner of the iPad would choose the 
reading selection (or, as mentioned above, on behalf of their reading partner).  

With print books, ownership of the book is usually well-understood. In this 
situation, however, where books are jointly acquired and jointly read, these principles 
of ownership become blurred. P1, P6, and P7 reported that they chose what to read 
because they were the owners of the iPad. For other participants, the iPad was a 
shared device – P3 was forced to share with others because they only had one tablet. 
In these situations, the same device might hold multiple books that “belong” to 
multiple people. Additionally, multiple people might be reading the same book at 
different times.  

Many current e-reading systems are designed based on a model where there is a 
single user, a single device, and an associated account with an online retailer (e.g., a 
user has an Amazon account and reads on his Kindle). In reality, multiple people may 
use the same device and share the account. In initial interviews, P2, P5, and P11 
reported that digital rights management software impeded their ability to share books 
with household members during their e-reading. Bringing a book “into the house” is 
now changed as a result of e-readers. Use models where each person has an account, 
or where each person has their own device, do not always exist.  

5.3 Pragmatics 

All participants reported that reading with a partner was something they do less 
frequently than reading alone, and that reading together was not always ideal. In this 
section we detail some of the practical concerns that participants raised regarding 
their reading experiences. When asked if he enjoyed reading with a partner, P3 noted: 
 
“It’s definitely a social experience. I don’t know if I can say it’s more fun. It’s more 
like reading, based on the person, it’s a very solemn pastime.” – P3   
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Indeed, while all participants said that overall they prefer to read alone, they all 
also saw the value of partnered e-reading in specific cases (e.g., reading to a child, or 
to someone in hospital). In these kinds of situations there is an existing social and 
physical setting that makes them conductive to reading. In all cases there was a 
perceived need to fit reading into existing household routines [4]. Where these 
routines did not already exist, participants needed to carve out the time from their 
schedules. This was often done by adding them to existing events, such as reading 
together before bedtime (P2), after dinner (P6), or after classes (P7). However carving 
out these times could be difficult. P4, for example, commented on the overhead 
involved in reading together. 

 
“It’s hard unless you book it, almost, make an appointment to do it. Like ‘I’ll be there 
in a few minutes’ and then you’re sitting there waiting. That was the hardest part of 
reading together.” – P4  
 

Because the point of reading is for pleasure, P1, P4, P8, and P10 all reported that 
they would read on their own and then allow their partner to catch up later, rather than 
deal with scheduling an appointment. While the questionnaire data showed that 
reading partners stayed stable during the study, P10 noted that this scheduling could 
be exacerbated by the challenges associated with finding a reading partner.  

Systems that reduce the overhead with scheduling could potentially be helpful 
here, as would systems that allow people to find reading partners more easily. For 
example, routine learning systems might track of family and friends’ reading patterns 
and use that to suggest a set of times to read together [32]. 

Pacing. P3, P5, P6, and P7 remarked on the difficulties they encountered in setting 
and maintaining an appropriate reading pace with their partner. One of the two 
partners would read faster than the other and would have to wait for their partner to 
finish before turning the page. Participants responded in different ways: 

• Use TTS to establish a reading pace. P7 would turn on the TTS playback in order 
to establish a shared reading speed for both partners. 

• Reading aloud to maintain reading pace. One of the two partners would read 
aloud in order to establish the shared reading pace. P1, P2, P5, P9, and P11 also 
noted that the person reading aloud would turn the page. 

• Reading silently and then confirming at the end of the page. P6 and P7 described 
situations where both partners would read silently to themselves, and then 
verbally confirm that their partner was ready to turn the page.  

• Use sentence highlighting. ALLT’s voice recording feature highlights one 
sentence at a time, and allows users to advance sentences using the arrow keys. 
P1, P2, P5, and P6 used this highlighting (sometimes in conjunction with other 
methods) to provide a visual indication of their reading progress to their partner.  

P2 and P6 encountered situations where their reading partner would read ahead 
independently, and used the voice recording as a way to catch up. 
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 “If we were sharing a book and he was ahead of me… I could just hit play and it 
would be like he was reading to me when he was at work.” – P2  
 

Participants suggested that novel hardware configurations could address pacing. 
 
“The option to split the screen… so if two people are reading together if the screen 
was able to split one person based on the other person’s reading speed you can flip 
ahead or back, otherwise you’re still looking at the same screen, you know.” – P3  
 

Multiple devices for reading activities has been explored before in work settings 
[14, 22], and future work might explore how multiple displays fare for co-located 
reading for pleasure as well. Additionally, user interfaces that can better support the 
communication of pacing through a page or a book could be beneficial; for example, 
future systems might be able to automatically identify what sentence is being read, 
and leverage this information to automatically adjust reading pace and page turns. 

Interest, Choice, and Distraction. A common theme among participants (P2, P3, P7, 
P9, and P11) was that their reading interests differed from those of their reading 
partners. Unlike work or school where the material is often determined by an 
instructor or work outcome, reading for pleasure introduces choice. If one does not 
enjoy reading fantasy novels, then there is no need to do so (and indeed would be 
antithetical to the activity of reading for pleasure). Additionally, the variety of reading 
materials for pleasure is much greater than for work purposes. Without the demands 
of school or the workplace, there is relatively little “glue” holding together adults who 
are reading together (aside from the value found in socialization).  

Difficulties maintaining interest in reading together was noted by several 
participants. Five participants described occasions when they lost interest during the 
session, and would become distracted with other activities or fall asleep. 

 
“[My] two little sisters, they have a short attention span. They were really quiet and 
eventually they sort of fell asleep.” – P1  
 

In addition to losing interest, some participants felt that partnered reading 
introduced too many distractions. P2, P3, P4, and P6 felt that having someone else 
commenting on the text as they read made it difficult to concentrate. P4 believed that 
the mere presence of another person distracted her from her reading. This 
corroborates the findings from the questionnaire, which indicated that partnered 
reading sessions were shorter in duration than individual reading sessions (although 
not significantly). 

E-readers may potentially handle this situation in a number of ways. For example, 
a lack of a shared book of interest can be a good opportunity for the system to 
recommend texts that could be of interest to both readers (e.g., by consulting past 
reading history). E-readers could also more specifically support partnered reading by 
introducing prompts for different partners to perform different tasks, as in 
collaborative video games. For example, the e-reader could indicate when to switch 
reading aloud, or present challenges and awards for continued reading.  
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Awareness. Reading together requires that both partners have an awareness of where 
their partner is in their own reading. Unlike print books, e-readers may make it more 
difficult to identify what household members are reading, where in their books they 
are, and what their intentions are for the book (e.g., leaving a book in the bathroom 
vs. the kitchen table) [4]. Current e-readers mark the last page read and return to that 
page when the book is reopened. When multiple people are reading the same book, 
however, this kind of bookmark forces the user to flip forwards or backwards to find 
their spot again. While this has some usability problems for users who do not share a 
device [20], this may help to provide some context about others’ reading activities. 

Additionally, because e-books are “invisible” in the sense that they do not have a 
clearly identifiable physical form, members of the household could not always tell 
what books others were reading. To handle this situation, P4, P5, and P6 designated 
particular books as being “for together” and others “for alone.” In this way, if one 
person wanted to read when the other did not, they could continue on their own until 
both partners were ready to read their shared book.  

 
“I came home once and she was definitely reading something, but it wasn’t the book 
we were reading together, just because then we wouldn’t be in the same spot and that 
wouldn’t be fun.” – P6 
 

This type of reading practice where multiple people are reading multiple texts is 
what Pearson calls “parallel reading” [23]. Applications that tie into social media such 
as Facebook have been developed in order to support awareness in parallel reading 
environments. For example, the iPad app Subtext allows groups of users to share 
annotations to books as they read, and browse what other users are reading [33]. 
Kobo’s Reading Life feature automatically publishes information about what the user 
is reading to Facebook friends [26]. Both of these applications also permit users to 
post to conversations regarding the material, taking the discussion of the text online.  

While these kinds of apps can help to support awareness, there are additional 
features that might be helpful for co-located partnered reading. Being able to see how 
far someone else has read in a book can be one way to support awareness. Social 
reading applications might also consider how to support co-located reading when a 
device is shared among multiple people (e.g., handling multiple accounts). 

Device Interaction. Aspects of the hardware and software affected the partnered e-
reading experience in both positive and negative ways. P8 and P10 found the iPad’s 
comparatively large screen to be helpful for partnered reading, so that both people 
could read the screen more easily. P2 thought that the device was too small to share, 
and would have preferred a larger screen. P3 suggested the system have adjustable 
margins so that line lengths were shorter, and shifting from line to line could be made 
easier. P7, P8, and P9 all suggested that the application flip from portrait to landscape 
so that the iPad could be held sideways and placed across two laps.  

While overall there was a desire for larger screens, this may result in a tradeoff 
with respect to holding the device.  P4 and P10 found that holding the device in a 
position that was comfortable for both reading partners to be physically awkward and 
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tiring, although they liked the fact that e-readers didn’t require them to continually 
hold the book open to maintain the page, as with some printed books. P7 suggested 
that the e-reader should come with a stand so that it could be placed on a table 
(although add-on stands for the iPad are already commercially available). Four 
participants (P2, P4, P6, and P7) remarked on the need to adjust the font size and 
contrast in order to make reading more comfortable, while P5 and P6 additionally 
mentioned the need to find a location that had suitable lighting for the reading task. 
Importantly, the preferences for settings like font size and contrast could be different 
for each person.  

How the device is held affects the way that screen interaction occurs. P8 noted that 
the touch screen of the iPad made it ideal for partnered reading. For page turns, some 
participants would pass the device back and forth, and whoever was holding the iPad 
would turn the page. P6 reported that in their reading sessions, whoever was sitting to 
the right would turn the page, since they were closer to the right edge of the screen.  

These observations suggest opportunities to improve the design of e-readers for 
partnered reading. For example, reading settings (font size, contrast, etc.) could be 
stored for each of the two reading partners. When the device is then passed from one 
person to the other, the appropriate settings could be swapped in by pressing a button 
or by detecting the passing motion using an accelerometer. Screen layouts could also 
be optimized for different positions, such as reading from a stand or one’s lap. 

6 Implications for Design 

While we have touched on some potential changes to e-readers in the themes above, 
we now present a distilled list of design implications from the findings. We note that 
these implications stem from our small-scale deployment study with ALLT and may 
not be suitable for generalizing across all device platforms and populations. 

Support group discovery of shared reading material. Whether e-books are 
downloaded through a PC or to the e-reader directly, systems for acquiring books 
should support social reading activities such as giving books as gifts, identifying 
material that others might be interested in, and helping people to explore mutual 
reading interests. 

Allow books to be personalized and passed on. Finding books of interest to others and 
passing them along can be a way to show thoughtfulness. Designers should consider 
how personal touches can be imbued into e-books, such as including custom 
recordings or notes, in order to facilitate giving or receiving an e-book as a gift. 

Support coordination of reading activities. Readers may be in the process of reading 
multiple books at the same time – some of these might be read with others, while 
others are read alone. Systems should make reading progress visible in order to 
support the coordination needed to engage in partnered reading activities.  

Provide short texts and divide long text into chunks. Partnered reading sessions in our 
study were shorter than individual reading sessions, and were subject to interruption 
and distraction. Providing brief reading materials and a clear sense of progress 
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through a text can help readers stay on track and give opportunities for breaks. Longer 
materials such as books should be clearly divided into subsections. 

Accommodate multiple reading paces. Some people read faster than others, and 
systems that are able to adapt to differing paces may better support partnered reading 
activities. For example, a system might have a split screen option that allows for two 
readers to read at difference paces while still reading together. 

Settings should be quickly swapped in and out. With multiple people using the same 
device to read, settings for font size, contrast, and so on should be easily swapped out 
to suit the preference of the current reader. This could occur through a hotkey or by 
sensing the motion of passing the device from one person to another. 

Consider hardware sizing, positioning, and fatigue. Users adopt many postures and 
positions when reading together. Stands, cushions, and other device add-ons can 
improve the comfort of a partnered reading experience. 

Consider how reading fits into other forms of entertainment. Reading for pleasure is 
only one way to spend leisure time together, especially when games, TV, and movies 
are all available on tablet computers. Promote integration of reading into other forms 
of entertainment to enhance the shared reading experience. 

Support creativity in the act of reading. Reading is a form of entertainment and has 
performative aspects to it, such as creating voices. Systems should help readers bring 
a story to life by providing tools to enhance the drama and storytelling, and bear in 
mind that reading can be the basis for “silly” forms of entertainment. 

7 Conclusion 

e-Reading is an increasingly common household activity, and reading for pleasure is a 
contributor to the adoption of e-readers. Right now, there is a trend towards each 
person having their own e-reading device, but sharing e-readers in order to engage in 
partnered reading is a practice that still has its place in the order of the household. 
Reading aloud with friends and family can be a way to pass the time and enjoy the 
company of others. Designers of e-readers and e-books should consider this rich type 
of activity in order to better support partnered reading.  

In this paper we have touched on some of the opportunities for e-readers to 
improve this practice by making it easier to schedule, maintain, and enjoy partnered 
reading. We have found that there remain issues concerning awareness, presence, and 
pacing that can make e-reading together more difficult. At the same time, reading for 
pleasure is a way that people can connect and find entertainment value. Systems 
should support the creative and social aspects of reading together, while at the same 
time addressing physical and user interface characteristics that can make reading 
together uncomfortable in order to improve the quality of partnered e-reading. 
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Abstract. This paper raises the question of why electronic whiteboards are not 
ubiquitous. The paper provides a design-oriented analysis of traditional as well 
as electronic whiteboards in the context of collaborative and individual 
activities. We offer a novel perspective on whiteboards for collaborative 
activity based on a survey of the electronic whiteboard literature, a series of 
interviews with users of traditional whiteboards, and concepts rooted in Activity 
Theory. We identify a number of characteristics of the non-electronic 
whiteboard that are important to understand and preserve in the design of 
electronic whiteboard systems. Most importantly, we argue that the strength of 
non-electronic whiteboards is a combination of their simplicity and stability as 
well as a discontinuity between material on and outside of the whiteboard. We 
argue that the non-electronic whiteboard has uses and properties, which will 
require an electronic substitute to differ fundamentally in design compared to 
our traditional personal computing devices as well as most designs seen today. 
We present a set of themes for design of future electronic whiteboard systems 
that emphasize limitations as a main design principle. We conclude with three 
principles for design: The idea of installation rather than application; the 
principle of supplementing rather than replacing; and finally the principle of 
embracing and enhancing discontinuities.  

Keywords: Electronic whiteboards, non-personal computing, activity theory, 
discontinuities, collaboration, science. 

1 Introduction 

Whiteboards and blackboards are ubiquitous in lectures halls, offices, laboratories and 
meeting rooms in most teaching institutions and workplaces. This suggests that 
whiteboards1 have some generally valuable inherent qualities. However, whiteboards 
have obvious physical limitations in the form of space, persistence over time, and the 
possible content they can hold. Therefore, since it was feasible to size up an 
adequately advanced user interface to mimic the use of the whiteboard to the 
approximate scale of a board, researchers and industry have tried to develop hardware 
and software to replace the physical whiteboard. While two of Mark Weiser’s famous 
trinity of devices (Weiser, 1991) have become ubiquitous, namely the tab (in the form 
of smartphones) and the pad (in the form of tablets) boards or electronic whiteboards 
                                                           
1 For simplicity we use the term whiteboard to refer both blackboards and whiteboards. 
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are not ubiquitous today 20+ years after some of the first experiments with board 
sized computing took place at Xerox PARC. It is easy to argue that the hardware is 
not quite yet there; that a 100” slim, high-res display with low power consumption 
and state of the art multi-touch and pen interaction is currently not a reality within a 
standard company or educational budget. Yet, there are areas where electronic 
whiteboards, with their current limitations, supplement or replace physical 
whiteboards successfully. SMART boards2 and similar technologies have been 
particularly popular as presenter tools in schools3. In hospitals we find examples of 
successfully replacing whiteboards used for coordination with interactive displays 
(Bardram, 2010). 

We hypothesize that it is not only because of hardware limitations that electronic 
whiteboards are not ubiquitous in our workspaces, offices, laboratories and meeting 
rooms. Hardware limitations should not blind us from the fact that the activities 
involving whiteboards have fundamental differences from the kind of activities we 
traditionally support with personal computers. For pads and tabs to become a success 
as general purpose personal computers required a whole new ecology of operating 
systems, user interfaces and applications – an ecology geared towards the 
particularities of those devices. However, whiteboards are not personal. It would be 
naïve to believe that interactive surfaces ubiquitously hanging on our walls replacing 
or supplementing physical whiteboards will be a reality before a software ecology 
akin to what we have seen evolve over the recent years for pads and tablets will 
emerge. 

In this paper, we develop a new set of design-oriented perspectives on electronic as 
well as non-electronic whiteboards. We do so based on our reading of the history of 
research into electronic whiteboards, in combination with a series of recent interviews 
with scientists on their whiteboard usage. We conceptualize the whiteboard, its 
characteristics, qualities, and its role in praxis through activity theory. We collect a set 
of themes, each with a number of challenges, we believe will be essential to address 
in a future ecology of software for electronic whiteboards. Our focus is the 
whiteboard as a tool for individual and collaborative work in offices and laboratories 
instead of the whiteboard as a presenter tool in the classroom.  

2 Whiteboard Systems and Research 

2.1 Whiteboard Systems 

Much of the seminal work on electronic whiteboards took place at Xerox PARC in 
the late eighties and early nineties. Colab (Stefik et al., 1987) was one of the first 
systems that directly tried to imitate the qualities of whiteboards. Colab explored the 
interplay between desktop computers and a wall-display under the paradigm of 
WYSIWIS (“What You See Is What I See”). Colab contained three applications 

                                                           
2 http://www.smarttech.com 
3 For a critical review of electronic whiteboard use in schools see e.g. Smith et al. (2005) or 

Slay et al. (2008). 
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reflecting traditional meeting activities: Creating presentations, outlining arguments 
and sketching. However, interaction in Colab was still mouse and keyboard based 
from desktop computers in the meeting room. Commune (Bly & Minneman, 1990), 
another PARC project, would link multiple horizontally oriented interactive drawing 
surfaces together over network to explore collaborative drawing and sketching. The 
Liveboard project (Elrod et al., 1992) introduced electronic whiteboards similar to 
what we see in classrooms today, and the Liveboards played the role as the third 
device of the initial ubicomp prototypes. The Liveboards ran a software suite called 
Boardwalk that provided a whiteboard application with free hand drawing support, 
and the ability to handle multiple sheets through a flip-chart analogy. Hence, 
drawings on the electronic whiteboard could be stored and reloaded. Findings in the 
project indicated how an electronic whiteboard is a very different beast than 
traditional desktop computers. For example it was observed that the Liveboards 
would not be used regularly if the users had to turn them on. Hence the PARC 
security staff was instructed to turn them on every morning. Secondly that users were 
less inclined to spend time solving software related problems when at the board: 
“While users may tolerate the intricacies of UNIX in the privacy of their offices, we 
have found that in group settings, people are much less willing to take the time to 
solve software mysteries” (Elrod et al., 1992, pp. 606). Tivoli (Pedersen et al., 1993) 
was a software project running on the Liveboards, and a continuation of the 
whiteboard application of BoardWalk. Tivoli explored different interaction techniques 
suitable for electronic whiteboards such as gestures and was designed to allow up to 
three users to interact simultaneously at the same board. Building on the previous 
experience with the BoardWalk software, Tivoli deliberately did not provide 
handwriting recognition, as it was assumed that this would be disruptive in a meeting 
context and make the users self-conscious. A central goal with Tivoli was to balance 
functionality and simplicity that would allow walk-up-and-use by novice users–which 
turned out to be a major challenge. Flatland (Mynatt et al., 1999) explored a 
“computationally-enhanced whiteboard” where the system would perform automatic 
actions on the content on the electronic whiteboard such as auto-segmentation and let 
the user rearrange and resize these segments. The user could apply behaviors to the 
segments to for instance create a ToDo list that would allow checking off items, or to 
write traditional handwritten calculation and apply a calculator behavior that will 
compute the result, and update the result if the calculation changed. Flatland would 
also let the users explore the history of the content on the board by dragging a slider 
back and forth in time. Unfortunately the effect of the ideas in Flatland in actual use 
was never documented. 

The PARC electronic whiteboard systems targeted non-domain specific support for 
meeting activities. Knight (Damm et al., 2000) on the other hand was specifically 
developed for object-oriented design and diagramming. Knight allowed users to mix 
informal sketches and formal UML diagrams on an electronic whiteboard, the latter 
through recognition of hand-drawn UML elements. Hence acknowledging the need 
for moving between the formal and informal in a design situation. This mix seemed to 
have a positive impact on diagramming object-oriented systems. Calico (Mangano et 
al., 2010) is, like Knight, an electronic whiteboard system for software developers. 
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Yet instead of supporting more formal diagramming, Calico supports sketching of 
software, and instead of recognizing shapes as UML elements, Calico allows its users 
to define their own drawing primitives called scraps. Calico groups strokes similar to 
Flatland and supports multiple canvases, similar to Tivoli, yet Calico provides a fixed 
set of spatially organized canvases that the user can zoom out and get an overview of. 
A comparative study by Mangano et al. (2010) indicates that Calico does support a 
software design activity better than a traditional whiteboard. 

One good example of structured whiteboards traditionally used for institutionalized 
planning and coordination can be found in hospitals. Recently, at least in numerous 
Danish hospitals, clinical whiteboards have been replaced with large networked 
interactive displays (Bardram et al. 2010). These kinds of electronic whiteboard 
systems are very different from the general-purpose electronic whiteboards developed 
at PARC. Each screen is tailored specifically for a given activity in the context of a 
given hospital for instance to show an interactive overview of the occupancy and 
association of clinical personnel to e.g. a patient ward. Configuration and 
reconfiguration of these displays involve highly trained consultants. 

Another type of electronic whiteboard systems is whiteboard capture systems that 
rely on a traditional physical whiteboard, but use digital cameras to capture the 
content.  ZombieBoard (Saund, 1999) applies a ceiling mounted digital pan/tilt 
camera to capture the content of two whiteboards. Writing special marks on the 
whiteboard controls the capture mechanism, e.g. to choose whiteboard to capture or 
area of a board to scan. ReBoard (Branham et al., 2010) is another example of a 
capture system but where ZombieBoard relies on the user to explicitly control the 
capture mechanism through markings on the board, Reboard captures everything that 
is put on the whiteboard and makes it available through a web interface. Branham et 
al. studied the effect of fitting ReBoard to a group of whiteboard users’ whiteboards, 
and observed how in fact practice changed. Users become less afraid of deleting 
content from their whiteboards and would more often wipe the board clean, knowing 
that everything was stored. Yet they also observed how more care was taken in what 
was written on the boards, as users knew they might retrieve it and share it with 
colleagues in the future; “ReBoard can thus be seen as creating tension between the 
ephemerality and persistence of board content” (Branham et al., 2010, pp. 82). 

Interestingly the application area of the majority of the electronic whiteboard systems 
described above were meeting situations and collaborative work activities – yet in 
present day commercialized electronic whiteboard systems are mainly used in teaching 
as a presenter tool connected to a personal computer such as the teachers laptop. 

2.2 Studies of Whiteboard Use 

Historically blackboards and especially whiteboards are a relatively new invention4, 
however throughout the 20th century they have become a ubiquitous instrument for 
knowledge transfer and knowledge creation. The literature on how blackboards and 
whiteboards are actually used, why they are used and what they are used for is 
                                                           
4 The class-room chalkboard was invented in the early 19th century by James Pillans (e.g. 

mentioned in Pillans (1856)) and the whiteboard was invented in the 50s and started to appear 
on the market in the 60s. 
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relatively sparse. The first electronic whiteboard systems papers did not report on 
studies of actual whiteboard and blackboard use to inform the design of the systems, 
but relied on casual observations and common knowledge regarding the use of 
whiteboards. In the last decade there have, however, been a handful of HCI papers 
studying how whiteboards actually are used to inform the design of electronic 
whiteboards. 

Mynatt (1999) studied the daily whiteboard use in offices over a two-week period 
through snapshots of the boards and interviews with the users. The goal of the study 
was to capture the affordances of physical whiteboards under the assumption that an 
electronic whiteboard will fail if such affordances are not transferred. She especially 
focuses on long-term use rather than shorter-term use for meetings and teaching. 

Mynatt observes how whiteboards in general are used as a working space rather 
than a production space as one of her interviewees puts it. The content of whiteboards 
is typically highly context dependent and getting the content off the board e.g. to 
share information from the board following a discussion is a source of frustration. 
Mynatt observes how the content of whiteboards clusters, and a whiteboard can be 
involved in multiple activities simultaneously, she observes how people scavenge 
space leading to some boards with hotspots that change a lot while other content is 
preserved. Mynatt emphasize how space constraints are a weakness of whiteboards, 
yet that traditional desktop interfaces with multiple documents wouldn’t be 
appropriate for electronic whiteboards. However, the conclusions of the paper does 
not go beyond stating that developing an electronic whiteboard system is difficult.  

Tang et al. (2009) study how people employ whiteboards to transition between 
related tasks. Through the use of surveys and interviews the authors observe how the 
use of whiteboards transcends the boundaries of a classical 2x2 groupware matrix of 
independent/collaborative – synchronous/asynchronous use. The content of 
whiteboards relate to multiple activities, and the authors claim that whiteboards 
support transitions between independent and collaborative activities. The authors 
identify four types of whiteboards through their study: public, semi-public, personal, 
and notification whiteboards. Public whiteboards belongs to no one and is primarily 
used for synchronous activities. They are most often wiped clean after use. Semi-
public whiteboards, e.g. in a shared office, exhibit similar use as a public one, yet they 
are sometimes used for storage and a common praxis for writing on them may be 
established. Personal whiteboards, located e.g. in a single office, is used for a large 
variety of tasks and only close colleagues are invited to write on the board. 
Notification whiteboards are purely personal used for reminders or task lists. 

Tang et al. summarizes their findings with a set of implications for design of 
electronic whiteboards: 

• Whiteboard practice is largely enabled by the conception of whiteboards as 
contextually located containers for visually accessible information 

• Providing users with expressive primitives will allow them to flexibly 
generate meaningful applications themselves 

• Supporting transitions on electronic whiteboards means designing functional 
primitives rather than applications 

• Designers can rely on the situated nature of interactive displays to determine 
which primitives are appropriate for that context. 
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Summing up: Activities at a whiteboard are very different from activities at a desk. 
The content of whiteboards can be part of multiple activities, often collaborative and 
what whiteboards are used for is very content dependent. Mynatt refer to whiteboards 
as working spaces rather than production spaces. 

3 The Interviews 

To get a better understanding of actual use of whiteboards we conducted a series of 
situated open-ended interviews applying what we refer to as “hit-and-run 
ethnography”. 

Table 1. The type of whiteboards the interviewees describe they use. Office whiteboards are 
indicated personal/shared when they are located in a personal office but used collaboratively 
with colleagues in extended time periods. The majority of the interviewees describe public 
whiteboards in meeting- and classrooms hence these are omitted from the table. 

 Office Laboratory Other 

Interviewee 1 Personal - - 
Interviewee 2 Personal/Shared - - 
Interviewee 3 Personal - - 
Interviewee 4 2 x Personal - - 
Interviewee 5 Shared - - 
Interviewee 6 - - Shared/Public 
Interviewee 7 Shared Shared - 
Interviewee 8 - - - 
Interviewee 9 Personal/Shared - - 
Interviewee 10 - Shared - 
Interviewee 11 - Shared - 
Interviewee 12 Personal Shared - 
Interviewee 13 Shared - - 
Interviewee 14 - - Shared 

 
The interviews were conducted at the campus of Aarhus University where we 

approached colleagues at their offices and laboratories, asking them to show us their 
whiteboards and participate in an interview about their use of them. We did not 
announce the interviews before hand. We had prepared a short interview guide and a 
flyer informing about our project and us. We visited the departments of Physics, 
Mathematics, Geoscience, Bioscience, and Computer Science.  The colleagues were 
positive and inviting. Only in a few cases, e.g. when a person was giving a lecture 
shortly, they opted out. The interviews lasted between 10 and 20 minutes.  

In total we interviewed 14 people about their use of whiteboards, all fulltime 
employed at Aarhus University. We initially asked them to describe the whiteboards 
they used in their daily work.  
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Table 1 summarizes the types of whiteboards the interviewees described they used. 
Interviewee 6 mentioned a shared semi-public whiteboard in a hallway coffee lounge, 
and interviewee 14 mentioned a shared whiteboard onboard of a marine biology 
research ship (both indicated as other). Interviewee 8 was unique in reporting that he 
didn’t use whiteboards at all in his daily work except occasionally for teaching. 
Interviewee 10 and 11 were interviewed in their laboratories, while the rest in their 
offices. None of the interviewees mentioned using electronic whiteboards when we 
asked about which whiteboards they had in their work environment, or when we at the 
end of the interview asked them about what they would want whiteboards to be in the 
ideal world.  

3.1 The Use of the Whiteboards 

A number of our interviewees used whiteboards in a very traditional fashion. The 
whiteboards of interviewees 1, 4, 7 and 9 were used with math heavy notation, 
typically collaboratively with colleagues or students discussing a proof of a theorem, 
a mathematical argument or data analysis (example in Figure 1). Interviewees 2, 3 and 
5 used their whiteboards for traditional meeting activities such as project planning or 
paper outlining. Interviewee 12 used it purely personally and kept very neat and 
aesthetically pleasing notes on the board representing ongoing work. Interviewee 13 
shared a whiteboard with his colleague and office mate. The whiteboard was used to 
represent ongoing experiments with notes and printouts of plots held by magnets. The 
whiteboards described by interviewee 10 and 11 exhibited the most elaborate use. The 
whiteboards were located at experimental setups in a physics lab and displayed 
information relevant to ongoing experiments and the equipment. The whiteboard of 
interviewee 11 was extremely dense with information and we were told the overall 
structure of the information on the whiteboard hadn’t changed for more than 6 years, 
while it was updated on a daily basis (Figure 2). 

 

Fig. 1. The “whiteboard” of interviewee 9, a theoretical physicist 
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Fig. 2. The whiteboard of interviewee 11 located at an experimental setup in a physics 
laboratory 

Two categories of use of whiteboards emerge from the interviews. The whiteboard 
as information container, where the main function is to show information with some 
purpose, and as graphical workspace where the main function is to develop, or 
transform something. We saw two aspects of the content of a graphical workspace; as 
ephemeral externalization, supporting collaborative creativity and problem solving, or 
as in production, where the results of the activity is seamlessly sustained onto stable 
physical form, a product. We saw information displays that could be described as 
simple information storage, information displays that aggregated knowledge and 
information displays where the content was part of a coordination of activity or 
governance of surrounding state. 

Interviewee 9, who used the whiteboard for theoretical physics (as seen in figure 
1), described how what was written on the board was not always directly post-
processed e.g. in a written note but instead the result was a new understanding. 
Interviewee 7 described how he would write out an equation from a textbook to 
review and discuss it with students. The content was in both cases ephemeral; after it 
had been written and discussed it could be deleted. In both cases the board is used as a 
graphical workspace, but the pattern of usage is as ephemeral externalization. 
Interviewee 9 describes how something that is written on the board “… either it’s 
something that is clarified and then it is stored up here (points at his head) until it is 
written in a paper. Otherwise the idea is elaborated on a piece of paper, where it can 
turn into a note on 2-3 pages …”. Interviewee 12 described how notes on a 
whiteboard could later be used and written into a paper, and interviewee 3 described 
how papers would be outlined and project plans sketched on the board that could feed 
into actual papers and project plans. The transition was either handled by manually 
writing down notes from the whiteboard or more often by taking a photo with a 
smartphone and then typing up the notes at a later time. Here the content of the 
whiteboard represents an early stage of a product of some sort. Hence we refer to this 
use pattern as being in production.  
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In the case of interviewee 10 and 11, the whiteboard was used as an information 
display, however, displaying information that in some form was available other places 
(equipment displays or laboratory notebooks) yet it was made readily available on the 
whiteboard near the experimental setup. Hence, we refer to this as knowledge 
aggregation. Interviewee 10 explained: “… so I guess we kind of mostly use it as a… 
mostly for reference and also for keeping track of some, where samples are in the 
equipment. So eh, yeah obviously we have labbooks, but then as the years go on we 
have a big stack of these and somewhere hidden in them is some very important 
information like these diagrams (points to the whiteboard) [unintelligible] and eh, it 
becomes really a pain to look for these things in the labbooks”. Figure 2 also displays 
information pertaining to the state of the experimental setup, e.g. the placement of 
samples in compartments and it is essential that when the whiteboard is updated, so is 
the physical setup and vice versa. We refer to this aspect as governance.    

The other type of information display is using the whiteboard for storing 
information – this may be phone numbers (interviewee 7) or a list of who has 
borrowed books from the bookshelf (interviewee 1). Interviewee 2 describes how 
currently on his board is a project brainstorm that was written 3 weeks earlier in a 
meeting, and that they continuously have returned to and extended in follow-up 
meetings. Hence, the whiteboard was used in a combination of production, 
information storage and coordination of a project activity. This implies that the 
categorization is not static. In fact we also observe how an equipment sketch on 
interviewee 11’s whiteboard started out as an ephemeral externalization but remained 
stored on the whiteboard to explain newcomers about the equipment. This is very well 
in line with Tang et al.’s (2009) observations that whiteboards serve as means for 
transitioning between activities.  

The electronic whiteboard systems in the literature (see section 2) have an almost 
exclusive focus on the whiteboard as a graphical workspace used in production. While 
this is an important aspect of the use of whiteboards we see in our interviews that it is 
not the complete picture. The clinical electronic whiteboards (Bardram 2010) are an 
exception in that they are information displays used by the clinical staff for 
governance of e.g. the state of a ward and coordination of clinical activities.  

4 Demystifying the Whiteboard 

To demystify and conceptualize the use of whiteboards, we will turn to concepts 
derived from Activity Theory. An important characteristic of the whiteboard is that 
content is not transferred seamlessly to and from it. Bertelsen and Bødker (2002) 
discuss design of computer artifacts in terms of discontinuities, pointing to three 
classes of discontinuities. The first one is between experience and desire and is the 
fundamental discontinuity in design between what exists and has been experienced, 
and what is to become. In the context of whiteboards and electronic whiteboards the 
two next discontinuities are mostly relevant. Between parallel rooms, is a 
discontinuity between differing perspectives on, or purposes of, an object (or artifact). 
A representation on a whiteboard, typically has an existence before it gets onto the 
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whiteboard as well as after. On the whiteboard emphasis may be on finding new 
solutions, while when the representation later is transferred into a document aimed to 
be shared and archived, exact conformance to conventional formalism may be the 
most important aspect of the representation. Between interpretation and 
implementation is the particular discontinuity between a formalized representation 
interpreted in a social setting, and the same representation when executed by a 
machine. In the later case we are dealing with strict causal relations between 
representations and changed state of a part of the world whereas the representation 
prescribes more loosely in the former. “It is the discontinuity between de-
contextualised principles and concrete historical practice; between artefact and 
situation; between technical implementation and cultural interpretation.” (ibid pp. 
410-411). These discontinuities are seen as important resources that should not 
merely be bridged but rather be maintained and cultivated in design. And we will in 
the context of this paper argue that support for persistent discontinuity is an important 
quality of the whiteboard.  

Historically, information technologies have blurred and removed discontinuities. 
While it is a clear advantage of modern computer based text production tools that 
separate typesetting and re-typing of manuscripts from version to version can be 
avoided, it is also problematic that parts of a text, with early phrasings etc. can 
survive from an early draft to the final publication.  

When using a whiteboard something is actively transformed into writing/drawing 
on the board. This transformation is discontinuous. An idea takes an initial form, a 
formula from a textbook is rewritten and transformed into joint basis for a teaching 
situation, and the terrain of a problem at hand is sketched for the purpose of the 
situation. After the whiteboarding event, results may be carried away in memory, or 
they may be transformed into notes, or even refined and turned into a product for 
further processing. In all cases, again, we see a discontinuity. 

There is a fundamental discontinuity between parallel rooms when using a white 
board; you go into the “whiteboarding room” where there are limitations to how much 
detail you can have, and there are limits to how much damage you can make because 
everything will be transformed later. The discontinuity between interpretation and 
implementation is also important to understand in relation to the whiteboard. When 
working with mathematical formalisms, several interviewees (e.g. 4 and 9) would use 
ad hoc notations hoping that they were not taking too many “liberties”. Some time 
that would work and some times it would not. The important thing to observe is that 
the discontinuity between the writing/sketching of free ideas on the board and 
something that conforms to the formalisms, or is a direct implementation outside the 
board is what enables creativity and exploration on the whiteboard.  

Thus, in design of electronic whiteboard systems, it is important to also maintain or 
redesign the right discontinuities. 

Our classification of whiteboard uses can be rephrased in terms of the relation to 
the surroundings and the involved discontinuities. 

Information storage does not depend on maintained discontinuity. A phone 
number, or information of who borrowed a book, should be complete. 
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Ephemeral externalization involves a quite abrupt purpose-driven discontinuity 
into the whiteboard, where only parts of formalisms or even ad hoc formalism is 
noted and worked with, similarly there is most often a substantial amount of 
processing following the whiteboarding session. 

In the cases of in production, coordination and governance the relation in and out 
of the whiteboard is more complicated because both cases depend also on some 
degree of continuity. For these cases we need to understand the dual character of 
whiteboard writing as being both objects worked on and tools mediating action on 
something inside or outside the whiteboard.  

Mynatt (1999) refers to the whiteboard as a working space rather than a production 
space. While we agree with Mynatt to a certain degree, the whiteboard can in fact be 
part of a production space, but what is written or drawn on the whiteboard almost 
never is the final product; an outline of an argument has to be written into actual text 
and a sketch of a figure has to be reproduced for print. This is very different from 
most modern computing where we constantly work on the actual “products” whether 
written documents, graphics, presentations or videos without these discontinuities. 

In Activity Theoretical thinking the driving force for development are 
contradictions. Activity systems are permeated by contradictions, e.g. between the 
tool at hand and the object of work. Thereby, contradictions are constant sources of 
instability and development (Bertelsen & Bødker, 2001). In understanding 
collaborative inscription in artifacts Zander (2007) introduces the concept of syntonic 
seeds as inscriptions sublating contradictions by negating and containing them. Thus, 
the reminders placed around the lab of interviewee 11 could be understood as memory 
aids negating the contradiction between what should be collectively remembered 
about the experimental setup and the settings necessarily being hidden behind 
insulation, yet preserving attention to this contradiction. This kind of containment 
resembles how contradictions are maintained across a discontinuity. Interviewee 9 
kept a sketch of an argument on his whiteboard to remind him to continue the 
discussion, thereby negating the insufficiency of attention. 

According to Tang et al. (2009), Mynatt (1999), and our own studies, whiteboard 
content is typically pivotal in a number of activities. Tang et al. describe how a team-
leader’s whiteboard mediates planning, awareness and team discussions, similar to 
how the whiteboard in the laboratory of interviewee 11 serves as a means for 
representing the ongoing experiment, documenting it, and communicating the praxis 
in the laboratory. In the case of the team-leader the content of the whiteboard, a 
project plan, sublates a contradiction between a normal human’s mental capabilities 
and the complexity of a big project, but at the same time it may sublate the 
contradiction between her and co-workers understanding of the progress in the 
project. With inspiration from the concept of syntonic seeds (Zander op cit.), we 
identify three key aspects of the whiteboard. 

• The writing on the whiteboard has a double character containing (and 
possibly sublating) a contradiction between the form of representation on the 
whiteboard and outside the whiteboard. 

• The contents is simultaneously and/or sequentially a mediator in one or many 
activities and an object of one or many activities  
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• Contents often oscillate between being a mediator and object of activity. To 
return to the previous example; the project plan oscillates between being the 
object of the team-leaders documentation of the project and being a mediator 
in discussion with the team. 

 
Mynatt (1999) observes that the content on whiteboards is heavily context dependent. 
This means, in our vocabulary, that the content exists in its relation to something 
outside the whiteboard – something that is corrected, controlled, externalized. The 
content on the whiteboard is most often serving its purpose due to the discontinuity 
between whiteboard and other representations. The whiteboard in figure 2 may serve 
as nothing but an archeological artifact if the lab is shut down, only hinting at the kind 
of activities that took place in the lab. To move the content beyond the whiteboard 
requires re-mediation or requires the content to be de-contextualized e.g. when taking 
a sketch of an argument from a whiteboard and writing it into a paper. 

The whiteboard is a discontinuous artifact; information has to be remediated both 
to and from the board. This is both a strength and a weakness. It is a strength as it 
provides an opportunity for critical reflection on what has been produced or is about 
to be (re)produced on the board. It is a weakness when the discontinuity is a source of 
error, e.g. when the whiteboard is used for governing critical state but updating it is 
forgotten. It is furthermore an inherent weakness that the discontinuity to and from 
the board may be a laborious for the user as it involves reproduction, and given that 
the content is context dependent; information may be lost in this process (e.g. when 
photographing and wiping a whiteboard clean after a meeting and not processing the 
content into written notes or similar right away).  

As for electronic whiteboards there is a significant difference in whether the board 
is a self-contained computer or it is merely a display and input device for a personal 
computer. The latter is the current way of using electronic whiteboards; a teacher 
connects her personal computer to the electronic whiteboard in the classroom and 
uses its capabilities to make ready-made material interactive and dialogical e.g. 
through highlighting, annotation or hide and reveal (Mercer et al., 2010). This 
approach bridges the discontinuity to and from the whiteboard; content prepared on 
the personal computer can directly be presented on the electronic whiteboard and 
what changes are made during a presentation can be stored immediately and be 
distributed and reused. However, the electronic whiteboard goes black when the 
teacher disconnects the computer and leaves the room, and data is not shared beyond 
the teacher letting the students manipulate the content she makes available on the 
board for a limited amount of time. 

5 Themes for Design of Future Electronic Whiteboard Systems 

In this section we outline four themes that we find important to understand and 
consider in relation to the design of future electronic whiteboard systems. We discuss 
them in the light of our empirical findings, the literature and the conceptual basis of 
activity theory. The themes we want to point to are lifecycle of content, transition into 
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and out of whiteboards, the relation between formalism and immediacy, and the 
impact of digital materiality. 

5.1 Lifecycle 

We saw a variety of content lifecycles on the whiteboards. Somebody would write 
contents onto the board, and this content would serve a purpose for a while until it 
finally would die by being whipped out or simply loosing its meaning. Some of the 
whiteboards we saw had data on them that had been there for a long time, but the 
general picture was that data lived a shorter time.  

In the office of interviewee 9, the whiteboard had short lifecycles by functioning 
mainly as an ephemeral externalization during collaborative problem solving. 
According to the interviewee, writing was only left on the board after a session, 
because he would not spend the effort to erase it. However, writings from a session 
that did not lead to the desired solution weeks earlier were still “surviving” on the 
board, possibly because they now served as a continuous reminder about this 
unsolved problem. In that way a seamless transformation from ephemeral 
externalization to a kind of information display had taken place. 

A much longer lifecycle is seen in the case of the lab whiteboard of interviewee 11. 
It has been persistent over years, with a layout that has been added to over time. It is 
used for making things explicit, for coordination, and for conveying rules and 
established practice, as well as for recording and sharing the state of the ongoing 
experiment. Learning to work with the whiteboard is important when new students 
and new colleagues get to learn to work in the lab.  

At the state of the lab whiteboard as we saw it, it was mainly a container in all the 
three aspects of that. When we visited the lab the whiteboard functioned as container 
in all the four forms. It was mostly for governance and coordination, by displaying 
important parameters and states of the experimental setup, rules of conduct and 
relevant constants. It was, to a large extent knowledge display by the presentations of 
experimental set up and overall mindset of the lab. To some extent it was information 
storage where parameters were stored. In a longer perspective, contents on the lab 
whiteboard had evolved or oscillated between the different roles described in 3.1. An 
example is the black drawing approximately in the middle of figure 2. It was 
originally created as an ephemeral externalization when explaining the experiment to 
a visitor, but it remained on the board as a knowledge display. 

Whiteboard use is constantly reconstituted and negotiated. In particular it is 
important to observe the seemingly seamless transition of content between the roles. 
The physical form remains the same but the status and interpretation changes 
radically, and thereby the flexibility depends on the lack of hardwired formalization 
leaving openness to interpretation. 

The lifetime of whiteboard contents seems to be characterized by seamless 
transitions between interpretations. However, most contents die after a while, and has 
something been deleted it can never return to the whiteboard in the exact same form. 
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5.2 To and from 

We argue above that the whiteboard offers two main discontinuities that are fruitful 
for a broad range of purposes. The whiteboard normally has no structure, no 
limitation and no support for interpretation. When content gets written onto the 
whiteboard a process of selection, abstraction and reduction takes place and a mutual 
understanding between collaborators is established. In the same way, processing takes 
place when information is transformed out of the board. A horizontal line can mean 
the duration of a project, or something else. In the context of a specific session the 
meaning is sufficiently clear, but after the session it will depend on participants 
memory, interpretation and mapping back onto a more universal format. In other 
words, a process of de-contextualizing is involved with the transfer out of the 
whiteboard. Such de-contextualization can happen by writing the work on the 
whiteboard into some formalized notation, or by transforming it into coherent prose. 
It is important to acknowledge the value of these discontinuous transformations even 
if they seem to be time consuming and a source of inaccuracy.  

In some cases a formal link between whiteboard content and the surrounding world 
can be established. In the lab of interviewee 11, we saw how the experimental setup 
was recorded on the board. Particularly, we saw the governance aspect of information 
containers, and to some extent the knowledge container could be extended into a live 
data connection. In the same way, it could make sense to offer support for the analysis 
of data sets on the electronic whiteboard. Conventions for the linkage between data in 
the electronic whiteboard and their counterpart in other media have to be settled for 
each area of application. In some cases it may be fruitful to have live data in the 
whiteboard. In other cases data should be static. 

At the other extreme we saw examples of knowledge containers, serving merely as 
reminders, being constructed by mounting paper onto the whiteboard, thereby 
circumventing the discontinuity into the whiteboard. E.g., interviewee 2 had an early 
version of a project plan mounted on his board, interviewee 14 had a print of the first 
data from the experiment he and the colleague in the office were running.  

Many of the interviewees reported that they would take pictures of their 
whiteboards, typically with their phone cameras. It was not clear, however, how these 
snapshots were used beyond being backups, or records for the unlikely case that the 
content could be used later. 

5.3 Immediacy and Formalism 

It is important that the installation is ready and running. Otherwise the overhead will 
make users go to other media to support the work they want to do. We saw good 
examples of this in the literature (e.g. Pedersen 1992). In particular for the large part 
of the interviews where uses could be characterized as ephemeral externalization, it 
seems important that there is no startup time, otherwise it would not be feasible when 
they “just had to scribble something down…”. 

This need for simplicity and the reluctance to accept any overhead was expressed 
by Interviewee 11 when he wished for a better organized layout of the lab whiteboard 
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(fig 2). He did not hesitate to explain principles for a better layout. Still he did not 
seem to be willing to spend one hour re-drawing the board. “Physically, so there is no 
reason why, so if I had time I would move things around in a different way because 
like there are things that you need more frequently and you would like to have them 
there and things that you have less frequently you would like to have them like on the 
corner or somewhere else.” (Interviewee 11, #00:14:28-5#) 

In situations where a formalized notation exists, it would make sense to support the 
transition from ephemeral externalization to graphical workspace in production more 
systematically like in the Knight system (Damm et al. 2000). This transition could 
also be supported simply by supporting the transformation of free form graphics into 
structured graphics for further processing.  

5.4 Digital Materiality 

In ordinary whiteboards content is bound to a physically existing board. With 
electronic whiteboard systems it would be possible to move the content around 
between physical boards, as well as replicating it between boards. While portable 
workspaces could be an advantage, it is worth drawing attention to the way in which 
limitations, context dependency, and discontinuity are important features of the 
whiteboards, as we know them. Content on whiteboards continuously change roles 
and evolve over time–hence the traditional approach of well-defined file formats of 
digital data may not make sense. It may be necessary to revisit ideas like compound 
documents (as OpenDoc (Macbride & Susser, 1996)). Yet supporting governance of 
external state (e.g. something simple as controlling and displaying the angle of a 
motorized laser in an experimental setup through a widget) from the whiteboard 
would bring the digital whiteboard content beyond just being documents. 

6 Design Principles to Explore 

In the following we present three design principles for future electronic whiteboard 
systems. 

6.1 Installation, Not Application 

We observe that all our interviewees have idiosyncratic, yet over time established, 
ways, of using their whiteboards. Their whiteboards are physically bound to rooms 
where certain activities take place. If a goal is to maintain the immediacy of the 
physical whiteboard when creating an electronic counterpart we discourage thinking 
of the board as a general-purpose computer with multiple applications. An important 
reason for that is the general reluctance to spend time on setting up and negotiation 
observed in the literature and in our studies.  

We suggest an alternative design strategy based on the concept of installation, 
meaning that the software running on the electronic whiteboard is permanently 
configured, and that it supports seamless invocation of the active components.  
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This strategy is useful for supporting specific praxes where institutionalized 
formalisms exist. Both theoretical physicists and software architects need boards for 
sketching, yet the kind of augmented support they could benefit from differ. The 
software architects may want support for turning free from drawings into formalized 
diagrams with possibilities for grouping and auto-rearrangement functionality. The 
theoretical physicists, on the other hand, may want handwriting detection and notation 
completion. 

People dedicate certain whiteboards and certain areas of whiteboards to specific 
kinds of activities, and the equivalent should be possible in an electronic counterpart. 
This is the approach of the medical electronic whiteboard systems as described e.g. by 
Bardram (2010). The tools and information available on a board in an emergency 
ward differs significantly from what is available in the patient ward since the 
activities the boards are embedded in are different. Tang et al. (2009) implies a 
similar design philosophy of providing the users with functional primitives and using 
the contextualized nature of the whiteboards to decide which to use. However, it is an 
open question who will take care of the (re)configuration. In the case of the medical 
electronic whiteboards it is handled by trained consultants with insight into the 
clinical praxis, however such an approach would not necessarily be possible or 
economically feasible in a research setting. 

The concept of installation, in particular the whole economy and division of labor 
around creating, installing and updating, should be investigated further and 
experimented with. 

6.2 Supplement and Augment, Don’t Replace 

It is difficult to see how an electronic counterpart can reach the immediacy and ease 
of use of a physical whiteboard especially when it comes to supporting rapid 
ephemeral externalizations. Yet, as we see in our study, what was perceived to be an 
ephemeral externalization may change its role and become something more 
permanent. In the physics laboratory of interviewee 11 it would be meaningful to 
have a combination of a traditional whiteboard with a capture mechanism alike 
ReBoard (Branham et al., 2010), together with a digital surface for displaying sensor 
readings or storing and displaying (digitalized) drawings made on the physical 
whiteboard. An interactive electronic display is meaningful in the case where the 
information have a governing nature, since it will allow to electronically enforce a 
mapping that otherwise had to be done by hand. 

6.3 Embrace Discontinuity 

Discontinuity in some situations is a strength, yet remediating content from the 
whiteboard is laborious work. Our interviewees frequently photographed whiteboards 
to persist the content. Our hypothesis is that photographing the content of a 
whiteboard for later remediation may be a disservice to one self, because knowing 
that the content is persisted safely induces a reluctance to actually deal with it. We 
encourage exploring the design space of a capture mechanism of physical whiteboards 
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where captured content only is stored for a limited amount of time, and the user is 
reminded that she has unprocessed whiteboard content waiting to be remediated. This 
means creating artificial limitations on the medium, which we believe is necessary to 
maintain one of the central qualities of a whiteboard namely that when content is 
erased it is gone. 

7 Conclusion 

Returning to Mark Weiser’s three devices: Tabs, pads are here but they required a 
new software ecology to be successful – one would assume the same of the last 
device, the wall size device. 

In this paper we have reported on a study of whiteboard use in a scientific research 
setting. We have observed a range of different types of use, and analyzed how 
discontinuity is an important aspect of much successful use of whiteboards. We have 
analyzed our findings based on activity theory, and the existing literature and identify 
6 roles contents on whiteboards can have. 

Our main finding is that the discontinuities in and out of the whiteboard can be a 
strength. This finding implies that the focus on seamless integration seen in large 
parts of the literature may need to be modified or supplemented by context specific 
concepts of the value of breaking the continuity of objects being worked on. 

We have pointed to four themes to consider in future design of electronic 
whiteboard systems. Firstly, we have discussed how content on whiteboards shifts 
seamlessly between functions and roles during its lifetime. Thereby, flexibility and 
openness to adaptation of notation is important. Secondly, we point to the 
transformations of content to and from the whiteboard, in particular we point to how 
content is contextualized on the whiteboard and how transferring it out of the board 
involves de-contextualization. Thirdly, we point to the combined issue of immediacy 
and formalism, emphasizing that a most important aspect of the whiteboard is its 
constant availability, and that we will have to take that kind of immediacy into 
account when supporting formalized notation. Finally, we draw attention to the 
necessary consideration of what kinds digital materiality to support. 

We conclude the paper by introducing three principles to explore in future 
electronic whiteboard systems. Firstly, we suggest that software on electronic 
whiteboards should be understood as an installation, i.e. a stable configuration that is 
readily available and only changes with very long intervals. Secondly, we suggest that 
designers should aim to supplement and augment the existing non-electronic 
whiteboards, rather than risk loosing the intricate patterns of use. Finally, we suggest 
that designers should aim to embrace discontinuities offered in the use of non-
electronic whiteboards, and distinguish between unwanted and wanted ones. 
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Abstract. Many tabletop systems have been developed to facilitate face-to-face 
collaboration and work at small meetings. These systems often require users to 
attach sensors to their bodies to identify their positions, but attaching a sensor to 
one’s body can be bothersome and annoying, and user position and posture may 
be restricted depending on where the sensor is attached. We have proposed a 
technique for estimating user position in a tabletop system by image recognition 
and implemented a tabletop system having a user position identification function 
incorporating the proposed technique. This technique first obtains touch points 
and hand-area information from touch operations performed by the user, and 
establishes an association between the touch points and hand from those posi-
tional relationships. Since the direction in which a hand is extended can be de-
rived from that hand’s touch information, the position of the user of the touch 
points belonging to that hand can be estimated. As part of this study, we also 
implemented a photo-object manipulation application, which has a function for 
orienting a photo object to face the user based on the results of the above us-
er-position estimation technique. We performed an experiment to evaluate the 
position identification rate, and found that the proposed technique could identify 
user position with high accuracy. 

Keywords: Tabletop system, Image recognition, FTIR, Multi-touch, User posi-
tion identification, Area extraction. 

1 Introduction 

A tabletop system facilitates face-to-face collaboration at small meetings or any setting 
where people come together to work as a group. It enables all users to manipulate or 
examine displayed information and enables a variety of input operations to be executed 
by touching displayed information and performing gestures. Research surrounding 
tabletop systems with these features has been active including studies of interactive 
techniques [1], [2], development of information display technologies [3], [4], and the 
use of tabletop systems for supporting collaborative work [5], [6], [7]. 
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In a tabletop system, objects can be oriented in various ways by touch gestures 
performed by multiple users, which means that a user may find it difficult to understand 
the text or photo of an object that is currently not facing in the user’s direction. In 
response to this problem, several techniques have been developed to identify user 
positions by attaching sensors to chairs or the users themselves [8], [9], [10], and these 
techniques are used to automatically modify the orientation of objects according to the 
position of the user manipulating the objects. For example, Diamond Touch [9],  
registers beforehand each user and the user’s position by having each user sit on a 
conductive sheet for user-identification purposes, and uses this information to deter-
mine the position of the user whenever the user is identified. However, identifying 
user position by attaching sensors to chairs or people can be troublesome, and time 
must be devoted to learning how to use sensor equipment. User posture may also be 
restricted depending on where the sensor is attached. 

On the other hand, research has been performed on an interactive system that ex-
tracts images of body extremities using image recognition technology so that physical 
movements performed by the user can be used as input operations [11]. This kind of 
interactive system using image recognition negates the need for wearing a sensor 
thereby enabling users to use the system in a free and natural manner.  

We propose a technique for estimating user position by image recognition in a tab-
letop system and construct a tabletop system incorporating this technique. This tech-
nique negates the need for wearing a sensor and removes restrictions depending on 
where the sensor is attached. This system uses a frustrated total internal reflection 
(FTIR) multi-touch panel and obtains touch points and hand-area information from user 
touch operations using image recognition. It establishes an association between the 
touch points and hand from those positional relationships. Since the direction in which 
a hand is extended can be derived from that hand’s area information, the position of the 
user of the touch points belonging to that hand can be estimated. This study includes the 
implementation of a photo-object manipulation application that enables users to ma-
nipulate photo objects on the tabletop system by touch operations. The application has a 
function for orientating a photo object to face the user according to the results of es-
timating user position from touch gestures. 

2 Proposed System 

2.1 System Configuration 

For this study, we designed a tabletop system with a multi-touch panel capable of 
touch-point recognition by the FTIR method [12]. This system features an infrared 
Web camera installed beneath the table to capture infrared images on the tabletop by 
picking up the acrylic panel on the table via a mirror. The system also includes a pro-
jector connected to a personal computer (PC) to display photo objects to users by 
projecting images onto the acrylic panel from underneath the table. In addition, tracing 
paper is pasted onto the acrylic panel to act as a screen and users are presented with 
information by having the projector project images onto this tracing paper. System 
configuration is shown in Figure 1. 
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Finally, to obtain information on hand area, an infrared light is installed on the 
ceiling above the table. Since a hand on the tabletop will block infrared beams emitted 
from this light, an infrared shadow corresponding to the hand will form. The Web 
camera is used to pick up this shadow effect.  

 

 

Fig. 1. System configuration  

2.2 Overview of User-Position Estimation Technique 

In a tabletop system, a user typically extends a hand from the edge of the table to 
manipulate some object. Accordingly, if it were possible to determine the direction 
from which the hand including touch points is being extended, the position of the user 
generating those touch points could be estimated.  

In FTIR-based touch-point recognition as used here, the system picks up touch 
points as white light owing to the diffused reflection of infrared light. It also picks up 
the area occupied by a hand as a shadow generated by the blocking of light emitted 
from the infrared light installed on the ceiling. At this time, the system uses brightness 
values in the captured image to differentiate from the background image in two ways. 
Specifically, it extracts touch areas having a higher brightness value than the back-
ground and an area having a change in brightness value as a hand area. This extracted 
hand area includes the touch areas as a subset. Thus, when focusing on certain touch 
points, a hand area that includes those touch areas as a subset certainly exists, which 
means that the direction from which that hand is being extended can be determined 
from that hand-area information. As a result, the position of the user associated with 
certain touch points can be estimated since touch points and user position can be in-
directly connected through the direction of extension of the hand to which those touch 
points belong. Extraction of these key areas and estimation of user position are outlined 
in Figure 2. 

Projector 

IR Camera 

Table 

PC 

Acrylic Panel IR Floodlight 

IR Light 
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Fig. 2. Extraction of key areas and estimation of user position 

2.3 User-Position Estimation Model 

The FTIR touch-point recognition system picks up touch points as white light and the 
hand area as a shadow of infrared light. Establishing a difference with the background 
image enables the touch areas and the hand area that includes those touch areas to be 
extracted. An image of a touch area and that of a hand area extracted by background 
differentiation are shown in Figures 3 (a) and (b), respectively. 

 

 

Fig. 3. Extraction of touch-point and hand areas and their positional relationship 

The positional relationship among touch area (TA), touch point (TP), and hand 
shadow (HS) is shown in Figure 3 (c), where the outer circle and inner circle at the 
fingertip of HS corresponds to TA and TP, respectively. This technique determines TP 
by calculating the center of gravity of TA. When we define hand-area Hand as the 
union of TA and HS, TP is an element of Hand. 

The proposed technique first investigates the attribution relation between TP and 
Hand. It next determines from which edge in the image the Hand to which TP belongs 
to is extending. It finally estimates user position by drawing a correspondence between 
that direction and the touch point. 

(a) Image of a touch area (b) Image of a hand area
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TAHS

(c) Positional relationship 
among, TA, TP, and HS 
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Captured image Extract hand area

Extract touch areas
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Judge that these touch  
operations are performed  
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2.4 User-Position Estimation Technique 

More than one hand area may exist on the tabletop at any one time. To recognize 
individual hand areas, the technique labels areas having connected pixels and assigns 
the label L to each hand area. 

Then, when focusing on a certain touch point TP, that a hand area Hand that includes 
the coordinates of TP as an element exists. The results of labeling can therefore be used 
to extract label L[TP(x, y)] corresponding to the coordinates of TP. Here, L[TP(x, y)] is 
equivalent to label L[Hand] including TP. The hand area corresponding to the targeted 
touch point can therefore be identified by referring to L[TP(x, y)].  

Referring to Figure 3(b), it can be seen that Hand consists of a continuous area 
connected to a certain edge of the image. Accordingly, if that edge can be determined, 
the direction from which Hand is being extended can likewise be determined. 

3 System Implementation 

Our prototype tabletop system has a height of 70 cm, a panel 100 cm × 90 cm in size, 
and a display manipulation range of 60 cm × 50 cm. The tabletop is shown in Figure 4. 

We also implemented an application for manipulating photo objects by touch ges-
tures. This application reads in image data as photo objects and displays them on the 
tabletop system. It treats touch gestures made by the user as input and generates results 
in response to those gestures. Touch gestures are listed and described in Table 1. 
Change direction is an operation which makes the object face the user when touching 
it with three fingers. An example of the change-direction gesture is shown in Figure 5. 

 

 

Fig. 4. View of tabletop Fig. 5. Change-direction gesture 

Table 1. Touch gestures 

Operation No. of Touches Description 

Move 1 Move object 

Zoom in/out 
2 

Change object size 

Rotate Rotate object 

Change direction 3 Change object’s direction to face user 

  
  3-finger touch

Object direction 

changed to face user 
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4 Evaluation Experiment 

4.1 User-Identification Evaluation Experiment 

To assess the accuracy of the user-position estimation technique, we conducted a 
subjective experiment using the 3-finger change-direction gesture. After briefing four 
subjects on how to perform this gesture, we asked each to perform the gesture ten times 
on the tabletop system in each of the up, down, left, and right directions. At this time, 
we recorded actual user position and system-estimated position in order and determined 
position identification rate by comparing the values obtained. Specifically, denoting the 
number of times this gesture was performed as dact and the number of times that actual 
user position agreed with system-estimated position as dcorrect, we computed position 
identification rate by Eq. (1). 

 position identification rate   100 % . (1) 

The experiment was performed in the evening after sunset considering the possible 
effects of infrared light contained in sunlight. The prototype tabletop was installed in 
the center of a room and two infrared lights were installed on the ceiling above the 
table. Each light was 90-cm long incorporating six equally spaced infrared LEDs and 
the two lights were set 70 cm apart. The distance from the ceiling to the tabletop panel 
was 185 cm. 

4.2 Results and Discussion 

Average identification rate for the change-direction gesture by four subjects for each of 
the four tabletop directions and overall average for all directions are shown in Figure 6. 
 

 

Fig. 6. Identification rate for change-direction gesture 

Average identification rate for the change-direction gesture was found to be about 
96%. Examining these results, it can be seen that hand extension from the up and down 
tabletop directions could be accurately identified. There were times, however, when 
hand extension from the left and right tabletop directions could not be accurately 
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identified. Examples of incorrect hand-extension identification from the left and right 
directions are shown in Figure 7. Images for a change-direction gesture from the left are 
shown in Figures 7 (a) and (b) and those for a change-direction gesture from the right 
are shown in Figures 7 (c) and (d). 

 

 

Fig. 7. Change-direction gesture from left and right directions 

In the examples of Figure 7, the number of pixels in the hand shadow area crossing 
an edge are higher in the up direction than in the left and right directions. As a result, 
the system erroneously judges those tabletop operations to be those of a user positioned 
at the top of the tabletop (in the up direction). This is because the touch-point coordi-
nates on the captured image cannot necessarily be used to correctly obtain the 
touch-point coordinates on the acrylic panel. 

5 Conclusion 

We proposed a technique for identifying user position in a tabletop system through 
image recognition and introduced a prototype tabletop system incorporating this tech-
nique. We also implemented a photo-object manipulation application for running on 
the tabletop and conducted a subjective experiment to evaluate the accuracy of the 
proposed technique in estimating user position. In this experiment, we recorded actual 
user position and system-estimated position when subjects made change-direction 
gestures and calculated the position identification rate by determining the rate of 
agreement between actual and estimated positions. We found that an average position 
identification rate of about 96% could be achieved in the case of change-direction 
gestures, which demonstrates that user position can be estimated by the proposed image 

(a) Captured image (b) Hand area extracted 

(d) Hand area extracted (c) Captured image 
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recognition technique. The technique is a simple technique for identifying the user 
position and negates the need for wearing a sensor. 

Errors in identifying user position occurred in the system as a result of camera image 
compensation. An offset between the manipulation area and display area on the tab-
letop prevented the system from correctly recognizing how a hand shadow area was 
crossing an edge making it easy for erroneous judgments to occur. We considered that 
using a wide-angle camera would be able to capture the entire tabletop panel head-on, 
which should eliminate complicated image-compensation processing by the system and 
suppress this phenomenon. In future research, we plan to evaluate the position identi-
fication rate during simultaneous operations by multiple users and to add gesture 
functions making full use of user position identification. We also look to apply the 
proposed technique to face-to-face collaborative work systems and to evaluate its 
usability in such an application. 
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Abstract. Music and online Social Network Sites (SNS) are closely intertwined 
in popular culture, but we know relatively little about how performers use and 
take advantage of such social systems. This paper investigates this space by 
exploring how professional DJs leverage SNS in their work. It adopts a long 
term mixed-methods ethnographic approach encompassing semi-structured 
interviews, supported by studio visits and participant observations. Results 
revealed that DJs used SNS for connecting to their audiences; promoting their 
work; receiving peer feedback; discovering content and keeping abreast of their 
field; and organizing and coordinating events. We further interpret our findings 
in the context of issues DJs highlighted about their professional practice and 
technology, and our observations; and draw out design implications for future 
music orientated systems and services. 

Keywords: Ethnography, DJs, social networks, participant observations. 

1 Introduction 

Social Network Sites (SNS) are a key part of the success of modern performance 
artists, helping small or emerging acts connect with fans, advertise their shows and 
provide access to their media [1]. Rapid growth in SNS usage along with 
technological advancements in computational power, mobile technologies and 
network bandwidth, present these artists with new opportunities and challenges. For 
example, unlike in the past when music artists were relatively inaccessible to fans and 
media, today they directly seek engagement with their fans and patrons using a 
number of channels available through SNS [2]. Indeed, MySpace, one of the earliest 
SNS to achieve popular critical mass is strongly associated with its role as a platform 
for bands to promote themselves [3]. Conversely, music audiences today use multiple 
and inter-linked sites online, reflecting the changing ‘shapes’ of online communities 
[4]. It comes as no surprise, therefore, that the most watched and liked content on 
YouTube today belong to musical phenomena such as Justin Bieber and PSY 
(Gangnam Style) [5], both arguably products of a fame that has been powered largely 
by social media (e.g. in the form of tribute videos). Easy access to technologies aimed 
at content creation and distribution has popularized the technique of ‘micro-celebrity’ 
[6,7], which is the practice of using social media to develop and maintain an audience. 
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Furthermore, a growing ecosystem of companies is beginning to provide dedicated 
social software tools to help performers understand, maintain and manage audience 
interactions [8]. However, despite the prevalence and importance of this issue for 
performers, there has been relatively little academic work studying the needs and 
practices involved in this user group’s adoption and appropriation of social 
technologies. This paper aims to address a specific area of this gap by describing a 
mixed-methods ethnographic study of a group of resident DJs. The study focuses on 
their use of technology in their everyday lives, and in particular to their professional 
use of SNS.  

We argue that DJs, solo performers who participate in an almost inevitably local 
and heavily technology driven popular art form, are a particularly interesting user 
group for this study. We focus on DJs for a variety of reasons. Firstly, we observe that 
DJs, with their electronic and digital instruments, have a more direct and deeper 
engagement with technology, as compared to traditional musicians or bands. 
Secondly, DJs have to constantly depend on social engagement, not only offline with 
their audience during their performances [9], but also online with other DJs and for 
promoting their work in order to build and maintain their profiles as artists [10]. 
Thirdly, DJs rely on discovery of music to feed their work rather than the more 
traditional creative and individual activities that other types of artists typically engage 
in. Furthermore, they need to be sensitive to trends, styles and techniques not only in 
a single genre, but across a range of types of music, as required by the different gigs 
they play; thus implying the need to be externally focused and engage with a range of 
different communities to stay current. These characteristics make DJs an interesting 
and important group to study in order to explore the socio-technical gaps in the 
context of artists. Studying such a tech-savvy and socially active segment of artists 
can have wider implications for our understanding of the social aspects of music [11], 
and further lead to insights into the wider HCI issues faced by artists and cultural 
workers.  

This claim is supported by the richness of activity captured in Ahmed et al.’s [10] 
recent ethnographic study of DJs at work, that highlighted the overall complexity of 
the work practices, which go considerably beyond performance to encompass 
activities such as collecting and collating musical libraries through to preparing 
specific gigs and set pieces, to engaging in intensive publicity and promotion. They 
briefly touch upon the role of SNS in a DJ’s promotional activities and highlight some 
of the issues that SNS present. However, we argue for a more in-depth examination of 
DJs’ use of SNS through an understanding of their motivations for using SNS and the 
concomitant challenges. The current paper thus extends their insightful analysis with 
an exclusive focus on, and a more detailed study of, the role of social networks in the 
work of DJs.  

In sum, the goal of the paper is to provide a deeper understanding of the role of 
SNS in a DJ’s everyday life. It is structured as follows: a brief overview of related 
work; description of mixed-methods employed towards a long-term study of a small 
community of DJs; a description of the findings, focusing particularly on the 
motivations for SNS use and issues germane to their practice; followed by a 
discussion leading to design implications for future music orientated social systems. 
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2 Related Work 

Music plays an active role in the construction of our everyday social lives [12]. It 
lends us means to express, understand and share our identities [13]. Tanaka [14] 
argues that social computing coupled with artistic creativity can point out ‘ways in 
which technological evolution can be assimilated directly in cultural production, 
ultimately leading to possible new forms of musical content.’ Drawing on Goffman’s 
seminal work on social interaction [15], he compares early conceptions of human-
machine interaction with musical ensemble performance and suggests that music, as a 
cultural practice, has the potential to contribute to a deeper understanding of 
interaction [14]. 

HCI researchers have described a number of studies of, and systems for, the DJ 
community. Spurred on by the advent of the Internet, smartphones and the digitization 
of music, early research in this domain focused on tools and audiences. Gates et al. 
[9] classify these initial works as interactive nightclub technologies that were 
essentially audience-centered applications, DJ-centered applications, and applications 
for interaction between the DJs and their audiences. These applications broadly 
attempted to take advantage of sensors, mobile devices and communication 
technologies. They took the form of playful applications, performative spaces, 
automation and mixing tools, and systems based on bio-feedback [9]. Ahmed et al. 
[10] present an overview of more recent studies and prototypes that employed a 
variety of modalities (e.g. wireless, mobile, haptic, and multi-touch) but were mainly 
limited to the nightclub setting.  

More recently, however, researchers have begun focusing on ethnographic 
approaches in order to understand the DJs’ overall context of work. Gates et al. [9] 
focused on how DJs gathered information about, and interacted with their audience in 
nightclubs, while Ahmed et al. [10] give a detailed account of how the DJ’s work 
extended beyond performance to include ‘the work to make the performance work’: 
collecting, preparing, performing and promoting. They found DJs to be active on 
several SNS and forums in order to promote themselves and acquire bookings, but 
faced general challenges in integrating these activities. Many more traditional social 
aspects of SNS were reportedly viewed with suspicion – basically as a source of 
biased (universally positive) feedback from fans. 

 This viewpoint is counter-intuitive – SNS have a long history as a tool for per-
formers to reach audiences. For instance, the early success of MySpace was strongly 
linked to its role as a platform for bands to promote themselves and engage with their 
fans and audience [3]. Beer argues how the presence of the musicians catalyzed social 
connection amongst fans on MySpace [16]. Sargent [17] carried ethnographic studies 
of local musicians in Charlotesville and found that active social networking was 
crucial to their music distribution and promotion. Her studies demonstrate how 
musicians cultivated audiences through social capital both online and offline. Music 
fans have been found to use multiple and multi-linked network sites as Baym’s early 
work on Swedish independent music fans demonstrates [4]. More recently, Baym 
explored online music audiences from the perspective of the artists and presents a rich 
overview of research on fans and fandom [2]. Similarly, Marwick and boyd [7] 
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discussed how social media is utilized by public figures to maintain the practice of 
celebrity despite the underlying power tensions of these interactions. Researchers 
have proposed online systems that enable DJs to broadcast their work [18] and shown 
ways in which the activities of performers rely on digital resources and social 
networks [19]. Furthermore, Facebook, the currently dominant SNS, recently 
launched a ‘listen’ feature that enables performers to easily share content from their 
pages [20]. On the other hand, Ping, a music-based SNS from industry heavyweight 
Apple, recently announced its closure [21]. The diversity of these experiences and 
features suggest that the interaction between performers, SNS and audience is 
complex, multi-level and poorly understood.  

The remainder of this paper aims to contribute to understanding of this issue by 
presenting an ethnographic study of a small community of DJs, with a specific focus 
on their use and engagement with SNS. 

3 Methods 

A mixed-methods approach was adopted in order to develop a nuanced understanding 
of the social milieu of a DJ’s everyday life. This comprised of 1.5 to 2 hour semi-
structured interviews conducted with 6 DJs supported by six to eight observational 
site visits to the clubs and environments in which these DJs performed and four visits, 
each spanning three to four hours, to the personal home studio of one of the DJs. 
Taken together, these activities allowed the capture of a detailed picture of both the 
private and public environments in which the DJ’s work took place. Additionally, as 
part of a process of participant observation [22, 23], the primary author of this paper 
took on the role of an apprentice or amateur DJ / VJ and performed several gigs with 
three of the DJs over a period of one year. This extent of participation was motivated 
primarily by the need to get a closer access to an otherwise inaccessible group and 
secondarily owing to the primary author’s own interest and experience in audio-visual 
performances. These activities are unpacked and described in detail in the following 
sections. 

3.1 Semi-structured Interviews 

The interviews were conducted between March 2012 and June 2012 with a 
representative group of six DJs working in Funchal, a small and relatively isolated 
city (approximately 150,000 residents). Five held residencies, or permanent 
performance arrangements, with major local clubs. Aged between 27 and 35, their 
professional experience spanned six years (three individuals), ten years (one 
individual) and 17 years (two individuals). They were also highly engaged with the 
wider aspects of musical culture - three authored or produced music while one had 
previously owned a record store and served as a partner in a small record label. They 
were not provided with compensation for their time. 
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The semi-structured interviews explored three questions: 

• What were their daily routines like in the week and during the weekends? 
• What technological artifacts did they use, personally and professionally, in their 

day-to-day lives and why? 
• What social networks did they use, why and how? 

At the end of the interview, respondents were encouraged to make more open-
ended comments. The interviews led to more than 10 hours of data and were 
transcribed verbatim. In line with Hook et al.’s [24] process, the transcripts were then 
subjected to Thematic Analysis [25]. 

3.2 Studio Visits 

One of the DJs volunteered to participate in a more in-depth study. Two visits were 
made to his home studio, followed by visits to his work sessions at his resident 
nightclub, followed by further two visits to his home studio. This process was 
conceived to provide detailed insights into his full workflow, studio environment and 
the overlap between his personal and professional life. Photos and videos were taken 
during these sessions for later analysis. Care was taken to keep these recording 
activities discrete to ensure it had minimal interference or influence on behaviors. 

3.3 Participant Observation 

Overt participant observations of the DJs, conducted with informed consent, were 
made periodically over a one-year period. These observations took place at 
performance venues and spanned a full range of work activities: preparing, warming 
up, performing and transferring the decks to a follow-up act or retiring for the night. 
The observations were recorded through photos, videos and notes. These observations 
were further supported by club owners who provided weekly images (through their 
Facebook Pages) for a period of several months. Extending these efforts, the primary 
researcher adopted the role of an amateur DJ / VJ in order to connect with the 
community, gain a deeper understanding of the performers’ context and engage more 
empathetically with the participants and their roles. Such truly participatory 
observation is a valuable and established part of ethnographic practice. In this case, it 
involved making seven performances (four as a DJ, three as a VJ) in different venues 
with three of the DJs over a period of one year.  

4 Findings 

The interviews were transcribed and subjected to a process of inductive Thematic 
Analysis [25] using TAMS Analyzer, an openly available qualitative analysis 
software tool. A list of meaningful units were extracted from all the transcripts and 
subjected to an inductive coding process, resulting in a list of 85 codes. These codes 
were further clustered and organized into different categories that reflected the 
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various subjects that the respondents talked about, for example SNS, performances, 
routines, personal time, etc. Owing to the focus of the study, SNS emerged as a 
higher-level category and we further scanned through these items and extracted 
insights that comprised of motivations for use and challenges encountered.  

In the results section below, we first summarize and discuss these insights, giving 
particular attention to data about SNS, in conjunction with insights from our 
participant observations. Due to the scope of this paper, we limit our reporting of our 
observations to the social dynamics embedded in their work environments. 

4.1 Routines 

As expected, the routines of DJs differed for weekdays and weekends. While 
weekends were reserved for performing at their respective club venues, weekdays 
were characterized by social life, leisure and secondary work activities such as 
searching for new content, making music, preparing gigs and networking. Weekend 
work routines typically started and finished late, causing a sleep pattern that extended 
to their entire week. Owing to these erratic patterns, the DJs adopted ad-hoc routines 
through the week, moving between preparing for weekends and producing music; 
reflecting an inclination to maintain flexibility necessary for a creative profession. 
 
MC: “So I dedicate lots of time researching the tracks to get music… and then it really depends 
on my mood because I make music as well. Some days I am not feeling particularly inspired. So 
I dedicate my day to research only… some other day I wake up and think I am going to make 
music, so I will dedicate my time (only) to that.” 

 
However this would often lead to frustration over a perceived lack of control and 

consequently to attempts at getting more organized. 
 
FL: “Because I work at night, my sleeping schedule is a little bit... I don’t know... a bit 
different, mixed up. I work on the weekends, but on the daily weekdays I simply cant just go to 
bed at midnight… I can't I can’t! I just can’t sleep... I sleep at 2 or 3 in the morning, that’s the 
best I can do.” 
 
G: “I used to wake up at 3 o clock in the afternoon, but now I learnt to wake up at 8.” 

4.2 Artifacts 

A wide variety of artifacts were used in work. Many were technological; all the DJs 
performed with computers and used various storage media (CDs, memory sticks, 
hard-drives) to host their music. Dedicated accessories (turntables, mixers) were 
widely used to control and access their digital libraries. Smartphones were used for 
communication (mail and SNS) and several participants also used music identification 
apps. Overall, DJs exhibited a high rate of acceptance to changes in technology as far 
as professional equipment was concerned. They appreciated the inter-operability of 
this equipment and particularly its easy integration with laptops via modern software 
applications catering directly to the tasks of live performance and music production. 
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F: “I work with Abletone live… you can connect with various plugins, USB, you can get VHC; 
it's a world of music, an elephant!.. I have MIDI controller which is from M-Audio. I have all 
the DJ components… I use Traktor; last year I bought Traktor Controller S4 deck.. which you 
can connect with your computer and play which is great.” 
 
MC: “I used some samplers in the past. When I was playing vinyl or anything, I could record 
live what I was playing… like a short loop and would remix it live. If you have a song, you 
could transform it, remix it… if there was some part the crowd liked, I could record it and then 
play it over at the end of the show just to get a little creative. I used to use it like that. But as 
things were changing, there were new programs designed for playing for DJs… like Tractor, 
Native Instruments… there were programs where we could use MP3 to play. So I made this 
change 3 years ago. I use Traktor from NI and I use my Macintosh, my Mac Book. I have all my 
music so I connect my hard drive where I keep all my music.” 

 
Respondents valued the practical performance related aspects of digitization of 

music and the attendant miniaturization of media formats, offering benefits such as 
portability, convenience during travelling for performances, and a higher degree of 
control over their planning. 
 
H: “5-6 years ago to go to a gig to [xx city] I had to carry 25 - 30 kilos of music. And then in 
the plane you can only take 20, every time you go you have to pay extra... with vinyls sometimes 
you arrive there, the bag doesn't arrive... the bags disappear and nowadays I can go only with 
my laptop, with few vinyls and it's done. These days, with ten kilos you can make a party.” 
 
M: “I carry also my Macintosh everyday because I have my projects, my music, my plans all 
inside my Mac. When I go for gig, my Macintosh. I don't carry music physically, I don’t carry 
CDs or vinyls, I play with computer, Traktor... I don’t like to carry a lot of things. I am very 
practical; I don’t need a lot of things. I can give you an example; if I go on a trip, I carry light, 
pack light... two pairs of shoes, two pairs of trousers, two pairs of t-shirts.” 

 
Social networks and peer communication had distinct associations with artifacts, 

with one respondent describing how friends he knew solely through social networks 
helped him not only in recommending a new equipment but also by buying and ship-
ping it to him. Another respondent described at length an array of networking related 
apps that he carried on his smartphone. Almost all the respondents, barring one, 
owned smartphones and used the same for emails, social networking and social media 
consumption. 
 
F: “I like to share (about) new stuff, new hardware stuff with my friends... and they share as 
well; for example, I bought my keyboard via Internet… from some guys in Berlin; they ordered 
for me, that’s the advantage of social network.” 
 
FL: “I work with a computer and software applications. I work with that and I have lots of 
music. If I play it all together, I will play for 5 or 6 days... I have a Blackberry with some apps 
for text messages, battery status... a player for YouTube, a chat for Facebook, Shazam the 
music guesser… the one that I really use is the Blackberry messenger, we can chat with BB 
community for free.”  
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4.3 Motivations for Using SNS 

The DJs used social networks extensively for both personal and, primarily, 
professional reasons. All had accounts on Facebook, SoundCloud and Resident 
Advisor while 4 used Mixcloud, 2 used Twitter and 5 had, largely inactive, MySpace 
accounts. As local celebrities, they reported high numbers of friends on Facebook 
with a large fan base supplementing typical cohorts of family and “real” friends. 
Indeed, three of them maintained two or more Facebook accounts and four ran their 
own Facebook Page.  

Our study reveals that DJs used SNS for interaction and connection, promotion, 
feedback, discovering and learning, and for organizing and coordinating events. A 
detailed discussion of their use of SNS is presented below. 

Interaction and Connection. DJs used social networks to communicate with two 
specific groups: local fans and regular club patrons; and a set of remote artists, 
performers, fans and potential promoters in other cities or countries. This second 
activity, perhaps due to a lack of other channels to achieve it, was viewed as having 
higher value. 

 
FL: “First of all I want to share (my music) with people here in [city]... my first priority. I put 
them on my Facebook or [club]'s Facebook and the second objective is... it's the world of 
course, because I am on an island I have to reach the people that are outside this island.” 

 
DJs highlighted how they differentiated between fans and friends on their social 

networks. Fans were often courted through the DJs releasing their own content (either 
novel tracks or mixes) online or via recommendations and endorsements of other 
artists or songs. The DJs largely perceived these activities as part of a responsibility to 
educate and expose their audience to high quality new music. 
 
H: “On Facebook I have 50% people I know, others who know my work or know someone who 
knows my work or simply so many times it happens, you post a YouTube video or a set I made... 
20-30 guys and add me only for that because they identify themselves with that... ok this guy to 
be my friend. At the end of the day, this thing of Facebook friends its not like... the friends word 
is not right, its not friends… It’s people who have same interests… the starting engine of 
friendship maybe, but not friends.” 
 
FL: “The videos I upload on my Facebook through YouTube is to show the people some good 
music and try to teach them, because the nightlife and clubbing are a little bit of weird than 
what it used to be... the people don’t have the feeling they had a few years ago.” 
 

They also engaged in post-performance dialogues with audience members where 
they exchanged (almost universally) complements and tagged and commented on 
posts or photos. One DJ, however, pointed out how, on the downside, SNS also some-
times enable performers with better public relation skills to be more popular than the 
ones with talent. 
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MC: “Before you had to ‘do’ something for people to like your work or you had to have great 
music that nobody else had… Or you had to be a really good selector or a really good mixer… 
but now you need to be... well, if you are a good public relation guy, you don’t need to have 
talent or anything. It’s just a bit annoying sometimes.” 
 

DJs used dedicated features of music-centered SNS (e.g. SoundCloud) to share 
music and interact with performers playing in similar genres; exchanging content with 
peers was commonplace. SNS messaging complemented these media focused 
activities. One DJ noted that the widespread use of SNS has fostered and simplified a 
vibrant culture of “remixing” where DJs receive, reinterpret and re-release each 
other’s content. 

 
F: “These days we are getting more and more remixes on the track because of the interaction of 
the people on the sites… DJs… these days you can make music, put it online and then share 
with other side of the world to make remix... ten fifteen years ago, we were listening to only 
single and original tracks... there are more remixes... its about the technology that allows you 
to share and collaborate with other artists.”  
 
Promotion. The DJs valued SNS for promoting their work; such digital activity was 
reported to have simplified, reduced the cost of and, ultimately, replaced previous 
approaches such as distributing flyers or demo CDs. Specific activities they engaged 
in included posting flyers and schedules; maintaining shared music charts (on sites 
such as Resident Advisor) to showcase and recommend their work; and posting or 
linking to their media across a wide range of SNS services. Some of the older DJs had 
moved from music oriented SNS like MySpace to more generic ones like Facebook 
due to higher visitor traffic. Two DJs used the Facebook “Listen” feature [20] on their 
pages on that site and others shared content via third party plugins (e.g. Bandpage and 
MixCloud). 

M: “I used MySpace in the beginning, like 6 years ago... I used it a lot. Now I go there like 
once in a month. I put my gigs and not too much. I don't put too much information. Now I am 
using more Facebook. I have my ‘Bandpage’ and it works better than MySpace. I see the 
statistics from the page… like at MySpace after 6 years I have like 4000 or 5000 visitors, its 
what I have per month on Facebook. It's different.” 
 

However, beyond these commercial services, some of them highlighted the 
importance of being present in other communication channels, for example most of 
them talked about the value of a personal web presence carrying a biography, 
schedule, sample media and collecting together all SNS contact details. Furthermore, 
four DJs played regular sets on local radio stations and one on a well-known Internet 
radio station (Proton). To support these activities, the DJs reported distributing 
podcasts of this material. Indeed, two reported broadcasting their work immediately 
after finishing a set using recording tools integrated into SoundCloud. Their need to 
cross integrate profiles and content between traditional channels on the Internet and 
social networks was quite evident in their responses. 
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Feedback. The DJs all reported that feedback on their work was a key motivation for 
using SNS. Detail, granularity and feedback from peers were especially valued. For 
instance, SoundCloud a pro-service that enables site visitors to comment on specific 
instances of a track was repeatedly praised. Often these comments would be made by 
other professionals in the form of suggestions about how the track could be improved.  

H: “On SoundCloud, you can have feedback in the very ‘second’ they like and sometimes its 
good if you have some work-in-progress some tracks… and the guys can say oh its good but 
over here you can change... you go to the studio and ok he has a good point of view, lets make 
this change.” 

 
One DJ mentioned how he looked up the profile pages on SoundCloud to assess 

whether commenters on his material were “qualified” to provide a worthwhile critical 
opinion. Feedback from fans on sites such as Facebook, however, was viewed as in-
variably positive and, thus, of relatively low professional value, a finding that mirrors 
Ahmed et al. [10]. That said, the DJs reported this fan feedback was highly useful in 
gauging the quality of audience experience after a live performance. 

The DJs highly valued analytics where these were available (e.g. Facebook Pages 
and SoundCloud). These typically offer numerical track-level feedback such as likes, 
plays and downloads but also highlighted the geographical demographics and patterns 
of specific user visits. 
 
FL: “I have 5000 plays on my SoundCloud. It's really a good tool, you have lots of statistics of 
things, my SoundCloud has been played in I don’t know... about 50 countries, like India, your 
hometown I don’t know... Venezuela, Argentina, the stats are very specified to that. And the 
fanpage on Facebook is really cool; you have access to everything. Everything! You posted a 
song, you can see how many plays it has, how many people see that, how many commented, 
liked and... everything. You can see the evolution of the fanpage on graphics... 100, 200, 2000, 
3000, 4000… The number of people that for some reason unlike your page, you also have that 
one.”  

However, meaningfully interpreting such trends was reported to be challenging and 
they were sometimes simply integrated into promotional activities: one DJ reported 
that his club tied special events to such statistics, throwing a party when they met a 
target for Facebook “likes”. 

Discovering and Learning. SNS also played a strong role in discovery of both 
content and tools. In terms of content, a range of practices was reported. These 
included monitoring online genre-specific charts, but also SNS activity such as 
trawling the walls and pages of other DJs. In such activities the perceived fame and 
influence of the DJs was an important criteria in assessing the value and worth of new 
tracks. It was also reported to be common practice to request specific track IDs and 
histories when commenting on online remixes, pinning down the sources and history 
of particular media content. 

FL: “The really good thing (on SoundCloud) is that people can interact in the middle of the 
music, leave a comment on minute 52 or 53 or minute one... ok this is great, track ID that kind 
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of thing... you share information on that. It's really cool because you can always follow artists 
that are your inspiration or influence, you see them work and if they have a DJ set that had 
attracted you... you really, really like, you can go there and ask for the track ID, the DJ will 
answer or someone from the community that is following will answer too... that’s really, really 
cool.” 

 
In terms of tools, as mentioned earlier, DJs reported that hardware and software re-

views and tutorials are widely posted on music SNS and such material was a key way 
to keep abreast of technical developments and innovations in the field. 

Organizing and Coordinating. SNS such as Facebook were seen as a valuable tool 
for planning and organizing events. Beyond promotion of clubs, venues and parties 
via posting teaser sample content, the acceptance of event-invites and likes or 
comments was reported to provide valuable information on prospective attendance 
levels and enthusiasm for special themes. However, on the other hand, some found 
SNS suffering from a deluge of information about events and expressed frustration 
over how it was getting difficult to use for promoting local events. 
 
H: “Nowadays its too much, too many things... people use Facebook only to see friends... like 
you can ask people, they don’t care about the events because its too much, too many events... 
now its the opposite I think the best way to promote things is (by) speaking with the persons, 
calling up the person, giving him flyers.”    

5 Issues and Concerns 

This section summarizes the wider concerns the respondents voiced about their 
profession. Some of these come across as issues germane to their profession that are, 
or have the potential to be, supported by SNS usage in some ways, whereas others 
serve as reflection of the perceived threats and shortcomings of existing social 
technologies. DJs highlighted a need to collectively tackle issues of curation, 
perceptions of threats about exclusivity, issues in cultivating and maintaining 
connections with peers, and a loss of mobility due to economic factors. 

5.1 Need for Curation  

Some of the DJs viewed themselves as curators of traditional formats on one hand and 
contemporary music on the other. One DJ reported how some of the older DJs like 
him were taking it upon themselves to preserve the analog legacy of vinyl records, 
citing nostalgia, sound quality and content exclusivity as legitimate drivers. Implicit 
in his call for this preservation was a need to collectively ‘keep things alive’. 
 
H: “If you go to the vinyl or the other formats you can be special… still special because so 
many records are released and never arrive at digital shops. So lots of people, normally more 
older DJs are keeping the things alive... like ok, we always say oh vinyl is going to die but no... 
we are the guys who have to keep it alive, we cannot be like this.” 
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This nostalgia also carried forward to music itself, with some of the DJs 
commenting on early exposure to these cultural legacies. It’s worth noting how the 
notion of curation ties in closely with old artifacts such as ‘grandfather’s records’ or 
to old mu-sic genres. One of the respondents related a DJ’s role to that of a teacher 
with responsibilities to educate people about ‘taste’. 
 
FL: “When I was a kid, I grew up listening to my grandfather's records... Eddie Grant, Boney 
M, ABBA... I really have a... I really have a strong connection to the 80s.” 
 
M: “I think that the DJs also work as a teacher. A DJ has a responsibility to have a good 
musical taste and to show people what good music is about. When you go to the doctor, you 
don't want to teach him how to fix you.”  
 

These concerns directly reflected in their sharing behavior on social networks. For 
example, they shared their own music on Facebook as well as music from artists or 
labels they liked and followed. Some of them also shared charts that they created 
every month on Resident Advisor. DJs who hosted radio shows would also share their 
playlists or podcasts later on SoundCloud and Facebook.  

5.2 Threats to Exclusivity  

Almost all the DJs expressed strong concerns about the lack of exclusivity caused by 
easy access to music online, especially via social networks and online music stores 
such as beatport.com. They perceived this as a threat to their music selection activity 
for performances, suggesting tensions between sharing and maintaining secrecy in 
their ‘sources’. 
 
MC: “Nowadays, especially nowadays when everyone is a DJ, everyone is playing music, very 
difficult to stand out… when I say stand out everyone is playing the same track. If I get a track 
on beatport I have to understand that lots of other people will have it. So I dedicate lots of time 
researching the tracks to get music.” 
 
M: “I don't use social networks to do my music research, I use some sites from... about music, 
like beatport, djdownload.com, Juno records… but mostly I use the label sites like compact, 
moon records... then I use some magazines / reviews, some DJ reviews.” 

 
In this context, as also noted by Ahmed et al. [10], DJs considered gifting as a 

valuable way to receive exclusive content. DJs who frequently shared music on their 
Facebook pages or had their own radio shows or podcasts regularly received large 
amounts of free music from other lesser-known artists who wanted exposure and 
feedback to their own work. One DJ commented on how his research involves more 
‘listening’ to tracks sent to him via emails rather than looking for new artists or music 
on the Inter-net. 

Concerns of exclusivity also overlapped with issues of professional identity. 
Readily available tools and equipment with more user-friendly features also brought 
into question the skills that defined a DJ as an entity. Some of them voiced concerns 
about how technology now enables anybody to assume the role of a DJ. 
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F: “Everyone is a DJ nowadays. When I was young, the main thing was having a band. 
Everyone had a band and I was the DJ… and nowadays everyone is a DJ because it's easy. You 
can have an application on your iPhone to run to a speaker and be a DJ for one night or two 
nights.” 

5.3 Connecting with Peers 

Technology also had a huge bearing on the ways in which the DJs researched and 
bought music changed over time. Two of the DJs who had been in the profession for 
more than 15 years narrated tales of how they used to buy music in the past by going 
through catalogues in magazines and calling up the record shops in other bigger cities. 
They would spend hours on the phone listening to one record after the other, as the 
shop owner manually played out samples of tracks. Although they valued the present 
day online music stores for the afforded convenience, they missed the personal 
recommendations and social aspects of buying music that physical record shops had. 
 
H: “One thing I miss a lot is we don’t have here record shops where you can go and ... that is 
the really social network, because every DJ is going to be there and you can be there 5-6 hours 
chatting, exchanging ideas that is one thing we don’t have… Recently I was in Amsterdam, I 
spent about 5 hours in one record shop and I met 3 to 4 people I didn’t know before, only 
because of the music… ‘Oh you are going to buy this, if you like this also try this’… I think it's 
social, the big social thing for DJs and artists. Going to a record shop as physical space you 
know... everyone is going to be there and have the same passion as you... That helps a lot in 
actual networking.” 

 
As mentioned earlier, DJs appreciated the role SNS played in maintaining their 

connections with peers, fans and record label owners. However, they also experienced 
the problem of having to maintain profiles in multiple SNS. Facebook and 
SoundCloud integrated very well according to them, but in general they perceived a 
lack of integration between most. 
 
G: “You cannot be everywhere, because the effect is opposite. You have to be in one or two 
(then) people will be interested. If you have 5 or 6 social networks, it’s going to be messy. You 
cannot arrive to the people. If it’s too big, things get too big and then you lose focus.” 
 

Additionally, they also highlighted the need to narrowcast instead of simply 
broadcasting; this was perceived as a problem in the current SNS. 
 
FL: “You can record something you put it on a CD and give it in the hands of friends… Give it 
in their hands.. Otherwise you can record something and upload it on SoundCloud and you 
have the whole world accessing your files. Its very much; you can reach more people. The 
problem is that everyone can do it, so I am uploading and another 3 million DJs are uploading 
their work.” 

 
Almost all the DJs highlighted the need for some of the local DJs to come together 

as a small community in order to maintain a certain quality of music in the clubs in 
the city. Some of them even complained about how some in the city were playing 
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‘commercial stuff’, a derogatory term in DJ-speak, in order to cater to ‘younger 
audiences who didn’t care about music’. On the other hand, they would also engage in 
activities showing mutual respect, for instance by visiting each other’s gigs or 
commenting on each others’ posts on Facebook, following each other and exchanging 
feedback on SoundCloud. 
 
FL: “Yes we have a small community. Most of the DJs already know SoundCloud, they have an 
account, they have (their) work (on it) and we always share... I share, they share… I follow 
them, they follow me and we have a small community.” 

5.4 Loss of Mobility  

DJs considered being invited to far off venues as a sign of popularity and success or 
as an opportunity to gain fame. However, they ascribed the current economic crisis as 
an impediment to mobility, their ability to travel around or be invited to big gigs, 
owing to the expenses involved. 
 
H: “It's expensive for clubs in other cities to pay for my flights. So many times (it’s) happened 
that they couldn’t hire me because of that… because of the travel expenses. It's really hard, I 
need to go more and more to other places… but with that money they can hire bigger names.” 

 
In addition the local clubs also stopped inviting international DJs because of 

economic reasons and this, according to the DJs, adversely affected the local 
electronic music ‘scene’ since the club patrons weren’t ‘exposed to good stuff’.  

 
F: “The clubs must invite international DJs… they did that a few years ago.”  

 
Some of the DJs tried to bridge these gaps through the use of SNS by sharing 

music from well-established international DJs on their pages or personal walls, 
attracting comments by fellow DJs and fans alike. DJs used SNS to follow their 
favorite artists and accessed their social media on sites like YouTube and 
SoundCloud, occasionally catching live streaming feeds of performances. 

6 Observations 

We present a brief account below of our observations about the DJs’ social behaviors 
online and offline in order to support our findings from the interviews. DJs used SNS 
extensively to promote events from the clubs they held residencies in. As public faces 
of the clubs, their social networking blurred the lines between friends and fans, 
reflecting their unique role as resources for maintaining place-based social capital and 
as practitioners of ‘micro-celebrity’ [6,7]. 

As mentioned earlier the DJs used SNS to organize and coordinate events. 
Specifically, DJs engaged in a pre-event and post-event dialogue with club patrons 
using the Events feature on Facebook. It’s interesting to note here that most of the 
clubs’ Facebook pages were managed by the resident DJs themselves and hence they 
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would be the ones responsible for creating the event page on Facebook for weekend 
parties and invite all the ‘fans’. They would upload posters and share music videos 
from content communities such as YouTube or SoundCloud to offer a glimpse of the 
kind of music to be played.  

Although a full account of the participant-observations is outside the scope of this 
paper, we present below a brief summary of our observations of DJs and reflexive 
notes from the primary author’s first hand experiences playing as a DJ several times. 
We limit our description to the part that relates to SNS directly or indirectly. 

6.1 Friends as Audience 

Audience members who were friends of (or simply familiar with) the DJ exhibited a 
unique etiquette of patronage. They would display their relationship to the DJ by 
explicitly shaking hands, talking to them briefly or spending time standing or dancing 
adjacently. These individuals often acknowledged familiarity with, or appreciation of, 
specific tracks by various explicit gestures (nodding, raising hands, showing thumbs-
up). They also frequently took pictures of themselves (sometimes with the DJ), up-
loaded this content to SNS and tagged themselves and the venue and/or DJ. 

6.2 Audience as Friends 

Social barriers between a performer and audience members were significantly 
lowered when the DJ was visible and playing on the same level as the dance floor 
(instead of on a raised platform). Some of the DJs appreciated this openness since it 
allowed them to interact with club-goers who approached to ask about a track ID or 
show their appreciation. Such individuals frequently added the DJ as a Facebook 
friend in the venue (using smartphones), or simply requested the DJ’s account ID. In 
general, these were readily provided and the process was viewed as socially 
appropriate (unlike requesting a phone number). 

7 Discussion 

This paper discusses how DJs use social networks in their work. A substantial body of 
mixed method fieldwork was carried out. The synthesized results expose the quality 
and detail of a range of practices from DJs promoting themselves (locally and further 
afield), to connecting more closely with fans, to gauging their abilities and learning 
and discovering content. These raise many implications for designers of music related 
applications, services and social systems. We discuss these implications and outline 
some of the design directions that emerged from our data. These directions are also 
aimed at demonstrating the true value of adopting an ethnographic approach for 
studying such an area of HCI research. 

DJs are prolifically social artists adopting a wide range of different social roles. 
Primarily, they view themselves not just as performers but also educators, finding and 
defining musical trends. This role as the disseminator of new music has inherent 
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tensions as their ability to set trends partly relies on their ability to spot and gain 
access to them ahead of the crowd – although their main business is sharing music, to 
be successful, their sources need to retain an element of mystery. Furthermore, they 
receive a wide range of public feedback on their work and need to understand and 
manage it carefully – fans should be supportively thanked and encouraged while peers 
treated with attention and respect. These tensions suggest a range of novel 
opportunities for design. For instance, social tools that enable improved segregation 
of friends or acquaintances into qualitatively different groups (such as peers and fans) 
would enable them to more effectively respond to feedback – allowing them to 
narrow-cast rather than broadcast their activities and avoid problems of “context-
collapse” [26]. Social music sites (e.g. last.fm, grooveshark.com) and personal music 
devices (e.g. iPod) could adopt features with a stronger emphasis on the role of 
curators and integrate recommendations, via charts and playlists, by local DJs.  

DJs use SNS to understand their audience better (e.g. using analytics), engage in 
pre and post performance dialogue with them, and interact with them in nightclubs 
often augmenting their social capital by adding them as friends. This behavior can be 
supported more deeply by designing systems that allow DJs to acquire information 
about their audiences’ preferences in music. Considering the fact that DJs ‘play to the 
crowd’ and invariably improvise their playlists [10] depending on the audience, it 
would be of substantial value to build systems that can offer music related meta data 
from the audiences’ SNS profiles (e.g. artists they ‘like’) on an onsite ‘real-time’ basis 
to the DJ. 

Beer [16], in his interview with Jarvis Cocker, observed how fans on MySpace 
interacted more with one another rather than with the musician, and how the presence 
of musician worked as a catalyst for fan-to-fan interactions. Future research can focus 
on understanding these phenomena better and explore the role of DJs as a catalyst for 
enhancing face-to-face interactions among the club patrons. Services such as 
Foursquare (https://foursquare.com/) that focus on such place-based social 
interactions can look at ways to integrate the role of place owners or inhabitants in 
enhancing face-to-face interaction. We observed how the audience integrated SNS 
with the physical venues the DJs performed in, such as photo-tagging and friend-
adding behaviors in clubs. One possible design direction could be to design 
applications that integrate the music being played at a particular moment with the 
photographs, allowing the audience to capture memories in more expressive ways and 
enabling the DJ to have real time feedback or evidence of the impact of his selection 
on the mood of the audience. 

We believe these findings will be useful for researchers and designers working in 
the area of DJ-audience interaction or in the larger topics of crowd computing and 
designing for spectators. We also believe that insights such as those presented in this 
paper can serve as the foundation for designers and developers to create novel 
integrated SNS that support real performer and DJ practices and needs. Extending 
beyond DJs, these findings can also inspire design of social systems around common 
interests that acknowledge the role of human beings embedded in places as resources 
for enabling social interaction, face to face and beyond. 
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A limitation of the current study is that all information about SNS is based on data 
reported in interviews or recorded in participant observation. A valuable extension to 
this work would be to build tools that capture actual SNS’ network data from 
performers over a protracted period. This would help shed more interpretative light on 
the specifics of DJs’ online behavior. Particular topics for attention should include 
how DJs use features such as Facebook Pages (and its Listen feature) or the granular 
commenting system on SoundCloud. As with any small study, the representativeness 
of the sample of DJs (a busy and relatively hard-to-access user group) observed could 
be called into question. Data from a larger and more diverse group, for example 
featuring several cities and DJs at different income brackets, would clearly add 
meaning and validity to the results. These issues aside, we believe this paper has 
exposed important aspects of how performers use SNS in their work activities. We 
hope this impels other authors to explore this interesting and under-researched area in 
the future. 
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Abstract. This paper draws on the design process, implementation and early 
evaluation results of an urban screens network to highlight the tensions that 
emerge at the boundary between the technical and social aspects of design. 
While public interactive screens in urban spaces are widely researched, the 
newly emerging networks of such screens present fresh challenges. Researchers 
wishing to be led by a diverse user community may find that the priorities of 
some users, directly oppose the wishes of others. Previous literature suggests 
such tensions can be handled by ‘goal balancing’, where all requirements are 
reduced down to one set of essential, implementable attributes. Contrasting this, 
this paper's contribution is ‘Tension Space Analysis’, which broadens and 
extends existing work on Design Tensions. It includes new domains, new 
representational methods and offers a view on how to best reflect conflicting 
community requirements in some aspects or features of the design. 

Keywords: ‘tension space analysis’, ‘human factors’, ‘design tensions’, ‘design 
space’, ‘urban screens’, ‘networked urban screens’. 

1 Introduction 

The contribution to knowledge presented by the authors is a development of existing 
work on Design Tensions, offering new ways to view and apply the essential 
knowledge obtained from the user. This development is described in the context of 
ongoing work on an exemplar Networked Urban Screens project: Screens in the Wild 
[1]. This paper will discuss how initial work on Screens in the Wild helped to identify 
specific user-requirement tensions.  

In the early stages of the Screens in the Wild project, the researchers had observed 
the emergence of such tensions. This started a process of reviewing existing thought 
on tensions and best practice to resolve them. The process of recognising that tensions 
may be associated with Networked Urban Screens projects and the review of existing 
literature is described in early sections of this paper. This is then followed by a key 
section introducing the proposed Tension Space Analysis. In a later section, the reader 
is introduced to Screens in the Wild in more depth. Finally, an initial attempt is made 
to apply Tension Space Analysis to the Screens in the Wild project.  
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2 Networked Urban Screens: A Special Case When Capturing 
Community Requirements 

During the initial phases of the Screens in the Wild project (which is more fully 
discussed later in this paper), the research team became increasingly aware of a 
unique challenge. By connecting four urban screens into a network and embedding 
this system into several host communities, the importance of capturing, managing and 
reflecting community requirements (for that screens network) became obvious.  In 
this section, the authors consider the conceptual progression from Urban Screens to 
Networked Urban Screens. In addition, a brief introduction is provided to the ‘in the 
wild’ approach to conducting research, as used for the Screens in the Wild project. 
This way of working is particularly relevant to the unique challenge of capturing 
community requirements for Networked Urban Screens. It is likely that an embedded 
research team will be exposed to more honest and in-depth feedback from the host 
communities. 

2.1 Urban Screens 

This section will now consider current research into (non-networked) urban screens. 
Large urban screens are increasingly becoming a part of the architectural landscape of 
our cities [2][3]. They are used for advertising, art, local information and global 
newsfeeds, as well as providing public viewing access to cultural and sporting events 
[4][5].  In this context it is often proposed that urban screens will somehow help 
regenerate communities, giving free access to culture and providing a focus for local 
social cohesion and global networking [6]. However, this technology is not without its 
problems. A recent report by the Commission for Architecture and the Built 
Environment (CABE) and English Heritage highlighted concerns for the impact on 
heritage and urban character, calling for installations to be sensitively designed [5][7]. 
In other research, issues were found with screens becoming a focus for groups of 
teenagers and perceived anti social behaviour [8]. Finally, their installation can lead to 
divided opinions amongst local communities. Previous studies have explored people’s 
social behaviour and relationships to urban screens. For example, Kate Taylor’s 
qualitative studies highlighted behaviours around the BBC screen in Manchester [9]. 
Many of the large screens in urban environments are stand-alone and offer a non-
existent or very low level of interactivity for the user. Many are ‘pushing’ 
information, news or advertising at a passing public who are only invited to respond 
in a passive, receptive manner. Where networking is considered relevant for 
installations of this type, it might be used to enable a broadcast media model. For 
example, in the field of 'digital signage', where the advertisements on multiple large 
screens may be scheduled and updated remotely [10]. 
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2.2 Networked Urban Screens  

Beyond instances of screen networking for reasons of technical practicality, minimal 
consideration has so far been given to the creation of screen networks for the purpose 
of sharing content experiences across communities. Some examples of content-
sharing screen networks are briefly described below. Building on the standalone 
Urban Screens previously described, possibilities for connecting screens are 
becoming a topic of interest [11]. Such networks offer new possibilities for social 
interactions and emergent encounters to arise [4][12]. 

Some projects have suggested using screens to augment the connectivity of remote 
communities using videoconferencing technologies (eg ‘Hole in the Earth’ between 
Rotterdam and Indonesia and the ‘Telectroscope’ between London and New York). 
More recently, projects have been exploring connected cities using large urban 
screens (e.g. Connected Cities with 6 European cities and large screens and the 
transnational public sphere [13] connecting Melbourne and South Korea). This sense 
in which cities may be ‘connected’, is reflected in the multidisciplinary nature of the 
Screens in the Wild project described in this paper. Networked Urban Screens provide 
an interesting area not just for HCI researchers, but also for architects, ethnologists 
and anthropologists, wanting to explore the virtual space created at the liminal 
interface between the screens [1]. In addition, such multi-disciplinary groups will find 
interest in the ways that people move through and use the physical spaces around 
Urban Screens [5][14]. When considering the virtual space that may be created 
between Networked Urban Screens, it is possible to find useful literature in fields 
such as virtual environments and mixed reality. For example, researchers have already 
given consideration to the idea that mixed reality and virtual environments can be 
used to digitally extend the physical space that people interact within, leading to 
hybrid-spatial configurations. Consisting of multiple physical and virtual places, these 
configurations provide a new type of interactional framework. The impact of these on 
the inhabitant community may require study in the medium to long term [15], [16]. 

It should be noted that Networked Urban Screens may have multiple modes within 
which content experiences are shared by the user. Two of the fundamental modes are: 
synchronous (the content is shared in real-time, similar to an online multi-player 
action game) or asynchronous (the content is shared ‘as and when’, similar to social 
networks. For example: Facebook). Both approaches have advantages and 
disadvantages. For example, screen content running synchronously is highly 
dependent on users being available, simultaneously at more than one screen. 
Conversely, screen content running asynchronously may leave users at each screen 
unaware that they are part of a screen network and that other users may be interacting 
concurrently. For this reason, it is important that screen networks (or at least those 
where the focus is on exploring emergent social behaviour) have methods of 
continuous real-time interaction, whether the screens are displaying synchronous or 
asynchronous content.  

In the Screens in the Wild project, this is solved through the use of a video link 
panel, which shows camera feeds from all of the screens (see later section). 
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2.3 Research in the Wild 

The Screens in the Wild project is usefully considered against the background of a 
specific methodology which underlies this project: research ‘in the wild’. This might 
best be summarized as the development of systems in real world settings. Research 
‘in the wild’ is often described as a process of moving away from the controlled 
comforts of the research lab and the safety of prototype demonstrations that need only 
target research colleagues [17][18]. Instead, the research is placed in-situ, throughout 
all iterations of requirements capture, design, programming and observation. On this, 
Chamberlain et al. ask: “is it the case that lab-based studies, taking people out of their 
natural environment and designing in the lab without long term user engagement are 
no longer appropriate to properly understand the impacts of technology in the real 
world?” [17]. 

The relevance of research ‘in the wild’ in the context of this paper is that: 
embedding the research team and their developed artefacts into the target community, 
may lead to a more thorough understanding of how that community functions and 
how such functionality impacts community expectations in terms of the delivered 
artefacts. These expectations might relate to the artefact’s form, function or meaning.  
With a researcher’s increased awareness of the underlying dynamics in the 
community, greater insight into the web of conflicting user requirements may emerge. 
Therefore, research ‘in the wild’, by nature of its increased focus on the user 
community and their requirements, is in need of new methods to aid researchers. 
Tools are required to ensure that maximum benefits are gained from all of the new 
observational data collected.  

2.4 Tensions 

As the Screens in the Wild research team considered the implications of working ‘in 
the wild’ in the relatively unexplored field of Networked Urban Screens, a common 
theme emerged: ‘tensions’. The communities had diverse and often diametrically 
opposing views concerning the screens network and its possible uses. The team’s 
experience of capturing community requirement tensions will be discussed in more 
detail later in this paper. Having recognised the presence and importance of these 
‘tensions’, it was decided necessary to further investigate existing ideas on managing 
requirement tensions in the design process.  

3 Existing work on Design Space and Design Tensions 

When conceptualising and designing a digital artefact or experience, the principles of 
Human-Centered Design suggest that researchers or practitioners should incorporate 
the requirements of the end-user community [19][20]. However, the process of 
requirements capture frequently reveals a complex network of competing values, 
wants, needs and limitations. The tensions that exist between these requirements may 
lead to ‘design paralysis’ [21, p.57]. In this situation, it is not surprising that a 
common response is to prioritize one or other extreme of a particular tension, 



 Tension Space Analysis 85 

rejecting the opposite extreme as less important. How such decisions are made, may 
often lack clarity or rigor.  In User Centred Design (a forerunner of work on Design 
Spaces and Design Tensions), solutions to this problem (moving from design 
complexity to specification) are usually sought through scientific methods to aid 
prioritisation [22]. For example weighted values might be applied to requirement 
attributes, such as: technical feasibility, available resources, time constraints or 
popularity of a specific requirement within the studied user community.  

However, in his discussion on the nature of design practice, Stolterman suggests 
that scientific methods are not the best tools for handling the complexity of design 
spaces. He says: "humans try to reduce complexity, to establish control, by making 
things simpler" [21, p.57]. The complexity surrounding the creation of an artefact or 
experience is often described as ‘the Design Space’ [23][24]. Earlier work considers 
the same phenomenon, under the name Design Rationale. However, the focus of 
much work on Design Spaces, assumes a need to simplify or filter the tensions, in 
order to prioritize user requirements. Tatar proposes an alternative analytical 
framework: ‘Design Tensions’:  

 “Design tensions conceptualize design not as problem solving, but as goal 
balancing. They draw explicit attention to conflicts in system design that 
cannot be solved, but only handled via compromise” [25, p. 3]. 

Design tensions “differ from design spaces in that they do not set boundaries or 
simplify the problem but rather provide a framework for creating a space of 
relevance.” [25, p. 413]. In Design Tensions, Tatar utilizes the older Value Sensitive 
Design methodology (and how it integrates value considerations) [26]. 

4 The Need to Broaden and Extend Existing Work on Design 
Tensions  

There are clearly some limitations of the existing work on design spaces and tensions 
and these may now be summarized. With regards to Design Spaces, one issue is that 
they "are not easily extensible to describe a large number of dimensions or more 
complex interrelationships" [25, pp. 415-416]. Furthermore, it is assumed with Design 
Spaces that all requirements will eventually be reduced down to a set of essential 
artefact attributes. Therefore, some requirements will be labelled as ‘less important’ to 
the artefact. On the other hand, it was problematic for us that Design Tensions are 
often expressed in terms of tension between the user-community and the technology, 
rather than the requirement tensions within the user-community itself (which we 
would argue is often the key focus in Networked Urban Screens projects, such as 
Screens in the Wild). Also, while Design Tensions help us to understand that the 
simplification of conflicting user requirements may be undesirable, this work still 
suggests that not all user viewpoints can be reflected in the artefact or experience 
[25]. 
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5 Tension Space Analysis 

In response to the limitations described in the previous section, Tension Space 
Analysis is offered as a methodology to aid understanding of any tensions that may 
exist, surrounding the requirements for an artefact.  

Extending the existing research on Design Tensions and Design Spaces, Tension 
Space Analysis focuses on tensions within the user-community itself, not between 
users and technology. Tension Space Analysis helps to ensure that tensions are 
represented more fully in the artefact, system or design, rather than being rationalized 
at the point of design implementation. A visual method of representation for design 
tensions is provided. 

Table 1. Tension Space Analysis step-by-step 

Through a variety of ethnographic and requirements capture methodologies, 
identify reoccurring tensions within the project or design. 
Formalize these tensions in writing. 
Consider whether these tensions apply generally, or may be categorized as only 
relating to one or more aspects of the project or design (for example system-only, 
or screen content experience only).  
Visualize the tensions diagrammatically, using a representation that allows for 
rapid ‘by eye’ comparison. Note: at this stage you have a diagram showing the 
tensions and their dimensional extremes, but no aspects of the system have 
actually been mapped across this representation. This happens in the next stage.  
With a radar chart representing the tensions as axial lines, plot on the current 
project or design. Use the tension extremes as questions: “is content locally or 
globally sourced? Is there any advertising? Etc”. Plot on the radar chart 
accordingly.  
Use the diagrams frequently, to compare system/content versions, when writing 
design briefs, when reviewing completed projects and at all stages in a project 
lifecycle. Use this as a guide to check that your current thinking reflects all of the 
requirement tensions present at the inception of the artefact. If the current artefact 
cannot itself practically address all requirements, consider how unrepresented 
tensions might be addressed. Can they be represented (or otherwise resolved) in 
later versions, updates, sub-elements or complementary artefacts?    
 
The decided visual approach was to look for a relatively simple diagrammatic 

method to reflect the individual characteristics of a designed artefact (in this case a 
Networked Urban Screens system and its screen experiences). It was hypothesized 
that, using a visual method to compare two or more possible design candidates (or 
built systems, content experiences running on a system etc), would allow distinctive 
patterns to emerge. As the human eye is adept at perceiving differences between 
patterns, the intention was to provide a ‘quick and dirty’ tool to aid iterative design 
review and comparison. With the user community’s requirement tensions always 
‘present’ at meetings (through the diagrams), it becomes harder not to continually 
address the underlying tensions and to ensure that they remain reflected in ongoing 
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design decisions. A ‘radar chart’ (see the later section, where an example 
implementation is presented) was chosen for this purpose, as it allows the 
representation of multiple requirements, each along an axial line, representing its 
dimensional extrernes. The Tension Space Analysis process is summarized in Table 1 
(above).  

6 The Screens in the Wild Project 

Tension Space Analysis emerged from a Networked Urban Screens project called 
Screens in the Wild.  This project considers a specific challenge: how best to 
integrate urban screens, a radical and potentially disruptive new technology, into the 
urban realm. As the research for the project is conducted ‘in the wild’, an essential 
element has been to establish a network of four urban screens, as a presence in the 
communities being studied. In fact, the four screens are based in two UK cities, two 
screens in each city.  This network of screens spanning sites in two cities provides 
the base-platform for the core research of the project. Partners in the project include 
two universities and local authority / urban regeneration representatives. The entire 
setup provided a unique opportunity for the research to examine sub-regional 
interactions (between the communities within the town centres), as well as UK-wide. 
The Olympics provided an ideal cultural backdrop to the research. 

The original research proposal envisaged that the screens would be placed in public 
areas, such as (the inside of) retail shop windows or accessible public service 
buildings. Following an active phase of researcher ‘outreach’ (and in some cases with 
the assistance of local authority partners), suitable venues were identified for all four 
screens. All of the screens are positioned inside the front windows of public space 
venues, visible from the street and/or public areas. The venues are: a public library, a 
community centre, an art space and a cinema. One aspect of this project’s academic 
study is to consider the screens network from an urban design perspective. 
Specifically, to develop a theoretical understanding of how the urban experience, 
mediated through networked urban screens, can be augmented to support 
communities and culture and the unique design issues related to the implementation 
of large public screens in urban space [27]. 

To further this agenda and prior to screen installations, members of the research 
team studied the built environment in the proposed venue locations. They considered 
how the urban spaces surrounding the planned screen locations were currently 
structured and used by different groups of the population. In addition, ethnographic 
methods were used to capture emergent social interactions in these spaces, before the 
screens were installed. There then followed a phased installation of all four screens, 
over a period of several months. During this time, initial screen content prototypes 
were being built and tested. From the urban design perspective, researchers were 
interested in the impact of the networked screens on people’s relationships with 
physical, social and interaction space. From the ethnographic perspective, researchers 
looking at all four networked screen locations (differing in their urban settings and the 
types of populations they support), were interested in identifying both outcomes that 
were purely site-specific and those that could be generalized across different sites. As 
prototype screen content was gradually deployed across the network, a process of 
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iterative looping fed back captured user responses and requirements into refined 
prototypes.  The knowledge captured from these iterations, also helped the 
researchers to generate ideas for potential new screen experiences that might be 
initiated at a grass roots level by the communities involved. A further strand explored 
generating ideas for screen content experiences generated by local artists, or artists-in-
residence with experience in working with local community groups. 

6.1 The Screen Experiences 

The Screens in the Wild project developed a number of screen experience prototypes. 
These were implemented on a base system iteratively developed in the first phase of 
the project. The key aspects of this system (a full description goes beyond the scope 
of this paper) are as follows. Each 46” screen is mounted vertically (portrait mode) 
inside a partner venue, i.e. behind glass. A camera and speaker (both available 'off-
the-shelf') operate through the glass, making the installation interactive.  Each screen 
node also contains a networked Windows PC, which is remotely administered. The 
software system uses the UNION Client/Server infrastructure [28] to provide real-
time multi-user functionality for web applications across the screen network. Client 
applications were implemented in HTML5/Javascript to run in a local copy of Firefox 
full-screen, with scheduler software switching between the experiences described 
below. To protect the system from undesired remote and local attention R-Kiosk is 
used in Firefox [29] and Secure Lockdown is used for the desktop [30]. All four 
nodes are administered remotely using TeamViewer [31]. 

Video Link 
As general support for interaction and potentially also as a standalone experience, 
synchronous four-way video communication (no audio) was implemented using a 
combination of YawCam [32] and iSpy [33]. Both the video panels and the USB 
camera generating the video feed at each of the nodes have been placed at a low 
height to encourage interaction from and with children. Currently, video is being 
displayed as set of four video panes, towards the bottom of the screen (see Fig.1, 
below). The pane to the left always shows the local feed. It has been mirrored to 
increase its value as an attractor [34]. The other three panels show video from the 
remaining three connected screen locations. The Video link encourages synchronous 
multi-user interaction across the four screen nodes by providing a view of who is 
interacting and a way to acknowledge or even interact with the other party by waving 
and through gestures. 

SoundShape 
SoundShape provides for collaborative music making between users in different 
physical locations. It is inspired by the ‘Tenori-on’ electronic musical instrument, 
which featured a grid of LED pad switches that could be activated in a number of 
different ways to create sounds. The visual illumination of active pads produced 
patterns and displays to complement the music. In SoundShape, this idea is taken a 
stage further by linking networked urban screens to create a multi-user, networked 
musical instrument (see Fig.1, left). 
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Fig. 1. SoundShape shown in context at one of the venues (left) and a screen shot of 
ScreenGram (right). The video link is displayed at the bottom of each experience. 

Each networked screen has its own SoundShape client. A central server remembers 
the state of each pad. If a user touches a pad (via touchfoil enabling through-glass 
touch detection), the server sends this new information to all of the networked 
screens. All participants see and hear the changes to the musical composition. 
SoundShape has a 5x5 grid. Each row represents a note. Each column represents 5 
chronological steps in a continually looping musical sequence (1,2,3,4,5,1 etc). As 
notes are added, or removed (by touching the pads to turn them on or off), the musical 
sequence changes and develops. Active (currently sounding) pads have an animated 
illumination that flashes in time with the musical sequence. At the one screen where 
the chosen touchfoil technology does not work with the installed glazing, users can 
scan an onscreen QR code into their smartphone enabling their phone to work as an 
interaction device with the screen. SoundShape encourages synchronous multi-user 
interaction between the four screen nodes. People can share the creation of a single 
looping music sequence. They can also compete over who can change buttons faster 
and over which pattern should be on screen. 

ScreenGram 
ScreenGram (see above Fig.1, right) searches Twitter for tweets that have specific 
hashtags, which also have associated Instagram photos. It then retrieves the photos 
from Instagram and displays them as a constantly updating and revolving slide show. 
In its simplest form, ScreenGram can display the results for just one hashtag. Users 
can stand in front of the screen (or anywhere else, but in front of the screen they will 
get instant feedback), take a photo (or retrieve an image from somewhere else) and 
send it over Instagram, to Twitter, with the a hashtag of their choice. It usually only 
takes from 30 seconds to a minute to retrieve a new photo that has been tagged and  
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for it to appear on the networked screen. The buttons on the right-hand side of the 
screen allow the user to display the results for other (currently relevant) hashtags. For 
example, the user can also choose to show the latest photos for: #summer, #olympics 
etc. It is very easy for the researchers (or in theory the community, venue staff, etc.) 
to change the hashtags that appear on these buttons. The buttons are ‘radio buttons’. 
So, clicking one will disable any already selected and each button toggles on (red) and 
off (clear). ScreenGram encourages asynchronous multi-user interaction between the 
networked screens and people elsewhere interacting through their phones. They can 
actively participate by posting images to the screen, and for this interaction they do 
not have to be at the screen location. At any of the nodes, people can also filter the 
onscreen content and watch the slideshow that is determined by which hashtag is 
currently selected. 

7 Capturing Community Requirement Tensions in the Screens 
in the Wild Project 

Before, during and after the initial screen content prototypes were in development, 
researchers from the Screens in the Wild project observed the communities located 
near to the venues. It is in the nature of research ‘in the wild’ that the distinctions 
between user, researcher and any other person in contact with an artefact become 
blurred. Certainly the role of the researcher as a dispassionate, objective ‘gatekeeper’ 
is highly questionable, when he or she is embedded into the community under study. 
In a sense, the researcher becomes a part of an ‘ecology’, shared with the local 
community and anyone else that interacts with or is in any way impacted by the 
presence of the introduced artefact. Some of the methods used included: observations, 
conversations, interviews and workshops. 

Researchers conducted semi-structured interviews with managers of the 
organizations that allowed us to install a screen node in their premises. The purpose of 
these interviews was to better understand their perception or perspective of the 
project. Before the development and implementation, the researchers organised four 
workshops with members of the public at two locations in London. The intention of 
these workshops was varied. In some cases, the goal was to analyze the usability, in 
others to enable some production of local content for the screen, but in general the 
research team was seeking to receive feedback or suggestions of different kinds on the 
work completed so far. 

In order to kickstart the development of screen content prototypes, the academic 
partners held a bodystorming session in a research lab. Similar to brainstorming, 
bodystorming encourages participants to move around, use their bodies and to use 
physical or paper mockups as stand-ins for the proposed artefact(s). In this case, 
functioning prototypes of the hardware and software system were set up in the 
research lab. Participants were requested to test what was built so far and suggest new 
ideas for development. Later on in the project, the stakeholders of the first venue to 
deploy at were invited to a similar session to give them a sense of what would be 
installed later in the project. 
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Researchers also participated in using the screen content prototypes, alongside 
communities, uploading their own images onto the screen nodes, sharing their 
perspectives and personal views. 

Later, the team reflected on its own participation, producing field notes and 
summaries of their screen interaction sessions.  This enabled the researchers to 
understand the context of each screen experience in a more profound way. The team’s 
time spent as ‘co-participants’ better prepared them to respond to any experience-
related concerns expressed by the user-community participants. Researchers 
conducted sixty-four structured interviews with people belonging to different social 
groups and communities in neighbourhoods where the screens are located. The people 
interviewed had a diverse level of engagement with the social life of the 
neighbourhoods. 

7.1 Identified Tensions in Community Requirements  

As the Screens in the Wild project still has several months left to run, formal 
evaluation has not been completed. That said, the conducted observations, interviews 
and workshops have already thrown up a fascinating raw dataset. This section 
describes the process of distilling the unstructured community feedback, down to a 
series of observed tensions.  

Table 2. Sample opinions from the raw dataset 

Venue owners have concerns over control of curation of content and scheduling. 
“People are starting to get the hang of the schedule, especially the lights. Some 
comments on the schedule from the public: 'Can you turn the game on now?', 'Can 
you show me that picture from this morning?' suggest that people think we're in 
control of the schedule, and indeed that we control the screen as a whole.”  
On the Sound Shape experience “The lights game: this is the most popular app, 
with users of all ages, but especially appealing to pre-teen children. Some adults 
have asked what the point of the game is, but kids largely make up their own rules 
and get quite competitive. It's not unusual to see a group of two or three children 
playing with the squares all at once, with an adult looking bemused over their 
shoulder.” 
Participants emphasized the importance of having an open system, where anyone 
could upload pictures, curate and engage with the screens in personal terms. This 
involved less censorship from institutions and more user options for 
choosing/producing what they would like to see. 
People revealed that they ignored public screens present at nearby local shopping 
centres or other public venues. They have learned to dismiss them as part of 
annoying highly-commercial advertising. 

 
Table 2. (above) presents some sample opinions (both formal and informal) 

expressed by the user communities and venue owners/managers. 
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In the team meetings and discussions following the most recent round of 
observations, it started to become obvious that certain requirements (or ‘what they 
would like to see the screen network displaying in their community’ to put it more 
simply) were repeatedly expressed by the local communities. What struck the 
researchers was how frequently there was complete polarization of opinion on a 
single issue. For example, person1 says: “the last thing I’d want to see is advertising – 
keep it non-commercial” vs. person2 says, “it would be great for advertising local 
businesses”. Having recognized the existence of these ‘tensions’, it was interesting to 
record and consider them. Table 3. presents the observed dimensions of tension, 
labeled in natural language, as they had expressed in interviews and conversations.  

Table 3. Identified requirement tensions 

Moderated community vs. Open community 
Auto scheduled vs. Community/user scheduled 
Cities hosting screens too culturally 
similar, contrast not great 
enough...screens should be more 
geographically/culturally separated 

vs. Don’t know where cities are! 

More local content  vs. More generalised content 
Local advertising  vs. Non-commercial 
Content not personal enough  vs. Content too personal 
Content with history, places, things 
and tangible objects important - 
stimulate memories 

vs. People, relationships important, 
current moment important - 
don’t care about things 

 
It is important to stress that these are only some of the possible tensions that might 

exist within a project. They may be unique to the Screens in the Wild project and no 
claim is made to have identified a comprehensive set of tensions. There may well be 
some tensions that are common to all projects/artefacts/experiences, but it is assumed 
that each situation will generate its own unique ‘tension space’.  In addition, tensions 
may exist across many sub-domains of the project (for example: community vs. 
technical, community vs. researchers, venue owners vs. venue users etc). At this 
stage, attention is only being given to tensions that exist within the user community 
itself (venue users, venue owners, local residents etc), as these are the groups 
physically impacted by the introduction of a screen network, into their local urban 
space.  

Next, some of these natural language tension descriptions were translated into 
shorter more descriptive labels (partially for easier use in visual representations): 

• moderated community vs. open community (unchanged): can content be added 
to the system (or individual screen experience, if applied to this) by the public, or 
is there some level of moderation? 
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• auto scheduled vs. community/user scheduled (unchanged): is the programming 
of the screen content (time of day, choice of experience etc) controlled by the 
researchers automatically (using a scheduler application) or in the hands of the 
venues or venue users?   

• locations sufficiently different vs. locations not different enough (formerly: 
Cities hosting screens too culturally similar, contrast not great enough...screens 
should be more geographically/culturally separated vs. Don’t know where cities 
are!): some users thought that the cities hosting the screens were too similar, others 
(from one city), did not know the location of the second city. 

• locally sourced vs. globally sourced (formerly: More local content vs. More 
generalised content): is screen content created in the community, or could it come 
from anywhere (over the Internet)? Is this content about this community (or this 
screens network), or is it location-neutral? 

• (local) advertising vs. no advertising (formerly: Local advertising vs. Non-
commercial): should the network (or experience) be commercial or completely 
non-commercial? 

• personal vs. non-personal (Content not personal enough vs. Content too 
personal): some users were very worried about sharing personal information. 
Where was it going? Who would see it? Others, wanted experiences to be more 
personal. 

• things & past vs. people & now (formerly: Content with history, places, things 
and tangible objects important - stimulate memories vs. People, relationships 
important, current moment important - don’t care about things): there was a 
noticeable gap between users wanting to see images of past times and events (often 
coupled with low levels of interactivity from them) and users wanting to see 
current (often social) content. Sometimes, this division reflected a difference 
between age groups, but not always. 

8 Applying Tensions Space Analysis to the Screens in the Wild 
Project 

Now, it is possible to apply the Tension Space Analysis concepts developed thus far 
to current elements of the Screens in the Wild project.  Referring back to the tensions 
identified earlier in the paper, some of them are immediately more relevant to the 
baseline screen network system itself (without screen experiences), whereas other 
tensions are relevant to the screen content experiences.   

The figures below, illustrate the mapping of the identified the tensions, as 
dimensions on two separate radar charts. Fig. 2. shows the dimensions primarily 
relevant to the baseline screen network. Fig. 3. presents the dimensions considered 
more relevant to the screen experiences. These radar axial radar charts may be 
regarded as ‘empty templates’, ready for the assessment of the system and screen 
experiences relating to the studied artefact.   

Referring back to Table 1, once the empty axial line radar charts have been created, 
the next step is to superimpose the current project or design. To achieve this, it may  
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Looking at the radar chart for the current screen network system (see Fig. 4.), we 
can see that it is capable of hosting both open and moderated communities (dependent 
on the experience running), that content is automatically scheduled, that users have 
reported both that the cities hosting the screens are culturally familiar (often implying 
that more distinction would be preferable) and also that one of the other host cities is 
unfamiliar to them (often implying that they regard the differences as sufficient to 
make the system interesting to them).  

Looking at the radar chart for the ScreenGram prototype experience (see Fig. 5.), it 
can be seen that most of the tensions are represented – a pleasing result!. The 
highlighting on the advertising tension line shows that users desiring ‘no advertising’ 
may be disappointed. This is because ScreenGram’s content is open (it represents an 
example of the ‘open community’ axial extreme, shown as active for the entire screen 
network system – see Fig. 4.). Anyone can post an image to the screen network by 
applying a specific hashtag. Therefore, it is possible advertising might appear and the 
‘no advertising’ end of the axial line is not highlighted.  

9 Conclusions 

Drawing on a live, ‘in the wild’ research project (Screens in the Wild), we have 
identified some of the design tensions that might be encountered when designing any 
network of urban screens (for both the system itself and its screen content 
experiences). These tensions are likely to emerge because of the different views that 
multiple stakeholders (located within very different communities) have about the use 
of such a screen network.  

Tension Space Analysis proposes an approach for capturing and visualizing 
existing user requirements and ensuring that they are reflected in the design, or 
operational modes of the final artefact or experience. In Tension Space Analysis we 
would suggest that it is essential to keep alive an essence of all user requirement 
tensions within the artefact, even if particular aspects of each dimension are 
emphasized either in the final static artefact, or through different aspects/modes of the 
artefact’s function. For example, in the field of Networked Urban Screens, each 
screen experience that is displayed across the screens offers an opportunity to reflect 
some of the tensions. 

Therefore, it is not necessarily the main goal to reflect all of the tensions in the 
totality of the system. All tensions might be incorporated gradually over its lifetime. 
In addition, Tension Space Analysis specifically considers tensions within the 
requirements of user-communities, as opposed to Design Tensions, which primarily 
focuses on user community versus technology tensions. 

The contribution made by Tension Space Analysis is to broaden and extend 
existing thought on Design Tensions, to include new domains and methods of 
representation. Specifically, Design Tensions are improved in two specific ways.  

Firstly, the focus of analysis is shifted from tensions that exist between users and 
technology (as in Design Tensions), to the tensions that exist within the user 
community itself.  Secondly, Tension Space Analysis introduces a visual aid to 
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understanding user-requirement tensions. This will then be used at all stages in the 
project to discourage researchers/designers from prematurely discarding tensions 
before fully considering how they might best be represented in the artefact itself, 
either in the short-term or during its entire lifecycle. 

With an increasing HCI focus on ‘in the wild’ research and user community 
engagement, there is a pressing need for approaches such as Tension Space Analysis. 
It is hoped that using techniques such as this will help researchers to document and 
then frequently revisit the full spectrum of community requirements, ensuring 
maximum representation of the target community within a delivered artefact.  
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Abstract. In this paper we continue work to investigate how we can engage 
young adults in behaviors of recycling and the prevention of food waste through 
social media and persuasive and ubiquitous computing systems. Our previous 
work with BinCam, a two-part design combining a system for the collection of 
waste-related behaviors with a Facebook application, suggested that although 
this ubiquitous system could raise awareness of recycling behavior, engagement 
with social media remained low. In this paper we reconsider our design in terms 
of engagement, examining both the theoretical and practical ways in which 
engagement can be designed for. This paper presents findings from a new user 
study exploring the re-design of the social media interface following this 
analysis. By incorporating elements of gamification, social support and 
improved data visualization, we contribute insights on the relative potential of 
these techniques to engage individuals across the lifespan of a system’s 
deployment. 

Keywords: Engagement, Facebook, Sustainability, Recycling, Gamification, 
Social influence, Persuasive technology. 

1 Introduction 

The disposal of waste is a mundane behavior. Being part of our daily routines, it does 
not request much of our attention. The impact of waste disposal on the environment 
however suggests that we should bring more awareness to our waste-related habits 
[35]. HCI has proposed a number of means through which we can motivate 
individuals, groups and society to engage in behavior change, including personal 
informatics [25], persuasion [14,16], gamification [7,23,22], social influence [5,27], 
and in small number of cases coercion [32,15]. Persuasive technology has become 
one of the key trends in this regard (see [3,10] for a review of the sustainability 
literature). Yet, in direct opposition to the lack of motivation we experience on a daily 
basis, persuasive technology proposes that designers should focus their influential 
potential on those who are already motivated, facilitating their paths to goal 
fulfillment [14]. 
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The question then arises of how we first entice people to be engaged in a process 
intended to change their behavior. In this paper we explore our continued research in 
this area with the BinCam system. The BinCam system is a two-part persuasive 
technology, with which we explore issues of engagement, persuasion and motivation 
for recycling and food waste behaviors. The system comprises a household landfill 
bin, fitted with a mobile phone in the lid, which captures images on closure and shares 
them on a dedicated Facebook application. Although the system aligns itself with 
sustainable HCI, our primary goal here is to understand and motivate engagement. In 
this light, we recognize that monitoring or engaging people in recycling and food 
waste behavior is not intrinsically motivating for most people. As such, we consider it 
a significant challenge for HCI, and society more generally, to contemplate the means 
through which we can engage individuals in such behaviors. 

1.1 Context and Motivation of the Research 

Engagement in recycling behavior is a significant challenge for individuals in the UK 
aged 18-35, who are largely unaware of the problems associated with inappropriate 
disposal of waste [35]. We previously explored this issue with regard to recycling and 
food waste behaviors from the perspective of habits [4] and as a problem of 
awareness and reflection [32]. In both cases we employed social media to facilitate 
engagement in behavior change. Research has shown the positive effects of including 
others in behavior change efforts [5,27] and related positive impacts of social media 
[12,15,23]. Social media provides a platform through which we can leverage a 
number of channels for behavior change, including personal informatics, social 
informational and normative influence [8], persuasive messaging and hedonic 
motivation. 

Findings from our previous research revealed that, although individuals in the 
target group have strong positive attitudes towards recycling and sustainability, they 
often do not act towards these attitudes. While the data capturing part of our system 
served as a means to draw attention to waste disposal behavior, engagement with a 
social media application associated with the intervention was less successful. We 
noted particularly that individuals were not motivated to use the system beyond a 
short period of time. From our previous work, we are now faced with two questions: 
How can we further engage participants in discussion around recycling? How can we 
promote engagement with social media as a means to facilitate this discussion? 

Driven by these questions, we explore the re-design of the social media During the 
re-design of the BinCam system, we have incorporated lessons learned from both the 
previous study, and through a critical analysis of how HCI understands and designs 
for engagement. We contribute an analysis of how engagement is understood in HCI; 
the strategies employed to support and promote engagement; an empirical analysis of 
engagement techniques in waste disposal behavior; and a critical reflection on 
engagement with, and use of, social media as a means to promote behavioral change. 

1.2 Engagement 

There is considerable diversity to how HCI and related disciplines have 
conceptualized engagement. There is also much confusion about what constitutes 
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engagement, as it is often used interchangeably with notions of participation, 
immersion and attention. HCI has appropriated the concept of engagement ranging 
from the broad indicator of the quality of interaction to the cognitive measure of 
attention [29]. In the development of web applications, engagement is measured on at 
least three axes. As [24] put it: “Successful web applications are not just used, they 
are engaged with; users invest time, attention, and emotion into them.” Such 
engagement is most often measured on two planes – first as behavioral engagement 
measured through behavioral data such as mouse clicks, time spent on pages and 
applications, and secondly as affective engagement, as captured by measures of 
satisfaction and affective response in questionnaires.  

Engagement has also been understood in education and learning as the ‘physical 
and psychological effort’ devoted to a task [1]. Importantly, it is understood to have 
quantitative and qualitative features, to occur along a continuum and to impact on the 
effectiveness with which individuals achieve their goals. While physical effort 
pertains to behavioral engagement, psychological effort relates to a notion of 
cognitive engagement.  

The exertion of psychological effort has been further considered in HCI research in 
terms of flow or optimal experiences [6]. Flow experiences occur when an individual 
is fully (emotionally, cognitively and physically) immersed in a task. Such immersion 
is not felt as requiring significant effort and is intrinsically motivating. Although flow 
represents optimal experience, it would not be expected to occur across a sustained 
and mundane activity, such as waste disposal. Flow experiences may also limit self-
reflection, suggesting a non-conscious intrinsic engagement.  

The recent move towards richer accounts of HCI has shifted the focus of 
engagement to understand it as the meaningful interactions an individual has with an 
artifact or service, and the quality of the attachment a user has to an object. While less 
easily quantified, such meaningful interaction has become a critical factor in third 
wave HCI [2,28] and extends beyond affective engagement. Such work draws on an 
understanding of engagement as the meaningful and effortful reflection on activity in 
experience [9]. This reflective engagement involves the critical reflection on on-going 
activity, thinking over and through current actions as they occur.  

There is also an increase in the application of social dynamics in the design of 
persuasive systems [27,32]. Such dynamics can impact on individuals’ performance 
of behavior positively in increasing engagement (e.g., social facilitation), or 
negatively in decreasing engagement (e.g., social loafing). Thus, although it relies on 
a variety of interpersonal and personal factors, and incorporates elements of affective, 
cognitive and behavioral engagement, this can be collectively understood as social 
engagement. 

Against the backdrop of this theoretical conception, the following presents a 
variety of strategies for engagement, commonly applied in persuasive HCI. 

1.3 Strategies for Engagement 

In attempting to promote engagement with online mental health interventions, 
Doherty et al. [11] suggest designing systems that are interactive, allow for personal 
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experiences, provide support for the individual and facilitate social contact with 
others. Engagement strategies borrowed from the field of personal informatics [25] 
are mostly targeted at rewarding the user if the desirable behavior has been 
performed. Very little research in HCI has so far been dedicated to studying the 
effects of negative reinforcements to promote behavioral change [e.g., 15,23,32].    

Interactivity. Interactivity relates to the providence of rich and varied experiences 
through the use of the system, which actively invite user exploration. This can, for 
instance, be achieved through diverse representations of peoples’ behavioral data 
providing insights about their performances, whether they improved or how their 
behavior compares to others [11]. At its most basic, interactivity affords behavioral 
engagement; where the ability to perform actions and receive responses invites users 
to further engage with the system. 

Space for Personal Appropriation. Personal experiences are often achieved through 
tailored designs based on the individual preferences of the user, which facilitates a 
sense of control as well as ownership [11]. Personal appropriation lends itself to 
affective engagement, where individuals perceive similarity to or ownership of an 
interactive system [33]. With personal appropriation, group identification could 
increase affective engagement through affording a sense of belonging, but also 
behavioral engagement through normative influences. That is, the presence of 
normative in-group behaviors may persuade individuals to engage in group-similar 
behaviors.  

Behavioral Support and Reminders. In the context of health supporting 
interventions, the ‘supportive’ strategy is intended to improve peoples’ adherence to a 
treatment program [11]. It is assumed that implemented (personal) support, such as a 
recycling coach or a recycling guide in our context, helps increase an individual’s 
motivation to display or continue a certain behavior. This engagement strategy, 
however, is targeted at motivating behaviors that the individual is already familiar 
with, therefore only requiring support to be reminded of, or encouraged to perform the 
behavior [13]. The appropriation into a routine of behavior change appeals to a notion 
of behavioral engagement, but at the expense of cognitive engagement – where, as we 
have discussed elsewhere [4], the performance of behaviors becomes habitual. 

Social Support and Social Media. Social engagement considers the importance of 
peer support to increase engagement with a system and to overcome motivational 
barriers to display a desirable behavior. It is therefore not surprising that social media 
sites like Facebook and Twitter have become increasingly popular platforms for the 
study of social support in the field of persuasive technologies [e.g., 21,22]. This 
engagement has massive potential for how we might design technologies for behavior 
change.  

There is, however, also evidence suggesting that frequent use of social media is 
associated with a lower need for cognition [35]. Thus, although users of social media 
may have characteristics, such as a high need to belong to others, that make them 
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more susceptible to persuasion, they may not be prone to persuasion through a direct 
route; that is, through the quality of information provided. Thus, research suggests 
that reflective and cognitive engagement are less likely to be associated with high 
levels of social media use. 

Positive Reinforcement. Other strategies, often found with personal informatics 
systems [25], relate to how this data is fed back to the user. Most designs in this 
regard focus on strategies of positive reinforcement, presenting visual incentives to 
the user, to foster compliance with desirable behaviors. Such reinforcement drives 
affective engagement, which in turn may drive behavioral engagement. With 
UbiGreen, Fröhlich  et al. [16] displayed a tree graphic to indicate green 
transportation activity, with the tree accumulating leaves, blossom or apples the more 
the individual uses environmentally friendly transportation. Persuasive designs in the 
field of sustainable HCI also commonly include visualizations of reduced energy 
consumption, carbon emissions or ecological footprints [17,20], or highlight money 
savings if the creation of waste is avoided [18].  

Gamification and Achievements. In the context of behavioral change, gamification 
has been used to encourage positive behavior that the user would not normally engage 
in [30]. Gamification is defined as “using game design elements in non-game contexts 
to motivate and increase user activity and retention” [7]. Such engagement may tend 
towards intrinsic engagement, though this depends on how challenging and rewarding 
game elements might be. Gamification has been increasingly popular in both research 
and commercial systems. Design elements common to games, including scoreboards 
and badges, have been used to reward desirable activity [26], such as a regular use of 
an application.   

Much like positive reinforcement, such game elements might increase affective 
engagement, where they are valued, indicate esteem or personal achievement. Even in 
professional contexts, the use of scoring systems has been demonstrated to increase 
use of an internal social networking site [34]. When combined with social networks 
that make these achievements visible, these features introduce an element of 
competition between, and playful awareness of others. For example, Foursquare 
(https://foursquare.com/) encourages users to check-in regularly by declaring the most 
active user in a location as ‘mayor’, but they can be replaced by another user if they 
fail to remain active. Thus, gamification also lends itself to social engagement, 
particularly in terms of competition and group identification. In these circumstances, a 
scoreboard can provide both a source of pride and a sense of shame when undesirable 
behavior is exposed.  

Negative Reinforcement and Coercion. Far less research has examined the potential 
of negative reinforcements or coercion to promote behavioral change in HCI. 
Exceptions include research by Kirman et al. [23], who argue that behavioral change 
technologies should employ constructive aversive feedback alongside strategies for 
positive reinforcement to support the learning and maintenance of desired behaviors. 
Negative reinforcement in this context means that the performance of a behavior 
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prevents or removes a negative response (e.g. a person may recycle to avoid 
disapproval by others). Engagement may be driven by avoidance of negative affect 
and through reflection on the actions that have led to negative outcomes. Foster et al. 
[15] have shown that a light form of coercion in the form of aversive feedback does 
not necessarily disengage users, as previously claimed by [5], but instead can function 
as a valuable component for achieving behavioral change. While ethical questions 
remain about the use of coercion, findings of this research revealed that aversive 
feedback can be a useful supplement in promoting behavioral change if designed 
carefully.   

2 Interface Re-design 

Following from the previous study with BinCam [4,32], a re-design of the system was 
undertaken following the potential and strategies to design for engagement and 
lessons learned from previous evaluations. Three strands of development were 
initiated, aiming to improve (1) system reliability (including WiFi and 3G 
connectivity); (2) feedback accuracy and frequency; and (3) overall engagement with 
the Facebook interface. Our focus here is on the third and final element, though the 
development of a more stable, reliable and trustworthy system contributed to a more 
robust experience for participants.  

2.1 Design for Engagement  

With the BinCam system, the Facebook application (short ‘app’) is the primary 
system front-end with the main goal to give users feedback on their recycling 
behavior and help them reflect on their own and other people's waste-related 
performances. Based on participants’ experiences with the system we have suggested 
techniques to increase engagement with the Facebook application [32]. These 
included: a neat integration within the ecology of Facebook, challenges to promote 
group identification and competition on Facebook within and across different 
households, more frequent and varied visualizations for cognitive and reflective 
engagement, and improved opportunities to compare own waste-related achievements 
with other BinCam users. Below we position these within our framework for 
engagement and detail our strategies for redeveloping the app. The app offers a set of 
interactive elements to explore such as a BinLeague, including a variety of different 
visualizations of collected waste data, as well as creative BinProfiles of each BinCam 
bin in the system. BinAchievements are playful elements that can be gained through 
interactions with the interface, or engagements with specific recycling or food waste 
BinChallenges initiated by the BinMan. 

BinMan. The BinMan is a virtual person on Facebook that is managed by an 
administrator of the BinCam system. The BinMan has a personal profile page on 
Facebook and personifies the BinCam system by posting recycling-related 
information on his wall, leaving comments, answering questions, and acting as a 
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referee to the BinChallenges. The role of the BinMan is to improve the social 
component of the system and to facilitate users’ social engagement with the system. 
As a social actor, he allows for the flexible and dynamic provision of support and 
knowledge, while simultaneously allowing for personalization and interactivity when 
responding to, or posting comments, thereby fitting into the ecology of Facebook. 

BinLeague. The BinLeague was originally designed to give participants access to a 
record of the recycling activity of their household. Following poor precision in our 
previous studies using Amazon’s Mechanical Turk, the tagging interface was re-
designed to allow administrators access to the images and tag them for categories of 
landfill, recyclable, compost and food waste items. The BinLeague summarizes daily 
results for all bins in the system. Thus, it served as a personal informatics tool for 
reflective engagement and helped create a sense of in-group identification and out-
group competition for social engagement. The page provides a variety of different 
visualizations of the scores, extending the previous BinCam interface design.  As in 
the original interface, each score has a unique visual representation, e.g. the recycling 
score is represented with a tree sapling that grows taller the better the score. Daily 
statistics reflecting the bin usage for a specific day are presented as a 24-hour graph, 
with each thrown away item producing an incremental progression on this graph. 

BinProfiles. Additional bin statistics are also displayed on the bin's profile page and 
contain information on the daily bin usage, graphing the number of items in the bin 
according to the four tagging categories outlined above. As an additional playful 
team-building experience, each household has been asked to choose a profile picture 
for their bin from a set of 18 images.  Allowing for personalization and affective 
engagement, the profile picture personifies the system, so the BinCam becomes a 
mascot of each household. The start page of the BinCam app displays the list of bin 
profiles and  showcases awards given for succeeding in the BinLeague and the 
BinChallenges. 

BinChallenges. BinChallenges are managed manually by the BinCam administrator 
and delivered through the BinMan’s news feed. The purpose of the challenges is to 
boost user interest when needed, by providing activities that might be intrinsically 
engaging, or which promote certain waste-related actions. Most of the challenges 
required participants to respond by being creative in using the system, for example: 
“The funniest message on non-recyclable waste wins”. By promoting competition 
between households it might also be possible to increase social engagement with the 
system. 

BinAchievements. The system of achievements defines a number of fixed goals for 
the user. It is aimed to increase user engagement with the system and to encourage 
more exploration of the interface. The achievement system is automatically 
administered and gives an immediate feedback to the user. All achievements can be 
divided into three major groups: regularly visiting the system, browsing images and 
leaving comments. 
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3 Evaluation 

For a period of six weeks we deployed one BinCam bin in a total of six student 
houses in Newcastle upon Tyne, UK. Prior to the start of the study all members of the 
household were introduced to the system and completed a pre-study questionnaire on 
their food waste and recycling attitudes and behaviors, and the Facebook Intensity 
scale [12]. The Facebook Intensity scale is a measure of Facebook use, including 
measures of behavioral and emotional engagement. Example items include for 
instance “Facebook has become part of my daily routine” or “I feel out of touch when 
I haven’t logged onto Facebook for a while”. Following the study, participants were 
invited to either a focus group or an individual interview and completed a post-
questionnaire. One member of each household was randomly selected for an 
individual interview and the remaining members took part in a focus group. In total, 
five participants completed individual interviews, with only one invited individual not 
responding. The six focus groups involved 27 of the participants, with one invited 
participant not attending. The individual interviews were carried out to gain a sense of 
how individuals perceived the system and particularly to consider how individual 
concerns might differ from those expressed in the group. Focus groups also allowed 
for the consideration of group dynamics and for the exploration of social and 
normative influences. In both conditions, participants related similar concerns. In the 
data presented below all names have been changed. 

3.1 Participants 

34 individuals completed the pre- and post- questionnaire for the study. The study 
sample was aged 18-27 (ẋ=21.12, sd.=1.93), of whom 20 were female. Two 
participants were in part-time education, with the remainder in full-time education. 17 
were in the first year of third level education, three in the third year of an 
undergraduate degree, 12 were enrolled in Masters level education, and one 
undertaking a PhD. One student was an exchange student from an international 
university. All but one flat had students at different stages of education. Five 
households had 6 participants and one household had 5 participants. Three households 
were mixed gendered (3 female, 3 male) and three households were single gendered 
(one household of 5 males and two households of 6 females). 

4 Results 

4.1 Recycling and Food Waste Attitudes 

As with our previous study, pre- and post- questionnaires revealed little change in 
participants’ attitudes to recycling and food waste. Participants, partially due to self-
selection and social desirability, report strong positive attitudes towards sustainability 
from the outset. This leads us to reiterate our previous assertions that, within rational 
choice models, recycling and food waste might be better motivated by examining 
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issues of awareness and perceived behavioral control. There were some significant 
changes in social aspects of recycling. Most participants for instance reported changes 
in the social aspects of waste disposal (e.g. “I ask other people for advice as to how I 
can keep food for longer”), waste disposal knowledge (e.g. “I think food waste is 
difficult to avoid”) and in feelings associated with waste disposal (e.g. “I recycle 
because I feel better if I do”).  

4.2 Facebook Use 

On average the participants had 449 friends and spent 90 minutes a day on Facebook 
in the week prior to deployment. The average Facebook intensity (FI) score for the 
sample was 3.52 (n=31, min = .91, max = 4.93), suggesting that the participants are 
above average Facebook users. Comparing changes in pre- and post-questionnaire 
items further suggests that Facebook use is inversely related to commitment to change 
(r=-.438, n=30, sig=.016) and contemplation of changing behavior (r=-.437, n=30, 
sig=.016).  

In order to more closely examine possible relationships, Facebook intensity was 
also correlated with responses to recycling behavior. Questions correlating FI with 
recycling predominantly related to social concerns (e.g. “I listen to what my flat mates 
have to say”, “I ask other people for advice as to how I can keep food for longer”) and 
identity performance (e.g. “I try to conceal food waste that I dispose of”). FI was 
negatively correlated with concerns about the cost of food waste (e.g. “Throwing 
away food costs me money” and “I buy fresh food on special offer like buy one get 
one free or three for two”) and general concerns about food waste (“throwing away 
food bothers me”). FI also positively correlated with beliefs about local facilities (e.g. 
“We have adequate facilities in our local area to recycle”). In each case the 
correlations were moderate and although they generally point towards the findings of 
[35] no strong relationship between FI and recycling attitude is supported in this 
study.  

 

 

Fig. 1. & 2. Total daily activity (left) and daily levels for each activity, excluding viewing 
images (right). A large increase surrounds one user’s action 2 weeks into the project. Following 
this, there is a continued drop off in activity, with only minor increases coinciding with 
BinChallenges and activities at the end of the project. 
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4.3 Using the Interface 

Of the 32 participants to complete the study, seven did not log into the Facebook 
interface. Behavioral engagement metrics for the remaining 25 participants were 
gathered from the BinCam application for a range of activities (see total activity in 
Figure 1). These were (with total number of actions, and percentage of overall 
activity): view application title page (444, 7.9%), view BinProfile (598, 10.7%), view 
BinPictures (4277, 76.3%), view user (115, 2.1%), view BinLeague (83, 1.5%), view 
daily statistics (22, 0.4%), view FAQ (12, 0.2%), and view BinChallenges (55, 1%). 
There were no significant relationships between scores on the FI scale and the use of 
the application or specific aspects of the system. There were no significant differences 
in access to or use of the system between households. Viewing BinPictures is a 
significant part of the overall activity. One individual, however, is responsible for 
2124 image views, constituting 37.89% of all activity. This occurred predominantly in 
one sitting. During an interview he explained that he was motivated to do so to both 
gain achievements and to compete against another participant in a different household 
who had gained more achievement points than him. When figures for image viewing 
are removed, the application title page and BinProfile contribute over 78% of the 
activity (33.4 and 45% respectively). This suggests that the use of the system is 
somewhat limited to these features.  

The majority of interaction occurs within the first two weeks with a peak in the 
second week. The peak of activity occurs as the participants become familiar with the 
application, after most participants have logged in, and as they begin to discuss it 
among themselves. Shortly afterwards, the level of activity drops off. In order to 
better understand the activity patterns, we can examine the daily activities, excluding 
image viewing (see Figure 2). Sophie summarizes this use pattern: 

“Erm... I would say... I logged in quite a bit in the beginning of the project... and 
then just as the weeks gone on I didn’t bother anymore…. erm... I say...when one of 
the challenges went up...that made me log on again…” 

An analysis of variance and post-hoc tests suggest that the activity of only the top-
most quartile was significantly different from the others for views on BinProfiles (F: 
24.35, sig: .000), posting comments (F:8.34, sig: .001), visit application title page 
(F:39.83, sig: .000), view user profiles (F:8.28, sig: .001), and other activities such as 
viewing the FAQ (F:6.08, sig: .003). This suggests that a small number of users 
contribute significantly to the overall activity on the application and might be 
considered engaged with the system.  

4.4 BinAchievements 

A number of users were motivated to engage in searching for and gaining 
BinAchievements. Achievements were awarded for the engagement with the app in 
three categories: logging in, commenting and viewing images. In each case, 
achievements were incremented through progressively more engagement (e.g. view 1 
picture, view 10 pictures, etc.). All participants who logged into the application 
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received a BinAchievement for doing so. Users of the site received on average 4 
achievements, or 58 achievement points, beyond the first achievement which was for 
logging in. There was no significant correlation between FI and achievements 
received. 

The majority of BinAchievements were awarded in the first two weeks and only a 
small number of participants were motivated to gain achievements mid-way into the 
project. One user who was motivated to gain all achievements did so across one 
session. In general, however, the achievement trajectories suggest that only a small 
number of users were reminded of or engaged with achievements on the BinCam 
Facebook app in the 3rd and 4th weeks of the study. Brief resurgence of interest 
appears to be associated with a social BinChallenge and later the closing of the 
system. 

5 Results from the Interviews and Focus Groups 

The quantitative use data suggests that there was no sustained engagement with the 
Facebook application, but that some users experience intense engagement at the start 
of the study. We therefore look to qualitative interview and focus group data to 
understand why this might be the case and how, if at all, individuals had engaged with 
the system. Although our primary focus is on the social media interface, the 
ubiquitous system figures as a concern in how users’ engage with the overall system. 

5.1 Awareness, Guilt and Perceived Behavioral Control 

Like in our previous work, significant findings from this study point to improved 
awareness among participants. In this study we gain a clearer understanding of how 
this occurs and how the ubiquitous system draws users to engage with their food 
waste and recycling behaviors. Specifically, we gain insight into the transition from 
under-awareness to mere awareness to engagement.  

From Awareness to Routine. Participants are drawn to attend to the bin by its 
novelty, the awareness of it taking pictures, and the shutter sound of the camera when 
a picture is being taken, summarized by Eva: 

“Yeah, I think I was more aware as well cause like with it making the noise I 
think…It was the vibrating I think and also like… I don't know just because it's a 
different bin to what we have before. It was obvious like that gonna be uploaded.” 

As the presence of the BinCam bin leads to raised awareness, this awareness led to 
personal motivation to change: 

Mary: “…[the BinCam bin] makes you more aware and kind of want to do it 
right...” 

Participants experienced affective engagement with the system, feeling it morally 
correct to change their behavior. As the novelty of the system recedes over time, 
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participants begin to lose some awareness of it as a persuasive system and therefore 
have diminished cognitive engagement with it. The bin itself though remains 
cognitively demarcated from the recycling bin: 

Sophie: “Erm... it kinda for one second got on my mind that bin was only stood for 
landfill kinda thing. It didn’t... like I didn’t think: "Oh it’s going to take the picture 
now." I wasn’t like listening out for the sound every time…erm….but erm at the 
beginning I was always thinking: "Right... ok... consciousness decision which bin am I 
gonna use…".” 

Thus, participants think of the BinCam as fundamentally different, and for landfill 
waste only and not as a recycling bin. Consequently, their engagement with the bin is 
behaviorally and cognitively different. This becomes a practiced routine and relatively 
unconscious knowledge. Further exploration reveals that this transformation from 
awareness to engagement may be both the forming of a habit and the avoidance of 
negative affect. 

In our previous study, participants’ sense of the system as one for behavior change 
had led to feelings of guilt, primarily about differences between attitudes and actual 
behavior. In this study, the drive to ‘do it right’ still led some participants to feelings 
of guilt. It became clearer in this study, however, that participants differentiate this 
guilt from feelings of shame: 

Tom: “…I did feel guilted in to doing sometimes but I never felt ashamed because 
my guilt preceded the shame.” 

Feelings of guilt that arose were induced by personal reflection on behavior and 
motivated individuals to change behavior to reduce guilt. Thus, it is clear that the 
BinCam system, at least for some participants, promoted reflective engagement that 
resulted in negatively experienced affective engagement. 

Persistent Awareness. One area where this diffusion of awareness did not occur was 
in the case of food waste. In all cases, the participants either did not have access to 
composting facilities, or would not be able to use compost. Consequently, although 
they felt guilty about food waste, there was little they could do: 

Neil: “I think we are really good at recycling in our house but in terms of food 
waste we are probably not so but... I think that's more with the university aren’t 
providing... a compost bin.” 

Thus, at every occasion where food waste was to be put in the BinCam bin, 
participants' attention was drawn to the behavior. Participants, who felt strongly about 
food waste found ways to adjust to minimize feelings of guilt or heightened 
awareness of inappropriate behaviors: 

Sophie: “it’s made me just kind of just reduce my portion size and then think about 
how much stuff I’m throwing away and trying to catch things before they go out of 
date and stuff like that.” 
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These new strategies are likely to reduce engagement with the bin while increasing 
engagement in positive food waste behaviors. Furthermore, while this might reduce 
overall interaction and awareness of the system, it is likely to decrease the likelihood 
that the system’s presence in food waste behaviors becomes routine. That is, the 
presence of the BinCam bin continued to draw attention to itself in food waste 
behaviors. 

5.2 Gamification 

With the participants we wanted to further explore their experiences with 
gamification. The achievements were designed to be discoverable, and the app 
provided information on how achievements could be received. For most of the 
participants, gaining achievements was first unintentional, following which they were 
motivated to find more. However, the value of the achievements for motivation 
quickly reduced, particularly where the activity involved was repetitive: 

Peter: “... erm... I got the achievement that were easy-ish and it took me a few 
minutes I guess. Erm and then some achievements like you said like the 250 [viewing 
pictures] it was just like the same as the 50 one but just more…It's kind of... cause it's 
just like a repeat of the same I guess I just thought...[it is not worth it]” 

For others, despite initial excitement, there was no further motivation to engage 
until after the study: 

Clare: “I wanted to get more. 
Jill:    Yeah. I should have gone back to get more. 
Clare: And maybe log on more.” 

For some participants, the design for gamification of recycling was motivating, 
and, as previously mentioned, one participant was driven to contribute almost 40% of 
all activity by wanting to compete with someone else. However, for most users this 
was not the case and many did not feel they might ever be engaged with such an 
activity: 

Jayne: “I didn't really... I wasn't really interested in looking at what's in my own 
bin [...] let alone what’s in other people's bin... or playing like “inter-bin-related 
games””. 

The challenges which drew most interest were those that involved some aspect of 
household team work, such as leaving a funny message in the bin or taking a picture 
of the group with the bin. Such challenges were appreciated by most participants, and 
they were among the only images to elicit cross-household activity: 

Jayne: “[...] We looked at pictures of other people's challenge... that joke 
challenge... we looked at that…We didn't look at pictures of people's like...‘crap in the 
bin’” 

5.3 Facebook Ecology and Daily Routines 

The decision to design for Facebook was based on its proliferation as a social and 
engaging platform. We had also, from our previous work [32], highlighted that the 
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system must more closely align with the existing Facebook ecology. The behavioral 
engagement demonstrated, however, suggests that the application did not harness the 
benefit of being associated with Facebook. This appears to have been due to three 
difficulties in assimilating into the ecology of Facebook. First, some users simply do 
not use Facebook frequently. This prevented them from engaging with the BinCam 
app entirely. Second, some users did not use Facebook apps frequently.  

Bill: “I know... I well, to be honest I don't really use Facebook that much and I've 
never... I don't think I have ever actually use an app on Facebook or anything else”. 

Finally, the configuration as an app impeded the extent to which messages from the 
BinMan were shared with users. Furthermore, most users suggested that the BinMan 
could post with higher frequency – on the one hand to increase visibility, and on the 
other to increase the amount of interaction between users and the system. 

Although BinCam is designed to be situated within everyday practices in student 
households, some of the practices and routines of student households also decrease 
the possibility for social support and discussion around the system. In one household, 
the participants reflected on their routines, in saying: 

Sam: “ ... it's rare that we are all in together…I see you like once in three days…”. 
Peter: “[laughing] Same here. We cook in different times and stuff as well 

usually... so there wasn't really mentioned of it [BinCam].” 

6 Discussion 

Users’ engagement with the BinCam bin and Facebook application revealed mixed 
effects. The main impact of the BinCam system continues to be in raising awareness 
of recycling and food waste behavior. The audio cue from the bin serves as a 
reminder throughout their engagement, and as previously noted [4], acts as a post-
actional cue for reflection. Thus the system draws attention to itself, which raises 
reflective engagement in the individual. This brought about a change in participants’ 
behaviors where they reduced the amount of waste they produced.  

The fact that some people do not engage with online and competitive games is not 
a new finding. The motivation to engage individuals with competitive game elements 
is, among other things, gender differentiated [19]. In critical literature on gamification 
[7], there is an assertion that gamification must mean more than simply awarding 
points and badges and showing these on leader boards. The empirical data on the use 
of BinCam suggests that this is the case. Although we were able to achieve two weeks 
of engaged use, there was little further use of the application. If we understand a 
‘game’ as something in which we are challenged and must overcome challenges [7], 
then perhaps recycling is not such an activity. We have however focused on 
engagement with the system and not recycling itself. 

The integration into everyday practices of the social media platform was not 
always successful. As stated, the use of Facebook and Facebook apps was not always 
within the routines of users’ everyday behavior. In the case of waste disposal, simply 
being subsumed into everyday practice, particularly when those practices are habitual, 



 BinCam: Designing for Engagement with Facebook for Behavior Change 113 

means that it is difficult to create awareness or to change behavior. From this study 
we have examples of how designing to disrupt everyday practice both worked and did 
not work to create engagement. In the case of the audio cue from the bin, this was 
sufficient to disrupt the routine of waste disposal. While the post-behavioral audio cue 
did not change behavior in the moment, it created reflective engagement as it drew 
attention to the unconscious performance of it. 

BinPictures were described as unappealing and lacking interest. Despite this, they 
received far more activity than any other aspect of the system – even when excluding 
extreme users. This is at least partly due to the influence of achievements and 
gamification. Thus, despite being potentially uninteresting, BinPictures had the most 
appeal as an interaction. Moreover, the mundane and particular nature of waste 
disposal meant that most individuals were not interested in viewing images of waste. 
There was little evidence here of either intrinsic or affective engagement. There was 
no real added value in seeing pictures from the bin, because people didn’t care about 
them.  

However, social challenges did increase participation, and many participants 
reported these challenges to be the most enjoyable aspect of the study. This is in line 
with [19] that games including meaningful social interaction can increase appeal. And 
although few participants sought support through the system, many participants 
reported discussing recycling issues within their household. This appears to be 
particularly important for the acquisition of recycling knowledge. Moreover, such 
sharing may expand the cultural knowledge [31] that underpins individuals’ recycling 
knowledge and provides the means and skills to adapt to, for instance, new 
expectations about what can or cannot be recycled. It is therefore critical that research 
continues to explore the specific mechanisms through which competitive and non-
competitive social engagement can be fostered in interactive systems for behavior 
change. 

The use of the BinMan as a conduit for information on Facebook did not disrupt 
participants. In fact, several wished for more feedback and notifications from the 
BinMan. With the use patterns for Facebook, where participants logged in 
occasionally, comments posted could be easily overlooked and were arguably not of a 
high enough frequency. This is not to suggest that bombarding participants with 
messages will achieve better engagement, but that such interventions should be 
tailored to the practices and expectations of participants. More visible or direct 
notifications outside of the Facebook ecology might be more effective (e.g. e-mail, 
SMS messages, or a shared, open visualization in the home and near the bin). Thus 
the ways in which persuasive technologies explicitly draw attention to themselves 
needs consideration. 

7 Conclusion 

This paper presented a user study of our re-design of the BinCam interface on 
Facebook. Although most participants use Facebook (and other social media) they do 
so in particular ways, at particular times, and fit these activities around their everyday 
routines. The social and material practices that are shared among households do not 
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directly, or necessarily, involve social media. This varied between households, some 
were more engaged than others, but across almost all of them, the use of the BinCam 
Facebook application was largely an isolated and lone activity, as were the activities 
of recycling and food waste.  

When we review this data we are left with, among others, a recurring question: is 
recycling and food waste simply so uninteresting that we cannot get people to engage 
with it in the long term? We do not believe that this is the case, and we consider our 
research with the BinCam system to present some progress in this regard. Significant 
challenges of course still remain. In particular, we have highlighted the necessity for 
integration of multiple forms of engagement and feedback into everyday life as a 
central concern. 
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Abstract. Millions of people rely on online opinions to make their decisions. 
To better help people glean insights from massive amounts of opinions, we 
present the design, implementation, and evaluation of OpinionBlocks, a novel 
interactive visual text analytic system. Our system offers two unique features. 
First, it automatically creates a fine-grained, aspect-based visual summary of 
opinions, which provides users with insights at multiple levels. Second, it 
solicits and supports user interactions to rectify text-analytic errors, which helps 
improve the overall system quality. Through two crowd-sourced studies on 
Amazon Mechanical Turk involving 101 users, OpinionBlocks demonstrates its 
effectiveness in helping users perform real-world opinion analysis tasks. 
Moreover, our studies show that the crowd is willing to correct analytic errors, 
and the corrections help improve user task completion time significantly. 

Keywords: Text analytics, text visualization, self-improving, crowd-sourcing. 

1 Introduction 

Hundreds of millions of people voice their opinions online daily. Large portions of these 
opinions are product reviews about “experienced goods”—products or services of which 
characteristics are difficult to observe in advance but can be learned after purchase [21]. 
Not only do product reviews provide great value to individual consumers and influence 
their purchasing decisions [24], but they also impact the product or service strategies of 
businesses [32]. However, gaining insights becomes increasingly challenging for users as 
the number of reviews gets larger and larger [7, 12, 13, 31].  

To help users wade through a large number of reviews, commercial sites often 
employ one of two approaches. One approach, used by sites such as Amazon.com, 
lets readers vote on the helpfulness of each review, and directs future readers to the 
most helpful reviews. The other approach, applied by sites such as Bing Shopping and 
Google Product Search, provides an overview of the most frequently mentioned 
product/service features, and the overall sentiment expressed in a collection of 
reviews. Users can then filter the reviews based on the identified features. 



OpinionBlocks: A Crowd-Powered, Self-improving Interactive Visual Analytic System 117 

 

Fig. 1. The interface of OpinionBlocks: (a) a system-generated aspect-based summary; (b) a 
system-extracted review snippet; (c) the full text of a review. 

While a few high-quality reviews or the aggregated sentiment may provide useful 
information, previous research shows that users often desire finer-grained 
understanding of the reviews [7, 31]. In particular, people process information in an 
attribute-driven manner in the absence of actual products (e.g., online shopping) [15]. 
In such cases, people examine the attributes of a product to evaluate whether the 
product fits their purchase goal (e.g., buying a camera for underwater adventures). In 
addition, the positive or negative sentiment expressed by the reviewers toward each 
attribute helps justify the suitability of the product [31].  

To facilitate attribute-driven evaluation of products, a number of systems produce 
an aspect-based summary, including the extraction of sentiment toward each of the 
aspects [7, 13, 16, 31]. Among these systems, several recent ones use noun-adjective 
pairs to summarize the aspects of a product/service (noun) and the sentiment 
(adjective) toward each aspect [13, 31]. However, this approach has several 
limitations. First, they cannot handle implicit opinions. For example, they cannot 
extract aspects “weight” or “size” implied by the expression “it is light and portable” 
[31]. Second, they do not deal with conflicting opinions expressed by different 
reviewers. For example, one reviewer raves “the screen is fantastic”, while the other 
complains “positively claustrophobic in terms of screen usage”. In such cases, it is 
unclear whether multiple noun-adjective pairs would be displayed or one noun (e.g., 
“screen”) would be associated with multiple adjectives (e.g., “fantastic” and 
“claustrophobic”). Third, the performance of these systems is limited by the 
imperfections in the underlying natural language processing (NLP) techniques. 
Because of the flaws in NLP (e.g., classifying “impeccable” as a negative sentiment), 
users may find certain summaries mystifying [31]. 

To improve the quality of aspect-based opinion summarization, researchers have 
developed sophisticated NLP techniques for aspect extraction and sentiment analysis 
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(see Section 2.2). However, due to the challenging nature of the problems, even with 
a large amount of domain-specific training data, state-of-the-art NLP techniques can 
only achieve 50% to 85% accuracy for either of these tasks. The imperfections in text 
analytic results often lead to user frustrations and even distrust in the system [31]. 

To address the challenges mentioned above, we have developed a novel interactive 
visual analytic system, OpinionBlocks, to meet two design goals: (1) automated 
creation of an aspect-based, effective visual summary to support users’ real-world 
opinion analysis tasks, and (2) support of user corrections of system text analytic 
errors to improve the system quality over time. On the one hand, meeting the first 
goal motivates users to correct system errors. On the other hand, achieving the second 
goal improves the system quality, which then better aids users in their tasks. 

To achieve the first goal, OpinionBlocks employs advanced NLP technologies to 
automatically create and present users with a fine-grained, aspect-based visual 
summary of opinions. As shown in Figure 1, the created visual summary allows a user 
to gain insights into a collection of reviews at multiple levels: 

1. Frequently mentioned aspects of a product/service, including those explicitly and 
implicitly expressed in the reviews (Figure 1a). 

2. The description of each aspect in a form of key phrases, a set of associated review 
snippets, and the inferred sentiment of each key phrase and snippet (Figure 1b).   

3. The full review containing extracted aspects (Figure 1c). 

To achieve our second design goal, OpinionBlocks allows users to interact with the 
visual summary to amend analytic errors (Figure 2). It then aggregates user 
contributions to update and improve the visual summary for future users. 

To demonstrate the effectiveness of OpinionBlocks in meeting both design goals, 
we conducted two crowdsourced studies on Amazon Mechanical Turk involving 101 
users for the analysis of 18,000 reviews of the Amazon Kindle Fire (2.8 million 
words). Our results show that more than 70% users successfully accomplished non-
trivial opinion analysis tasks using OpinionBlocks. These tasks involve answering 
questions beyond the capability of existing systems, such as “What is the most 
common use of the product?” and “Which aspect received most conflicting reviews?”. 
Furthermore, our studies show that users are not only willing to use our system to 
correct text classification mistakes, their corrections also produce high quality results. 
The participants in our study successfully identified many mistakes and their 
aggregated corrections achieved 89% accuracy.  Incorporating the crowd corrections, 
OpinionBlocks is also able to help users significantly improve their task completion 
time. As a result, OpinionBlocks offers two unique contributions: 

• It supports real-world, opinion analysis tasks beyond that of existing visual 
opinion analysis systems. 

• It leverages the power of the crowd to self-improve the quality of the text analytic 
results and compensate for the limitations in today's NLP technologies. 

In the rest of the paper, we present the details of OpinionBlocks after an overview 
of related work. We then describe our two crowdsourced studies and their results. 
Finally we discuss limitations and implications of our work before concluding. 
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2 Related Work 

Our work is related to four main areas of work across HCI and text analytics. 

2.1 User Interfaces for Understanding Opinion Text 

To better help users extract insights from a large number of online reviews, 
researchers have developed various interactive systems. For example, Faridani et al. 
created Opinion Space, an interactive tool that allows users to visualize and navigate 
collected opinions [9]. Yatani et al. developed Review Spotlight, which presents a 
word-cloud summary of online reviews in noun-adjective pairs [31]. Carenini and 
Rizoli built a multimedia interface that facilitates the comparison of different reviews 
[7]. More recently, Huang et al. presented RevMiner, an interactive system that 
summarizes reviews in noun-adjective pairs to be presented in a compact mobile 
phone interface [13]; and Rohrdantz et al. designed a visualization system that 
supports feature-based sentiment analysis of time-stamped review documents [26]. 
Similar to these efforts, our work aims at creating summaries of online opinions to 
help users in their decision-making processes. However, we go beyond existing 
systems to help users answer more complex analytical questions, such as identifying 
the aspects with the most conflicting reviews. While these systems are limited by the 
NLP techniques they employ, OpinionBlocks also leverages crowd input to 
compensate for its deficiencies in text analysis and improve its quality over time.  

2.2 Opinion Mining and Sentiment Analysis 

To help users digest massive amounts of online reviews, an active research area 
intersecting NLP and machine learning is known as opinion mining. State-of-the-art 
opinion mining technologies automatically extract aspects discussed in the reviews, 
and identify the sentiment expressed toward each aspect. Comprehensive reviews of 
the field can be found in [23, 17, 18], and these works point out limitations with 
aspect-based sentiment analysis: existing techniques are yet to go beyond parsing 
relatively simple sentence structures and modeling sentiment words (often domain 
specific) within sentences. And few can handle implied opinions well. Because of 
these difficulties, even the latest work published in this field can only achieve 
accuracy scores ranging from 50% to 85% for only aspect extraction or sentiment 
analysis alone, depending on the domain and training data [14, 17, 18, 19, 20, 29]. 
Moreover, achieving this level of accuracy often requires large amounts of training 
data (e.g., labeled sentences indicating aspect and sentiment expressions), which is 
often difficult and costly to obtain, especially when covering reviews for a diverse set 
of products [17]. While OpinionBlocks employs state-of-the-art opinion mining 
techniques to create an initial summary of reviews, it supports user interactions to 
rectify the imperfections in machine-generated summaries and improve the summary 
results over time. Furthermore, our implicitly crowd-sourced user inputs become 
valuable training data for the NLP community [28]. 
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2.3 Interactive Machine Learning 

Our work is also related to research efforts in interactive machine learning, where a 
machine learning process is augmented by human intelligence to improve the results. 
For example, Patel et al. presented a development environment that helps developers 
find and fix bugs in machine learning systems [25]. Amershi et al. developed systems 
that can iteratively learn the desired results based on end-user interaction behavior [3, 
4]. Similar to these efforts, our work also aims to improve machine intelligence (i.e., 
text analysis results) through user interaction.  However, while prior work focuses on 
leveraging individual users to improve machine learning, we focus on leveraging the 
wisdom of the crowd to improve analysis of unstructured text, which presents unique 
challenges as described later (e.g., reconciling crowd inputs). 

2.4 Crowd-Powered Systems 

Since OpinionBlocks is designed to leverage the crowd to identify and amend system 
imperfections in text analytics, it is related to an emerging research area on creating 
crowd-powered systems. This new class of software systems combines machine and 
human intelligence to solve problems that are extremely difficult or impossible for 
either approach alone. For example, Soylent guides the crowd on Amazon Mechanical 
Turk to rewrite and shorten text on demand [5]. n.fluent employs both machine 
translation and online crowd to help translate documents1. Carlier et al. combines 
content analysis and crowdsourcing to optimize the selection of video viewports [8]. 
While existing crowd-powered systems explicitly solicit a crowd’s help (e.g., via 
Amazon Mechanical Turk) and use the results to help others, OpinionBlocks 
leverages its own users as the crowd implicitly, and motivates them to perform tasks 
that ultimately benefit both themselves and others (e.g., correctly identifying both 
positives and negatives of a product aspect).  

3 OpinionBlocks 

OpinionBlocks is a web-based system with three key components: a visual interface, a 
text analytic component, and a user feedback integration component. Below we 
describe each of the components, including our design rationales. 

3.1 Interactive Visualization 

The visual interface is designed to support two main user tasks: interacting with the 
generated visual summary and the original reviews, and correcting system errors in 
text analytics.   
 

                                                           
1 https://www.ibm.com/developerworks/mydeveloperworks/ 
 blogs/c7f41400-4eb9-477c-b6fb-042466407259/?lang=en 
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Visual Features to Support User Decision Making 
OpinionBlocks aims at aiding users in their information-driven decision-making 
processes. Based on previous research [31, 13, 15] and our own informal user studies 
(interviews with 10 colleagues who recently made a major purchase), we learned that 
a user’s first step is to gain an overall impression of the important aspects of a product 
from available information. Our visual interface thus consists of two main parts. As 
shown in Figure 1, the left panel displays a visual summary of all the major aspects 
extracted from a set of reviews. The right panel is initially empty but shows relevant 
review snippets as a user interacts with the visual summary on the left. 

A generated visual summary is made up of a set of aspect blocks (Figure 1a). From 
top to bottom, the aspects are ordered by their number of mentions in a review 
collection2. Each aspect block further consists of three parts: (1) the aspect name, (2) a 
text cloud of keywords and phrases describing the aspect, and (3) a set of colored 
squares, each of which represents a review snippet describing the aspect. 
Automatically extracted from a review document (see below), a review snippet 
includes a sentence that expresses opinions toward the aspect. Three colors are used 
to encode the sentiment expressed in a snippet: green (positive), gray (neutral), and 
orange (negative). The words and phrases in the text cloud are extracted from the 
snippets, and are colored based on the aggregated sentiment orientation of the relevant 
snippets. The colored squares are placed in different rows by their sentiment 
orientation, facilitating the comparisons of contrasting sentiments in each aspect (e.g., 
how many positive versus negative comments for the Screen aspect?) and across all 
the aspects (e.g., which aspect received most conflicting reviews?). 

Our design is motivated by previous research and our own study that review 
readers tend to form and adjust their impression of opinions by looking for most 
discussed and most debated aspects, and they tend to verbalize their impression with 
short descriptive phrases [31]. Thus we designed the colored snippet boxes to support 
explicit comparison of comment frequency and polarity of sentiment under different 
aspects. And we help users highlight review snippets by keywords and phrases 
(Figure 2 Left). 

Furthermore, readers often wish to see the concrete evidence behind the extracted 
aspects and sentiment in a summary [16, 26]. OpinionBlocks enables users to “drill-
down” through clicking or hovering on the visual elements, allowing them to see 
snippets associated with blocks, keywords associated with snippets, snippets 
associated with keywords, or even the full context of the original reviews (Figure 2 
Right).  

 
 
 
 

                                                           
2 Unlike existing systems, which count how many reviews contain an aspect, we compute how 

many sentences refer to an aspect. We thus decided not to show the count to avoid potential 
confusion. 
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Fig. 2. Left: Hovering over the keyword “amazing” highlights all snippets containing the word. 
Right: Clicking on the “+” button next to a review snippet brings up the full review. 

Interactive Features to Support User Feedback 
As discussed earlier, one of our main design goals is to leverage the power of the 
crowd to identify and correct system errors, in particular, NLP errors that occurred in 
review analysis and summarization. Yatani et al. [31] suggests that showing the 
contextual text behind the phrases and sentiment classification helps compensate for 
the imperfect analytic results. However, we wish to take a step further and encourage 
the users to identify and correct text analytic errors. By correcting the errors, users not 
only obtain a more accurate visual summary for themselves, but also help future users 
of the system. We have identified four major types of system errors: 

1. Snippet omissions: snippets that contain an opinion but were not extracted.  
2. Erroneous snippet extraction: snippets without meaningful opinions 
3. Erroneous aspect: snippets classified with the wrong aspect 
4. Erroneous sentiment: snippets associated with the wrong sentiment 

OpinionBlocks focuses on leveraging users to fix the last three types of errors, 
since identifying the first type of errors would require the users to be familiar with the 
entire review corpus. To rectify the errors, users can drag the colored square 
representing a misclassified snippet to the correct aspect or sentiment row (Figure 3 
Left), or to somewhere out of the display area entirely if the snippet contains no 
meaningful opinion. Users can also click on an aspect name and change it to 
something more appropriate (Figure 3 Right). 

 

 

Fig. 3. Left: Moving a snippet misclassified as “neutral” to the “negative” row. Right: 
Changing the name of an aspect. 
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3.2 Opinion Mining and Sentiment Analysis 

To generate the information used in our visualization, OpinionBlocks performs a 
four-step process: 1) review snippet extraction, 2) aspect extraction, 3) keyword 
extraction, and 4) sentiment analysis. 

Review Snippet Extraction  
From a collection of reviews of a product, OpinionBlocks extracts a set of review 
snippets that describe various aspects of the product. To extract a review snippet, 
OpinionBlocks first uses the OpenNLP parser [22] to obtain a parse tree for each 
sentence in a review. It then builds subject-verb-object (SVO) triples based on the 
parse tree. For each SVO triple, it checks whether the lemma of the verb matches a 
selective list of verbs (e.g., be, look, appear, etc.) from VerbNet [27], which are often 
associated with various aspects mentioned in a review. If there is a match, 
OpinionBlocks then keeps the subject of a SVO triple as an aspect candidate and the 
sentence containing the SVO triple as a review snippet. For example, given a sentence 
“The display is made of Gorilla Glass, which is highly damage resistant”, the 
extracted SVO triple is: [the display, make, Gorilla Glass]. The sentence itself is a 
review snippet, and the subject “the display” then becomes an aspect candidate.  

Note that we generate aspect candidates by considering only noun phrases that are 
also subjects of a restrictive subset of sentences in the review texts (by requiring their 
verbs to match a limited list). This approach is inherently resistant to noise introduced 
by common contextual information, such as prepositional phrases and discussions 
irrelevant to product aspects (e.g., detailed life experience like “I tried out several 
different magazines”).  

Aspect Extraction  
Aspect extraction is to identify frequent n-grams from aspect candidates. Specifically, 
we first tokenize each aspect candidate and lemmatize its tokens with the Stanford 
Natural Language Processing Package [2]. Next, we extract all possible n-grams of 
size 3 from each candidate (or the candidate itself, if its length is shorter than 3), 
remove any stop word at the beginning or end of the n-grams, and calculate the 
frequency for each unique n-gram. Our preference of longer n-grams (e.g. tri-gram vs. 
bi-gram) is intentional: we observed that longer n-grams are typically more 
informative than shorter ones and thus are better at conveying concrete information to 
users. We then select and use the top-K (K is adjustable in our system) most frequent 
n-grams as a set of extracted aspects to summarize a collection of reviews. 

We conducted several experiments to investigate whether our approach of aspect 
extraction can generate a consistent set of aspects given different sizes of the review 
collections. Here, we used the top-K aspects with the full review collection as the base 
line to investigate the performance of our approach with different sample ratios. Two 
metrics are employed here: Spearman's rank correlation coefficient (rho) [10] and 
coverage rate, where rho measures the correlation of two ranks of top-K aspects, and 
coverage rate measures the fraction of the top-K aspects from the full collection that 
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also occur in the top-K aspects from the subset of the collection. The two metrics 
were computed using twenty sample ratios. We performed ten test runs for each 
sample ratio and averaged the two metrics over the ten runs. 

Figure 4 shows our experiment results. On the left, all reported rho values are over 
0.8, which indicates that the top-K aspects identified with the samples are positively 
correlated to the aspects identified with all reviews (all values are significant). We 
also find that even with a small sample ratio of 0.35, the top-10 aspects have the 
exactly same rank as those identified using the full collection. The performance for 
top-20 and top-30 aspects with our approach is also very promising. For coverage 
rate, with a sample ratio of 0.35, our approach yields very good coverage (> 0.95) for 
top-10 aspects and around 0.8 for top-20 and top-30 aspects. As a result, our aspect 
extraction generates consistent results over different sizes of review collections. 
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Fig. 4. Left: Spearman’s rank correlation coefficient (rho) of top-K aspects with different 
sample ratios. Right: Coverage rate of top-K aspects with different sample ratios. 

Keyword Extraction  
To enrich an aspect-based summary, we also extract keywords from the relevant 
snippets for each aspect. We identify n-grams (unigrams, bigrams and trigrams) of all 
words and their frequencies from a collection of snippets related to an aspect. The n-
grams with high frequency are used as keywords to describe each aspect. Because 
such a keyword relates to both an aspect and a snippet, we also use these keywords to 
index snippets. This way, keywords can be highlighted and easily spotted in a snippet 
when a user examines the snippet associated with an aspect (Figure 1b). 

Sentiment Analysis 
We use a simple lexicon-based approach [12] to infer the sentiment expressed in each 
snippet. This approach uses a public sentiment lexicon of around 6800 English words 
[1] to determine word sentiment orientation (positive or negative). We first tokenize 
and lemmatize a review snippet, and remove all stop words. The polarity of a snippet 
s is decided by its sentiment score S(s), where S(s) = |positive words in s| - |negative 
words in s|. If S(s) > 0, then s is considered positive; if S(s) = 0, then s is neutral; 
otherwise s is negative. If the verb of a SVO-triple contained in a snippet is associated 
with negation (e.g. “is not”), this simple method may not work. In such a case, we set 
the sentiment score of the snippet to 0 (neutral).  
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3.3 User Feedback Integration 

As mentioned earlier, a user can interact with the system-generated visual summary 
and change parts of the summary, e.g., editing the displayed name of an extracted 
aspect and modifying the sentiment orientation of a snippet. When the user makes a 
correction, OpinionBlocks does two things: (1) updates its interface for this user only 
to reflect the user input, and (2) sends the user input to the back-end server and stores 
it in a database. Currently a system administrator decides when to incorporate user 
feedback to update the system interface for all its users.  

To incorporate user feedback, OpinionBlocks first selects qualified user changes 
among all the inputs, and then uses them to update the system. Since users may make 
mistakes, move things around randomly, or even try to game the system, not all user 
feedback can be trusted. Similar to adopting crowd-sourced results [5], 
OpinionBlocks incorporates user feedback only when multiple users report the same 
error and propose the same solution. It checks the number of identical user-
corrections made against a threshold. The threshold is now set by the system 
administrator and may be different for different user groups (e.g., trustworthy user 
population versus the general public). For our user studies with the Kindle Fire 
reviews, we used three as the threshold. That is, if three or more users made the same 
change, the change is then adopted. For example, the review snippet “The touch 
screen has given me no problem so far” was misclassified as negative by 
OpinionBlocks. Six participants in our study moved this snippet to the positive row. 
Thus, OpinionBlocks later marked it as positive.  

In practice, user-submitted corrections likely contain conflicts. A very common 
conflict happens when multiple users identify the same error, but recommend 
different solutions. For example, the review snippet “However, hardware volume 
control, bilateral speakers, and a more thoughtfully placed power button would have 
earned the Fire 5 stars from me” was classified as positive by OpinionBlocks. While 
four participants changed it to neutral, other three moved it to negative. In such cases, 
OpinionBlocks currently takes the solution by the largest number of “votes", 
assuming that the number of “votes” passes the threshold described above. 
Consequently, the sentiment of this review snippet was changed to “neutral”. Note 
that we do not require a “majority rule" here.  Our rationale is that when an error is 
identified by many, it is better to correct it than to leave it in the system, even when 
there is no consensus on the solution. Adopting the most suggested solution that 
passes the threshold seems sensible.  

4 User Studies 

To validate the effectiveness of OpinionBlocks in meeting our two design goals 
mentioned in the introduction, we conducted user studies to answer two sets of 
questions: 
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1. How well does OpinionBlocks support real-world, opinion analysis tasks? 
a) How well can users find important aspects mentioned in the reviews along 

with their associated sentiment? 
b) How well can users find evidence behind reviewers' opinions? 
c) How well can users get to the detailed facts and discussions as needed? 

2. How practical is it for OpinionBlocks to leverage the crowd to improve its quality? 
a) How accurately can users make amendments to correct system errors? 
b) How willing are users to make such contributions? 
c) How well do the amendments improve the system to benefit new users? 

4.1 Study Design 

To answer the questions mentioned above, we designed two identical studies and 
conducted them in sequence under two different experimental conditions. Both 
studies were used to answer the first set of questions and questions 2 (a-b) by steering 
the participants to identify and correct system analytic errors. In Study 2, however, 
the user corrections submitted in the first study were incorporated to answer question 
2(c). We compared the user performance between the two studies to assess any 
improvements (e.g., task time) due to user corrections made in the first study. We 
used disjoint sets of subjects between the two studies, i.e., a between-subject 
experiment design, to avoid any learning effect. 

Participants 
Since OpinionBlocks is designed to help end users, we conducted both studies by 
recruiting participants from Amazon Mechanical Turk (called turkers from now on). 
After a pilot, we recruited 50 turkers for each study. Turker qualifications included 
being located in the United States, having done at least 50 approved Human 
Intelligence Tasks (HITS) on the site, and having over 98% approval rating for all 
HITS. Each approved task completion was paid $2.59 US dollars. Measures were 
taken to ensure that one turker could do the task only once. 

Data Set 
We used Kindle Fire reviews from Amazon.com as our primary data source. We 
selected this data set for two reasons: First, it is a large data set that can be used to 
assess user performance in real-world tasks. Second, it is in a domain that may appeal 
to a general audience. At the time when we conducted the studies, there were over 
18,000 reviews on Kindle Fire, with more reviews added daily, indicating people's 
strong interest in the product. Overall, OpinionBlocks extracted 3034 aspects and 
48,000 review snippets from the 18,000 reviews. 

Tasks and Measures 
Each turker was first directed to an online survey that contained a set of instructions 
and questions about the tasks. The survey started with a scenario: “Suppose you want 
to buy a tablet. You have just heard about Kindle Fire. You'd like to learn more about 
it so you can make an informed decision.” The turker was then given a brief tutorial in 
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a sequence of annotated screen shots of OpinionBlocks, explaining each interface 
element and function. 

After the tutorial, the turker was given a link to launch the live OpinionBlocks tool 
in a separate browser window/tab. After OpinionBlocks was launched, the turker was 
then instructed to go to the next page of the survey to answer questions using the tool. 
There were a total of 27 questions in each survey, including fact-finding questions 
about the product (e.g., “Which aspect of the product received the most conflicting 
reviews”) and questions about the tool (e.g., “How would you rate your experience 
using our tool to explore the reviews”). A timer was started when the page of  
the survey containing the fact-finding tasks was loaded. The timer stopped if all the 
questions on the page were answered and the page was turned to the next one. The 
timed duration was used as a measure of completion time for fact-finding tasks. 

4.2 Results 

We received 50 completed surveys for our first study and 51 for the second one. After 
reviewing each response, we approved all of them. On average, each turker spent 35.5 
minutes on our survey.  

1(a) How Well Can Users Identify Important Aspects/Sentiments?  
Suppose that users are potential customers in the market for a tablet. We designed two 
related questions to investigate this aspect. First, we asked them a yes/no question on 
whether they could make an informed decision on the tablet based on their use of 
OpinionBlocks. This question was to assess the users' overall confidence in their 
comprehension of important factors and their associated sentiment to influence their 
buying decisions. 81 out of the 101 turkers confirmed that the information is 
sufficient for them to make a decision on the product. One user also provided the 
rationale for his "Yes" answer: "there are more green bars than orange". 

The second question asked the turkers to find the important aspects of the product. 
This question was to examine whether a user's understanding of the aspects was 
consistent with what the system provided. To do so, we counted the number of times 
that the users' responses contained at least one of the top-three aspects identified by 
the system: "screen", "app", and "book". 76 out of the 101 turkers' produced correct 
answers, indicating user-identified main aspects were consistent with that of the 
system.   

In addition to these two questions, we also used a set of questions such as "Which 
aspect has received the most conflicting reviews?" to assess how well users can use 
OpinonBlocks to identify aspects with distinct characters (e.g., most positive, 
negative, and controversial). For these questions, for example, 66% of turkers in 
Study 1 successfully identified "screen" as the aspect that received most conflicting 
reviews, while 72% turkers did so in Study 2. Moreover, the turkers were able to cite 
both positive and negative sentiments to substantiate their findings (see more below). 
Considering that there were 3034 aspects extracted from 18,000 reviews, 
OpinionBlocks demonstrated its effectiveness in helping users identify salient aspects 
of the product. 
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1(b) How Well Can People Find Evidence to Substantiate an Opinion? 
We designed three questions to ask the turkers about various review details (e.g., 
"What products are the main competitors of the Kindle Fire?"). For all of these fact-
finding questions, users were required to excerpt one or two sentences from the 
reviews to support their answers. Two coders independently read all turkers' 
responses (3x101=303 responses from two studies) and marked the responses (Yes or 
No) based on whether the cited sentences correctly supported the answer. 
Krippendorff's alpha was computed to measure the inter-coder reliability, where alpha 
= 0.70, suggesting a good level of consistency between the two coders. We then 
computed the percentage of turkers that correctly found evidence to back up their 
answers (0.5 was used when the two coders diverged). Out of 303 responses, 274 
were correct (90.4%). Clearly, OpinionBlocks was able to help users find specific 
evidence for opinions. 

1(c) How Well Can People Get to Important Details? 
As described above, we learned that users were able to cite relevant evidence to back 
their answers. However, we also wanted to measure how accurate their answers were. 
To do so, two coders independently read each answer to judge whether it was 
consistent with the answers suggested by the original data. The inter-coder reliability 
was measured at alpha = 0.82. The percentage of turkers that gave the correct answer 
was 95.2%, indicating that the majority of users were able to use OpinionBlocks to 
find desired details of the product when needed. 

2(a) How Accurately Can People Make Amendments? 
During the studies, each turker was asked to identify and correct at least ten text 
analytic errors in OpinionBlocks. Each turker was randomly assigned five aspects 
displayed in the visual summary to perform this task. From Study 1, we collected a 
total of 659 user-made changes. Many of the changes were made by multiple 
participants. After removing the duplicates, we obtained 378 distinct amendments. 
Among them, 47 corrected misclassification of snippets by aspect; 347 corrected 
misclassification of snippets by sentiment; and 16 corrected both at the same time. 
After applying our rules for integrating user feedback, 49 unique amendments were 
incorporated into OpinionBlocks for Study 2. 

Two coders examined the 378 unique changes and coded each of them to assess the 
correctness of the changes. Due to the inherent semantic ambiguities in interpreting 
the snippets, the initial independent codings had relatively low inter-coder reliability 
with alpha=0.36 for both aspect and sentiment placement. This low agreement in 
perception of aspect-based sentiment is also observed by Brody et al. [6]. Meetings 
were held between the coders to discuss a more consistent way of coding the results. 
They identified two common cases of ambiguity and built a set of coding rules: (a) the 
interpretation of sentiment orientation should be anchored around the aspect first then 
the product. For example, one snippet stated “after using the fire for a few weeks now, 
my ipad is gathering dust.” If this snippet is under aspect “iPad”, then it should be 
classified as negative, but if under “tablet”, it then should be positive; (b) if a change 
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makes sense or does not make it wrong, count it as correct. For example, the snippet 
“Software Controls – I can see why the lack of external buttons would annoy some but 
for me it is not a problem” can be interpreted as positive or neutral. 

After applying these coding rules, we achieved good inter-coder reliability, 0.91 
for aspect and 0.97 for sentiment respectively. The averages of the two coder's ratings 
were used in the accuracy calculation. For aspect placement, 22 of the 47 changes 
were coded as correct (46.8%); while 247 of the 347 sentiment changes were accurate 
(71.2%). These results suggest that people are more capable of fixing sentiment errors 
than aspect errors. Since the accuracy rates were not as high as we had hoped, we 
computed the accuracy rate for the 49 changes incorporated by OpinionBlocks, and 
found that these changes achieved an accuracy of 88.8%. This demonstrates the 
effectiveness of our user feedback integration rules (section 3.3), and suggests that 
OpinionBlocks can be improved by crowd-sourced input over the use of state-of-the-
art machine learning techniques alone.  

2(b) How Willing Are Users to Make Amendments? 
We explicitly asked turkers about their willingness to make changes while using the 
system. From their answers, most users (95%) are willing to contribute.  

We also asked the turkers to explain their main reasons for their answers. The 
reasons given by people who were willing to contribute fell into several categories:  

About 50% of the turkers said that they would like to help improve the quality of 
the tool for its better use. For example, one said, "I'd be willing to spare a few seconds 
to improve a tool that I would gladly use." Another commented: "Those features are 
key to the tool's use" and "it can make the tool more useful and correct".  

About 15% cited the community and social benefits. The reasons include "I 
thought this was a useful feature that made the tool more of a community-use tool 
rather than just an individual-use tool.”; and "I think it will go a long way in making 
users of this app feel like they're contributing in some way. It may even become a 
draw of sorts for the app.”  

About another 15% felt simply that it was fun and cool to correct things. They 
mentioned "It's fun!", "It was interesting to correct the errors, because I found myself 
trying to figure out why each incorrect snippet had been improperly categorized.”; 
"It's cool that you can edit things.”; "I like organizing things. Especially when mis-
rated reviews stick out like a sore thumb.”  

The majority of people who expressed their unwillingness to contribute (5% of 
participants) voiced their main concerns about the potential abuse of the system: "If 
this was used by multiple people, it would end up being very abused."; "My only 
concern here is people messing with the system to improve reviews of their own 
products or make competitors look bad."; and "it's handy but should be checked by 
someone". 

 Other unwilling participants just did not want to bother, or wanted to get paid: 
"I'm not really interested in correcting mistakes."; and "I can't see doing it out of the 
kindness of my heart. If it were on Mechanical Turk I could see doing it for a small 
amount of money." 
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Overall our results suggest that it is feasible to leverage the power of the crowd to 
help improve the system. 

2(c) How Much Have User-Amendments Made the System Better? 
As discussed earlier, the turkers made many changes, of which 49 most common ones 
were integrated by OpinionBlocks. The incorporated amendments achieved an 
accuracy of 89%, thus improving the quality of the visual summary.  

To measure the impact of integrating the user edits from Study 1 on user tasks, we 
compared user performance in both studies. To do so, we performed statistical tests 
using the sequence number of the studies as the independent variable, and all the 
performance measures taken in the studies as the dependent variables. We found that 
the turkers' time for completing fact-finding tasks in Study 2 (M=768.1, SD=338.5) 
was significantly lower than that of Study 1 (M 916.6 seconds, SD =370.2), t98=2.10, 
p=0.04. Turkers in two studies performed equally well in term of finding correct facts 
about the products and relevant evidences.  In addition, turkers were equally satisfied 
with our system in both studies. On a 5-point Likert scale, both obtained a median 4 
satisfaction ratings, with 5 being "very satisfied".  

Overall, our results showed that it is practical to improve the system by leveraging 
the crowd to correct system errors, and the resulting improved system lets users 
perform tasks equally well, but significantly faster. One plausible reason for the 
improved task completion speed is that in the improved system, there is less 
misplaced unhelpful information, so users do not need to waste time reading.  

5 Discussion 

Based on our study results, we discuss the limitations and implications of our work. 

5.1 Limitations in Text Analytics 

OpinionBlocks has adopted several text mining approaches to analyze opinion text 
and glean useful insights. It also leverages the power of the crowd to help compensate 
for system mistakes and improve the overall analysis quality. Nonetheless, due to 
inherent difficulties in text mining, our current approach presents several limitations. 

One difficulty is to decide which review snippets to include and how “big” each 
snippet should be. Currently, OpinionBlocks includes only text snippets following the 
sentence structure described in Section 3.2. This means it may miss out many useful 
sentences that do not conform to such a structure. Currently, each snippet contains 
only one sentence. This might be undesirable in situations where multiple adjacent 
sentences are used to express an opinion.  The challenge is to balance the accuracy 
and recall when extracting review snippets, as well as balance the size of a snippet to 
provide sufficient information without overburdening the text analytic engine or the 
reader. To make the problem more difficult, striking such a balance may depend on 
factors particular to the data sets. 



OpinionBlocks: A Crowd-Powered, Self-improving Interactive Visual Analytic System 131 

Another difficulty we have encountered is to determine which aspects to extract. 
Currently we extract aspects directly out of subject noun phrases, thus covering 
multiple categories. Besides aspects, such as “screen” and “app”, which describe the 
Kindle Fire, we also extracted “iPad” which is a major competitor of the Kindle Fire. 
Other extracted aspects, such as “wife”, “husband”, and “kid”, describe possible user 
groups of the Kindle Fire, and the aspect “problem” falls in a generic category 
applicable to any product. Depending on users and use cases, some might want to see 
only the aspects pertinent to the product, while others may want to learn more about 
the aspects of competing products (e.g., aspects of iPad in the context of Kindle). 
More work is needed to make aspect extraction more meaningful and extensible. 

5.2 Common Ground versus Personalization  

In the User Studies section, we show that opinions are often ambiguous and that 
different people may interpret them very differently. Building a “ground-truth” of 
opinion summary is non-trivial and is unlikely to satisfy every user. Allowing a 
certain degree of personalization may be desirable in support of individual users’ 
decision making. Currently, OpinionBlocks allows each user to make amendments 
that affect only that user’s private session. These changes are propagated more widely 
when the system administrator decides to do so, and only high-quality changes 
suggested by many users are adopted. Thus, the standard version of OpinionBlocks 
that every user starts with is quality controlled, even though users may make 
amendments to their own private sessions. Complications may arise when merging 
divergent sets of amendments from many users. This will certainly make a good 
future research topic.  

5.3 Potential System Abuse 

A few participants of our user studies expressed their concerns over potential abuse of 
a system like OpinionBlocks, including trolling or businesses manipulating the 
information for their own commercial gains through user amendments of opinion 
summaries. Currently, OpinionBlocks gives the system administrator a great deal of 
control over which amendments can be integrated into the system. The system 
administrator can decide to tighten or loosen the threshold for integration or filter out 
changes from certain users. While further research is required to figure out how to 
best monitor and moderate user behavior, one approach is to the leverage the crowd 
themselves. As shown in our user studies, the accuracy of aggregated user 
amendments is much higher than that of individual changes. This means aggregation 
of crowd input may help prevent or reduce malicious behavior. Currently our 
aggregation rules are very simple, future research is needed to develop more 
sophisticated rules, e.g., incorporating information such as the degree of difficulty of 
text analytic tasks and user reputation.  
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5.4 Fostering Healthy Online Review Communities 

Our work bears a major implication on the research in online communities. Gilbert 
and Karahalios [11] pointed out two problems of current review sites: (1) large 
numbers of reviews are never read and in essence wasted; and (2) “pro” reviewers 
dominate the community and it's hard to hear the voice of “amateur” reviewers. They 
call on system designers to nudge community members toward community-wide 
goals. OpinionBlocks helps address both problems: It summarizes the reviews and 
helps users understand large collections of reviews.  It also fosters a democratic 
environment for others to contribute. In short, we have taken the first step to create a 
platform to foster a healthier online community where users can potentially help the 
system and help one another.  

5.5 Value to Text Analytics Research 

It is also worth noting that our approach of marrying machine and human intelligence 
to text analytics produces invaluable assets for text analytics research. First, crowd 
feedback can be used as an indicator to identify “high-value” areas for users. As 
shown by our study results, users mostly made corrections to the sentiment 
classification but only a few on the aspect classification. This suggests that users may 
be more sensitive to certain types of errors than others. Moreover, user-submitted 
corrections can be used as a training corpus to help tune analytic algorithms. 

6 Conclusion 

We have presented OpinionBlocks, a novel visual analytic system that aids users to 
analyze large sets of opinion text. It is uniquely designed to combine state-of-art NLP 
technologies with crowdsourcing to aid users in their real-world opinion analysis 
tasks. It employs multiple NLP technologies to automatically generate a fine-grained, 
aspect-based visual summary of opinions. As demonstrated by our user studies 
involving 101 users on Amazon Mechanical Turk, the majority of participants not 
only were able to use OpinionBlocks to complete real-world opinion analysis tasks, 
but they also exhibited a surprisingly high degree of altruism and concerns for the 
well-being of online review communities. As users gain value from the system, they 
become willing contributors to help correct system analytic errors and improve the 
system. Moreover, the crowd-assisted system enhancement significantly improved 
task completion time. Based on these findings, combining visual analytics with 
crowd-sourced correction is thus shown both feasible and effective.  
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Abstract. We present PolemicTweet a system with an encompassing, 
economic, and engaging approach to video tagging and analysis. Annotating 
and tagging videos manually is a boring and time-consuming process. Yet, in 
the last couple of years the audiences of events—such as academic 
conferences—have begun to produce unexploited metadata in the form of 
micropost activities. With PolemicTweet we explore the use of tagged 
microposts for both video annotation and browsing aid. PolemicTweet is a 
system 1) to crowd source conference video tagging with structured sentiment 
metadata, 2) to engage audiences in a tagging process, and 3) to visualize these 
annotations for browsing and analyzing a video.  We describe the the system 
and its components as well as the results from a one-year live deployment in 27 
different events.  

Keywords: Backchannel, Video annotation, Crowdsourcing, Video analysis, 
Live tagging. 

1 Introduction 

We present a web-based structured video tagging, browsing, and analysis system 
called PolemicTweet as well as the results from a long-term evaluation of the system 
under live deployment. The system is unique in that it supports a wide variety of 
related activities ranging from video tagging to analysis and provides its different 
components to a variety of benefits for different kinds of audiences.  

PolemicTweet (PT) was developed in response to the need for effortless but rich 
video tagging for event recordings and their subsequent browsing and analysis. A 
number of organizations in the world, including ours, regularly organize mid-sized 
conference-style events, with audiences of 25-300 attendees.  Many of these events 
are recorded using videos for archival purposes or for sharing on the web. For 
example, a rapidly growing global audience regularly follows the TED-events series 
[1]. However, with current online video players it is difficult to get additional 
information on a recorded video. Video meta-data does not generally give good 
information scent about the events unfolding during the course of a video, such as the  
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Fig. 1. The three stages of PolemicTweet: 1) printed information on connection & tags, 2) the 
live Twitter client & structured annotations, 3) video player showing tweet annotations 

topic(s) covered, controversies that may have arisen, or reactions of the audience to a 
speaker shown in the video. This is because videos are complex to summarize, 
analyze, search and browse. Yet, we argue that providing additional information scent 
is highly valuable to external viewers. We thus, designed PT to capture structured 
annotations in a cost-effective manner and provide this information for perusal.  The 
captured meta-data is meant to help both casual browsing and analysis of video 
content. PT also provides visual summarization of annotations captured during live 
events and includes additional features for search and browsing. 

We specifically contribute a web-based solution to video annotation and analysis 
that is easy to deploy and use. It is engaging in that the annotation phase offers 
benefits to participants beyond their involvement in a tagging activity. PT is a well-
rounded system of integrated components and has been evaluated in a long-term study 
involving the capture and annotation of video from 27 different events over one year. 

 

 

Fig. 2. The Microsoft conference room in Paris where PolemicTweet was deployed; the use of 
laptops or other wifi-capable devices was prevalent and ensured active participation 

2 Motivation 

Our design of PT was motivated by the proliferation of microblogging activities at 
live events associated with our organization: the Institut de Recherche et d’Innovation 
(IRI) du Centre Pompidou. IRI is a research association focusing on the study of 
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cultural practices enabled by digital technologies. A part of IRI's activities is to 
organize seminars on subjects such as philosophy, design, and digital cultures. A 
typical seminar is video recorded. A formal procedure of human annotation and 
tagging on the video footage was used to follow the event in order to make the videos 
more searchable and comprehensible. This video annotation task was generally 
assigned to interns (often archivist students) using a custom software called “Ligne de 
temps”. This process had two major disadvantages: without having attended the event 
the job was tedious and time-consuming for the student and costly for the 
organization. 

After this internal annotation process, the video recordings were published online 
on a web platform displaying the same annotation interface as “Ligne de temps”. In 
addition to the first set of annotations, the attendees of the event were allowed to add 
further annotations. However, the participation remained low: the interface for 
annotation was complex and did not entice the public participation we had wished for. 
From these past experiences, we wanted to redesign this process with new tools that 
took advantage of the micropost data produced by the audiences of our events. The 
resulting system, PolemicTweet, was, thus, motivated by three goals: 

1. Engage the audience to tweet for crowdsourced video annotation and tagging, 
2. Provide a visual backchannel to incite people to tag their tweets with predefined 

tags and thus provide structured annotations, 
3. Provide easily accessible tools in an encompassing system that span the whole 

process of annotation to video analysis. 

In order to reduce the complexity of the annotation process we decided to make it 
more engaging and to open the process to a wider audience. As indicated in Goal 1 
above, we opted for a crowdsourced solution. Crowdsourcing was a promising 
solution since the behavior of participants in live events has evolved due to two 
digital enablers: microblogging and portable devices. The speaker nowadays is no 
longer the only information channel during an event, a second information channel 
(backchannel) is now regularly used: the audience's tweets. This information channel 
is the data source we wanted to leverage for video annotation and analysis in our tool 
PT. 

3 Related Work 

To remember, analyze or study an event, video recordings and/or audio tapes are 
frequently used [2]. For this reason the study and design of video analysis software is 
a popular topic in information retrieval [3], computer human interaction [4–7], 
computer supported collaborative work [8–10], and visual analytics [11–14]. In this 
section, we discuss efforts most closely related to our goals and solutions in regards to 
our video analysis interface, backchannels for live-events, crowdsourced media 
annotation and tweet sentiment analysis. 
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3.1 Crowdsourcing Media Annotation and Motivation 

Social network activities such as tweeting can be used for crowdsourcing activities. 
Shamma and Diakopoulos [15] showed that the social structure and the conversational 
content of tweets can provide insight into a media event's structure and semantic 
content: quantitatively through activity peaks and qualitatively through keyword 
mining.  Diakoloulos et al. [16], after having collected tweets during the U.S. State of 
the Union presidential address in 2010, used them to annotate a video of the event.  
Based on this assessment and our own experience observing twitter use during 
conferences, we decided for PT to use Twitter for crowdsourcing video tagging. 

Yet, despite the benefits of crowdsourcing for annotation, there are disadvantages 
to consider. Bernstein et al. [17] named the time-consuming nature of crowdsourcing 
(due to the recruitment of the crowd and the time to achieve a task). To avoid this 
problem, the authors designed a recruitment strategy and a retainer model (paying 
workers to wait and respond quickly when asked). Another identified problem is the 
motivation of workers. Wu et al. [18] encountered this problem in their video 
summarization technique via paid crowd workers and expressed the need to further 
investigate incentive mechanisms. This is one of the issues we addressed in PT. 

A large number of pitfalls have also been identified on crowdsourcing task quality 
[19, 20]. Workers are often untrained and lack task context, particularly in specific 
domains such as science or the humanities. In PT, however, we do not use a crowd-
sourcing platform but a casual social network (Twitter) to achieve the task through a 
community of interest. This way we can expect annotators who are engaged and 
aware of the context and do not require specific training. 

3.2 Backchannels for Live-Events 

A digital backchannel can be understood as a thread of information that accompanies 
a live event. For more than ten years now, digital backchannels, have become a 
growing research area, in human computer interaction [21–23], computer supported 
collaborative work [21, 24, 25] and visual analytics [26, 27]. Backchannels have been 
studied and used in several contexts like conferences [21, 23], classrooms [28], and 
meetings [22]. A taxonomy of different backchannels was presented by Cogdill et al. 
[25]. The researchers present five types of backchannels: process-oriented, content-
oriented, participation-enabling, tangential and independent backchannels. In PT we 
use a process-oriented public backchannel, to achieve a live tagging task.  A digital 
backchannel such as ours is useful to provide awareness [28] to local and remote 
participants [22] of questions, comments [23], shared work, and references[29], and 
can encourage real-world discussions [22]. McCarthy et al. [21] studied backchannels 
in a use case scenario similar to ours. They studied digital backchannels in academic 
conferences using IRC and relate different types of use and problems, like the cost to 
spread the information for a backchannel connection. McNely [24] suggests that the 
problem has been partially solved by the increased availability of micropost web 
services like Twitter, their simplicity of use, and the large adoption rate. Sopan et al. 
[30] showed that a micropost backchannel during a conference, like in our case, 
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permits to connect local and distant participants. In another academic context, Harry 
et al. [23] implemented and described the use of a backchannel to leverage 
participation in an auditorium to allow for the audience to vote on questions and give 
feedback.  In PT we also use an explicit backchannel to crowdsource the process of a 
real-time distributed user task but—in contrast to the previous work—we use it to 
produce a document that summarizes this activity as an annotated videotape.  

With the prevalence of social networks, portable devices, and wireless network 
connections, backchannels are no more an emerging social phenomenon but a real 
trend. When this increased use of social network and portable device meets large-
scale events like the Olympics, the Arab spring, or national elections, visual analytic 
techniques can help to summarize and understand what has happened during the 
event. Dörk et al. [26], for example, introduced the visual backchannel, a timeline-
based visualization that presents an overview of an event through social stream 
aggregation.  Marcus et al. [27] presented an algorithm for event detection in a 
streams to produce annotation on a timeline-based visualization of the social activity 
surrounding an event. Diakopoulos et al.[16], synchronized a recorded TV show with 
related tweets and provided two timelines, one for sentiment analysis over time, the 
other for volume of tweets. 

Similar to these three previous systems ([7, 26, 27]) PT provides a summary 
visualization for video-recorded events but builds on this idea by using its 
backchannel as a specific crowdsourcing tool for tagged annotation.  

3.3 Tweet Content Analysis 

Transcripts, tweets, and other temporal data streams are often used to annotate video. 
In the case of temporal data composed of text, it is common to use named-entity 
recognition, sentiment analysis, and natural language processing to recognize and tag 
events of interest. When we started developing PT, sentiment classification methods 
on tweets were not as effective as on classical natural language corpora due to the 
limited length of tweets and the common use of shortened and non-standard English 
words [31]. Now, the combination of different techniques from machine learning 
[29], semantic rule based approaches [32], and graph-based optimization [33], have 
improved sentiment classification of tweets significantly, and can achieve 85.6% 
accuracy [32]. In this last work, the authors considered three types of sentiments: 
negative, positive, and neutral. The reported accuracy rate was achieved on an English 
tweet corpus of the most popular queries on Twitter (Obama, Google, iPad, Lakers, 
Lady Gaga), and on a clearly targeted subject. We did not take advantage of this 
approach as it only works for English tweets, it is complex to set up, and has only 
been tested on a topic-limited tweet corpus.  Instead, for PT [34], we needed to find a 
solution that would work in multiple and mixed languages, was simple to deploy, and 
would work on a variety of specialized corpora like philosophy, aesthetics, or design.  

Diakopoulos and Shamma [15] used another approach for sentiment classification: 
they used Amazon Mechanical Turk to perform hand-annotated sentiment 
classification on tweets. Turkers were compensated $0.05 per ten tweets analyzed. 
Turkers were asked to tag four types of sentiments: negative, positive, mixed, and 



140 S. Huron, P. Isenberg, and J.D. Fekete 

“other.” The corpus of tweets was in English and about politics. Others [16] described 
the use of machine-learning algorithms to perform the same analysis with lower 
accuracy and cost but higher speed. Crowdsourcing sentiment classification on tweets 
with its higher success rate and relatively low overall cost is more and more common. 
For instance, it is one of the products of CrowdFlower [35] a well-known 
crowdsourcing platform. However, this approach cannot be used to tag tweets in real-
time. 

Whether or not to use crowdsourcing as a tool depends on one’s annotation goal 
[36] since there is a speed vs. quality tradeoff to consider.  For PT, we wanted to have 
the best of both worlds: classify tweets with a low cost (both in computer processing 
and in money) and a high precision rate, even if the recall rate depended on the 
adoption of our tool. We also wanted to have this classification in real time. 

3.4 Video Analysis Support 

Mackay's EVA [5], was one of the earliest systems on video annotation, tagging, and 
analysis. Mackay synchronized records of metadata with her video records, such as 
the movements of a mouse on a screen. Nowadays recorded metadata is often taken 
from real-time web social services like chat or microblogging.  PT relates to this trend 
but asks Twitter users to tag their own tweets for structured annotation.  

Another solution to aid in the process of video analysis has been to support 
multiple analysts in parallel. Cockburn and Dale [8], for example, designed and 
developed CEVA a synchronous collaborative video annotation system that focuses 
on supporting parallel analysis. Parallel analysis is based on the idea that multiple 
video analysts (five in their prototype) share their analyses in real-time for 
distributing the workload. The authors argue that this synchronicity property offers 
two potential benefits: 1) synergy of group participation and 2) distributing the 
analysis workload. We were particularly interested in supporting the synchronicity 
property for the PT tagging phases to similarly take advantage of the synergy of the 
audience during event recording. The Videolyzer tool [7] also includes an 
asynchronous formal semantic tagging tool to increase information quality by 
allowing users to collaboratively organize their comments on the video. Their tool 
differs from ours in that we did not want to rely on a complex tagging interface to 
more easily spur user tagging in real-time during the event. Nevertheless, Videolyzer 
inspired the social use case scenario of PT. 

4 System Design 

PT is made of four interconnected components: 1) the definition of four tags to 
annotate tweets and the backchannel interface to read and write tagged tweets during 
the conference event, 2) a social protocol to set up and run an event live, and 3) a web 
video player synchronized to a tweet visualization to navigate and replay conference 
video recordings, 4) a website to provide a fluid browsing between all PT 
components. We describe the components in that order.  
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4.1 Backchannel to Crowd Source Tag Annotation  

To provide an enriched visualization of video annotations we wanted to collect tweets 
structured by specific annotation tags. We chose to provide a limited number of tags 
with a simple syntax and a specific color code (in brackets): agreement with the 
speaker (++,), disagreement with the speaker (--,), questions raised by or proposed 
to the speaker (??,), and references (==,), e.g. quotes or URLs to related content. 
Our choice of tags was informed by observation of the types of tweets typically used 
in the conference-style events that we target with PT. For choosing our set of tags, we 
had to balance expressive power and simplicity. To provide a memorable set of tags, 
we decided to use the simplest possible tagging format. At the same time, our 
interface needed to provide enough incentive for using the tags. The design rationales 
for choosing the tag syntax were: 

• Simplicity of use and memorability: to facilitate its use and adoption; 
• Brevity: to cope with the 140 character limitation of Twitter and for fast typing; 
• Client and language neutrality: to be usable from any twitter client with any kind 

of text input method, usable in any language; 
• Ease of parsing: for automatic processing tools; 
• Expressiveness and univocality: to allow clear statement of intent and for machines 

to interpret it unambiguously. 
 

 

Fig. 3. The PolemicTweet backchannel interface 

The four tags were introduced to the audience before the start of an event. Fig. 3 
shows the real-time backchannel interface we designed to allow an audience to 
monitor the tagged tweet activity in real time. It consists of six different components 
(Fig. 3): A) an enhanced Twitter client with a text field, four buttons to easily add tags 
to tweets, and a send button, B) a list of tweets relative to the scrollbar’s focus, B’) a 
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vertical bar chart showing tweet activity over time, colored blocks represent tweets 
containing a tag using the tag’s representative color, C) a video player showing the 
live video stream, D) abstract and program of the event, E) dynamic tag-cloud extract 
from the tweets in focus, color-coded according to the polemic tag colors. 

For organizers, setting-up this interface is easily done in two steps on the PT web 
server: 1) cloning the folder containing the default interface, and 2) changing the 
settings file to specify event title, hash tag, timestamp of the beginning, expected 
duration, and abstract.  

4.2 Engaging the Crowd: Social Protocol for Synchronous Annotation 

One very unique feature of PT is a social protocol we developed in order to help event 
organizers make best use of PT. The main goal of our protocol is to inform the 
audience about the capture and future use of their tweets and to introduce the four 
specific tags. The protocol suggested event organizers to follow three phases: 
Before the talk: Instructing the crowd. We designed a “connection package” to inform 
the audience. It consists of a flyer (Fig. 1) given to attendees during the registration 
process, containing information about the network access policy, the PT tags, the 
website URL, and the Twitter hashtag for the event. Additionally, we asked 
organizers to make an announcement prior to the conference. 

During the talk: Crowd source sentiment analysis and video annotation. Attendees 
send tweets with the PT tags, a program records all the tweets relative to the twitter 
event’s hashtag.  The visual backchannel website is set up to provide real-time visual 
feedback of tweets and to give an incentive for participation and easy access to people 
who do not use Twitter (Fig. 5).  Organizers can also make use of this interface to get 
informed about questions to ask at the end of a talk.  

After the talk: Publishing. Organizers synchronize the recorded data with the 
timestamp of the video streaming server and the tweets’ timestamps.  Then they 
publish the video on the web (copying and modifying a configuration file) with the 
MetadataPlayer, that we discuss in the next section. 

Synchronization of the video and tweets could be complex due to the lack of 
reliable video timestamp. In the case of Diakopoulos and Shamma [15], 
synchronization was simple because the video was provided by an official TV 
channel and had a well-known timestamp. In the academic context, an event can be 
recorded by different means and not be broadcasted live. Most of the time—if a video 
is not streamed—the video timestamp depends on settings on the recording hardware 
and is, thus, not reliable. We, thus, deploy several strategies for synchronizing video 
recording and tweet activity: we video-record a clock before the event, have a special 
tweet at the beginning of the event, and re-synchronizes it with a custom script. Of 
course for resynchronization of tweets to a videotape it is important to use the 
originally captured video footage and not an already cut and edited version.  

4.3 Video Analysis Web Video Player 

The PT video player (Fig. 4) is designed to play a conference video while showing the 
tagged and untagged tweets sent with the conference hashtag during the time of video 
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recording.  Our design goal was: 1) to provide a visualization that gives an overview 
of the tags and activity spikes, 2) to design a compact player that can be easily 
embedded, just like the YouTube player, and 3) to augment the player's video 
navigation techniques to get more benefit from the annotations. 

We designed all the time-related components as graphical horizontal projections on 
the time axis.  All components have the same width and horizontal scale to allow for a 
vertical alignment between them.  

 

Fig. 4. Each component of the MetadataPlayer used in PT 

Navigation on the video is performed using the standard video player components 
and controls: a controller line with the buttons to play, pause, change the audio level, 
and a seek bar.  Two novel components show context and allow for contextualized 
interactions. The segment line allows quick access to chapters of the video—such as 
topics of a presentation or name of presenters for a panel. The data for this line can be 
manually or automatically extracted from the video. The polemic line visualizes the 
tweet activity during the event, positioned on the time axis; it provides contextual 
feedback on the tweet activity, a direct access to video segments highlighted by 
tweets, and direct access to the tweet contents through hovering. The polemic line has 
the following characteristics:  

• Polemic line visualization: The visualization is a bar chart composed of colored 
tweet squares. Each square represents a tweet colored according to the tweet's tag 
or gray if the tweet does not contain any tag.  The square has a fixed size of 5 



144 S. Huron, P. Isenberg, and J.D. Fekete 

pixels to facilitate its selection without taking too much screen real-estate. 
Depending on the length of the video, each 5px slot represents a certain time range.  
At each time-slot the recorded tweet squares are sorted top-to-bottom by type 
(green, red, blue, yellow, and gray) so that the most expressive tweets are at the top 
of the bars.   

• Interaction: Moving the mouse over a square shows a tooltip with the tweet's text, 
author name, and tag color.  Clicking on it seeks the video to the time of the tweet, 
and makes meta-information appear in the details information component (Fig. 5). 
The position of each square provides information about when the tweet was 
emitted but also about the contextual activity level at the moment. 

• Search: A search text-field (Fig. 5.) in the controller bar allows finding text in the 
tweets.  When a search string is entered, the visualization is updated to highlight 
each represented tweet containing the string.  As shown in Fig. 5 this feedback 
shows the distribution of tweets containing the specified string (in purple). 
 

 

Fig. 5. Search for “ushahidi” in the polemic line”. The tweets referring to the section of the talk 
related to this query are highlighted in pink. 

4.4 Website 

To provide a fluid browsing experience between all the PT components we embed 
them inside a public website composed of two main components: a home page 
presenting the past, present and future events and an archive page to find older events. 
On the pages containing past events, the MetadataPlayer shows the annotated videos 
of these events. The backchannel interface is only available during a live event on the 
“present events” part of the page. 

5 Assessing the Impact of Polemic Tweet 

In order to better understand how PT supports our goals of cheap, useful, and 
engaging video annotation, we studied the tool using mixed-methods —both 
qualitative and quantitative approaches under long-term deployment.  
We successfully deployed PT in 27 real conferences, seminars, and events of different 
locations, topics, and sizes of audience over the last year.  For these 27 events we 
recorded 46 tracks (video and tweets), each track being one speaker or one session.  
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20 events took place at the Pompidou Center in our conference room, 7 events took 
place at various places in the city of Paris. Nine events had between 25-50 attendees, 
13 events 51-100 and five events 101-290.  The topics of the events varied greatly, 
including academic topics such as science, technology, philosophy, and design. 

The duration of 24 events was limited to one day while three events took place 
over several days. The recorded tracks from each event ranged from 30 to 395 
minutes. Overall, we received and collected 9,088 tweets from 1,012 unique accounts.  
Over the last year, the web site (player, backchannel, but also other additional pages 
like home and archives) received about 157,000 page views from over 15,000 unique 
visitors with an average visit duration of 3 minutes which is comparable to National 
video websites with substantially more content and public cover like Francetvod.fr 
[37] with a 3.2 minute average visit duration during February 2012. 

Except for the video recording, sound capture, and the communication support for 
the tags (flyers and poster boards), the components of PT were deployed on the web, 
which greatly simplified the process for the organizers. The recorded videos are all 
published on the open site http://www.polemictweet.com.  

5.1 Data Collection 

To study the use of PT we gathered three types of data: all tweets using the various 
conference’s hashtags, logs from the usage of the PT MetadaPlayer and the 
backchannel interface, and two questionnaires sent to various users of PT, either as 
designers, organizers, speakers, or audience participants. 

We used Google Analytics to log the website pages and a custom logging system 
to collect low-level traces of user interactions on the video player that Google 
Analytics could not provide. On the backchannel interface, we recorded usage logs 
only via Google Analytics to give us information about where users came from (direct 
access, twitter, devices, others) and where the users were physically located (inside or 
outside the conference room).  This last information does not take into account 
attendees not using the provided free Wifi connection (e.g. using their mobile's own 
3G network) and possible errors of domain detection. Despite a few tablet users most 
connected with personal computers.  We also recorded the web client's signature for 
each tweet to understand where tweets were sent from. 

We sent two web surveys, the first consisted mainly of close ended questions sent 
by tweet to 140 randomly chosen attendees of one of the recorded events; the second 
questionnaire was sent to understand how PT faired in the organizer’s point of view. 
This questionnaire consisted of open-ended question sent by mail to five members of 
the event organization team in our institute. 

For the first questionnaire we received 47 responses, 27 of which completed all 
parts of the survey.  70 % (19) of the respondents attended at least one of the 
conferences. 96 % (26) had already used twitter at conferences, 3 % just for reading. 
This shows a clear positive feedback towards the goals of PT. For the second 
questionnaire we received four completed responses.  
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5.2 Analysis 

In this section we report on the analysis of our data according to three main questions: 
1) Is the system sufficiently engaging to collect data for crowd sourced video tagging? 
2) Does the visual backchannel incite people to tag their tweets and thus provide 
annotation structure? 3) Is the video web player with annotations useful?  

Is the System Sufficiently Engaging?  

 

Fig. 6. Polemic lines of  A) “Les Stratégies Virtuelles des Musé: l'Heure de Vérité”, B) 
“Mashup Remix”, C) “Du vinyl au numérique,” a 2h event with different density of annotation, 
number of peaks, and tagging activity.  

Through our live deployment of PT, we found that engagement in the 
crowdsourced video tagging was highly diverse. We recorded from 0.20 to 7.94 
tweets per minute (mean at 1.47, median at 0.89), with 0.12 to 2.13 tags per minute 
(mean 0.47, median 0.32). Averaged across all events, tweets were tagged using our 
syntax 40% of the time. Considering tagging a tweet as an additional cost, we 
conclude that the system provided enough tagging incentive on average.  

Otherwise, we found that engagement in the annotation process was highly varied 
and depended on several factors including the type of audience, the content of the 
event, the number of twitter users, and whether the PT protocol had been respected or 
not. We discuss these in more detail now: 

Type of Audience. Our audiences were varied in terms of size, culture, equipment, 
incentive to achieve a task, and distribution of local and distant attendees. All of these 
factors played a role in the participation and engagement of attendees in the tweeting 
and tagging task.  In our collected data, we had a group of events in which the number 
of recorded twitter accounts in comparison to the number of attendees was very high 
(64%–187% on 7 events with 825 tweets on average, (e.g. Fig. 6. A). Groups with 
values higher than 100% represent those in which more twitter accounts were 
recorded than participants in the events. Here remote attendees also used the 
conference hashtag to participate in the backchannel. The recorded events can be 
categorized according to two participation types: medium participation (20%–51% on 
twelve events with 209 tweets on average) and low participation (1%–18%, on seven 
events with 61 tweets on average, Fig. 6. C). 

Type of Speaker and Twitter Reaction. Some attendees reported through our 
informal interview that writing a tweet and tagging it took more attention in-situ than 
when following the event online. We had originally hypothesized that a captivating 
speaker would probably lead to less Twitter activity, but from our observations 
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organizing and attending our events we could not confirm this hypothesis.  On some 
events we observed a high level of tweet activity during a captivating talk and others 
with a captivating speaker had hardly any tweet activity. On the other hand we also 
noticed that in cases of less captivating talks, a peak of tweet activity arose because 
the audience was no longer focused on the speaker. Overall, regardless of the quality 
of the speaker the audiences of our events were polite and only used negative tags 
14% of the time.  

Type of Content. We found that the type of content of an event and its audience could 
be highly related factors when it comes to annotation activity.  For Instance, one of the 
events’ topic was the websites of the Pompidou Center and the Tate Gallery. In 
accordance to the topic, the audience consisted of people active on the web and social 
networks. During this event we saw a very high participation (Fig. 6. A) in terms of 
tweets and tags: 6.06 tweets per minute and 2.13 tags per minute. On the other hand, we 
were also surprised to see low participation for certain events where the content would 
have suggested high Twitter usage. For example the "Muséologie 2.0" had the topic: 
museum digitization, and preservation policies. Here, the level of participation was 
extremely low: 0.20 tweets per minute and 0.12 tags per minute.  

Observance of the PT Protocol. We found that the protocol was generally well 
applied by the event organizers. Yet, in some cases we observed that deviance from 
the protocol could impact user activity. In particular we found problems related to 
hashtag selection, instruction diffusion, and connectivity.For the event “L'Open Data, 
et nous, et nous, et nous ?”, organizers chose to use an existing hashtag to boost 
interaction between audience and remote Twitter users. They used #opendata, a 
common hashtag, which had been in use daily before the event by this community and 
others. The effect was that the tweet number per minute exploded to 7.94 but the 
number of tags per minute stayed really low at 0.88 as the tags were not known 
outside of the event. The backchannel was crowded by other tweets relative to the 
subject but not to the conference. This was a source of frustration for some attendees 
and made our system less useful in real-time and as a video annotation tool. Choosing 
a specific hashthag is important if video annotation is a goal, even if the event should 
stay connected to existing Twitter communities. Another issue regarding the 
observance of the PT protocol was that the instruction distribution to the audience was 
always different. Sometimes flyers were put on a seat, sometimes handed out with 
oral instructions, and sometimes placed somewhere on a table at the entrance. Despite 
these differences, most of the time attendees found the information and tweeted. Yet 
on some events we observed that flyers were not provided and just an announcement 
of instructions was made. This dramatically impacted the audience participation. For 
example this resulted in only 0.27 tweets per minute for the event “Du vinyl au 
numérique” (Fig. 6. C). The last and most obvious factor that highly impacted the 
audience participation was network connectivity. For instance, in the event “Mashup 
and Remix” (Fig. 6. B) mobile networks (3G and others) were hidden because the 
conference room was usually a cinema. A wifi network was provided but connectivity 
information was just given orally and not on the flyer. Thus, despite an audience of 70 
people, only five sent any tweets (0.85 per minute). 
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Does the Visual Backchannel Incite People to Add Tags?  

 

Fig. 7. Tweet with and without PT tags split by backchannel vs. other clients 

Of the 27 responses to our first questionnaire, 89 % (24) reported to remember PT 
tags from attending the event. While our general goal in making the tags known was 
reached, we were interested to learn more about people’s tagging practices and in 
particular in regards to our backchannel interface. 

We observed that tweets sent by the PT backchannel interface had a higher rate of 
tag adoption (55% of tweets were tagged) than for the top ten other clients used (20% 
of tweet were tagged) (Fig. 7.). A Welch's t-test was conducted to compare percentage 
of tagged tweets emitted through the backchannel and by all others clients. There was 
a significant difference in the score for the backchannel (M=70%, SD=26%) 
compared to all other clients (M=24%, SD=11): t(23)=6.74, p<.001. Attendees sent 
significantly more tagged tweets through the backchannel than through all other 
clients, suggesting that the backchannel interface did engage people to participate in 
tagged tweeting. Remote attendees spent more time on the backchannel interface than 
local attendees. Of those attendees who spent more than 5 minutes on the interface, 
62% were remotely connected through outside the conference wifi. From informal 
feedback from attendees we hypothesize that local attendees did not need some 
backchannel interface features like video streaming and preferred their own Twitter 
client but that these features were useful for remote attendees. 

We observed that, on average, attendees who used our tags on more than one tweet 
per event tweeted significantly more than those who did not tweet using our tags 
(average of 5.3 tweets per person without tags, 15.5 with tags, Welch's t-test, p < .01).  
This shows a strong correlation between tweeting activity and their use of the tags.  
Although we cannot conclude on causality at this point, the two alternative 
explanations are either that 1) attendees using the syntax were tweeting more —
meaning they were more engaged, or that 2) attendees who tweeted frequently had no 
difficulty adopting our tags. Informal feedback leads us to think that both situations 
happened. 

What Is the Impact of Presenting Tweets and Tags on a Video Web Player?  
To measure if the tweet visualization component was useful, we logged user 
interaction on the video player described in Section 4. To identify impact on the user 
activity on six events, we conducted a Welch's t-test to compare if there is a 
correlation between where the video was played and the density of tweets present at 
these positions. According to these measures, viewers seemed to specifically seek out 
spikes of Twitter activity on five of the six videos: three trails followed the twitter 
activity significantly (p < .01), two showed trends (.01 < p < .05) and one did not 
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follow (p > .1). All trails that were correlated to the tweets had on average more than 
one tweet by bar in the chart.  According to the attendees survey sent after the end of 
the event 40 % (11) reported to have used the Polemic Line visualization. 90 % (10) 
of these respondents found that the interface provided the following useful 
information:  

• Item summary of twitter activity: 90 % (10). 
• To view a part of video with: 

─ Many tweets: 81 % (9) 
─ Positive opinions (++): 36 % (4) 
─ Negative opinions (--): 54 % (6) 
─ Questions (??): 45 % (5) 
─ References (==): 36 % (4) 

81 % (9) respondents agreed or strongly agreed that the visualization helped them to 
browse the video and 100 % (11) would recommend PT to a friend. 

We received additional feedback from open questions in our surveys and report the 
most interesting here. One particularly prominent comment was the notion of hotspot 
and points of interest, also resonating in the answers above. Several comments were 
similar to this one: “PT is useful to browse videos faster and find a hotspot (polemic, 
debate, synthesis, and minutes)”. Another frequent comment related to video 
overview. Five users wrote PT was useful for “viewing the mood (of the audience)”, 
and that this overview helped to “construct an opinion”, and to put the talk in 
perspective to the audience’s opinions and references”. Others commented on the 
usefulness of the player after an event to “re-find some information and share it with 
people who could not attend.” We also received a comment from one of the 
organizers that the player was useful to “prepare the chaptering, for taking notes of a 
speaker change, and references (to others resources).” On the same point, probably 
one of the most enthusiastic organizers reported that during the event he used the 
system for note taking: “it replaced my pencil and paper for note taking.” 

6 Discussion 

Evaluating PT as a deployed system over a long period of time was challenging 
because we had little control over our audience and settings. Yet, our analysis and 
feedback of PT has been predominantly positive on both usability and usefulness as 
shown in the results from questionnaires and informal feedback. 

According to our analysis, the three main goals of PT were achieved: 1) the system 
engaged the audience to provide data for crowdsourced video tagging, 2) the visual 
backchannel incited people to tag their tweets and thus provided annotation structure, 
and 3) the media player augmented with the annotated tweet visualization was 
considered a significant improvement over traditional video players.   

We found that PT was successful beyond its originally intended purpose of video 
tagging. In particular remote participants were able to get real-time visual feedback 
about audience sentiment and could be involved in the event as a commentator and 
annotator and not just a passive listener. The PT environment and backchannel 
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interface provide a friendly tool for augmenting the public debate around conferences; 
this is something we consider valuable for improving the communication between 
important societal issues such as citizens and science or politics in the digital era.  

Beyond that, the PT outcomes indicate that we can crowdsource an annotation task 
using social networks (and not only with dedicated crowdsourcing platforms) 
depending on the content and community. Last, the use of the backchannel interface 
can aid by providing an incentive to achieve a task, like tagging during a collaborative 
synchronous activity. In summary we found a considerable amount of excitement of 
participants and event organizers. PolemicTweet can be considered as a first step into 
exploring real-time information visualization of crowdsourced tasks. Our design is 
applicable to a variety of different scenarios and events such as classroom 
presentations, synchronous web seminars, public debates, and social TV or even to 
popular video websites to leverage the crowd for annotating the videos to provide a 
richer user experience. Despite this, some of our choices should be re-assessed:  

• Possible optimization. We collected a large number of annotations through tweets 
but not all were tagged. With our pre-defined tags we could achieve a better 
precision than sentiment analysis algorithms, but for some events had only low 
recall. More work is needed to research incentives for the audience to tag tweets.  

• Shared attention. Asking the audience to tweet during an event and moreover to 
tag their tweets comes with challenges. First, it requires additional work to 
remember the tags and add them. The danger is that attendees may be losing focus 
of their main activity (listening to the conference) and even of their secondary 
activity such as writing a tweet. Can we further simplify the interface to spare 
some attention? 

• Tags Property. We received a lot of feedback from Twitter users on our tags. Some 
of them criticized their restrictiveness; others felt that tags should be based on 
existing usage for expressing sentiment. We have several reasons not to rely on 
existing tags or practices: tags like #fail, #happy, as well as Smileys, are not 
universal, are ambiguous and are longer than our syntax. 

• Scalability, User interface design and system. PT comes with some scalability 
problems. Due to the homothetic representation of tweets, the interface is limited 
by temporal density.  Our design works well for events in which Twitter activity is 
between 0.5-5 tweets per minute. A graphical scalability problem existed with two 
of our recorded events: the standard representation took too much screen real 
estate. To solve this problem, we used a classical aggregated stacked area chart. 

7 Conclusion 

In this paper we present PolemicTweet a system and protocol that allows reducing 
video annotation complexity and cost for events of approx. 25-300 attendees, such as 
academic conferences. We crowdsourced the annotation process through Twitter and 
made the annotation process more engaging and open for a wider audience. The 
system’s initial goal was to provide an open and engaging method for event 
organizers to tag and annotate the videos they recorded during their events, but also to 
supply an accessible tool to play the video over the web and show the annotations.  
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PolemicTweet is a deployed system, used regularly now at least once a month. This 
system was deployed for more than one year and co-evolved during several cycles with 
its users (audience and organizers). This is the reason for its success as well as for the 
difficulty of evaluating it according to its design goals: they have evolved. 

We assessed the success of PolemicTweet and the factors influencing adoption, 
participation, and use in a long-term deployment. We recorded a wide range of different 
events and despite the differences in audience, topic content, and event location, the 
system showed its robustness and effectiveness: 1) to produce useful structured 
annotation and tagging in most cases, 2) to provide a method and tool to engage the 
audience in a live tagging activity, 3) to support web-based video browsing activity 
while providing useful landmarks with a simple yet powerful navigation tool.  
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Abstract. Eye gaze tracking is an obvious candidate for a future input device, 
perhaps even for everyday computing. The hard problems with gaze-controlled 
interfaces are inaccuracy and inadvertent clicking. We attempt to mitigate these 
problems in the context of a gaze-controlled web browser. Four click alterna-
tives (Dwell, Single Confirm, Multiple Confirm and Radial Confirm) were  
implemented along with a fifth mouse-controlled version for comparison. Two 
alternatives make use of additional buttons that confirm a selection made pre-
viously by dwell, hence improving accuracy. Our results indicate that the Mul-
tiple Confirm alternative performed best among the gaze-based alternatives; it 
makes use of multiple confirmation buttons when letting the user choose be-
tween different options. When compared to the mouse, the clicking times were 
worse but the accuracy was indistinguishable. User feedback also indicates that, 
although mouse was considered best, Multiple Confirm was not perceived as 
slow and generated excitement.  This indicates that the Multiple Confirm click 
alternative has potential as an interaction method for gaze interfaces. 

Keywords: Eye gaze tracking, dwell, navigation. 

1 Introduction 

An eye gaze tracker makes it possible to monitor the user’s point of gaze, i.e. where 
the user is looking on the screen. It is considered a promising component of future 
natural user interfaces. A gaze tracker as an input device is easy to learn and use [1], 
and it is the fastest pointing device in some metrics [2]. Also, users necessarily look at 
the task-relevant objects [3], [4], [5] regardless of the input device used, so intuitively 
a synergy can be expected if gaze is used as an input device. 

Pointing with gaze tracking is relatively straightforward, but using it for perform-
ing actions (or clicks) is challenging.  Inaccuracy and inadvertent clicking are the 
main drawbacks of using a gaze tracker as an everyday input device.  The inaccuracy 
can be caused by gaze tracker error, or it can stem from fundamental limitations such 
as involuntary eye movements (including jitter and drifts) and the lack of pixel-
pointing precision [6].  Inadvertent clicking, also known as the Midas Touch prob-
lem, occurs because eyes are sensory (input) organs and this creates a mismatch when 
using them as a means of communicating intention to the computer.  
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Techniques devised to perform actions (or mimic mouse clicks) are called click al-
ternatives. There are many such alternatives being researched for encoding an action 
with gaze. The most obvious and natural one is called dwell or fixation, which trig-
gers an action when the gaze dwells on (i.e. fixates) the same area for a defined time 
interval. There is a reported preference for simple and natural gaze interaction  
techniques, requiring minimal deliberate eye movements [7]. Conscious gazing or 
blinking as a control mechanism is unnatural and tiring. Consequently, complicated 
selection techniques are only feasible for limited accessibility uses. Since we consider 
gaze interaction for all users, the click alternatives being investigated in this study 
will be based on dwell. The users will not be required to learn or perform anything 
other than just looking at particular user interface components. 

The suitability of gaze tracking as an alternative to the mouse may depend on the 
application domain. Therefore we decided to narrow the investigation down to a li-
mited but highly relevant use case: gaze tracking for navigating hypertext, i.e. click-
ing text hyperlinks (or hypertext). We used Wikipedia for our study as it is one of the 
most visited websites, and it is close to the original vision of hypertext. We consider it 
therefore representative for hypertext navigation. The specific question being investi-
gated is how inaccuracies and inadvertent clicks can be mitigated when navigating 
hypertext. The investigated gaze tracking techniques were also compared with the 
mouse. 

Four click alternatives, referred to as Dwell, Single Confirm, Multiple Confirm and 
Radial Confirm, were developed. All of them use a different way of clicking with 
gaze, but all are based on dwell, as explained before. After a pilot study, two of the 
click alternatives (Dwell and Radial Confirm) were discarded from further experi-
mentation as they did not seem to be usable enough.  The remaining alternatives 
were fine-tuned and a full experiment was performed.  

The experiment yielded the following main finding: Multiple Confirm, although 
slower than the mouse, is a feasible click alternative using the gaze and should be 
explored further. We conclude that eye gaze tracking has the potential to be used as 
an efficient input method, as long as certain design parameters are considered. 

Section 2 summarizes related research. Section 3 describes the experiment design, 
detailing the click alternatives and tasks performed. Section 4 provides an overview of 
the findings of the pilot study and the changes made for the full experiment. The  
results are presented in Section 5, followed by a discussion of the results (Section 6) 
and limitations (Section 7). The paper ends with a conclusion, which summarizes the 
findings and identifies further research in this area. 

2 Related Work 

The first reported study of how the gaze behaves in a reading task dates back to 1878, 
and was probably the first to analyze the gaze as a combination of saccades and fixa-
tions [8]. Considerable effort has been invested in finding efficient click alternatives. 
The most straightforward one is considered to be dwelling or fixating on a clickable 
area. Formally, this is described by a two-state machine, as shown in Fig. 1. This click 
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alternative primarily suffers from inadvertent clicking, a problem that can be miti-
gated if it is possible to place the content or labels outside the clickable areas [9]. 

Blinks, winks and different muscle sensors have also been experimented with, to 
minimize inadvertent clicking, especially for limited-accessibility applications [10]. 
Other alternatives are based on recognizing eye gestures [11] or anti-saccades [12] to 
indicate a click, or using a physical button for clicking [2].  Different techniques for 
selecting menu options with gaze have also been evaluated (e.g. [13], [14]). 

 

 
 

Fig. 1. State machine for the Dwell click alternative 

Research has also focused on compensating for the inaccuracy and imprecision of 
gaze tracking. MAGIC is one such example in which the user relies on explicit com-
mands using other input devices, e.g. the mouse, while also benefiting from the speed 
of pointing with gaze [15]. This approach moves the mouse pointer quickly to the area 
being gazed at, but relies on the mouse for finer adjustments and clicking. Different 
zooming [16], [17] and fish-eye methodologies [18] have been evaluated for the same 
purpose. The EyePoint [19] is another possible solution to cater for lack of accuracy 
and precision in gaze tracking.  This solution involves magnification (of the area 
being gazed at) on the press of a keyboard button. In the magnified view, the key can 
be released while dwelling at the object of interest, resulting in an action on that ob-
ject (e.g. left or right click). However, these techniques either block or distort the 
screen content, and loss of contextual information can be inconvenient and problemat-
ic, especially for tasks involving visual search [20]. 

Some recent work has been carried out on gaze-aware or gaze-controlled web 
browsers. The Text 2.0 Framework [21] allows setting and using gaze handlers the 
same way mouse and keyboard event handlers are used in HTML and JavaScript. The 
primary objective of this framework is to detect and assist in comprehension difficul-
ties while reading. The IntelliGaze Desktop 2.0 [22] extension allows web browsing 
with the gaze by magnifying the area being gazed at if there are multiple clickable 
options (hyperlinks, buttons or fields) in the gaze area. Dwell is used to click on a link 
or field in a rectangular magnified view, which always appears in the center of the 
window. A ‘close’ button accompanies the magnified view, which can be gazed at to 
close the magnified view if no click was intended. More controls are dynamically 
provided in the right margin of the window. 

Our aim is to extend this work by evaluating if a more natural click alternative is 
feasible that supports everyday computing for a general population. 
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3 Experiment Design 

3.1 Variables 

The experiment was performed using a within-subjects design with “click alternative” 
as the independent variable, using a nominal scale.  The dependent variables meas-
ured are “time to click,” “number of incorrect clicks” and “number of failed clicks.” 
Furthermore, user satisfaction was measured with a questionnaire. 

3.2 Click Alternatives Design 

In the following we describe each of the investigated click alternatives. 

Dwell. Fixating or dwelling on any hyperlink for one second would click that particu-
lar link.  Visual feedback, using a darkening outline around the hyperlink being 
gazed at, is provided to indicate the time progression. A state diagram for this click 
alternative is shown in Fig. 1. 

Single Confirm. When dwelling on a hyperlink, a confirm button is activated in the 
right margin. The user has to look at this button to click the hyperlink. A screenshot 
of the implementation is shown in Fig. 2 and the state machine in Fig. 3. This design 
tries to control inadvertent clicking by providing a confirmation step. The confirm 
button has a darkening border to show time progression during dwell. 

The initial design had the button appearing right next to the line with the hypertext 
being looked at, in order to minimize gaze travel. A light grey line extended from the 
button to the edge of the hyperlink to disambiguate among multiple links present in 
the same line. This was changed after the pilot, as outlined in Section 4. 

 

Fig. 2. Single Confirm: User navigating to “UNESCO World Heritage Site” 
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Fig. 3. State machine for Single Confirm click alternative 

Multiple Confirm. On dwelling, the confirm buttons of all hyperlinks, in a specified 
radius around the reported gaze, were activated in the margin. A screenshot of the 
implementation is shown in Fig. 4 and the state machine in Fig. 5. While avoiding 
inadvertent clicks, we also expected this alternative to compensate for the inaccuracy  
 

 

Fig. 4. Multiple Confirm: User navigating to “psychological” 
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from the gaze point. In case the gaze point is near an edge of the browser and drawing 
a confirm button is not possible in one direction, the button gets drawn in a different 
direction where space is available. The confirm buttons in this click alternative are 
connected to the respective hypertext with light grey lines for disambiguation. 

Mouse. Standard mouse interaction was used as a control condition, while performing 
the tasks in the same prototype web browser. 

3.3 Setup 

The web browser prototypes were developed in Java.  The stereo infrared cameras of 
a non-invasive remote gaze tracker were mounted below a 15 inch LCD screen run-
ning at a resolution of 1280 x 1024 pixels.  The gaze direction was determined by the 
gaze tracker software using the pupil-center-corneal-reflection (PCCR) method.  A 
fully adjustable chair with headrest was used to help maintain the participant's head 
position, as the maximum freedom of head movement allowed by this gaze tracker 
was only 2.7 cubic inches.  The LCD screen and the gaze tracker cameras were 
mounted on a movable arm (complete setup shown in Fig. 7). A travel pillow was also 
used by the participants to help keep their head rested in one position without getting 
tired.  The lab was illuminated with fluorescent lights, and sunlight from windows 
was blocked during the experiments. 

 

Fig. 7. Gaze tracking setup 
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The participants were first given an overview of the equipment and the experimen-
tal tasks. After responding to the demographics questionnaire, participants were  
comfortably seated and the chair's height and distance from the gaze tracker were 
adjusted. The LCD screen and cameras were then adjusted on the movable arm,  
if needed. The gaze tracker was calibrated, taking 15 to 20 seconds, before starting the 
tasks for each gaze click alternative. 

3.4 Task Description 

The participants performed the same two navigation tasks using each click alternative 
(as shown in Fig. 8). Before starting a task, the contents section of the involved Wiki-
pedia pages was collapsed using its ‘hide’ option and any banner appearing on the top 
(e.g. for fund raising) was also closed, to maximize the space used for the actual page 
content. Since Wikipedia content is being updated continuously, specific versions of 
the pages were used to ensure uniformity. Participants were allowed to familiarize 
themselves with a gaze click alternative for a few minutes before using it in the tasks. 

For each navigation task, a start page was shown and the participants were told to 
click four hypertext links one after the other. The first navigation task involved click-
ing four hyperlinks with comparatively few links in the vicinity, while the second 
navigation task had a higher hyperlink density in the involved pages. The same two 
navigation tasks were used for training before performing the actual trials. 

Participants were allowed to request assistance if they faced difficulty in clicking 
any hyperlinks. In that case, the experimenter would click the link with the mouse. If 
an incorrect link was clicked by the participant, the experimenter would use the 
mouse to go back to the previous page.  No scrolling was required for the tasks. 

 

 

Fig. 8. Experimental procedure for each participant 
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3.5 Data Collection 

The order of click alternatives was permuted to mitigate order bias and training ef-
fects. As the experiment (after the pilot) had three alternatives, six permutations were 
used.  Therefore, a multiple-of-six number of participants were recruited. 

Events were logged for each web page along with timestamps in CSV log files for 
each participant’s use of each click alternative. The types of events logged included 
“Gaze on Link,” “Button Drawn” and “Click.” The data from these log files was ana-
lyzed to find the time required for each click, the incorrect links clicked and the 
mouse clicks done by the experimenter (when assistance was requested by the partici-
pant). Six usability questions, derived from the System Usability Scale [23], were 
answered on a 5-point Likert-scale after using each click alternative. The responses 
were scored for each participant and averaged to get the usability score of each alter-
native, with a range from -12 to +12. After completing the experiment, the partici-
pants ranked the click alternatives. These ranks were scored (two points for being 
ranked first, one for being ranked second and zero for being ranked third) and 
summed up to form a total ranking score for each click alternative. Comments were 
also solicited in the questionnaire to help explain the rankings. 

4 Pilot Study Results 

Five participants took part in the pilot study, one of which had difficulties using the 
eye tracker and could not complete the experiment. All participants were university 
students aged 19 to 23. The pilot exposed important shortcomings which are docu-
mented in this section. 

Out of the five click alternatives, Dwell turned out to be very problematic. The first 
two participants had so much difficulty that it was decided to not evaluate it further. 
Users found it extremely difficult to hold the gaze on a link for the required 1 second. 
In case multiple links were present close to each other, an incorrect link would get 
highlighted or clicked more often than the correct one. 

We believed the Radial Confirm alternative to be very promising, but it turned out 
to have the following problems. The buttons were drawn depending on the reported 
gaze location. This resulted in a different and unpredictable button arrangement every 
time the buttons were drawn. If the text had four or more hyperlinks in an area, it was 
difficult to find the right button to click. While looking for the right button, there was 
a possibility of the buttons disappearing and more buttons being drawn. If the gaze 
was near the border of the web page, especially in any of the four corners, the buttons 
ended up appearing in a non-intuitive pattern. This added to the difficulty of finding 
the right button associated with each hyperlink. Moreover, the buttons and connecting 
lines occluded the web page content.  In short, this design had many usability issues. 
According to the participants: 

• “Radial Confirm is easier to select links as you don't need to look away to select 
them. However, it is impossible to read other text.”  
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• “Radial Confirm was bad as while reading the buttons were easily clicked by mis-
take.” 

The Dwell and Radial Confirm were discarded from further experimentation. On 
the other hand, Single and Multiple Confirm buttons were equally preferred in the 
pilot. The following are some comments from the participants: 

• “Single Confirm is easier to use as there are less chances of making mistakes with 
it. Multiple Confirm was easiest to use but did have difficulties looking at the link 
as well as looking for the words shown up on the side.” 

• “Single Confirm was useful, however, having several words on the same line made 
clicking the button very hard.” 

• “Single Confirm is better than Multiple Confirm as you don't need to look away if 
the right link has been selected. However, this can be replaced by something that 
doesn't cover any text (e.g. underline). In Multiple Confirm, need to look away 
constantly to check if the right link has been selected and also takes time to do so. 
So it was distracting when trying to read through text.” 

Many refinements were made in the Single and Multiple Confirm alternatives after 
conducting the pilot.  An underlying objective of these refinements was to minimize 
confounding factors by making the Single and Multiple Confirm designs more similar 
to each other. For both alternatives, text was placed outside the buttons to avoid inad-
vertent clicking and a crosshair was added in the center of buttons to provide a visual 
anchor, in accordance with earlier findings [9]. More text was made visible in button 
labels since some links were not disambiguated easily by only the first five letters. 
These text labels were placed between the web page and buttons, so that the gaze 
would not have to travel over the buttons to read the labels.  As a result, the connect-
ing line was removed from the Single Confirm alternative as the text label would 
already associate the button with a hyperlink.  Highlighting of hypertext was also 
considered but not implemented in order to minimize the design space (e.g. color and 
type of highlighting) and visual distractions. 

The size of the right margin was increased accordingly. This increase in size  
has the disadvantage of using up more screen real estate, which can be problematic  
on mobile devices. However, the buttons can be moved off-screen for such devices. 
The users would then just look at the edge of the device next to the text label to  
click that link (most gaze trackers can still track the gaze when slightly outside of  
the screen). 

Since the predictability of the button location helps in reducing inadvertent clicks, 
the Single Confirm button was made to only appear vertically centered in the margin. 
The Multiple Confirm buttons would always start from the top of the margin.  Based 
on observations, the threshold values were adjusted as well.  The first threshold to 
activate the confirm buttons was reduced to 100ms, while the threshold to click a 
confirm button was reduced to 400ms. The threshold to deactivate or remove the con-
firm buttons was increased slightly to 700ms. 
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5 Main Study Results 

A total of 19 volunteers performed the experiment, out of which 18 (13 men  
and 5 women) were successful. The age of the participants varied from 20 to 39, 
including one professional worker, one post-doctoral researcher, two lecturers and  
14 students. The participants reported reading English text for between 10 and 80 
(averaging 40) hours weekly and using computers for between 2 and 14 (averaging 
7.8) hours daily. 

5.1 Ranking 

In the click alternative ranking, eight participants ranked Mouse as the best, five par-
ticipants ranked Multiple Confirm as the best, while one participant ranked Single 
Confirm as the best (Fig. 9). The Mouse is the clear (Condorcet) winner; Multiple 
Confirm is the clear second. Some comments of participants who did not rank Mouse 
as the best are copied below, with minor grammar corrections: 

• “Multiple Confirm is much better than Single Confirm and it's more interesting to 
use than regular mouse click.” 

• “As I sometime feel RSI, for me this alternative (Multiple Confirm) is good.  
Though a more mature solution would be great.” 

• “Multiple Confirm is probably the better one as it gives more options while click-
ing. Mouse, however, requires using hands which is more physical as compared to 
eye-tracking single and multiple buttons alternatives.” 

 

Fig. 9. Histogram of click alternative rankings 

0

5

10

15

1st 2nd 3rd

12

3 3
1

4

13

5

11

2

Fr
eq

ue
nc
y

Mouse Single Conf. Multiple Conf.



164 A.M. Penkar, C. Lutteroth, and G. Weber 

 

Fig. 10. Total usability and ranking scores of each click alternative 

Table 1. Performance of all click alternatives 

 
Mouse Single Confirm Multiple Confirm 

Average time to click a link (sec) 2.1 10.3 7.4 

Number of incorrect links clicked 0 4 0 

Number of times clicked with mouse n/a 26 1 

 
Out of the 12 participants who ranked Mouse as best, eight indicated that they pre-

ferred the mouse over the gaze-tracking alternatives as they had been using mouse for 
many years and are so well-trained with it.  Some comments of such participants are 
copied below: 

• “I only faced occasional issues in using Multiple Confirm buttons. It is unfair to 
compare Mouse with eye gaze tracking as I am well-trained with the mouse but 
used eye gaze tracking just once.  My response might be different if I had used 
gaze tracking for longer.” 

• “I found the Multiple Confirm to be better than Single as it was easier to choose 
between links close by using multiple buttons.  Mouse is only the best because it 
is what I am most used to.” 

• “If I use the mouse too much, I might just end up having CTS in the future.  I 
found Multiple Confirm buttons just right.  It is a promising click alternative.  I 
think there's something that can be done about the head movements.” 

5.2 Usability 

The usability scores (Fig. 10) confirm the user satisfaction measured by the ranking, 
i.e. Multiple Confirm is a bit worse than Mouse, and Single Confirm is the worst.  
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As evident from the comments, two participants mentioned Repetitive Strain Injury 
(RSI) or Carpal Tunnel Syndrome (CTS) as a concern with using the mouse. The 
equipment’s constraints on head movement, which was also mentioned in the res-
ponses, likely had a negative effect on the usability of the gaze alternatives. 

5.3 Performance 

Looking at the data from the navigation tasks, Single Confirm does not seem feasible 
as it was the slowest as well as the most inaccurate (Table 1). While using Single 
Confirm, 16 participants required clicking with the mouse at least once, as they could 
not get the required hyperlink activated in the margin. Four users ended up on an 
incorrect page by mistake. They thought that the button appearing in the margin was 
for the correct hyperlink and did not read the button label to validate this.  The more 
difficult navigation task of the two had more problems due to the higher hyperlink 
density. Single Confirm did not take a lot longer than Multiple Confirm, but it did 
require many ‘mouse clicks’ and suffered from inadvertent clicking.  Both Multiple 
Confirm and Mouse were fully accurate and did not result in any incorrect click. 
There was only one instance with Multiple Confirm where the participant asked for 
assistance and the link was clicked with the mouse. Pairwise testing of the average 
time to click a link indicates that the differences between all click alternatives are 
significant at the 1% level, using the Wilcoxon Signed-Rank test. 

The following are some observations from the experiment: 

1. Some participants were impressed and excited to use eye gaze tracking with com-
ments like “that's pretty cool,” “wow” and “that's so quick”.   This effect was 
most prominent when Multiple Confirm was being tested after the Mouse but be-
fore the Single Confirm alternative. 

2. Single Confirm seemed to be easier to learn and easier to use than Multiple Con-
firm as it did not require choosing from multiple buttons (less cognitive load).  But 
due to inherent inaccuracy, it was the most irritating and error-prone. 

3. Multiple Confirm was easiest to learn and use when it was the last click alternative 
tested.  This learning effect indicates that users can get better at using this click al-
ternative with more practice.  This effect was not noted with Single Confirm, 
probably because it was already relatively easy to learn. 

6 Discussion 

The time taken to click during the navigation tasks shows that Multiple Confirm was 
slower than the Mouse, but the users did not report that as a shortcoming.  One user 
did mention that the speed of the computer was slow, which was evident by the time 
taken to load webpages (about 5 to 7 seconds depending on page size) in all click 
alternatives. 
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Fig. 11. Frequency distribution of time to click using Mouse 

 

Fig. 12. Frequency distribution of time to click using Multiple Confirm 

Single Confirm is problematic and not feasible due to the inherent gaze tracker in-
accuracy as well as eye jitter. It was difficult for users to activate the confirm button 
by looking at a particular link. The problems are similar to those of the “Dwell” click 
alternative, in which users had difficulty holding the gaze on the correct hyperlink. 

Multiple Confirm, as expected, was not as fast as the mouse. But contrary to ex-
pectations, not all participants found the mouse to be the best. Even some of those 
who judged it best believed that with some more practice they would likely change 
their ranking. The Multiple Confirm buttons were able to solve the two problems 
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associated with gaze tracking, namely inaccuracy and inadvertent clicking. It should 
be noted that conceptually the Multiple Confirm buttons are performing the same 
function as magnification techniques, without any visual magnification. The small 
size of hyperlinks makes it difficult to click with gaze tracking due to the inherent 
lack of precision, equipment error and involuntary eye movements. Multiple Confirm 
buttons seem to be able to compensate for these difficulties. 

In order to better understand the difference in the average times to click for Mouse 
and Multiple Confirm, further analysis was performed by looking at the frequency 
distributions and cumulative percentages of the times to click (Figs. 11 & 12). The 
analysis shows that most of the links were clicked within 2 seconds with the mouse 
and within 6 seconds using the Multiple Confirm buttons. Although not as good as the 
performance of the mouse, Multiple Confirm worked reasonably well. With further 
research and better equipment (e.g. allowing for more head movement), we expect 
that the performance of Multiple Confirm can be improved further. 

Multiple Confirm involves two steps for each click: first, looking at the hyperlink; 
then, activating the correct confirm button. Consequently, we expected Multiple Con-
firm to be slower than the mouse. However, the time difference is bigger than we 
expected. It can be explained by considering the following additional factors: 

• Evaluating the labels next to the confirm buttons to find the right button took some 
time. 

• Sometimes the desired button was not among the buttons shown in the margin, and 
the user had to look back at the hyperlink to activate the confirm buttons again. 

• Activating the confirm buttons again delayed the clicking time further, due to the 
time thresholds for removing the previously activated buttons and activating the 
buttons again. 

• Occasionally, users had difficulties triggering a confirm button by dwelling on it, 
especially when the head was moved slightly outside the optimal tracking volume.  
Some users quickly moved their heads a bit to get the accuracy back, and in some 
cases this did not help or even decreased the accuracy. 

• During page loading, some participants already moved the mouse near the ex-
pected location of the next hyperlink, before the page was loaded.  This somewhat 
obfuscated the speed advantage of the gaze over the mouse. 

7 Limitations 

One limitation was the time it took for the web browser to load and display web pages 
after a click was performed. These page load times varied from 3 to 10 seconds, de-
pending on the amount of text and the number of images on the web page. Since the 
log file had only recorded the times between the clicks including the page load times, 
the page load times were subtracted from the click times later for analysis. The load 
time for each page was fairly constant, so this did not affect the precision of our mea-
surements much. However, as mentioned before, the page load times favored the 
mouse as participants had time to move the mouse to the expected areas of the screen 
before the page was fully loaded. 
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The other major limitation was the restriction on head movement. Not only was 
this restriction unrealistic, it also added to the inaccuracy of the gaze click alterna-
tives. The navigation task had to be restarted for a few participants as their gaze was 
not being tracked anymore after they had moved their heads more than the equipment 
allowed. 

The findings cannot be generalized to all users as most participants had similar 
demographics. Additionally, only two participants had used an eye tracker before, in 
another experiment. Finally, it is not unreasonable to assume that there was a bias in 
favor of the gaze tracking alternatives due to the novelty factor. 

8 Conclusion 

An important finding is that eye gaze tracking has the potential to be used as an input 
method for web browsing. The inherent inaccuracy due to eye jitter and equipment 
error, lack of precision and inadvertent clicking can be compensated for by using the 
Multiple Confirm click alternative. The confirm buttons should have visual anchors, 
and button labels (text) should be outside the buttons, preferably between the web 
page and the buttons. Such a user interface was easy to learn and use, and was pre-
ferred by some users over the mouse despite using it only for a few minutes. 

The biggest challenge was the limited freedom of head movement afforded by the 
equipment used. Even slight head movement could cause the gaze error to increase 
and affect the performance. As newer equipment allows more freedom of movement, 
the usability of the Multiple Confirm click alternative is expected to improve. 

Further research is necessary to evaluate if hyperlinks can be highlighted in a non-
distracting manner as visual feedback to efficiently identify the hyperlinks that have 
activated confirm buttons. Underlining the hypertext seems to be a feasible option. 
The order and location of confirm buttons might also be improved, e.g. to have the 
multiple confirm buttons centered vertically. There might also be a potential of using 
‘grab and hold’ [24] to compensate for eye jitter and equipment error when clicking a 
confirm button. 

There is also room for improvement in other design parameters.  The inactivation, 
or removal, of confirm buttons (currently after 700ms of looking at other text) could 
be optimized. The time thresholds to activate and click the confirm buttons (currently 
400ms) and the boundary radius of the gaze area from which buttons are activated 
(currently 30 pixels) may be fine-tuned further. The way confirm buttons are currently 
drawn in the margin is a potential distraction, which could be minimized in many 
ways, e.g. by keeping all the buttons visible, possibly with reduced contrast. The  
labels would only appear and the button would be made fully visible when a confirm 
button is activated. The labels may also be faded in and out, instead of appearing and 
disappearing abruptly. 
 
Acknowledgement. We would like to acknowledge the assistance of Yoonseok Hong 
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Abstract. Previous work has validated the eyes and mobile input as a viable 
approach for pointing at, and selecting out of reach objects. This work presents 
Eye Pull, Eye Push, a novel interaction concept for content transfer between 
public and personal devices using gaze and touch. We present three techniques 
that enable this interaction: Eye Cut & Paste, Eye Drag & Drop, and Eye Sum-
mon & Cast. We outline and discuss several scenarios in which these tech-
niques can be used. In a user study we found that participants responded well to 
the visual feedback provided by Eye Drag & Drop during object movement.  
In contrast, we found that although Eye Summon & Cast significantly improved 
performance, participants had difficulty coordinating their hands and eyes  
during interaction. 

Keywords: Eye-Based Interaction, Mobile, Cross-Device, Content Transfer, In-
teraction Techniques. 

1 Introduction 

We are surrounded by out-of-reach digital information. Our private TVs and public 
shared displays often present URLs, physical addresses, phone numbers, route  
descriptions, and other information that we wish to ‘pull’ to our personal devices. 
Equally, we often wish to add personal content to notices, discussions, presentations 
and collections on shared screens. Yet we lack fluid mechanisms for moving content 
between public and personal displays. 

We present Eye Pull, Eye Push, a novel interaction concept that allows for the ac-
quisition (pulling) and publication (pushing) of content between personal and remote 
devices. Using a combination of gaze and touch it is possible to define techniques that 
enable this interaction style. Gaze is a natural modality choice for selecting objects 
that catch our visual attention, while touch actions can be performed on personal  
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Fig. 1. Eye Pull, Eye Push: users pull and push objects between remote screens and their per-
sonal devices with a combination of gaze and touch. In this scenario, the user selects a form on 
a public service terminal simply by looking it, retrieves it to their touch device with a swipe, 
fills it in, and returns it with a swipe while looking up at the terminal. 

devices without visual attention. Related work has employed handheld device input, 
combined with gaze interaction, to assist panning and zooming [22] and target acqui-
sition [20] on desktop displays. Our work is distinct in demonstrating the gaze-
supported transfer of objects across devices. 

Figure 1 illustrates our vision: a user selects an object on a public display and, 
while still visually fixating on it, swipes on their handheld personal device to pull the 
object down for editing. Once editing is complete, the user re-fixates on the remote 
target, and returns the object with a further touch gesture. This style of interaction 
would benefit many contexts of use: group collaboration, classrooms, and public 
community displays [11, 17, 7]; our homes for lazy interaction between the TV screen 
and mobile devices; public terminals that we may find too exposed or too grimy for 
direct data entry; and anywhere that digital objects exist, that users would like to edit 
but cannot reach.  

This paper makes a two-fold contribution. First, we introduce Eye Pull, Eye Push, 
a concept for multimodal cross-device content transfer. We define the required input 
attributes for such interaction and explore application scenarios where it makes a 
compelling impact. 

Second, we define three novel techniques for the transfer of objects between re-
mote screens and personal touch devices, each combines gaze and touch: Eye Cut & 
Paste (ECP): Objects are cut and pasted using gaze and touch tap events. Eye Drag & 
Drop (EDD): Objects are moved using gaze and touch hold/release events. Eye Sum-
mon & Cast (ESC): Objects are pulled using gaze and a swipe down action, and 
pushed using gaze and a swipe up action. All three techniques were implemented 
using a portable eye tracker extended for wider field of view [24]. We evaluated these 
techniques in a user study to understand their strengths and weaknesses in perfor-
mance and usability. The results demonstrate that users are able to transfer content 
efficiently using our techniques, thus validating our approach. ECP and EDD per-
formed similarly, with EDD being preferred due to the continuous visual feedback 
provided by drag-and-drop. ESC was the fastest of the techniques but was rejected by 
users due to the more complex hand-eye coordination required. 
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2 Related Work 

2.1 Cross-Device Information Transfer 

The case for moving objects easily between handheld devices and larger screens has 
been made widely, for group work settings [11, 17] as well as serendipitous encoun-
ters with public displays [7, 1]. 

Several works have focused on pushing and pulling content using touch-surfaces as 
proxies to public displays. Touch Projector [5] demonstrated improvements to work 
by Tani et al. that enabled the control of remote machinery through live video feeds 
while maintaining spatial context [23]. Boring's work made use of a phone camera 
feed to project touches on to public displays to manipulate and move objects. Similar-
ly, Bubble Radar showed how users could interact at a distance using the representa-
tion of a public display on a tablet PC [1]. 

Bragdon et al. developed Code-space, a set of techniques focused on interactions 
between mobile and situated devices in developer meetings [6]. Their work utilised 
situated depth cameras and inertial sensors embedded in mobile devices to enable 
intuitive pointing and information transfer for collaboration. Earlier work by Rekimo-
to et al. entitled Pick-and-Drop [18] has shown how physical objects can be used to 
transfer content from one display to another. In this case a pen was used to represent a 
faux storage device that could pick and drop content. 

Several techniques have explored obtaining content at a distance within a single 
large display. Baudisch et al. investigated different techniques for dragging and drop-
ping objects [3]. Their Drag-and-Pop and Drag-and-Pick techniques used proxies of 
distant icons to effectively bring them closer to a user. Drop-and-Drag by Doeweling et 
al. [9] was a technique similar to traditional drag and drop technique that allowed for 
interaction to be suspended mid-transfer, thus allowing the user to perform fine-
grained navigation before dropping an object. The above techniques were all found to 
be faster than traditional drag and drop for sufficiently distant targets. Finally, Schmidt 
et al. [19] described a range of interactions made available by combining a mobile 
phone with a multi-touch surface. Their techniques allow for fluid content transfer, 
personalisation of the surface and access-control over publicly visible elements. 

2.2 Gaze Pointing 

Early work on eye-based interaction showed that the eyes could be used as input in 
desktop environments. However an issue coined by Jacob et al. known as the Midas 
Touch Problem causes unwanted interactions when trying to explicitly issue com-
mands [12]. Dwell-time overcomes this problem by allowing a user to fixate on a 
control for a set delay before activation occurs. Studies by Jacob et al showed that the 
delay incurred by dwell-time could be overridden, by using manual input to activate 
controls interaction can be sped up. 

Prior to Jacob et al., Ware et al. [25] examined three picking techniques that used 
gaze combined with dwell, a virtual button and a hardware button for selection. Their 
experiments found that confirmation via a hardware button was fastest. It was  
also found that users would attempt to synchronise their eye movement with hardware 
button presses, causing occasional selection errors as the eyes move away before  
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selection is confirmed. A fully developed alternative to mouse input using gaze and 
keyboard commands was demonstrated by Kumar et al. [13]. 

Further studies have evaluated gaze as an assistive modality for manual input. Zhai 
et al. [26] developed MAGIC pointing. In their paper they designed two techniques 
that combined gaze with mouse input: liberal, the mouse cursor is warped to objects 
being looked at, the final selection is performed by the mouse, conservative, the 
mouse cursor is only warped after the user moves the mouse. Their experiment found 
that users subjectively felt they could interact faster with MAGIC techniques. Their 
liberal technique was faster than manual input and their conservative technique was 
slower. Drewes et al. [10] followed up on this experiment by combining gaze with a 
touch enabled mouse. They found that warping the cursor based on when the mouse 
was touched, as opposed to moved, reduced the need for mouse repositioning, thus 
improving the overall speed. Bieg et al. [4] showed however that MAGIC pointing 
offered no performance boost over mouse only input when used on large displays.  

2.3 Multi-modal Gaze Interaction with Public Displays 

Gaze-based and gaze-supported interactions with public displays are concepts already 
explored in the literature. Mardenbegi et al. demonstrated the use of head gestures  
in combination with gaze to interact with applications on a public display [15]. This 
work followed the same principles as in the previously described work on pointing. 
Gaze is used to point, and an additional modality is used to issue commands.  

Stellmach et al. evaluated techniques in several works that combine gaze and mo-
bile input, i.e., inertial sensing and touch [22, 20]. Their work developed techniques to 
navigate large image collections on public displays. Techniques used gaze for point-
ing while touch and accelerometer values were used to pan and zoom through images 
[22]. Users perceived increased effort and complexity when panning and zooming. 
This was considered as acceptable however, as it allowed for simultaneous interac-
tions not usually possible with gaze alone. In a later work they combined gaze with 
touch commands. This work defined five techniques for the remote selection of vary-
ing sized targets in a desktop setting [20]. Their findings gave rise to one technique in 
particular, MAGIC Tab, which allowed users to tab through a series of objects within 
close proximity to a users gaze, thus overcoming eye tracking accuracy issues. In 
further work Stellmach et al. evaluated techniques that utilise a combination of eye 
and head directed pointing with touch interaction for selection and manipulation of 
distant objects [21]. Their results highlighted that further improvements are required 
to allow for more precise distant cursor control with large displays. 

2.4 Summary 

The literature demonstrates success both using multimodal eye-based interactions for 
remote target acquisition and using touch-based proxies for distant content interac-
tion. Our work joins these areas by using gaze and touch to pull and push objects 
between public and close proximity devices. 
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3 Eye Pull, Eye Push 

Here we describe the concept of Eye Pull, Eye Push. ‘Pulling’ refers to moving con-
tent from a public context to a personal one. ‘Pushing’ refers to the opposite of this, 
moving from personal to public. The overall concept presents an interaction style 
whereby these tasks can be completed using a combination of gaze and touch. 

Below we outline three techniques designed to pull and push objects. We define 
the stages of interaction required to transfer content between personal and public dis-
plays, and explain how each of our techniques provides the required input attributes 
for each stage. 

3.1 Input and Interaction Flow 

The transfer of an object between a public display and a personal device can be broken 
down in to four main steps: object location, confirmation of selection, destination loca-
tion, and confirmation of drop. Each of these requires two attributes to be fulfilled: 
Locate (the location of the object or target) and Confirm (an action to confirm the loca-
tion). The three techniques we propose combine gaze and touch actions in different 
ways. They are able to execute the outlined main steps and fulfil their attributes.  

Each technique uses one of three touch commands: Tap, Hold/Release and Swipe 
and each is performed with a single finger. Tap combines two touch events, touch 
down and touch up, performed in quick succession. Hold/Release also combines 
touch down and touch up but they are used in considerably slower succession to con-
firm actions. Swipe combines touch down, touch moved and touch up, each must be 
performed in quick succession for the gesture to be recognised. The mappings of 
touch and gaze for each technique are shown in Table 1. 

Table 1. Mapping of gaze and touch input to locate objects and confirm actions. Eye Summon 
& Cast is split in to two rows for clarity. Eye Summon and Eye Cast each involve a single 
swipe gesture (down or up) combined with gaze. 

 Object Selection Destination Selection 
 Locate Confirm Locate Confirm 

Eye Cut & Paste Gaze Tap Gaze Tap 
Eye Drag & Drop Gaze Hold Gaze Release 

Eye Summon Gaze Swipe Swipe Swipe 
Eye Cast Swipe Swipe Gaze Swipe 

3.2 Transfer Techniques 

Eye Cut and Paste. The first of our techniques is Eye Cut & Paste; it adopts the fa-
miliar Cut & Paste semantic of desktop interaction. The steps of this technique are 
shown in Figure 2: To pull content, the user looks at an object, they then tap on their 
tablet to select and cut the object from view. A ‘paste’ is then performed by looking at 
the target device and a second tap inserts the object at the gaze location. To push con-
tent from a personal display, the same steps can be used, i.e., look at an object on the 
tablet, tap to select, look at the public display and tap again to drop. 

Alternate semantics are possible for this technique, for example, once an object is 
cut, many copies can be pasted to a destination. 
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Fig. 2. Eye Cut & Paste: 1) Look at object, 2) Tap on tablet, 3) Object is selected and cut from 
view, 4) Look at tablet, 5) Second tap on tablet, 6) Object is dropped 

Eye Drag and Drop. Our second technique, Eye Drag & Drop is likewise inspired by 
its desktop equivalent. Figure 3 shows, to pull content, an object is located by gaze 
and selected by a hold gesture. The object follows a users gaze for as long as they 
maintain holding with touch. As a user’s gaze trajectory intersects the personal de-
vice, the object appears on the display. Once touch is released, the object is dropped. 
Similarly to Eye Cut & Paste, the steps of this technique can also be used to push 
content, i.e., look at an object on the tablet, hold touch, look at the public display and 
release touch. 
 

 
Fig. 3. Eye Drag & Drop: 1) Look at object, 2) Hold touch on tablet, 3) Object is selected and 
can be visibly moved, 4) Look at tablet, 5) Release touch from tablet, 6) Object is dropped 
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Fig. 4. Eye Summon & Cast. To summon: 1) Look at object. 2) Swipe down on tablet,  
3) Object is moved to swipe location, 4) Object is dropped. To cast: 5) Look at destination,  
6) Swipe up on object, 7) Object is moved to location of gaze, 8) Object is dropped 

Eye Summon and Cast. Our final technique Eye Summon & Cast is based on a 
combination of gaze with a swipe gesture (see Figure 4). Unlike our other techniques, 
Eye Summon & Cast uses two differing methods (summon and cast) to pull and push 
content. An object on the remote screen can be located by gaze, and then summoned 
with a swipe down on the touch device. The swipe serves to confirm the object selec-
tion and simultaneously identifies the destination position on the target touch device. 
A cast is performed similarly: gaze now selects the destination, and a swipe up identi-
fies the object to be transferred and implicitly confirms selection and drop.  

Different semantics are possible for implicit identification, e.g., selecting the most 
recently ‘pulled’ object to be pushed back.  

4 Application Scenarios 

In the section we describe six application scenarios that demonstrate the versatility of 
Eye Pull, Eye Push. Each of our three techniques has been designed to complete the 
tasks, pull and push. As the flow of interaction differs between techniques, each can 
also be used for specialised tasks. Here we consider how each technique could be 
used in real-world scenarios to pull and/or push content. Table 2 outlines techniques, 
tasks and connected examples.  

Table 2. Example application scenarios for each technique/task combination. Note for Eye 
Drag & Drop that the examples involve both tasks. 

 Pull Push 
Eye Cut & Paste Mid-Transfer Interaction Duplicating for many users 

Eye Drag & Drop Sharing Read-only Content Digital Form Filling 
Eye Summon & Cast On-the-go: Acquiring many objects Sharing Content 
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Fig. 5. (a) Mid-Transfer Interaction: A user pulls a flyer, they then switch to a suitable applica-
tion before tapping to drop it. (b) Duplicating For Many Users: A user pushes three copies of an 
image using Eye Cut & Paste, two friends now have copies they can pull to keep 

Mid-transfer Interaction. Eye Cut & Paste is analogous to desktop cut and paste. 
The advantages of this technique can be leveraged when pulling content. Traditional 
cut and paste allows for objects to be selected and temporarily stored on the clipboard. 
This allows for two further interactions, first it frees the user to perform other (usually 
navigation) tasks and second it allows for the duplication of content.  

As an example, shown in Figure 5a: A user is typing up a document on a tablet pc 
in a café, a display above the café counter advertises weekly events. The user looks up 
at the display and notices a digital flyer about a music night at the café. To acquire a 
copy of this flyer, while still looking, the user taps on their personal device, the con-
tent is then held on the clipboard. Now, the user navigates to their calendar applica-
tion, looking, taps to paste in the flyer and sets a reminder. Next the user switches to 
their social networking application and pastes in a second copy of the flyer to share 
with their friends. 

Compared to our other techniques, Eye Cut & Paste is specialised to scenarios such 
as this, where interaction is required mid-transfer to allow content to be used for dif-
ferent purposes. 

Duplicating for Many Users. As shown in the previous example, Eye Cut & Paste 
can be used for the duplication of content that has been ‘cut’. The following example 
demonstrates how this can be leveraged when pushing content. 

A user has cut and pasted a single photograph to a television to show to two other 
users. The users all like the picture and so want to obtain their own copies. The user 
performs the paste stage of the technique twice more to create additional copies on the 
television for the friends to pull to their own devices (see Figure 5b). 

Digital Form Filling. Eye Drag & Drop is suited to tasks where changing context is 
part of the natural flow of interaction, where transfer is performed in a slow and con-
tinuous manner.  

Figure 6a shows an art gallery, where paintings are displayed along a wall. Next to 
each art piece is a digital comments display containing the thoughts of gallery patrons 
and empty comment cards. To leave a comment, a user looks at an empty comment 
card and pulls it to their tablet. This is performed following the steps of Eye Drag & 
Drop. The user then fills in the card with their thoughts. The card is then pushed back 
to the comments display by the same method. 
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Fig. 6. (a) Digital Form Filling: A user shares their thoughts about artwork on a virtual com-
ments board by pulling, completing and pushing a comment card. (b) Sharing Read-only Con-
tent: A user pushes and pulls an image for temporary viewing in a meeting. 

As Eye Drag & Drop provides continuous visual feedback, content can be seen to 
visibly move as it follows a user’s gaze. This allows the interaction to become ana-
logous to physical tasks such as filling in and posting comment cards. 
 
Sharing Read-Only Content. Users do not always want others to be able to obtain 
the content they share. Figure 6b shows how Eye Drag & Drop can be used to share in 
a read-only manner by maintaining control over content as it is displayed.  

This technique allows a user to switch back and forth between large and personal 
display contexts in a steady and continuous manner: A user is in a meeting; they want to 
show a relevant image temporarily on a projected display without disturbing the current 
content. First they look at an image on their personal device and perform a touch hold, 
this attaches the image to the location of their gaze. The user then looks up at the larger 
display to show the picture, as they maintain holding their touch, the object does not 
drop. The user then reverts their eyes back to their personal device, removing the image 
from the large display. They then release their touch to drop the object. 

 

 

Fig. 7. (a) On-the-go: A user acquires many objects in quick succession at train a station. (b) 
Sharing Content: A user shares content to a display for viewing by a group of people. 
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On-the-go: Acquiring Many Objects. Eye Cut & Paste and Eye Drag & Drop re-
quire the user to change context between a large and personal display as they transfer 
an object. These two techniques are best suited to settings where the user’s relative 
movement and schedule are not limited. 

Eye Summon & Cast requires the eyes to identify a distant object, drop location is 
then defined by touch. This mechanism allows for the user to acquire an object without 
changing their visual context. This allows for the quick acquisition of many objects in 
sequence while on the go. Figure 7a demonstrates an example: a user has arrived in a 
busy train station and on the platform is a local information display. The display con-
tains a wealth of tourist centric information on the local area. The user spots a train 
departure table, a local taxi number and a local map. The user swipes on their mobile 
device to grab each item in sequence as they pass by the display without having to 
change context. 
 
Sharing Content. When browsing media on a personal device, users often want to 
share their experience with a large group on a bigger display. Figure 7b shows how 
Eye Summon & Cast can be used to allow for fluid interaction in this scenario: while 
browsing content, the user holds their finger on an image they wish to share. Now, 
looking at a larger display, the user can swipe upwards on their personal device to 
transfer the image for viewing. This interaction allows for a simple and natural me-
thod of choosing a public display, in particular in environments where more than one 
large display may exist.  

5 User Study 

In a user study we aimed to compare our three techniques to evaluate usability to 
understand which was better suited to each task and to users. We analysed perfor-
mance and usability measures that were recorded as users pull and push a single ob-
ject between a large display and a mounted tablet device. 

5.1 Participants and Apparatus 

We recruited 12 paid participants (11 male, 1 female, aged 22 to 41 (M = 25.4 S.D. = 
5.1)), all had normal or corrected vision, and one was “colour-blind” but was able to 
distinguish the colours used in the experiment. Participants stood 150 cm from a 50" 
plasma display (whose base was 1 m from the floor). A tablet was mounted on a tri-
pod at waist height. This decision was made to ensure eye-tracking accuracy remained 
constant throughout trials. This prevented parallax error that is inherent in monocular 
eye-tracking. 

Participants wore a custom eye tracker that was calibrated with each participant at 
the beginning of the study. The eye tracker is based on SMI's iView X HED system 
but utilises an additional scene camera to detect personal device screens at close prox-
imity using brightness thresholding with contour detection (see Figure 8) [24]. Con-
tours were minimised to four points representing the rectangular surface of each 
screen. Gaze was then mapped to this rectangle using a perspective transformation to 
convert scene camera coordinates to on-screen coordinates. Although the system did  
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Fig. 8. System Setup: (a) Dual scene camera eye tracking system, (1) Additional scene camera 
(2) Eye camera. (b)(1) The system setup with head-mounted eye-tracker, (2) Touch tablet 
mounted on tripod (3) and Plasma TV 

not use the commercial software provided, the system was accurate to within 1.5 de-
grees of visual angle, we found this to be sufficient accuracy for the target sizes used 
in this study. To compensate for parallax error, the system was calibrated twice, once 
for the public display and once for the tablet. The system switched between calibra-
tions depending on which screen was in view. 

5.2 Experimental Design and Procedure 

The study followed a within-subjects repeated-measures design with two independent 
variables, technique, with three levels (1) Eye Cut & Paste (ECP), (2) Eye Drag & 
Drop (EDD), (3) Eye Summon & Cast (ESC) and task, with two levels (1) Pull, (2) 
Push. The dependent variables were task completion time and error rate. Users were 
asked to pull and push single objects between displays, this equated to one trial of the 
experiment. 

For each technique participants performed 30 trials: one guided training, five prac-
tice, and 24 recorded trials. To begin a trial, participants fixated at a 175 px green 
circle on the public display and were asked to tap on the tablet. A red target would 
then appear on the public display. Targets had varying origins but were all located 
equidistant from the centre of the start point. This was to minimise anticipation when 
locating the next object. Participants pulled and dropped the object at arbitrary loca-
tions on the tablet. Upon dropping the object, its colour changed after a 5 sec delay to 
blue, prompting the participant to begin the push stage of the task. When pushing, the 
object had to be dropped within a target area double the size of the object (350 px in 
diameter) and in the same position from which it had been originally pulled. This was 
to ensure participants could complete the experiment without introducing a time pe-
nalty. All participants used the three techniques (order counterbalanced using a Latin 
square) and performed all trials with one technique before moving to the next. After 
completing all tasks with a particular technique, participants provided subjective 
feedback, including questions from the NASA Task Load Index (NASA-TLX). A 
final questionnaire gathered preference, task suitability, and general feedback. 
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All touch and gaze events, task completion times and errors were automatically 
logged. An error was logged under conditions where, selection failed on the first at-
tempt, an object was dropped out of bounds of a target or an object was dropped out 
of bounds of a display. 

6 Results 

6.1 Task Completion Time 

Participants completed a total of 864 (24 trials x 3 techniques x 12 participnats) trials. 
Figure 9 shows the mean completion times for each task. We compared these values 
in a 2 x 3 (task x technique) two-way repeated-measures ANOVA with Greenhouse 
Geisser correction. An interaction effect was found (F1.721,18.933=5.178, p=.020). Fur-
ther tests using a one-way repeated measures ANOVA with Greenhouse Geisser cor-
rection showed a significant difference for the pull task in completion time between 
the three techniques (F1.992, 21.137=33.812, p<.0005). Further paired t-tests (Bonferroni 
corrected, new p-value=0.0083) showed that ESC was significantly faster than EDD 
(p<.0005) and ECP (p<.0005). ECP and EDD were not found to be significantly dif-
ferent (p=1.000). 

For the push task, a significant difference was found across completion time (F1.704, 

18.749=19.235, p<.0005). Further post-hoc paired t-tests (Bonferroni corrected, new p-
value=0.0083) showed that ESC was significantly faster than EDD (p<.001) and ECP 
(p<.001). A significant difference was not found between ECP and EDD when push-
ing objects. 

No significant differences were found between tasks for each technique. 

 

Fig. 9. Mean task completion time in seconds with 95% confidence intervals (CI) 

6.2 Error Rate 

The mean error rates for each technique are shown in Figure 10. In a 2 x 3 (task x 
technique) two-way repeated measures ANOVA with Greenhouse Geisser correction, 
we found no significant interaction or main effects. The means are calculated from 
288 trials per technique per task. ECP showed a mean error rate of 1.58 for pulling 
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and 1.66 for pushing. EDD had a higher mean error for pushing than pulling, (2.25 
and 0.83 respectively). ESC had a slightly higher mean error rate for pushing (0.83) 
than pulling (1.25) also. 

 

 

Fig. 10. Mean error rates, confidence levels omitted for clarity 

6.3 Performance Perception 

We recorded participant responses on a 7-point likert scale to questions regarding 
perceived speed, accuracy, ease of learning, suitability to task and preference. Fried-
man tests showed no significant differences in perceived speed for pulling or pushing 
objects, overall speed, accuracy or ease of learning. Participants were asked questions 
for each technique relating to their suitability and preference for the two tasks. No one 
technique was significantly suited to or preferred for pulling objects.  For pushing 
objects (X2(2)=9.500, P<=.009) ESC was significantly less preferred than EDD (Z=-
2.756, P<.006) with no significant difference between other techniques and EDD.  

 

Fig. 11. NASA Task Load Index, scale 0-100, confidence levels omitted for clarity. Key: (ECP) 
Eye Cut & Paste, (EDD) Eye Drag & Drop, (ESC) Eye Summon & Cast. 

Mean responses from NASA-TLX worksheets on a scale of 1-100 are documented 
in Figure 11. There were no significant differences for any factor. Overall, no one 
technique was significantly preferred. 

6.4 Subjective Feedback 

Participants provided subjective comments on the techniques they had just used. Par-
ticipants commented on the perceived slowness of ECP: It felt slow because it felt like 
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I had to do twice as many actions and it required a lot of tapping. Several participants 
noted the techniques' similarity to its desktop counterpart saying It's similar to copy 
and paste. In comparison to ESC one participant said I preferred that I didn't have to 
switch between selection techniques, I was always using my eyes referring to varying 
swipe events used in ESC. 

Participants perceived EDD to offer more control, stating I felt I had more control 
moving objects and that the continuous feel of contact with the object was something 
that the other techniques lacked. The sense of control also affected perceived speed 
and accuracy, it felt slow, but it was definitely much more accurate because I could 
see the object in place before dropping it. Similarly to ECP one participant found 
EDD similar to current desktop techniques saying, It's just like moving windows 
around in an operating system. 

ESC was found to be difficult for participants: [it was] much harder than other 
techniques and I didn't know where to look. One participant found during the push 
task that it was frustrating that I had to look down to find the object, just out of peri-
pheral vision. Finally the variations of swipe to perform summoning and casting were 
found to be confusing with participants saying, I didn't really like ESC because it had 
the addition of swiping in either direction. 

7 Discussion 

7.1 Results 

Overall ESC was found to be the fastest but least preferred technique. Participants 
disliked ESC for two main reasons: (1) Confusion, the touch command used changed 
between swipe down and swipe up, this lead to confusion about which to use for each 
task. (2) Coordination, participants stated that they found it difficult to coordinate their 
hands and eyes. This result highlights an issue where eye-based input needs to corre-
late more naturally with a users need to use their eyes, to observe other actions they 
perform. This issue is specific to the requirements of pushing with ESC. The user must 
swipe up on a tablet-located object viewed in peripheral vision while simultaneously 
being required to fixate on a large display. A possible solution for this in further work 
would remove the need for simultaneous initial selection and targeting, and instead 
allow these to be performed in sequence, i.e., hold finger on tablet object to select, then 
look at large display, and finally perform a swipe up to transfer the object.  

Participants responded well to EDD. In comparison to ECP, participants felt that 
being able to see the object moving gave them a greater sense of control. Although 
the system used a gaze cursor to provide continuous feedback to the user, it is clear 
that in EDD, this feedback is more obvious and familiar to users thus provoking a 
positive response. 

As demonstrated in the example scenarios we outlined in section 4, it is possible to 
incorporate additional semantics in to our techniques. These can improve usability in 
more complicated scenarios. Users reported ECP felt slow due to the amount of tap 
commands required. To improve perceived speed, the paste behaviour can be leve-
raged in this technique to duplicate a selected object, thus reducing the need for con-
text switching and quicker perception of transfer. 



184 J. Turner et al. 

Furthermore, issues outlined above with ESC can be resolved by introducing an 
‘implicit object identification’ semantic. In this case, the most recently pulled object 
would be pushed automatically, thereby removing the need to redirect visual attention 
to the touch modality. 

7.2 Feasibility and Limitations 

Eye Pull, Eye Push is dependant on the deployment of eye tracking as a pervasive 
technology. To realise such a vision there are several requirements and limitations: (1) 
Embedded or head-worn eye-tracking: it is imperative that users are always visible to 
the system. Current technology supports both, remote eye-tracking, where systems are 
embedded or situated below displays, and head-worn eye-tracking where users wear a 
personal eye-tracker. These are currently in the form of goggles but envisioned to 
become as small as standard glasses. (2) Calibration: current head-worn and remote 
eye-trackers require calibration before use. Calibration takes time and must be per-
formed pre-interaction. More modern systems only require calibration that lasts less 
that 30 seconds but issues can still arise when interacting with displays at varying 
distances, this is due to a lack of robust parallax compensation. (3) Connection: users 
require a method to pair with displays as they interact. Do users implicitly pair with 
each display they look at? Are user’s eye-tracking data globally broadcast for use? Or 
would authentication be required? To create seamless interaction, there would need to 
be a balance between privacy and functionality so that users are not inhibited by re-
peated authentication. 

8 Conclusion 

In this paper we presented a novel interaction concept Eye Pull, Eye Push, gaze-
supported cross-device content transfer. In our design we considered transfer between 
public and personal devices and how gaze and touch can be combined to create inte-
raction techniques for this task. We outlined the following techniques: Eye Cut & 
Paste, Eye Drag & Drop, and Eye Summon & Cast. We presented and discussed sev-
eral usage scenarios for these techniques. 

Our three techniques were evaluated in a user study. Users were able to complete 
the basic tasks of pull and push, and responded most positively to our Eye Drag & 
Drop technique. The results of our user study showed that Eye Summon & Cast out-
performed Eye Cut & Paste and Eye Drag & Drop in terms of speed but was least 
preferred by users due to its hand-eye coordination requirements. Eye Cut & Paste 
and Eye Drag & Drop performed similarly in terms of speed although Eye Drag & 
Drop was preferred due the more apparent continuous visual feedback it provided. In 
our discussion we outlined how additional semantics can be applied to each technique 
to extend functionality in differing scenarios. Furthermore we discussed the feasibility 
and limitations of Eye Pull, Eye Push in the real world. 

In future work we aim to explore this design space further, to gain a full 
understanding of factors within it and the implications they have on this style of 
interaction, i.e., users proximity to content, display sizes and varying content-types. 
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Abstract. We designed and implemented a gaze-controlled drawing application 
that utilizes modifiable and movable shapes. Moving and resizing tools were 
implemented with gaze gestures. Our gaze gestures are simple one-segment 
gestures that end outside the screen. Also, we use the closure of the eyes to stop 
actions in the drawing application. We carried out an experiment to compare 
gaze gestures with a dwell-based implementation of the tools. Results showed 
that, in terms of performance, gaze gestures were an equally good input method 
as dwell buttons. Furthermore, more than 40% of the participants gave better 
ratings for gaze gestures than for the dwell-based implementation, and under 
20% preferred dwell over gestures. Our study shows that gaze gestures can be a 
feasible alternative for dwell-based interaction when they are designed properly 
and implemented in the appropriate application area.   

Keywords: gaze interaction, eye tracking, drawing with gaze, gaze gestures. 

1 Introduction 

Eye trackers and gaze-controlled applications enable many disabled users to join the 
information society independently. Gaze-controlled applications are controlled via 
eye gaze through an eye tracker. Before use, the eye tracker is calibrated to the user’s 
eyes. Then, during use, the eye tracker follows the user’s gaze point and delivers the 
data to applications. The applications use the data to determine the user’s point of 
interest or intentions. Often, the applications have dwell buttons that the user clicks to 
control the application. A dwell button is “clicked” when the user’s gaze point has 
remained on the button for a predetermined time (usually 200–500 milliseconds).  

Over 30 years, eye tracking research has concentrated mostly on communication. 
In the last decade, the focus has shifted towards leisure applications, such as games 
and online communities. Many researchers work to enable disabled users to use 
applications similar to those that able-bodied users already use. Among these are 
writing applications, Internet browsers, drawing applications, and games of various 
types. We have concentrated on drawing applications, and our goal is to implement a 
drawing application that is easy to use and enables the user to correct their drawing 
mistakes easily. 
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Even when fixating on a target, the eye does not stay still. The small natural 
movements occurring during fixation are called microsaccades. Microsaccades 
usually stay within one degree of movement, which translates to remaining within one 
square centimeter on the screen when the user is sitting at arm’s length from the 
monitor. The jitter caused by the microsaccades makes it difficult to hit small objects. 
Also, small calibration errors are common, especially after one has been using the 
tracker for a while. To avoid the problems caused by microsaccades and calibration 
errors, the controls, such as buttons and menus, need to be larger in gaze-controlled 
applications than normally. Larger controls take room from the screen, particularly in 
drawing applications, where most of the screen space is needed for the drawing area.  

In gaze-controlled applications, the user uses the eyes to study the feedback the 
application is giving and to control the application. If these two actions are not well 
separated from each other, the “Midas Touch problem” may arise: wherever the user 
looks, a command is issued [11]. This problem is often rectified by extending the 
dwell time used for determining whether a command has been issued or not. 

At first, buttons clicked through dwell time and blinking were the most commonly 
used input method for issuing commands. A little over 10 years ago, the first 
gesture-like input methods for gaze-controlled applications were introduced, see [3]. 
The concept of gaze gestures was first put forward five years ago [1], and  
it has evolved since. Fundamentally, gaze gestures are predetermined gaze paths, or 
patterns of eye movements, that are interpreted as commands to the application. Gaze 
gestures can be short or long, simple or more complex, location-bound or 
location-independent. 

Next, we give an overview of research on gaze-controlled drawing applications and 
on gaze gestures that are relevant to our research. We then present our gaze-controlled 
drawing application, called EyeSketch, and show how gaze gestures are used in its 
tools. Towards the end of the piece, we present the study wherein we compared dwell 
time to gaze gestures, and we discuss the results. We conclude by considering the 
work done so far and discussing some future directions for our drawing application.  

2 Related Research 

To our knowledge, five drawing applications controlled via eye gaze have been 
presented previously. Four of them utilize only gaze, and the other combines gaze 
with voice commands. 

The first eye drawing application, Eye Painting (also known as EaglePaint), was 
presented 16 years ago by Gips and Olivieri [2]. Eye Painting was one of the 
applications for their EagleEyes, an EOG-based eye tracking technology. In Eye 
Painting, the user was able to draw colored lines on the screen by moving the head and 
eyes.  

Eye Painting utilizes so-called free-eye drawing [16], in which the line of drawing 
appears wherever the user looks and the person drawing has no way of lifting the pen 
from the drawing canvas. Thus, every shape is connected to the next by the line. A 
related problem with free-eye drawing is the lack of separation between drawing and 
looking around. When gaze is used to control a technology, usually the same channel is 
used for input and for examining the output. If users want to look around and examine 
the drawing, they probably want to pause the drawing process for the time being.  
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To solve the aforementioned problems with free-eye drawing, Hornof et al.  
[6, 7, 8] created an application called EyeDraw. In EyeDraw, looking and drawing are 
separated by two 500-millisecond dwell-time spans; drawing of a shape starts only 
when the gaze point has stayed relatively still for a second [7]. To end the drawing of 
the shape, the user needs to dwell for a second at the end point. Instead of free-eye 
drawing, EyeDraw utilizes shapes. In the first version, the user was able to draw only 
lines and ellipses, but the shape collection later grew to include rectangles and 
predefined stamps too. EyeArt [14] resembles EyeDraw in many respects, but it has a 
wider range of drawing tools, including seven different shapes, a text tool, and an 
eraser tool. In addition, the user can adjust the border thickness of a soon-to-be-drawn 
shape and fill drawn shapes with color by using the paint can tool. 

Van der Kamp and Sundstedt [17] presented a drawing application that combines 
gaze and voice input. A voice command is used in place of dwelling to control 
drawing and to access the tools and their properties. These authors claim that their 
solution solves two problems that plagued the previous applications. First, they 
wanted to remove the need to dwell, since, they said, the use of dwell frustrates users. 
Second, they hid the tool menus to free screen space for the drawing canvas and to 
prevent unintended selections from the menus during drawing or looking. In their 
solution, tool menus appear only through a voice command. 

The three drawing applications discussed above utilize separation of looking and 
drawing. They share the problem that the position or size of the shape drawn cannot 
be adjusted, which means that the user needs to draw the shape in precisely the right 
place and in exactly the right size or else undo/erase it and start again. Yeo and Chiu 
[18] introduced a third technique when designing their gaze-estimation model that 
constitutes an attempt to separate looking (or thinking and searching) from drawing 
through examination of gaze patterns. Their model assumes that when the gaze points 
are close together, the user wants to draw, and that when the gaze points are mostly 
far from each other, the user is thinking or searching for something. When the gaze 
points cluster within an area, that area is determined to be the “area of interest.” If a 
fixation longer than 500 milliseconds falls within the area of interest, the centroid of 
the gaze points is calculated and drawing begins at that point. 

In our drawing application, gaze gestures are used to move and resize shapes. Our 
gaze gestures utilize simple, one-segment gestures and off-screen space. Next, we 
present the three gaze-gesture implementations that are relevant for our study. 
Møllenbach et al. [15] created simple, single-segment gaze gestures. In their 
one-segment gaze gestures, the gesture was made across the screen: it started from 
what they called the gesture area and ended in another gesture area, on the opposite 
side of the screen. The assortment of these Single Gaze Gestures, as the authors call 
them, is small, but they can be used for simple tasks, such as top-level navigation of 
applications or controlling one’s environment. 

Isokoski [9] used off-screen targets in his eye writing application. He used five 
off-screen targets attached to the monitor frame. The user’s gaze was tracked with a 
head-mounted SMI EyeLink tracker, which was able to track the gaze beyond the 
screen area when the user was seated 100 centimeters away from the monitor. A short 
dwell time, 100 milliseconds, was used as the threshold for determining whether the 
user’s gaze actually stopped over an off-screen target or just wandered over it. 
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Another application using off-screen space is Snap Clutch, by Istance et al. [10]. In 
Snap Clutch, the user can switch mode in the application by looking outside the 
screen space. The authors claim that quick glances of this sort are a fast and effortless 
way to control their application.  

In our application, we use the closure of the eyes also. The closure of both eyes for 
a longer time is a rarely used input method, although it is easier to recognize as 
intentional than are the more frequently used blinks and winks (closure of one or both 
eyes for only a short time). Especially in the case of blinks, it is difficult to determine 
which are intentional and which involuntary – reflexive actions that occur when the 
eyes are getting dry, as the eyes often do more readily when one is looking at a 
computer screen. As far as we know, only Hemmert et al. [4, 5] have used the closure 
of one and both eyes to control applications. By closing both eyes, the user was able 
to activate text-to-speech functionality in a writing application, and closing just one 
eye allowed users to switch between modes in a first-person shooter game and to filter 
other than the most recently used icons from the desktop. 

3 EyeSketch: A Gaze-Controlled Drawing Application 

Our motivation in the design of our drawing application is twofold. First, we wanted 
to create a drawing application with which the user can produce pleasing pictures 
without unintentional gaps between shapes or accidental overlapping of shapes. 
Second, we wanted to create a new kind of drawing application. Of the preexisting 
drawing applications, none used objects that can be modified, yet able-bodied users 
have their choice of many such applications. Moreover, we believe that modifiable 
objects can solve the positioning problem in addition. 

3.1 The Application 

We chose an approach wherein the shapes, or objects, drawn can be moved or resized, 
and in which their other properties can be modified after these are drawn.  

For the first version of our application, we implemented basic drawing tools, tools 
for modifying the shapes drawn, and tools for saving and opening pictures drawn with 
the application. Tool buttons were placed around the drawing canvas and 
implemented as dwell buttons. We used 80 × 80 pixels as the size for a tool button. 
These buttons are selected when the gaze point has stayed on the button for 400 
milliseconds.  

Our basic drawing tools include tools for drawing rectangles, ellipses, and lines. 
Before and after drawing of the shapes, their fill color, border color, and border 
thickness can be changed. To aid in creation of the drawing, a grid is implemented 
behind the drawing canvas. The user can choose whether to display the grid or not. 

For later modification of a shape, we have a Select tool. When a shape is  
selected, its color and line thickness can be changed, and it can be removed with the 
Delete tool. 
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The Move, Nudge, and Resize tools are imple-
mented with gaze gestures. With the Nudge tool, 
the shape moves one grid square in the direction 
of the gaze gesture made. With the Move tool, the 
shape starts to move towards the gesture’s 
direction and stops when the user closes the eyes 
or when the moving shape hits the edge of the 
drawing canvas. The Resize tool causes resizing 
handles to appear at the sides of the selected 
shape (see Fig. 1). The size of each handle is 
50 × 50 pixels. A handle is selected by dwell first 
(100 milliseconds), followed by a gesture; 
depending on the gesture direction (inwards or 
outwards), the shape shrinks or grows from the 
side on which the handle is attached. 

We integrated the COGAIN ETU Driver1 into the drawing application to deliver 
the eye tracking data from the eye tracker to our drawing application. The ETU Driver 
supports several makes of eye tracker. Therefore, the application can be used with 
multiple eye trackers, since the ETU Driver makes sure that the gaze data will be 
delivered to the application in the same form regardless of the eye tracker used.  

3.2 Gaze Gestures 

We chose gaze gestures for this use since they are less vulnerable to calibration errors 
and the jitter in the eyes. Our gaze gestures are simple one-segment gestures that end 
outside the screen. We also use the closure of both eyes to stop a moving shape. 

The gaze gesture used with the Move and Nudge tools always starts on top of a 
shape already drawn, proceeds in one of the eight directions (toward a side or corner 
of the screen), and ends outside the screen (see Fig. 2). We named the eight directions 
after the cardinal and ordinal directions, with north being toward the top of the screen, 
northeast toward the upper right-hand corner of the screen, east toward the right side 
of the screen, etc. 

With the Resize tool, the gaze gesture starts on top of a resize handle attached to 
the side of the selected shape; proceeds left/right or up/down, depending on the side on 
which the handle is attached; and ends outside the screen area.  

To be able to start the gaze gesture, the gaze has to stay on the shape or resize 
handle for 100 milliseconds for it to become selected. The user can start the gesture 
when the gaze cursor changes its color from black to orange. As the user makes the 
gaze gesture, three gaze points must fall into the same segment (see Fig. 3) in the 
direction of the gesture before exiting the screen area. Since the 60 Hz eye trackers 
take a gaze-point sample once every 16th millisecond, the move from the shape to 
outside the screen must take at least 64 milliseconds. If it takes more than 1,500 milli-
seconds, the gesture process stops. When the gaze has remained outside the screen  
 

                                                           
1 The COGAIN ETU Driver (i.e., Eye-Tracking Universal Driver) can be downloaded from 
http://www.sis.uta.fi/~csolsp/downloads.php. 

 

Fig. 1. The resizing handles for the 
Resize tool appear around the 
selected shape 
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Fig. 2. The gaze gesture starts on top of a
drawn shape (or a resizing handle) and ends
outside the screen. 

    Fig. 3. At least three gaze points must fall 
into the same gesture segment before the 
gesture can be completed. 

area for 100 milliseconds, the gesture-recognition process ends and the command is 
issued. A feedback sound is played to the user when they can return the gaze to the 
screen without canceling the action. 

In use of the Move tool, the gaze gesture makes the shape move in the direction of 
the gesture. Closing both eyes for 300 milliseconds stops the movement. While the 
eyes are closed, the shape keeps moving until the threshold time has been reached. 
Once that time has elapsed, the shape returns to where it was when the eyes were 
closed. A feedback sound is played to the user when the eyes may be opened.  

4 Gaze Gestures vs. Dwell – An Experiment 

To find out whether our gaze gestures would be a feasible input method for the Move, 
Nudge, and Resize tools, we designed an experiment in which the gaze gestures and 
often-used dwell buttons were compared. 

4.1 Participants 

Twelve participants, seven male and five female, volunteered for the tests. Their ages 
ranged from 18 to 38 years (mean: 24.3 years). Only one of the participants wore 
eyeglasses during the test. None of the participants had prior experience of eye 
tracking. Nine participants were familiar with the concept of gestures, and five of 
them had tried gestures in some form; they reported having used them with cell 
phones (hand/finger gestures) and with video-game consoles (bodily gestures). 

4.2 Apparatus 

We used a Tobii T60 eye tracker with a sampling rate of 60 Hz to track the 
participant’s gaze. The resolution of the screen was set to 1280 × 1024 pixels (17-inch 
LCD screen with a width of 338 mm and height of 272 mm).  
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The test application was a light version of our drawing application: only the Move, 
Nudge, Resize, Undo, and Look around tools were available. In each task, the object 
to be moved or resized was already drawn in the drawing area. The target size and 
position were indicated through a similar object with a thick red border (see Fig. 4). 

 

 

Fig. 4. Test application showing Task 4: Use drawn objects to build a house in the target area. 
Resize the objects when necessary. 

4.3 Dwell Implementation 

The dwell implementation differs from our gaze-gesture implementation described 
above only in terms of the implementation of the Move, Nudge, and Resize tools.  

With the Move and Nudge tools, eight dwell buttons, with arrows showing the 
direction appear, around the selected shape (as shown in Fig. 5). The participant needs 
to keep the gaze on the button for 400 milliseconds for it to be clicked. The Move tool 
makes the shape start to move in the given direction when the arrow button is clicked. 
The movement is stopped in the same way as in the gesture implementation: by 
closing of both eyes. In the implementation of the Nudge tool, the shape moves one 
grid step in the given direction and stops automatically.  
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Fig. 5. The dwell buttons for the Move tool 
appear around the selected shape in the 
dwell implementation 

Fig. 6. The dwell buttons for the Resize tool 
appear around the selected shape in the dwell 
implementation 

For the Resize tool, a pair of dwell buttons appears on each side of the selected 
shape (see Fig. 6). The button closer to the shape makes the shape smaller, and the 
one further from the shape increases the shape’s size. When the participant has fixated 
on the dwell button for 400 milliseconds, it will be clicked and the size of the shape 
decreases or increases by one step. 

The 400-millisecond threshold for dwell time was selected on the basis of literature 
from the field of eye typing, wherein dwell time is used to select letters from an 
on-screen keyboard. Majaranta and Räihä [12] concluded in their review that in eye 
typing studies with novice users, dwell times ranged from 450 to 1000 milliseconds. 
Majaranta et al. [13] performed a longitudinal eye typing study wherein participants 
were able to adjust the dwell time. In their study, none of the participants used a dwell 
time of 400 milliseconds or less during the first session. After five sessions (that is, 75 
minutes’ practice), most participants had decreased the dwell time to 400 milliseconds 
or less. For novice users, any dwell time shorter than 400 milliseconds would cause 
significantly more unintended commands. 

4.4 Tasks 

We asked participants to perform four tasks with each style of input. The tasks were 
the following: 

1. Move the object drawn to the target area. 
2. Use already-drawn objects to build a house in the target area. 
3. Resize the object drawn until it matches the target area. 
4. Use drawn objects to build a house in the target area. Resize the objects when 

necessary. 
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For Tasks 1 and 2, the participant had only movement tools, Move and Nudge, 
available. For Task 3, only the Resize tool was active. For the fourth task, the 
participant was able to use both the movement tools and the resizing tool. Tasks 1 and 
3 were used to train the participants in use of the new tools. Task 2 was selected to 
reveal possible difficulties when there are several objects in the drawing area. With 
Task 4, we wanted to see how well switching from one tool to another works. 

4.5 Procedure 

Each test took 40–60 minutes. At the beginning of the test, the participant was asked 
to fill in a questionnaire form, for background information. Then the purpose and the 
procedure of the test were introduced, and informed consent was requested from the 
participant. The test had two parts, each using one of the two input styles. The two 
parts followed the same procedure; only the input style was different. The order of the 
input styles was counterbalanced. 

At the beginning of each part, the experimenter demonstrated the input style with a 
mouse. Then the participant was seated in front of the eye tracker, at arm’s length 
from the monitor, and the eye tracker was calibrated. After calibration, the 
experimenter started the testing software and the participant performed the four tasks. 
After completing the tasks, the participant was asked to fill in a user-satisfaction form. 
Meanwhile, the experimenter restarted the eye tracker. After a short break, the second 
part of the test was started. After the second part and the associated user-satisfaction 
form, the participant was briefly interviewed about the experiences during the test. 

4.6 Results and Discussion 

We calculated task-completion times, times for completing an action, and the number 
of unnecessary actions from the data collected. To test the statistical significance of 
our results, we used repeated-measures ANOVAs with Greenhouse–Geisser 
correction and paired-sample t-tests for post hoc pairwise comparisons. 

Task-Completion Times. In comparison of the mean times for completion of a full 
task (see Fig. 7), the dwell implementation was revealed to be faster for tasks 1 and 2, 
wherein the participants only had to move objects. In tasks 3 and 4, which involved 
the need to resize the objects in addition, the two implementation types took equally 
long for completion, on average. This means that the resizing actions take so much 
longer to complete with the dwell implementation that the advantage gained in the 
moving actions is lost. Only the main effect for the task was significant (F2,19 = 72.45, 
p < .001), as can be expected from the nature of the tasks. 
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Fig. 7. Task-completion times, in seconds, for the two implementations. The error bars show 
the standard deviations of the means. 

When examining the times to complete the first task with the two implementation 
types, we found that the first performance of Task 1 took significantly more time than 
the second one (F1,10 = 5.95, p < .05). This was independent of the implementation 
type used (F1,10 = 1.47, p > .05). The results demonstrate that it always takes time to 
figure out how to use one’s eyes to control an application when a gaze-controlled 
application is used for the first time.  

Completion Time for an Action. On average, performance of an action was almost 
equally fast in the two implementation types (see Fig. 8) for all actions. Statistical tests 
showed that task had a significant effect on the time taken per action (F1,15 = 8.97, p < 
.01). It also had an interaction effect with the implementation type on the completion 
times (F1,15 = 7.96, p < .01). Implementation type on its own did not have a 
statistically significant effect on completion times (F1,11 = 1.19, p > .05). 

 

 

Fig. 8. Completion time per action, in seconds, for the two implementations. The error bars 
show the standard deviations of the means.  
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The exception is that in Task 1, the actions with the dwell implementation took 
almost twice as long as those performed with the gesture implementation. The 
implementation type had a significant effect on completion time for Task 1 (F1,10 = 5.67, 
p < .05), and it did not matter which implementation type the participant used first 
(F1,10 = 0.00, ns). We believe this result reflects the fact that the participants tried out 
the gaze gestures more than the dwell buttons before starting to perform the task. We 
observed in the tests that many participants made several gestures to get a shape to 
move and then stopped the movement before the shape had moved more than a couple 
of steps. With the dwell implementation, there was less behavior of this kind. 

Excess Actions. We calculated the optimal number of actions for each task. Optimal 
performance in tasks 1–4 involved 2, 12, 10, and 54 actions, respectively. Only four 
times during the tests did a participant manage to complete a task optimally. When the 
task was only to move the shapes (tasks 1 and 2), the participants used more actions in 
the gesture implementation than in the dwell implementation. However, when the 
tasks included resizing of the shapes (tasks 3 and 4), more actions were employed in 
the dwell implementation than in the gesture implementation.  

The data support our observations during the tests: the participants had difficulties 
in resizing the shapes with the dwell implementation, because the dwell buttons to 
make the shape smaller and larger were next to each other. Because of jitter in the 
gaze and small calibration errors, the participants often accidentally clicked the wrong 
dwell button. Then another action was needed to reverse this wrong action. Therefore, 
to complete one successful action, the participant had to perform three actions. 

 

 

Fig. 9. Number of excess actions per task in the two implementations. The error bars show the 
standard deviations of the means.  

As expected, task had a significant main effect on unnecessary actions (F2,23 = 16.83, 
p < .001), since the tasks were very different in how many actions were needed for 
their completion. Implementation type did not have a main effect on the number of 
excess actions (F1,11 = 0.005, ns), since whether a given implementation type fared 
better or worse varied from one task to the next. Statistical testing revealed that task 



198 H. Heikkilä 

and implementation type had a significant interaction effect (F2,20 = 4.73, p < .05). 
This supports what is visible in Figure 9. The result means that one implementation 
type is better for certain tasks than the other, and vice versa.  

The participants used more actions than needed in their very first task, no matter 
which implementation type they started the test with. When the participants started 
with the gesture implementation, they used, on average, 11.3 actions more than 
needed for completion of the first task. When facing the same task in the dwell 
implementation later, they used only 2.3 actions more than the optimum. The 
participants who started with the dwell implementation performed 5.0 actions more 
than the number needed in their very first task, and only 5.5 actions more when they 
later completed the task with the gesture implementation.  

The statistical tests showed that there was a statistically significant difference 
between the two types of implementation in the number of unnecessary actions for 
Task 1 (F1,10 = 6.10, p < .05). That is, for Task 1, the participants made more 
unnecessary actions with one of the implementation types (the gesture implementa-
tion) than in the other. As described above with regard to completion time per action, 
we observed during the tests that, with the first task, the participants tried out the use 
of gaze gestures more than they did the use of dwell buttons. Our results suggest that 
the use of gaze gestures needs more training in the beginning than that of dwell 
buttons.  

Subjective Impressions. We asked the participants to evaluate their use experience 
on a seven-point Likert scale (with 1 indicating “strongly disagree” and 7 standing for 
“strongly agree”). They evaluated their experience on seven dimensions after using 
both implementation types. When one looks at the average scores, the gesture 
implementation appears better or at least equally good on all dimensions (see Fig. 10). 
The largest differences emerged for ease of resizing objects and in interaction speed. 
For ease of moving objects and on the natural-interaction dimension, the two 
implementation types were equally good. None of the differences was shown to be 
statistically significant in Wilcoxon signed-rank testing.  
 

 

Fig. 10. Subjective impressions gathered after each implementation type. The error bars show 
the standard deviations of the means.  
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All participants who started with the dwell implementation rated the gesture 
implementation better than the dwell implementation or equally good. Participants 
who started with the gesture implementation were less unanimous with their scores. 
When we asked about the preference between the two in the interviews, seven 
participants preferred gaze gestures, four preferred the dwell implementation, and one 
was undecided. In particular, the difficulty in hitting the correct resizing dwell button 
in tasks 3 and 4 tipped the scale to gesture implementation. If we had increased the 
dwell-button size from 50 × 50 pixels or left space between the dwell buttons, such 
problems might have been avoided. However, seeing the drawing and accessing the 
objects drawn are essential to drawing applications. Also, in that solution, when 
several objects are placed close to each other and the user could readily select the 
wrong one by accident, the resize buttons for the wrongly selected object might hide 
the intended object and cause a dilemma. In our study, we already gave twice as much 
space from the drawing canvas to the dwell buttons as in the gesture implementation. 
Had we given them even more space, the situation would have been neither 
comparable to the gaze-gesture implementation nor appropriate for drawing 
applications anymore. 

5 Conclusions 

As described at the start of the paper, our motivation is to solve problems in existing 
gaze-controlled drawing applications by creating a new kind of drawing application 
that utilizes movable, resizable, and modifiable objects. The first step was to establish 
a functional way to move and resize the objects. For this purpose, we selected gaze 
gestures, since we wanted to keep the drawing canvas as free of buttons as possible.  

The next step was to test whether the gaze gestures could work as well as the dwell 
buttons that are the traditional input style. The results from the experiment described 
in this paper are very encouraging. Although the dwell buttons were the better input 
style for moving shapes, in resizing tasks the gaze gestures proved to be an even 
better input style, solving all the problems from which the dwell implementation 
suffered. Furthermore, the participants were able to move and resize the shapes with 
gaze gestures even when the drawing canvas was half-filled with various shapes. We 
were excited to learn that most of the participants in our experiment felt that the gaze 
gestures worked well and that they preferred the gaze gestures to the dwell-button 
implementation. 

In terms of time to issue a command, gaze gestures may never beat dwell buttons. 
The real advantage of gaze gestures is their ability to remain functional despite 
calibration errors and low accuracy of the eye tracker. Our resizing task showed how 
vulnerable the dwell-time input is to even small accuracy problems. Overall, our 
results showed that the simple, one-segment gaze gestures can be used for tasks other 
than switching between modes. The only limitation for one-segment gaze gestures is 
the small size of the gesture vocabulary. However, with adequate planning, the use 
cases could be numerous. 

We have implemented a very usable way to move and resize shapes in a drawing 
application. Our next two steps are user tests with users from our target user group – 
i.e., with disabled users – and releasing the drawing application for the public.  
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Abstract. We report the development and evaluation of a gesture-based interac-
tion prototype for controlling the loading station of a factory automation sys-
tem. In this context, gesture-based interaction has the potential to free users 
from the tedious physical controls but it must also account for safety considera-
tions and users’ perceptions. We evaluated the gesture interaction concept in the 
field to understand its applicability to industrial settings. Our findings suggest 
that gesture-based interaction is an emotional, physically charged experience 
that has the potential to enhance the work process. Participants’ feedback also 
highlighted challenges related to the reliability of gesture recognition technolo-
gy in the workplace, the perceived professionalism of gesture-based interaction, 
and the role of physical feedback in promoting feeling of control. Our results 
inform the development of gesture-based interaction for similar contexts. 

Keywords: Gesture-based interaction, emotions, user experience, field study. 

1 Introduction 

Gesture-based interaction could provide many benefits as an alternative to physical 
controls in industrial settings, where the manual operation of machinery can be 
ergonomically challenging and hazardous or is governed by safety regulations. 
Several characteristics of gesture-based systems affect their usability in such settings, 
including technical aspects such as latency of operation, stability, resolution, and 
precision [1], as well as human-centered aspects such as intuitiveness, ergonomics, 
and ease of gesture performance and recall [2]. Appropriately designed systems must 
balance these sometimes contradictory concerns. 

We report the findings from a year-long design and development process of a 
gesture-based interaction concept, focusing on the results of evaluations conducted in 
real context of use. The overall goal of the research was to create novel interaction 
concepts for metal workshops and to study their potential in real work tasks. Our 
research was aimed at answering the following questions:  
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─ Which factors affect the acceptability of gesture control in industrial settings? 
─ What is the user experience of gesture control in industrial settings, especially with 

respect to its emotional aspects? 

2 Related Work 

2.1 Gesture-Based Interaction 

Gesture tracking technologies can be broadly divided into perceptual (utilizing, e.g., 
vision and audio) and non-perceptual (based on, e.g., mouse or  touch surfaces) [3]. 
The taxonomy proposed by Karam and schraefel [3] divides gesture styles between 
deictic (pointing), manipulative (tight coupling between the controlled object and 
hand/arm movement), semaphoric (symbolic), gesticulation (combination of gesture 
and speech), and language gestures (e.g., sign languages). Due to the prevalence of 
symbolic gesturing in the real world (e.g., police and military hand signals), we chose 
it as the starting point for our design.   

Empty-handed, or touchless, gestural interaction has been proposed to be advanta-
geous in various real world contexts, such as medical environments and environments 
where physical input devices could be vandalized [4]. In our context of use, the situa-
tion is similar to the latter, as introducing input devices into the factory environment 
is not viable. For example, touchscreens could be smeared with residues, and remote 
controls could easily be damaged or misplaced. Examples of perceptual gesture-based 
interaction in a context of use resembling ours can be found in human-robot interac-
tion [5-7]. However, to our knowledge, our work is one of the first user-centered stu-
dies of designing gesture-based control to operate factory automation systems. 

2.2 Designing Gesture Interactions 

Combining the technical and user-centered requirements makes the design of gesture 
interaction challenging. Although it may be possible to design an efficient and easy to 
recognize gesture vocabulary for human-machine interaction, one needs to also con-
sider the social implications of gesturing in the workplace. Previous research suggests 
that gestures that are based on subtle movements and are similar to existing technolo-
gy and every day actions are preferred to gestures that look uncommon, are physically 
uncomfortable, or interfere with face-to-face conversations [8]. Additionally, the gen-
eral meaning of the gesture should be understandable to both the user and bystanders 
to be socially acceptable [9]. Early stage development that looks past technical restric-
tions is one way to avoid expending effort on gestures that are not acceptable [8]. 
However, as Wobbrock et al. [10] point out, reliability of recognition is nevertheless 
an important criterion for early prototypes. Our design approach is a hybrid of the 
technology-oriented and human-centered styles; we aimed for reliable recognition 
through designed gestures, but carried out a series of design workshops to ensure the 
gestures are also acceptable. 
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3 Gesture-Based Interaction for Factory Automation 

The context of use for the proposed gesture interaction concept is the loading station 
area, which is a part of a manufacturing automation system (Figure 1). The operator’s 
task is to attach raw materials to a pallet using various tools, which the automation 
system then moves to machining, and subsequently to remove the machined parts. 
Using a button panel situated to the side of the loading station, the operator can open 
and close the door separating the automated storage from the operating area, drive the 
pallet in or out of the storage, and rotate the pallet in either horizontal direction. The 
emergency stop can also be used at any time. 

 

Fig. 1. User attaching materials to the pallet (original image courtesy of Fastems) 

The loading station controls are placed away from the pallet due to safety 
regulations. In crowded workshop conditions, the controls can be hard to reach, and 
their operation requires constant movement from the pallet to the controls and back. 
These issues could be alleviated with gestures, as the loading station could be 
controlled by simply taking a step back to a safe distance from the machine and 
performing the appropriate gesture, even while grasping tools. The use of gestures 
would naturally also require strong safeguards, such as multiple means of tracking the 
operator’s location with respect to the machine. 

3.1 Gesture Vocabulary for Loading Station Control 

The gesture vocabulary was designed in a series of workshops with representatives 
from factory automation manufacturing industry to ensure its validity in the realistic 
industrial context. This collaboration was grounded on prior user observations in 
industrial environments. During the design process we iterated different versions of 
the gesture vocabulary and visual feedback to ensure the operation was robust and the 
feedback informative. This process resulted in a gesture set of seven poses (Figure 2). 
The gestures were designed to be distinctive from one another, so that their 
recognition would be as reliable as possible using the template-based recognition 
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4 Evaluating Gesture-Based Interaction in Real Contexts of Use 

The emotional user experience and acceptance of the concept were evaluated in real 
workshop environment. The first study was conducted at a factory automation 
manufacturing site and the second at a local metal workshop, where loading stations 
similar to the simulated one are used daily. Externally, the prototype was similar in 
both studies, but internal data processing was updated to improve stability. 

4.1 Method 

Participants were opportunistically recruited on-site. A total of 22 participants, 2 
female and 20 male, took part in the evaluation. They had an average work experience 
with factory automation loading stations of 6.0 years (range = 0-25 years, s.d. = 6.9). 
Participant backgrounds ranged from factory automation product designers to 
assembly line workers and metal workshop laborers. 

After a demonstration of the gesture commands by a researcher, the participants 
were able to briefly practice the gestures. Next, they were asked to perform each of 
the gestures twice according to a script cued by a researcher, simulating the operation 
of a real loading station. Interaction took place in front of the simulator, which was 
presented on a 37-inch high definition television next to the loading station cell.  

User experience was measured with a questionnaire, which contained a Likert scale 
of eleven questions concerning emotional experiences including alertness, anxiety, 
delight, desperation, determination, excellence, frustration, pride, skillfulness, 
success, and surprise. In addition, an item concerning the feeling of control was 
included. Another Likert scale of five statements concerned the acceptability of the 
gestures: their practicality, necessity, professionalism, intelligence, and physical 
demand.  The questionnaire was filled after the participants had tested the prototype. 
In addition, short interviews were conducted with nine of the participants. 

4.2 Results 

Emotional User Experience. The responses to the questionnaire were analyzed using 
multidimensional scaling (MDS). The resulting configuration shows which emotions 
are related to each other (Figure 4). The assumption is that similar emotional items are 
correlated with the same underlying user experience factor, which can be calculated 
as their sum variable. The items were separated by their emotional valence into  
pleasant (α = .862) and unpleasant (α = .804) emotional groups, along the x-axis. 
Cronbach alphas over 0.8 were taken as a confirmation that the items were reliable 
indicators of the underlying emotional factor. 

The results indicate the emergence of two distinct emotional user experience fac-
tors: competence [11] and frustration [12]. Competence, or self-efficacy, is linked to 
the participants being pleasantly surprised by the new suggested interface (Spearman 
ρ = .771, p < .001), and associating feeling of control with very positive emotional 
experiences, such as pride and success. In addition, a positive association between 
having a pleasant user experience and feeling in control was observed (ρ = .508,  
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p = .019). Frustration was evident in even slightly negative, or unpleasant, user  
experience being strongly associated with not accepting the gestures. Accordingly, 
negative correlations were observed between feeling frustration and perceiving the 
gestures as intelligent (ρ = -0.542, p = 0.011), professional (ρ = -0.587, p = 0.005), 
safe (ρ = -0.671, p = 0.001), and needful (ρ = -0.509, p = 0.018). 

 

Fig. 4. Multidimensional scaling solution of experienced emotions. The configuration shows 
that two groups are formed along the x-axis, which indicates the valence of the emotions.  

Interview Feedback. The interviews were conducted with metal workshop workers 
(4 respondents) that operate loading stations daily, and factory automation mechanics 
(5) that assemble the loading stations. Most felt that the new scheme of interaction 
was a welcome introduction to the usual work routine. The notable benefits men-
tioned were the increased freedom of movement, speeding up the work process, im-
proving safety, and easing the learning process of the control interface due to easily 
learnable gestures. However, many also suggested that the current interface is more 
reliable, and the shift to non-physical controls would introduce errors without making 
them easier. Four notable items of doubt were extracted from the interviews: 

1. Can the operator trust the delicate sensory in a factory environment? 
2. How easily does the sensor break or get dirty? 
3. Is it safe to perform elaborate gestures in factory environment? 
4. The control interface is already easy. Would it truly be easier to perform gestures 

instead of walking to the control station to press a button? 

When asked about the perceived professionalism of the proposed user interface,  
the participants made references to attributes not welcome in industrial environment 
such as “games” and “fooling around”. Mostly these references were associated  
with the gestures themselves: moving arms and body around was perceived as being 
something not suitable in a factory environment, which suggests gesture control as 
currently designed might break social norms at the workplace. Physical controls also 
seem to significantly affect the feeling of professionalism. The most important factor 
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associated with feeling of control was the lack of physical contact with the interface. 
Comments such as “it felt strange that I couldn’t touch it”, “I’m used to getting direct 
physical feedback from the button”, and “I feel more in control with the traditional 
physical buttons” indicated this to be one of the critical factors influencing the accep-
tance of the new gesture-based interface.  

5 Discussion 

Our research contributes to the development of gesture-based interaction for industrial 
workplaces. First, we found that the proposed gesture interface evoked clear emotion-
al experiences as distinct groups of pleasant and unpleasant emotions were observed. 
These were shown to be associated with feeling of control and acceptance of the  
concept. In designing gesture-based interaction, it is thus critical to actively support 
the feelings of self-efficacy and minimize the experienced frustration.   

Second, we identified doubts related to the professionalism of gesture-based  
interaction that are strongly linked to the absence of physical control and the social 
acceptability of gesturing in the workplace. The first aspect is closely associated with 
feeling self-efficant: is it possible to feel competent and in control without physical 
interaction? This resonates with findings from previous research, which suggest that it 
is important to understand the relationship between the physicality of control and the 
system being used, and how this affects the users’ preferences [13]. In this respect, an 
obvious shortcoming of touchless interaction is the lack of tactile feedback, and one 
must provide a form of feedback that promotes the feeling of control when physical 
controls are absent. With respect to acceptability, it should be noted that the focus of 
the research was to develop and study novel interaction concepts for future work set-
tings. It is an open question to what extent the concerns with professionalism apply to 
new generations of users who already have experiences with using gestures in games 
and with mobile devices. 

Finally, results from studies that are not a part of the users’ work practice need to 
be interpreted with care. Benefits and drawbacks with respect to existing interfaces 
are difficult to estimate without experiencing gesture-based interaction in the context 
of real work tasks. For example, would the audiovisual feedback from a real loading 
station compensate for the lack of physical control? Longitudinal, in situ studies of 
gesture-based production systems are needed to address the above issues. 

6 Conclusion 

Gesture-based interaction in industrial setting is a novel and physically charged 
activity that is also an emotional experience. When designing gesture-based 
interaction for industrial environments, attention should be paid to creating a system 
that promotes self-efficant experiences. An optimal interaction is challenging but 
practical in order to make the interaction an emotionally pleasurable and novel 
experience. Challenges to address in future work are related to studying the perceived 
robustness of the gesture tracking technology in real work tasks, designing the 
physical gesture movements to fit the work context, and compensating for the lack of 
physical control with alternative feedback methods. 
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Abstract. Novice users usually find it hard to manipulate models by using 
traditional Model-Driven Development techniques, because of the gap between 
the modeling tools and these users’ mental models. In this context, multi-touch 
interfaces emerge as an alternative to make it easier for novice users to interact 
with the models by using natural gestures and taking advantage from the 
popularity that touch-based devices have achieved. In this paper, a metamodel 
infrastructure and a set of heuristics are presented to automatically generate 
multi-touch visual editors for manipulating models. The editor generated is 
driven by a metamodel that also prevents the user from creating not valid 
models. These heuristics have been validated while developing an environment 
for novice users, such as psychologists or physiotherapists, for the treatment of 
people with Acquired Brain Injury. 

Keywords: model-driven development, multi-touch interaction, heuristics, 
Acquired Brain Injury (ABI). 

1 Introduction 

The exploitation of models during the software development process is a valuable tool 
for stakeholders to convey their ideas about design, needs or requirements of the 
system-to-be. Developers, designers or software architects are used to employ 
graphical node-link notations for the manipulation of models. UML is a clear example 
of this approach which is widely used, for instance, to specify class diagrams used at 
different stages of the development process.  

However, it is frequently the case that users and/or clients of the system-to-be are 
required to manipulate models that are used during the development of the system to 
convey their expertise in the problem domain. This scenario can arise easily in the 
user-centered design, where the final users of the application are involved in the 
development. This can be a challenging, or even overwhelming, task for them as they 
usually do not have the required abilities to tackle modeling activities. This has been 
the problem we had to face during the development of HABITAT [24], a system to 
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support the relearning process of people with Acquired Brain Injury (ABI). One of the 
main cornerstones of this system is its functionality to design new types of relearning 
activities so that the relearning process can be fully customized according to the 
specific needs of the people with ABI. During the development of this functionality, 
the exploitation of models emerged as a suitable solution. However, our users 
(psychologists, speech therapists, physiotherapists, etc) did not have the necessary 
abilities for manipulating models, although they did have the knowledge we needed 
about the problem domain. This was the challenge we had to face with the ideas 
presented in this work: can we provide users, who are novice users, with a tool for 
manipulating models that hides the complexity behind this task? The solution to 
overcome this complexity has been to exploit the benefits provided by the integration 
of two well-known approaches: Multi-touch interfaces [23] and Model-Driven 
Development (MDD, [13, 31]). 

Multi-touch interfaces provide users with attractive and innovative facilities for the 
manipulation of applications by means of touch gestures. Thus, the interaction can be 
performed in a natural and intuitive way. Several works, such as [9][16], have shown 
in the experiments performed that this approach is actually suitable for novice users, 
as they perceived the interaction with multi-touch applications as more attractive and 
interesting than traditional applications. Therefore, its exploitation in this work 
emerged in a natural way, since cooperation with novice users is our main goal. 

MDD is not only becoming increasingly popular among researchers, but also 
among practitioners. It has proved to have a positive influence on the reliability and 
productivity of the software development process due to several reasons, such as, the 
exploitation of techniques for the automatic generation of code or the use of models 
as drivers of the development process. Both reasons led us to its consideration in this 
work; first to introduce the necessary facilities for the manipulation of models and 
second to generate model-manipulation multi-touch interfaces in an automatic way. 
The generation of multi-touch interfaces is performed by automating a set of 
heuristics, which are presented in this work, that exploit the structure and semantics of 
the primitives used for domain modeling by using Ecore metamodels [11]. 

The paper is organized as follows. Section 2 provides an overview of ABI, by 
describing the target population and how this work was conducted. Section 3 presents 
and analyzes the related previous work. Section 4 describes the metamodels 
infrastructure to support our proposal. Section 5 describes the heuristics developed. 
Section 6 presents the initial results of the conducted exploratory evaluation. Finally, 
Section 0 rounds off the paper by presenting the conclusions drawn and some future 
work. 

2 Case Study: Treatment of Acquired Brain Injury 

People with Acquired-Brain Injury (ABI) have suffered “damage to the brain that 
occurs after birth and which is not related to congenital disorders, developmental 
disabilities, or processes that progressively damage the brain” [32]. There are several 
causes of ABI, such as cerebral vascular pathology, skull-brain trauma due to 
accidents, meningitis, brain tumours, etc. Therefore, it can be stated that just about 
everybody is exposed to this risk in its daily life. Cases affected by this disability are 
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becoming increasingly common. According to the JCCM Health Council [10] 4 out of 
every 1000 persons suffer some kind of ABI at some time in their lives. Although 
people of all ages can be affected, it is more frequent among the younger and older 
members of the population, as they are more prone to accidents.  

According to the experts, the process of integral ABI relearning must include 
cognitive treatment, in addition to physical and occupational therapies. It should also 
be emphasized that ABI associations, such as ADACE, which we have collaborated 
with in different projects, highlight that ABI victims should be provided with a proper 
treatment as soon as possible, since there is increasing evidence of its effectiveness 
during the first stages after injury [8]. However, identifying the proper treatment for 
each person is a difficult and time-consuming task, since brain injury has dramatically 
varied effects and no two people can expect the same resulting difficulties. This 
means that an individualized relearning process must be identified for each person. In 
this context, providing specialists with tools to create and customize the activities and 
tasks that they use in the processes of recovery [22] is a must. This is the aim of our 
system: HABITAT [24].  

HABITAT enables ADACE specialists to create relearning activities by 
instantiating the implemented relearning patterns [22]. These relearning patterns were 
validated by the specialists and were put into practice thanks to the implementation 
we made in HABITAT. However, the specialists highlighted the need to customize 
these patterns and this led us to define the relearning pattern metamodel described in 
Section 4.1 and its implementation in HABITAT. This metamodel had to be 
instantiated and used by the specialists to define and modify the special relearning 
patterns they needed. Nevertheless, as these people were not used to manipulating 
models by using node-link representations, the alternative was to provide them with 
multi-touch User Interfaces (UI), which are automatically generated by means of the 
heuristics presented in Section 5 and using the metamodels infrastructure offered in 
Section 4. 

3 Related Work 

The generation of UIs or visual metaphors to edit models is not a new trend. All case-
tools offer a means of manipulating models by providing a visual notation. 
Nevertheless, generating a UI to manipulate a domain model is not commonly 
available. One example of generation of UIs out of a domain model is the Graphical 
Modeling Framework (GMF, [12]) and Eclipse Modeling Framework (EMF, [11]). 
By using EMF a developer can create a domain metamodel by means of Ecore and 
then generate a graphical editor by using the GMF framework. The features of this 
editor are specified by means of a set of models. Another example is Executable UML 
[19] which aims at generating UIs out of a UML specification. The UIs generated are 
for standard desktop application, and the interaction is mostly based on drag&drop 
interaction in a tree. The author provides some guidelines regarding how UI is 
generated, the so called interactive manifestations. This approach is not intended for 
metamodel manipulation, but introduces interesting ideas regarding the generation of 
UI out of UML models. Nevertheless, the generated UI is not appropriate for novice 
users and the user has no feedback regarding multiplicities in the specification of the 
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cardinalities of the relationships. Another approach pursuing the generation of UI out 
of object-oriented specifications is Naked Objects [26]. In Naked Objects, the 
applications are specified solely by using domain entity objects. A direct matching 
between domain objects and presentation is proposed. Unfortunately, the heuristics to 
generate the presentation are not described. As for Executable UML, this approach is 
not aimed at manipulating metamodels, but at supporting whole application user 
interface generation. In Naked Objects, the presentation cannot be customized; 
therefore it cannot be adapted to different user skills or preferences. There is no 
guidance regarding the order the tasks should be carried out, the target platform is 
desktop applications and it is not designed for novice users. 

There are also other similar approaches from the human-computer interaction 
community. Model-based User Interface Development Environments (Mb-UIDE) 
[27] provide a mechanism to design the UI by means of a number of declarative 
models, which are latter translated into code directly executable on a specific platform 
or into an intermediate language (usually XML-based). Mb-UIDE has been in use 
since the beginning of the 90s and it is becoming increasingly integrated into the 
MDD approach [34].  

In Mb-UIDE, the domain model represents the information required by the user to 
carry out the tasks through the UI. To express these models, different notations have 
been used, but undoubtedly, the most commonly used are entity-relationship notation 
and UML class diagrams. Some of the MB-UIDEs using class diagrams are OVID 
[29], Janus [2], AME [17], Teallach [4], OO-H [7] and IdealXML [21]. Two of the 
Mb-UIDEs that use entity-relationship notation for domain modeling are Trident [5] 
and Genius [14]. Just-UI [20] is a MB-UIDE that provides a set of patterns to 
generate a UI out of a domain model for standard desktop applications. Although 
these approaches are not aimed at generating UI for the manipulation/edition of a 
domain model, they provide interesting insights into what should be modeled to 
automatically generate a UI out of models.  

We took inspiration from these approaches to identify the key features that should 
be modeled to generate a UI, including the requirements to have some extra models 
apart from the domain model to generate usable UIs to manipulate the models. These 
extra models enable the modeling of, for instance, the aesthetics of the user interface 
to be generated. These extra models are described in depth in section 4. 

Since our goal is to be able to generate a UI for the manipulation of domain models 
by novice users, with no experience in using software design tools, the proposal used 
should not be the one used in most CASE tools. Therefore, some research was carried 
out on the different interaction techniques available. This study showed that multi-
touch user interfaces were the most intuitive ones for novice users, such as ABI 
specialists [22]. The most important reason why ABI specialists chose multi-touch 
interaction was because they felt it was natural, and also because they were used to the 
techniques involved in multi-touch smart phones. Nowadays, multi-touch interaction 
and gestures are being widely used in many kinds of portable and fixed devices [23]. 

The concept of interaction style refers to the different ways the user can 
communicate or otherwise interact with an artifact. There are different interaction 
styles, for instance: command language, form filling, menu selection or direct 
manipulation. In our context, direct manipulation was chosen because it offers several 
advantages such as [30]: visually presenting task concepts, it is easy to learn, errors can 
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be avoided more easily and recognition memory, as opposed to cued or free recall 
memory, can be emphasized. There are currently many electronic devices in which 
touch and motion-based gestures are supported and there are de facto standards related 
to this type of interaction, such as the Apple Human Interface guidelines [1]. These 
guidelines have been used for the definition of the heuristics presented in Section 5. 

4 Metamodels Infrastructure 

Several approaches have emerged to date describing the guidelines to execute the 
MDD paradigm. Perhaps, the most commonly known is the Model-Driven 
Architecture (MDA, [18]), an initiative of the Object Management Group (OMG). 
MDA promotes the separation of the domain model from the underlying technology 
to facilitate higher flexibility while designing and evolving software systems. One of 
the key elements of the MDA initiative is the Meta-Object Facility (MOF, [25]), a 
four-layer architecture used for the definition of the metamodels and models involved 
in the software development process, as shown on the right part of  Fig. 1.  

 

Fig. 1. Stakeholders, software products and MOF architecture in our approach 

Fig. 1 shows the workflow of our proposal. The key element is the instantiation 
process: metamodels (M2) are instances of Ecore (M3), models (M1) are instances of 
metamodels, and domain instances (M0) are instances of models (this level is shown 
in gray to indicate it is out of the scope of this paper due to space limitations). In this 
instantiation process each stakeholder, specifically developers and ABI specialists, are 
focused on their interests and abilities. Developers are responsible for the 
specification of metamodels and the development of a flexible tool for relearning 
activity patterns. However, ABI specialists are focused on the definition of relearning 
activity patterns by using the tool with a high level of usability created by the 
developers. The UI of this tool was generated automatically by the developers, using 
the set of heuristics that are presented in Section 5. These heuristics were automated 
by using XPAND [33], a specialized language for code generation out of Ecore 
models. Moreover, the editor model was automatically created thanks to the 
capabilities offered by the Eclipse Modeling Framework (EMF, [11]). 
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As Fig. 1 shows, the MOF architecture has been used to describe both the domain 
metamodels (M2) and the models for the systems under development (M1). The 
domain metamodels are used to describe the core processes and domain concepts that 
are to be used by developers to convert design into code. According to our case study, 
the domain metamodel is the relearning pattern metamodel. This architecture has been 
used as follows:  

• Meta-metamodel (M3) level. It offers a collection of primitives to define 
metamodels at level M2, that is, it is a meta-metamodel to describe metamodels. In 
this proposal, Ecore from EMF was used as meta-metamodel. 

• Metamodel (M2) level. The elements in this metamodel are used to describe the 
elements of the model at level M1. ABI specialists demand software for the 
creation of relearning activities for people with ABI that is customizable enough. 
Although, these activities are known by specialists, they unfortunately cannot 
implement them. HABITAT provides a computer-based tool for relearning activity 
patterns specification for ABI specialists. With this aim, in this M2 level, 
developers created the domain metamodels that were used jointly with the 
heuristics presented in Section 5 to create a multi-touch tool in an automatic way. 
This tool is used by ABI specialists to manipulate the domain model, that is, the 
model for specifying relearning activity patterns.   

• Model (M1) level is defined by instantiating the M2 metamodel, which is used to 
define the relearning patterns that enable the specialists to create relearning 
activities. ABI specialists work, at this level, with the computer–based tool 
developed by the developers. ABI specialists create the relearning activity patterns 
to provide tools for people with ABI. At this level, concrete interaction styles, 
deficits and resources are specified.  

• Instances (M0) level. At this level, the instances of the domain model are created. 
In our case, the relearning activities are defined by the specialists and used by the 
people with ABI, as instances of the M1 model. ABI specialist instantiate and 
create different tools for people with ABI where different deficits and interaction 
possibilities are considered. People with ABI use specific software designed by 
ABI specialists for their treatment.  

 

Fig. 2. Metamodels Infrastructure 

Although it is not shown in Fig. 1, at M2 level, developers identify and specify 
three metamodels: domain, mapping and presentation. As it can be observed in Fig. 2, 
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these metamodels are generic, so that they can be used for any general purpose 
domain. Next, all these three metamodels are described:  

• Domain metamodel. This metamodel supports the specification of the facilities and 
services required for the target domain. As it can be observed, the main element of 
Ecore, EClass, has been used to facilitate that any domain metamodel defined as 
instance of Ecore can be used in this proposal. In our case study, developers are 
aimed at providing an environment for ABI specialists supporting the specification 
of any number of relearning activities patterns. Later, in Section 4.1 we present the 
HABITAT relearning activity pattern metamodel as an example of a concrete 
domain metamodel that can be used. 

• Presentation metamodel. This metamodel is used to support the specification of the 
presentation details for each domain metamodel element. Section 4.2 describes the 
presentation metamodel developed in this proposal. 

• Mapping metamodel. This metamodel is a mediator entity between domain and 
presentation metamodels. It relates both metamodels supporting loose coupling 
between the domain metamodel and the presentation metamodel.  

4.1 Domain Metamodel: HABITAT Relearning Pattern Metamodel 

At the metamodel level (M2), developers defined a specification useful for relearning 
activity patterns specification. These patterns constitute the domain to be defined by 
our novice users, ABI specialists. At the beginning, many ABI specialists, for 
instance in the ADACE association [22], documented the relearning activities using 
cards. These relearning activity descriptions had different elements or sections that 
were analyzed and abstracted away to create the metamodel shown in Fig. 3 (for the 
sake of clarity, class attributes are not shown in the figure). Purposes and descriptions 
of the elements of relearning activity patterns are the following:  

 

Fig. 3. Relearning pattern metamodel 
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• Model. This is a general-purpose element for organizing the domain metamodel. 
The definition of this kind of element is a constraint imposed by Ecore. 

• ModelElement. This element was defined to abstract away some attributes that are 
shared by several metamodel elements. 

• Pattern. This element represents a relearning activity pattern at a conceptual level, 
that is, concrete relearning activity patterns will be instances of this element. It 
represents an abstraction of a type of treatment or activity for people with ABI. It 
will be instantiated by ABI specialists. 

• Relation. This element represents the relationships between relearning activity 
patterns. Few patterns live in isolation. Typically, they introduce new, hopefully 
smaller and more tractable activities which will lead you to other relearning 
activities. Or, there may be other patterns that treat the same set of deficits. 

• Parameter. This element is used to represent the information of each pattern. 
Instances of this element that ABI specialists can specify are related to evaluation 
criteria, timing, etc. 

• ParameterSet. This element represents sets of parameters with a common purpose. 
• Deficit. Each relearning activity pattern is addressed to treat a specific set of 

deficits (e.g.: physical, cognitive and/or emotional/behavioral).  
• RelearningGroup. In order to facilitate the treatment process, different groups were 

defined by ADACE, each one being characterized by a set of specific deficits. 
• MultimediaResource. This element is used to associate multimedia resources to 

relearning activity patterns.  
• InteractionStyle. This element represents the interaction style that the ABI 

specialists wants each person with ABI to use when he/she is doing a relearning 
activity. 

• ActivityInteraction. This element represents the kind or type of activity that ABI 
specialist wants to associate with a relearning activity pattern. For instance, 
association or puzzle activities are instances of this element.  

By using the previous elements developers provide ABI specialists with a software 
tool. Then specialists can document relearning activity patterns. Customization and 
personalization of this software tool can be achieved by the presentation metamodel 
that will be described in the next section. 

4.2 Presentation Metamodel 

This metamodel was defined by developers to achieve flexibility in the look and feel 
of the computer-based tool provided to the ABI specialists. Each domain model will 
be related to at least one presentation model, that is, an instance of the presentation 
metamodel illustrated in Fig. 4.  

The presentation metamodel elements are described as follows: 

• PresentationModel: This is a general-purpose element for organizing the 
presentation metamodel. It has a similar purpose to Model in the domain 
metamodel (see Fig. 3). 

• PresentationElement. Each time a domain element is instantiated, a 
PresentationElement will be created to allow the customization of its presentation. 
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One of the main elements considered by the heuristics presented in this work is the 
semantics of the relationships that can established in Ecore. To make easier 
understanding the heuristics proposed, the semantics of UML relationships [6], and 
how they can be expressed in Ecore, is described: 

• Association: An association relationship is a structural relationship between two 
model elements that shows that objects of one classifier connect and can navigate 
to objects of another classifier. Even in bidirectional relationships, an association 
connects two classifiers, the primary (supplier) and secondary (client). This 
relationship is specified in Ecore by establishing an EReference between two 
EClasses. If a bidirectional relationship is needed, then two EReferences have to be 
created, one for each direction, and their EOpposite attribute must be set to specify 
that one is opposite of the other one. 

• Composition: a composition relationship represents a whole–part relationship, and 
it is a specific type of aggregation, which is another type of UML relationship. An 
aggregation relationship depicts a classifier as a part of, or subordinate to, another 
classifier. A composition relationship specifies that the lifetime of the part 
classifier is dependent on the lifetime of the whole classifier. To specify this type 
of relationship in Ecore, an EReference between two EClasses is created. Besides, 
its attribute containment must be set to true. 

• Generalization: A generalization relationship denotes that a specialized (child) 
model element is based on a general (parent) model element. Although the parent 
model element can have one or more children, and any child model element can 
have one or more parents, typically is the case that a single parent has multiple 
children. This relationship type is described in Ecore by setting the attribute 
ESuperType of the child EClass to its parent EClass. 

Other important attributes used while describing Association and Composition 
relationships in Ecore are LowerBound and UpperBound. They are used to describe 
the cardinality, that is, how many instances from one of the entities is related to each 
instance in the other entity involved in the relationship.  

While the ABI domain metamodel was being developed, and UIs were being 
discussed with ABI specialists, we identified empirically a set of heuristics correlating 
the semantics and structure found in the metamodel and the user interaction to 
manipulate it. These heuristics were gathered in specific scenarios, but we found that 
they can be reused again and again in other scenarios. In our proposal, multi-touch 
and motion-based gestures are used to design the following heuristics:  

• Heuristic #1 – [Root]: all the derivation of the user interface starts from the root of 
the model as this is a constraint imposed by Ecore. For instance, Model was the 
selected root for the Relearning pattern metamodel shown in Fig. 2. 

• Heuristic #2 – [Recursion]: as the user browses the elements of the domain model 
to create and manipulate an instance, all the heuristics are applied recursively. That 
is, the root where all the heuristics are being applied is the current element the user 
is browsing. 

• Heuristic #3 – [Association (2-directional) - Drag&Drop]. A bidirectional 
association relationship is used, for example, to specify that a pattern can be 
related to several relearning groups, and that a relearning group can be related to 
several patterns (see Fig. 3).  
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Fig. 5. Generated UIs and gesture according to Heuristic #3 
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Drag&Drop is the interaction style to be used whenever an association of the 
domain model has to be manipulated. As shown in Fig. 5, by dragging one instance 
from the lower part, and dropping it into the upper part, the user can easily create 
the relationship between a pattern and a relearning group. To provide more 
guidance to the user, and prevent errors, feedback related to the number of 
elements that the user can or must drag is provided. If the user can relate or not the 
elements (optional relationship), then a suggestion written in grey text is shown in 
the upper part. On the other hand, if it is mandatory for the user to create the 
relationship (mandatory relationship) then this text is written in red. Note that 
depending on the path followed to reach an element in the metamodel, this 
heuristic represents one direction or the other of the bidirectional relationship. 
Always the direction represented in the UI is the one whose origin is the current 
element the user is manipulating. 
 

 

Fig. 6. Generated UIs and gestures for Heuristic #4  

• Heuristic #4 – [Association (1-directional) – Disable]. This association is used, for 
instance, to describe the unidirectional relationship between activity interaction 
and multimedia resources (see Fig. 3). As Fig. 6 shows, to specify a multimedia 
resource for a relearning pattern, an activity interaction must be previously 
defined. That is, unidirectional relationships describe dependencies in the order 
that instances from the metamodel can be created. Disable is the interaction used to 
reflect the dependencies created by unidirectional relationships, those elements 
having an incoming unidirectional relationship will be disabled in the user 
interfaces until the dependency is fulfilled. In the example of Fig. 6, once an 
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activity interaction is defined, multimedia resources can be created. Once at least a 
multimedia resource has been created a UI similar to that presented in Fig. 5 will 
be offered to the user to relate it to an activity interaction. 

• Heuristic #5 – [Generalization – Tap]. In the example, different kinds of ABI 
deficits are shown, such as cognitive, physic or emotional/behavioral. In the UI 
generated from the metamodel, the user should be able to navigate through the 
types of deficits and to specify special deficits for each relearning pattern. Tap is 
the gesture used to navigate the generalization hierarchies. In our example, the user 
navigates the deficits types of our metamodel. Once a particular deficit type is 
selected (see Fig. 7), the user can manipulate its instances. 

 

Fig. 7. Generated UIs and gestures for Heuristic #5 

• Heuristic #6 – [Composition – Press]. This relationship is used, for instance, in the 
ABI domain metamodel to specify that model is composed of 0 or many 
ActivityInteraction. This means that the user should be supported in creating, 
editing or deleting activity interactions instances. Press is the interaction style to 
be used for the manipulation of these relationships. A press is a touch in a surface 
for an extended period of time that is used to select the element to be modified, and 
then it can be drag to the bottom side of the UI for its edition or deletion. Fig. 8  
shows how an activity interaction is manipulated. If a new instance has to be 
created, then the user presses on the free area of the UI so that a UI to specify the 
new instance is shown by the system. For instance, when the user presses on the 
free area of the Fig. 8 then the UI depicted in Fig. 9 is shown to specify a new 
activity interaction.  
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Fig. 8. Generated UIs and gestures for Heuristic #6 while editing or deleting an activity 
interaction  

 

Fig. 9. Generated UIs and gestures for Heuristic #6 while creating an activity interaction 
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It is worth noting that although the ABI domain has been used as guiding example 
for the explanation of the proposed heuristics, they are totally independent of any 
domain. No information or relation to the domain has been considered while they 
were identified and automated by means of XPAND, so that they can be reused in 
different contexts by only feeding the generation tool with new metamodels. In 
addition, this proposal has a direct impact on productivity, as most MDD proposals 
do. This means that as the domain metamodel evolves, the multi-touch UI changes in 
an automatic as well without coding effort. 

6 Exploratory Evaluation 

Both the heuristics and the metamodel infrastructure were validated and refined 
during the development of the HABITAT project by ABI specialists. This project 
aims at helping people with ABI. ABI patients have brain injuries caused by damage 
to the brain after birth that can involve the loss of cognitive, physical and/or 
emotional capabilities. The relearning process to improve their quality of life and help 
them in recovering their lost capabilities is a long and hard road. 

This relearning process should be flexible since every single patient has specific 
needs to which the relearning process should be tailored as far as possible. This 
personalization should be achieved by using the specialists’ normal vocabulary so that 
both the knowledge and the experience gathered during the relearning process can be 
reused. The issue of common vocabulary has already been addressed in previous 
studies [22]. 

The exploratory evaluation was conducted in collaboration with three ABI 
specialists. An iterative process was used for refining the heuristics on the basis of the 
feedback collected from the subjects. First, we met with the specialist to detect their 
needs in terms of modelling concepts. After several meetings, a metamodel was 
created that gathers the knowledge about the problem that is used to support the ABI 
specialists in creating their own relearning activity patterns to help during the 
relearning process of people with ABI. Second, a first version of the heuristics was 
defined, and they were used to create the first prototype that was tested by the ABI 
specialist. After several iterations the final version of the heuristics presented in this 
paper was produced. In each iteration, the cognitive walkthrough usability testing 
technique was used to detect possible usability issues in the prototype created by 
applying the heuristics. 

Then, the engine to automate the generation of the user interface by applying the 
heuristics was developed. This engine was used to generate the multi-touch user 
interfaces for the ABI metamodel. This tool was used by the ABI specialists to 
instantiate the metamodel to create new relearning patterns.  

The interviews with the ABI specialists revealed positive results, since all the 
specialists told that they were able to create the intended relearning pattern by using 
the generated user interface. Nevertheless, a thorough evaluation is required to fully 
validate all the heuristics, involving subjects from different domains. 
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7 Conclusions and Further Work 

Model-Driven Development is a powerful tool to develop software. Nevertheless, 
some of the models involved in a model-driven development are actually dependent 
on a specific domain, where specific experts are actually the ones that should 
manipulate them. Nevertheless, usually domain experts are novice users. By 
providing a multi-touch based interaction, fully driven by the underlying metamodel, 
we are supporting novice users in the manipulation of metamodels. Our experience 
with ABI specialist have thrown successful results, supporting the specialist in 
creating relearning patterns [22] out of UI automatically derived from the domain 
metamodel.  

In this paper a metamodels infrastructure and a set of heuristics are proposed.  
The heuristics drive the generation of multi-touch user interfaces that support the 
manipulation of metamodels to manipulate domain models. These heuristics exploit 
the semantics and structure of any metamodel specified by using Ecore to generate 
these multi-touch user interfaces.  

The multi-touch user interfaces are generated so novice users can create models 
from metamodels, bridging the gap between the developer’s language and what 
novice users understand. Furthermore, a metamodel infrastructure is also introduced 
to support the customization of the presentation of the different metamodel elements. 
Thus, icons or other aesthetics features can be specified to make the generated user 
interfaces more attractive to the user. Generating automatically a multi-touch user 
interface from metamodels also helps in improving certain basic usability principles, 
such as: visual presentation of task concepts, easy to learn, error prevention (by 
supporting the user in performing only valid actions), consistency (since the same 
tasks, such as adding items to an aggregation, is always carried out in the same way) 
or presentation structuring (by using the relationships in the metamodel to group 
related concepts). 

As further work, we are applying these heuristics to other domains to gain further 
experience and improve our current tools for the generation of multi-touch user 
interfaces from domain metamodels. 

Another future work is related to the evaluation of the proposal. Although the 
exploratory evaluation threw positive results, a more thorough evaluation is required 
to fully validate the heuristics presented. Currently several experiments are being 
designed, involving users from different domains. 
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Abstract. We present the design and evaluation of a tactile editor, TactiPEd  
for the rapid and easy prototyping of vibrotactile patterns. It is based on the 
graphical metaphor of the shape of the device, which is used for the tuning of 
the main tactile characteristics, including amplitude, frequency and duration of 
tactile sequences. The editor includes file systems functionalities using the 
XML format along with playing and recording functionalities. The editor was 
thoroughly evaluated: a usability evaluation was conducted with 9 participants, 
the designed metaphor-based patterns were analyzed for insights on cross-
device design and finally the editor was tested with several devices. TactiPEd 
was successfully and easily used with little training and enabled users to design 
patterns in little time. The resulting patterns shared common characteristics 
across the devices for a given metaphor.  

Keywords: tactile feedback, tactile pattern authoring, vibrotactile pattern. 

1 Introduction 

The development of wearable tactile devices, in the forms of bracelets [1, 2, 3], vests 
[4] or belts [5], has been increasing, in particular for mobile and wearable computing. 
By providing an alternative channel for communication, these devices enable the 
transmission of information in an eyes-free, ear-free and discrete manner, useful not 
only in contexts where other modalities are not available but also when they are 
heavily used, all the while letting the user focus on the surrounding environment. For 
instance in mobility, it frees the user from staring continuously at his smartphone 
screen for information whilst walking [6] and thus enables him to stay aware of the 
potential dangers incoming from traffic of cars and people. The haptic modality has 
successfully been used for example for providing navigation cues [4, 5, 6], status 
information about mobile phone applications (e.g. activity of email inbox [1]) or for 
enhancing the education and learning [7], among many other existing applications.  

However, a lot of effort is still spent on designing appropriate, intuitive and dis-
criminable vibrotactile cues, through numerous development iterations and user eval-
uations [8], often specific to one device and one application, and usually requiring 
specific device and programming knowledge. Therefore few research prototypes 
reach the market or the industry, though they can potentially benefit the areas of ac-
cessibility, inclusivity and user mobility. In fact, the general public is only confronted 
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to basic haptic interaction (e.g. vibrations from mobile phones) whereas interface 
design has been giving increasing importance to user experience [9]. Solutions to 
integrate user experience in design frameworks are currently being investigated. One 
such solution lies in making the prototyping of interactions accessible to all, thus 
enabling a greater involvement of the user, for example using participatory design 
[10, 11].  This could potentially foster the creativity and intuitiveness [11].    

Therefore, to ease the design and testing, and to help promote tactile research and 
make it more widely accessible, an interface is needed that enables the rapid prototyp-
ing and the easy authoring or tuning of patterns, not only by developers but also non-
developers, such as ergonomists, designers and users, without the need for specific 
signal processing or signal communication knowledge. Such an interface should also 
support several types of devices including multi-actuator devices, i.e. a device with 
several actuators. Few such interfaces are currently available and widely used. In 
order to fill this gap, this paper proposes a novel tactile editor, which is based on us-
ing parameters that are common knowledge, namely activation, duration, amplitude 
and frequency as well as a graphical layout of the device for tuning these. The details 
of its design, implementation and evaluation are further described in the following 
sections after presenting existing interfaces. 

2 Tactile Authoring and Prototyping 

2.1 Direct Signal Representation 

A few editors have been developed that are based on the direct representation of the 
vibration signal as editable waveforms. Enriquez and Maclean [12] developed the 
Hapticon Editor, for the creation and editing of haptic icons for a 1-DOF force-
feedback device (e.g. a rotary knob). A pattern could be created by concatenating 
simple waveforms where length, frequency and amplitude were specified for each 
waveform and their shape modified through control points. Each icon could be 
subsequently played on the knob for testing. This work was extended and led to the 
Haptic Icon Prototyper [13], which uses a more graphical approach with a streamlined 
interaction sequence for composition of basic haptic icons (see left of Fig. 1).  

Similarly, in the vibrotactile domain, Ryu and Choi [8] developed the posVibEdi-
tor [8] (see right of Fig. 1). It enables the prototyping of vibrotactile icons and can be 
used with multiple vibration motors. It also supports the creation of a library of pat-
terns using XML-based pattern files. On the commercial side, Immersion developed 
the Haptic Studio (previously known as MOTIV Studio), a tactile editor for mobile 
platforms [14]. It provides templates of haptic effects (e.g. periodic effect) and a time-
line interface for their combination into complex vibrotactile patterns. It also has a 
convenient feature of automatic vibrotactile pattern generation from music files in the 
MIDI format. It supports a variety of actuators (vibration motor, voice coil, Piezo 
element), i.e. mechanical devices that convert energy into motion and thus in these 
cases vibration, but it is unclear if it can be used for a device with multiple actuators. 
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Fig. 1. On the left, the Haptic Icon Prototyper [13], with the waveform editor at the top, the 
streamlined sequence of signals at the bottom and the palette of haptic icons primitives on the 
right. On the right, the PosVibEditor [8], with the pattern manager (a) on the left of the image, 
the editor at the top (b) and the multichannel timeline interface (c) 

These low-level interfaces enable finer control over the output due to a direct  
signal-based mapping. However, they are too low-level and as Lee and Choi [15] 
mention, they are far from being intuitive and time-efficient and rather ill-suited for 
non-experts who may lack the understanding required for creating the desired result. 
This is why another set of interfaces have been geared towards indirect representa-
tions or metaphor-based editing of tactile icons. 

2.2 Indirect Representation – Metaphor Based 

Audio – Musical Metaphor. Inspired by the similarity between sound and tactile 
vibration, Lee et al. aimed to provide a higher-level interface, the VibScoreEditor [16] 
(see left of Fig. 2), and therefore more widely accessible by using a musical metaphor. 
The vibrotactile score metaphor can represent the vibration pitch, by vertical location 
on the staff lines, the duration by the shape of the note and the strength by an integer 
inside the head of the note. The metaphor and authoring tool were thoroughly 
evaluated [15]: both programming and scripting by experts and waveform editing 
(using the PosVibEditor [8]) by non-experts were compared to using the tool. For all 
qualitative and quantitative measures, the vibrotactile score performed better than the 
other design methods, both for experts and non-experts. However, the drawbacks of 
the VibScoreEditor raised by the non-experts participants include the issue of users 
unaccustomed to musical notation as well as the difficulty to read strength and 
duration simultaneously. We believe these issues would be exacerbated with multiple 
actuators, not currently supported by the editor. 

Jonas [17] used another graphical representation of music by drawing inspiration 
from music and video editing software with their timeline interface. In this regard, he 
developed a tactile editor with a track-based graphical user interface for non-experts, 
who can simply create and edit patterns by switching motors on and off for certain 
durations and at certain intensities (see right of Fig. 2). It also supports multiple actua-
tors through Arduino and MakeController platforms. Participants positively evaluated 
the tool underlining that the timeline metaphor helped them design and test the vibro-
tactile patterns. 
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Fig. 2. Left: the VibScoreEditor [16] uses a musical metaphor for editing (main window) that is 
an abstraction of the physical parameters associated with a vibrotactile signal (right windows). 
Right: the Tactile Editor [17] 

Another radically different and original approach to authoring haptic content is the 
TECHTILE toolkit [18], which aims to be a prototyping tool for easy and fun design 
and education of haptic media. It is based on a direct mapping from the audio signal 
to the vibration. Through a microphone, voice-coil actuators and a signal amplifier, 
users can easily record the sensation via audio and transfer it to a haptic sensation. 
First experience with haptics is surely improved, but fine-tuning still requires using 
audio editing software, which is not necessarily intuitive to all. Moreover, the audio 
channel is richer than haptics and mapping sounds to haptics is not straightforward, in 
particular for systems including multiple actuators. However, the transfer between 
audio and haptics is an obvious source of inspiration for designing haptics patterns; 
this is why in future work the possibility to transpose audio content to haptic patterns 
using TactiPEd will be investigated. 

 
Touch Interaction. Given the advent of touchscreen interfaces, the possibility to 
program patterns directly by mapping touch properties to the vibration parameters has 
been explored. On the commercial side, the iPhone provides users with the possibility 
to record a custom-made vibration for contacts by simply tapping on the screen and 
recording the rhythm. Hong [19] investigated the mapping of user touch input to other 
vibration parameters to facilitate vibrotactile design. In his tool, duration of motion, 
touch pressure and the y-coordinate of the touch position are mapped to duration, 
amplitude and frequency respectively (see left of Fig. 3). This is an interactive and 
fun way to create patterns according to users; however, due to the low accuracy of 
touchscreens, gestures are hard to control and difficult for setting exact values. Fur-
thermore, once recorded, a pattern is also difficult to edit as it requires re-recording of 
motion. This is why the future work proposes a hybrid method combining the ‘Dem-
onstration-Based’ tool for a first recording and then a waveform editor for finer edit-
ing. Cuartielles et al. [20] proposed an editor where haptic patterns can be created by 
touching iconographic representations of the body on a touchscreen interface  
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(see right of Fig. 3). Their previous editors used timelines to control each actuator but 
testing showed that editing the timeline for each haptic stimulus was time-consuming, 
in particular when designing high resolution haptic patterns (i.e. with a high number 
of actuators). We share the same point of view and focus rather on the shape of the 
device to resemble the output device [20] and to be independent of the position of the 
device on the body (e.g. some wristbands are developed to be placed on any position 
on the arm, such as the VibroTac [2]).   

   

Fig. 3. On the left, tapping is mapped to frequency, amplitude and duration with the Demon-
stration-based editor [19]. Numbers 1 and 2 refer to editing buttons, 3 to elapsed time, 4 to the 
touch recording workspace and 5 to the display of the vibration signal graph. On the right, the 
Visual Editor for high resolution (i.e. high number of actuators) haptic patterns [20]. 

2.3 Summary 

Waveform-based editors enable fine-tuning and precise editing and result. However, 
they require signal knowledge and are thus inaccessible to non-experts. This is why a 
number of approaches have investigated other representations, drawing inspiration 
from audio/music, touch or graphical interactions. However, these techniques usually 
restrict themselves to the time dimension of the vibration and omit the spatial 
distribution of the device. We believe this plays an important role in the design of 
patterns. For instance in navigation contexts, patterns often use the precise localisa-
tion of the actuators to form a pattern. A “right” message is often conveyed by a 
dynamic movement to the right or by simply activating the actuator located on the 
right of the device and the user. In other cases, some patterns are specific to a device 
layout and not easily transferrable to any device shape. For instance, for a diagonal 
pattern on a vest with eight actuators, its transfer to an 8-actuator bracelet around the 
wrist is not straightforward: what is a continuous diagonal in that case and is the 
meaning kept in the transfer? Moreover, few of these interfaces support both a variety 
of actuators and multiple actuators devices. A summary of the different metaphors 
and actuator support is depicted in Fig. 4.  
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Fig. 4. Summary of the prototyping interfaces by their type of representation and the support 
for multiple actuators. N.A. refers to the case where the information is not available; e.g. for 
Haptic Studio the support for a multi-actuator device is unclear. 

Therefore, we propose a tactile editor that uses the spatial layout of the device to 
set actuators activation along with other intuitive parameters such as duration, fre-
quency and amplitude and that supports several types of actuators and multi-actuator 
devices. 

3 TactiPEd: Tactile Pattern Editor 

3.1 Overview 

TactiPEd aims to provide a high-level interface accessible to non-technical experts 
(e.g. ergonomists and users) that facilitates the rapid prototyping and testing of tactile 
patterns. For that purpose, the editor is based on a graphical metaphor using the 
spatial layout of the device to tune its parameters. It also supports different types of 
actuators as well as multi-actuator devices so that pattern metaphors can be tested 
onto several devices. It has been implemented in Python and has been used on the 
Windows platform. The editor consists of four modules:  

• Graphical user interface: for creating, editing, opening device templates; creating 
and editing patterns; and providing access to the other modules.  

• File handler: for opening and saving device templates and pattern files via XML.  
• Communication module: for interfacing the hardware, by mapping pattern values 

from the GUI to the hardware format, which is abstracted in the GUI through a de-
fined device template.  



234 S. Panëels, M. Anastassova, and L. Brunet 

• Player/Recorder: patterns can be tested on the fly and also recorded on the device 
if the hardware allows it.  

Each module and its features are further detailed in the following subsections. 

3.2 Graphical User Interface  

The GUI provides the graphical view to create and edit the pattern and provides the 
user with access to the rest of the modules through a top bar menu (see Fig. 5). 

 

Fig. 5. Top bar menu of the graphical user interface 

The pattern creation and editing relies on using graphical items that can be mod-
ified (see Fig. 6 and Fig. 7) using mouse and keyboard interactions. The pattern is 
created by first opening a device template file (set by hardware constraints), which 
defines the number of sequences, the shape of the device and the parameters and their 
values (amplitude and frequency) and is the equivalent of a new file. The maximum 
duration of a sequence is currently set to 1.6 seconds as it was the maximum value for 
the devices tested; however it can easily be added as a parameter in the template. For 
each sequence, the parameters that can be modified are actuator activation, amplitude 
for each actuator or for all, duration and frequency.  

The duration (see region 5 of Fig. 6) can be set by moving a slider, which gives a 
temporal indication through the length of the associated horizontal bars, similarly to a 
music equalizer. The actual value is displayed within the horizontal bar. 

The amplitude can be either modified for each actuator if these are independent 
(see region 4 of Fig. 6) or for one sequence with the same value for all actuators (see 
region 2 of Fig. 7). In the first case, the amplitude values are mapped to a color gra-
dient and set by either clicking on the corresponding actuator on the device shape 
until the desired value or for faster editing by right clicking the actuator (selection 
shown with a visual feedback) and setting directly the value via the keyboard. In the 
latter case, the amplitude is similar to a volume widget with a color gradient and the 
same mouse/keyboard interactions are used (see region 2 of Fig. 7). When the ampli-
tude is defined per sequence, the activation of actuators is selected the same way as 
the amplitude per actuator, except with only two values: on and off. 

The frequency is displayed within the duration slider to prevent a crowd of widgets 
using a bitmap with colored bars and white gaps (see region 1 of Fig. 7). The higher 
the frequency, the smaller the gap between the bars is, and inversely. The same inte-
ractions are used for setting the values: touch for successive increase and right click 
with keyboard value for direct setting. 
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Fig. 6. Screenshot of the interface: Region 1 is a file explorer listing device templates and pat-
tern files. Region 2 is a static ribbon explaining what each column is. The first column (region 
3) is the sequence number. The second (region 4) represents the shape of the device where each 
actuator-circle is a clickable item that changes color according to its value. The next column 
(region 5) holds the duration bars while the last (region 6) holds widgets for editing (e.g. the 
eraser resets the sequence). Region 7 contains the legend and zoom. 

 

Fig. 7. Screenshot for a pattern tested on a custom built gamepad. Region 1 shows the duration 
bars displaying the frequency and region 2 shows the widget to set the amplitude per sequence. 
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The frequency and amplitude can also be copied and pasted by dragging and drop-
ping the values from one sequence to another using the mouse. Finally, a legend is 
displayed at the bottom to show the matching between colors and values. 

3.3 File Handler 

The file handling module is based on the XML format for easy management of device 
templates and pattern files, including saving and opening them. Given the wide use of 
XML, the files could easily be used in other applications or extended to contain 
additional information. Small adjustments can also be made directly into the file, if 
preferred. The pattern file is divided into the definition of the device template (which 
is the same content as the template file) with the shape, the order of actuators and type 
of parameters, as described above, and the pattern parameters (activation, amplitude, 
duration, frequency and repetitions) for each sequence. 

3.4 Communication Module and Internal Player/Recorder 

The communication module establishes the connection to the device via a defined 
communication protocol and sends the data appropriately to the hardware. In the GUI 
(see Fig. 5), in order to test a pattern with the internal player, the user first needs to 
select a protocol and the port where the device is connected before attempting a con-
nection.  Each protocol in the list corresponds to a protocol file.  Each protocol file 
follows a protocol template that implements a defined set of functions used by the 
GUI, namely init (for initialization and opening the connection), closeSocket (for 
closing the connection), play (for testing the displayed pattern), stop, playRecorded-
Pattern (for playing a pattern recorded on the device) and recordPattern (to record a 
pattern at a certain memory position on the device). These functions are called upon 
pressing the corresponding button of the internal player (see Fig. 5). 

The protocol list can also be updated ‘on the fly’ by adding a new protocol. The 
new protocol simply needs to be written in python by a device expert, implementing 
the functions cited above, and then added via the GUI. The complexity of the protocol 
is hidden to the novice end-user who simply uses a device template file to create and 
edit the pattern, as well as the connection and internal player buttons to test the pat-
terns. The device template file reflects the data required by the protocol template and 
should also be created by someone knowledgeable. It provides information about the 
number of maximum sequences that can be sent to the hardware, the different para-
meters available (amplitude, frequency) and the number of values, and the shape of 
the device with the order of each actuator for data transmission. 

4 Evaluation 

The evaluation focused on assessing two main aspects: evaluating the usability of the 
interface with three user profiles (ergonomists, engineers and non-expert users), and 
gaining initial insights about the creation of patterns on different devices.  
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4.1 Methodology 

Participants. Nine participants (5f-4m), aged 25 to 60 (M=37.67), were recruited to 
evaluate the tool. Their background ranged from ergonomists (PhD Student to 
research engineers), engineers in electronics, mechanical design and computer 
science, and a retired commercial director. Most of the participants use devices with 
tactile feedback on a regular basis for phone or sports watch notification, for 
improving immersion in games and in the context of developing and testing haptic 
devices. Based on their background and subjective level of expertise rating, the 
participants were divided into three groups: three non-experts with little or no 
use/knowledge of tactile devices, three haptic engineers and three haptic ergonomists. 

 
Tutorial. After filling a background questionnaire, the participants were instructed 
about how to use the interface through a tutorial read by the experimenter. This step-
by-step tutorial introduced the notion of a haptic pattern, before describing interac-
tively how to create a new pattern using a device template, set its parameters, test it 
and open/save pattern files. It was available to the user during the experiment along 
with a one-page visual summary. Two devices were used for the evaluation: a haptic 
bracelet and a gamepad presented in Fig. 8 and further described below. At the end of 
the tutorial, the participants were asked to create from scratch a pattern corresponding 
to the “no” nodding metaphor on both devices to assess whether the participant  
understood the tutorial and could proceed to the tasks. Metaphors were chosen to 
describe the patterns to create as they are useful for the design of intuitive patterns 
[21, 11].  

    

Fig. 8. Left: custom-made bracelet with vibration motors. Right: Gamepad from [7] with 8 
electromagnetic actuators (black dots) integrated in the back of an off-the-shelf gamepad. 

Devices. The editor was tested with two different devices: a custom-built bracelet [11] 
and a gamepad developed by Changeon et al. [7]. The custom vibrotactile bracelet 
(Fig. 8) provides stimulation through eight independent actuators mounted on a velcro 
band wrapped around the wrist. Each actuator is composed of a commercially availa-
ble coin motor (Precision Microdrives 310-113), a microcontroller and a power circuit 
to control the amplitude of the vibration (7 levels). The actuators are linked in series 
to a supervisor microcontroller that synchronizes the actuation level, the spatial distri-
bution and the timing of the tactile stimuli. The gamepad [7] is composed of eight 
actuators, with independent frequency and amplitude, and a microcontroller to drive 
the actuators. Each actuator contains a coil, in a ferromagnetic core, that interacts with 
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a magnet. The magnetic interaction produced generates a controlled attrac-
tion/repulsion force and thus produces a controlled vibration. The main parameters for 
designing patterns are amplitude per sequence (2 levels), frequency (5 levels) and 
duration (16 values between 0 and 1.6s). 

 
Tasks. At the end of the do-it-yourself example, the participants were instructed to 
create patterns from scratch for each of the device based on three different metaphors, 
an audio metaphor “Siren”, a visual metaphor “Turn back” and a tactile metaphor 
“Stroking”. Each metaphor was described with a sentence and an image. They were 
each chosen as a representative metaphor for each modality commonly used in the 
design of patterns: audio, visual and tactile. Participants were given the choice about 
which device and which metaphor to start with. The metaphors were completed in the 
following order for most participants: siren, turn back and stroking. At the end, partic-
ipants were asked to fill out satisfaction and cognitive dimensions questionnaires. 

 
Data. Time for task completion, notes about comments and general use, and answers 
to questionnaires were collected. The experiment took two hours on average. 

4.2 Results 

Effectiveness. Participants completed all the tasks without difficulty, leading to 
patterns they felt satisfied with, no matter the device used and the arrangement of 
actuators. Participants took longer on average to program on the gamepad but a t-test 
on the log-transformed data (for the assumption of normal distribution) revealed that 
the difference was not significant between the bracelet (M=245s, SE=45.2) and the 
gamepad (M=285.4, SE=54.24) with t(8)=-1.73, p >.05 (see Fig. 9). There are also no 
significant differences between the user groups (see Fig. 9). Interestingly, some 
participants commented that it was more difficult to program patterns on the gamepad 
as the arrangement of actuators was less intuitive than a bracelet. 

   

Fig. 9. Results for time completion (in seconds) for each device 
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Efficiency. The time taken to program a pattern was 265s on average [237s-291s]: 
patterns were prototyped in less than 5 minutes with the editor. The time taken to 
create patterns was compared according to the metaphors. We hypothesized that the 
audio metaphor (Siren) would be the quickest to prototype while the tactile one 
(Stroking) would be the longest. Indeed, audio can be easily mapped to tactile 
properties through rhythm and pitch/intensity, whereas a tactile sensation is very 
subjective and much richer than what current vibrotactile devices provide. The results 
showed a slight increase in time between the metaphors as we hypothesized (see Fig. 
10). We performed a repeated one-way ANOVA on the log-transformed data (for a 
normal distribution). Mauchly’s test indicated that the assumption of sphericity was 
not violated χ²(2)=3.98, p > 0.05. Though the results are in line with the hypothesis, 
there are no significant differences between the Siren (M=259.78, SE=42.2), the Turn 
back (M=261.67, SE=46.5) and the Stroking metaphors (M=274.17, SE=85.5), 
F(2,16)=0.36, p> 0.05. There was also no significant effect of expertise, F(2,6) < 1 ns. 
These results show that the editor was used successfully (prototyping < 5min) with no 
significant differences in time to complete the different tasks for each metaphor.  

During the experiment, we noted that participants had more trouble associating the 
tactile metaphor (Stroking) to a pattern. They thought the shape of the devices was not 
appropriate and/or the levels of parameters were not fine-grained enough. Interesting-
ly, only the haptic engineers followed our hypothesis and took longer with the tactile 
metaphor. The non-experts and ergonomists were getting faster in prototyping pat-
terns. This can be explained by the fact that participants were getting more familiar 
with the interface and with the process of associating a pattern to a metaphor but also 
in some cases by the lack of ideas for the stroking pattern.   

   

Fig. 10. Results for time completion (in seconds) for each metaphor 

To evaluate efficiency along cognitive parameters, we used the cognitive dimen-
sions framework [22], which can be used as an evaluation technique for visual pro-
gramming environments. It characterizes the system along a set of system properties 
or cognitive dimensions to illustrate its strengths and weaknesses and trade-offs to 
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realize for effective use. An adapted version of the questionnaire (available online1) 
was provided to the participants with continuous scales assessing each dimension and 
further questions to elicit feedback and possible improvements. The different dimen-
sions that we used include: visibility (VIJU) for the visibility of the different parts of 
the system, viscosity (VISC) for the ease of making changes, diffuseness (DIFF) for 
the verbosity of language, hard mental operations (HMOS) for the demand on cogni-
tive resources, error-proneness (ERRP), closeness of mapping (CLOS) for the close-
ness of representation to domain, role expressiveness (ROLE) to qualify whether the 
purpose of a component is readily inferred, progressive evaluation (PROG) for the 
ability of checking work-to-date at any time, provisionality (PROV) for the ability  
to play around with ideas, premature commitment (PREM) for constraints on the  
order of doing things, consistency (CONS) for the expression of similar semantics in 
similar syntactic forms and secondary notation (SECN) for the possibility to add extra 
information. 

Ratings for each of the used dimensions are depicted in Fig. 11 both on average 
and for each group of users. Overall the ratings are positive: error proneness (3.2) and 
hard mental operations (3.6) received low scores while the other dimensions are rated 
highly, in particular viscosity (8.6), visibility (8), provisionality (8.6), progressive 
evaluation (8.85) and closeness (8). These are the key features the tool is aiming at, 
i.e. a clear notation close to the end result where changes can be made easily and 
tested at any time, letting the user freely play around with ideas. The tool was rated 
poorly on the secondary notation dimension, justified by the fact that no feature was 
available to annotate the patterns. This will be added in future versions. It is also 
worth noting, as expected, that ergonomists were more critical of the system with 
higher expectations while non-experts were more easily satisfied. 

 

Fig. 11. Averaged ratings for each of the cognitive dimensions scales on a scale from 0 to 10, 
both overall and for each user group. 0 is generally a bad score except for error proneness 
(ERRP) and for hard mental operations (HMOS). 

                                                           
1  http://www.cl.cam.ac.uk/~afb21/CognitiveDimensions/ 
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Overall participants successfully used the system in little time and thought it was easy 
to use and intuitive, but there was still room for improvement with: 

• General layout: with suggestions on the placement and look of icons. For in-
stance, users requested to change the play button color and position (1 participant), 
to move it along with stop and repetitions to the pattern window (1) or just repeti-
tions (1), to keep a single icon for connect/disconnect (1), to make the duration bar 
shorter (1) and to place the “reset all” icon above the reset sequence icons (1). 

• New functionalities: such as the possibility to add comments (5 participants), the 
ability to open several patterns for comparisons (4), the ability to convert a pattern 
from one protocol to another in the possible extent (1), right click on a file directly 
from the library to play it (1), a visual dynamic representation of the pattern (1) 
(this feature is already available by generating an animated gif), and copy/paste a 
pattern from one window to another (1).  

• Interactions: covering the improvements of existing widget interactions, e.g. the 
“All actuators to” a chosen value should apply to the ones selected (4 participants) 
and the “all duration to” to active sequences  (1), copy/paste drag and drop of se-
quences (2 participants), of time (2) or from one actuator to another (1), the ability 
to move sequences (2), the possibility to click directly in the slider to change time 
(2) or using the roller of the mouse (1) or the ability to set the duration via the key-
board (1), separating the time from the frequency (1) and changing the interactions 
and widgets so that there are no differences between amplitude per sequence and 
per actuator (2).  

 

Fig. 12. Satisfaction for each question per user group (out of 10) 

Satisfaction. General satisfaction about the interface was evaluated through six 
statements on a continuous scale from 0 to 10 spanning the general satisfaction of the 
interface, whether it is fun to use, functioning as desired, pleasant to use and the 
satisfaction with the features and use. The satisfaction was rated quite highly with an 
average score of 7.9 out of 10 (see Fig. 12). There is no particular trend according to 
the user group. Apart from one ergonomist that was critical in her ratings to give 
room for improvement (see the high variations in the error bars); most participants 
were happy with the features and enjoyed using the interface. 
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Pattern Analysis. During the usability study, results about the properties for design-
ing patterns on each device and for each metaphor were also collected. There were 
various patterns designed but common characteristics emerged for each metaphor (see 
Table 1 for a detailed list and Fig. 13 for representative patterns). 

Table 1. Description of the main characteristics of the user-created patterns for each metaphor. 
The number in brackets corresponds to the number of patterns with such features. 

Siren Turn back (U-turn) Stroking 

Activation & Movement: 
• All (7) 

− Continuously (2) and 
with amplitude varia-
tion (4) 

− Intermittent (1) 
• Circular (1) 

• Alternating up/down (1)  
 
Amplitude: mostly constant 
high (4),      (2) and         (2), 
varied (1) 

Activation & Movement: 
• Circular (7) 

− Alternating half cir-
cle (6) 

− Full circle (1) 
• All intermittently (1) 
• Alternating up/down (1)  
 
Amplitude: mostly medium 
to high (5),         (2),     (1) or 
low (1) 

Activation & Movement: 
• Circular (7) 

− Half circles (4) 
− Full circle (1) 

• Wave around both sides 
(2) 

• Slight long vibration (2)  
 
Amplitude: low (7) to me-
dium (2) 

Activation & Movement: 
• Alternating / Intermittent 

(7) 
− Intermittent all (3) 
− Alternating (3) 
− Both (1) 

•        the perceived inten-
sity (2) (with number of 
actuators and/or the fre-
quency and amplitude) 

 
Amplitude & Frequency:      
• Both         (5)  
• High amplitude and 

medium to high frequen-
cy (3) 

• Both low (1) 

Activation & Movement: 
• “wave”, i.e. actuators 

playing one after the 
other (6)  
− Half circle (3) 
− Laterally or vertically 

(3)  
• All-intermittent (1),  
• Alternating left to right 

(1)  
• Down/side/up motion 

(1) 
 
Amplitude & Frequency:  
• Low to medium fre-

quency (5) 
•          (2) and      (1) 

frequency 
• High frequency (1) 

Activation & Movement: 
• “Wave” (6)  

− In one direction (4) 
− Alternating wave (1) 
− Both (1)  

• Alternating sides (1)  
• All-intermittent (1) 
 
Amplitude & Frequency:  
• Both low (8) 
• High frequency (1) 
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• Siren: Overall, the patterns reflected the sound effect of sirens, either with an in-
creasing/decreasing intense wailing or an intermittent sound similar to alarm 
clocks. 

• Turn back (U-turn): Overall, the resulting patterns were continuous movements 
either mimicking the “visual” representation of a U-turn or the actual physical 
movement of going back. 

• Stroking: Similarly to the “turn back” metaphor, the patterns were based on conti-
nuous movements. However, they were combined with low amplitude and fre-
quency to imitate the soft continuous movement of a stroking gesture. 
 

Siren Turn back (U-turn) Stroking 

 
  

   

Fig. 13. Examples of the most representative patterns for each metaphor and each device. The 
grey blocks indicate a pause whereas the black lines indicate a change of actuator with the same 
amplitude. The colours correspond to the actual values in the interface. 

The resulting patterns are, as we anticipated, heavily influenced by the common 
representations of metaphors, leading to a consensus on the representation, no matter 
the type of device, as long as they permit it. Given an appropriate set of metaphors, 
the patterns could potentially be transferrable from one device to another after identi-
fying the dominant parameter(s) related to a metaphor. This would enable the creation 
of a library of metaphor-patterns that would be suitable to any device. This also  
supports the hypothesis that original and intuitive patterns can be created from  
well-chosen metaphors [11]. Further testing with various devices and configurations, 
various metaphors including ones that can involve localization on the device is 
needed to investigate further this hypothesis. 
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5 Conclusion 

This paper presented the initial work undertaken to help facilitate the development of 
vibrotactile patterns and make it accessible to non-experts. It resulted in the 
development of a visual interface based on the spatial layout of the device, as we 
believe this plays a role in the pattern design. The interface enables the creation, 
editing and testing of new patterns on multi-actuator devices and supports various 
types of vibrotactile actuators. It has successfully been used with a number of custom-
developed devices, including a prototype bracelet that consists of six electromagnetic 
actuators (presented in [23]), and for reproducing patterns described in the literature 
[4, 3] by adapting the protocol files to match the characteristics of the corresponding 
devices. The interface can potentially be extended to support any device by providing 
the corresponding communication protocol and device template. It was also 
successfully used by nine participants during a usability evaluation that resulted in 
positive feedback about satisfaction and ease of use, all the while highlighting several 
areas for improvements (e.g. enabling comparison of patterns, adding annotations, 
etc.). The resulting patterns provided positive initial insights about the possibility of 
designing patterns that are transferrable from one device to another.  

The future work will not only focus on improving the interface with the collected 
suggestions but also on investigating other more direct and intuitive approaches to 
prototype patterns, especially whilst being mobile. A larger study on designing meta-
phor-based patterns on different devices will also be conducted to validate the initial 
insights and possibly provide guidelines about a “universal metaphor-based design” 
of tactile patterns, which takes into account the cultural differences for metaphors. 
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Abstract. Multi-touch gestures are often thought by application designers for a 
one-to-one mapping between gestures and commands, which does not take into 
account the high variability of user gestures for actions in the physical world; it 
can also be a limitation that leads to very simplistic interaction choices. Our 
motivation is to make a step toward many-to-one mappings between user ges-
tures and commands, by understanding user gestures variability for multi-touch 
systems; for doing so, we set up a user study in which we target symbolic ges-
tures on tabletops. From a first phase study we provide qualitative analysis  
of user gesture variability; we derive this analysis into a taxonomy of user ges-
tures, that is discussed and compared to other existing taxonomies. We intro-
duce the notion of atomic movement; such elementary atomic movements may 
be combined throughout time (either sequentially or in parallel), to structure us-
er gesture. A second phase study is then performed with specific class of ges-
ture-drawn symbols; from this phase, and according to the provided taxonomy, 
we evaluate user gesture variability with a fine grain quantitative analysis. Our 
findings indicate that users equally use one or two hands, also that more than 
half of gestures are achieved using parallel or sequential combination of atomic 
movements. We also show how user gestures distribute over different move-
ment categories, and correlate to the number of fingers and hands engaged in 
interaction. Finally, we discuss implications of this work to interaction design, 
practical consequences on gesture recognition, and potential applications.  

Keywords: Tabletop, multi-touch gesture, gesture recognition, interaction  
design. 

1 Introduction 

Tabletops have become very good candidate systems for interactive setups. Users in 
such systems tend to use different class of gestures (e.g. [12]), which implies that any 
application shall potentially integrate ways to handle such variety. In the meantime, 
multi-touch gestures are often thought by application designers for a one-to-one  
mapping between gestures and commands, which does not take into account the high 
                                                           
* Corresponding author. 
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variability of user gestures; it can also be a design choice that leads to simplistic inte-
raction choices. There is, to our knowledge, no solution yet to this issue, nor even any 
path of research drawn yet to solve it. Our motivation is to make a step toward many-
to-one mappings between user gestures and commands, by understanding user ges-
tures variability for multi-touch systems. Most studies are task oriented, and allow to 
exhibit best matches between gesture type, and elementary tasks or commands. Some 
results show little agreement among users in mapping between gestures and their 
effect [40]. In order to provide application designers with knowledge that will help 
designing good many-gestures-to-one-command mappings, we need another experi-
mental approach, which is to exhibit, for a specific type of gesture, all the possible 
gestural representations that users may achieve. Instead of studying relation between 
gestures and tasks, we propose to study relation between gesture and underlying sym-
bolic pattern. We advocate, following [1], for the need to construct designed interac-
tion languages, and we provide, in this article, elements that describes how gesture 
variability may be integrated in such interaction design. We think that a good ques-
tion, as a start, is: how do people draw symbolic gestures using their hands on table-
tops, and how do they express variability for the same symbol?  

For answering this, we set up a user study in which we target symbolic gestures on 
tabletops. We have designed our experiment as a two-fold work (see Section 3). From 
a first phase study, we provide a taxonomy of user gestures; this taxonomy integrates 
three different views of user gesture (semantic, physicality, movement structure); we 
discuss this in regard to other existing taxonomies, and exhibit its quality. We intro-
duce, through this taxonomy, the notion of atomic movement, that may be combined 
throughout time (either sequentially or in parallel), and can be used to structure user 
gesture. In a second phase, a user study is conducted with specific class of gesture-
drawn symbols; from this study, and according to the provided taxonomy, we  
evaluate user gesture variability with a fine grain quantitative analysis. Our findings 
indicate that user equally use one or two hands, also that more than half of gestures 
are achieved using parallel or sequential combination of atomic movements. We also 
show how user gestures distribute over different movement categories, and correlate 
to the number of fingers and hands engaged in interaction. Finally, we discuss  
implications of this work to interaction design, practical consequences on gesture 
recognition, and potential applications. 

2 Related Work 

In the process of developing surface computing technologies, several studies can be 
found in an attempt to grasp and unify the rich vocabulary of gestural multi-touch 
interaction, e.g., [28, 22, 16]. We structure the description of related work into three 
parts: user-centered studies of interaction gestures for tabletops, taxonomy proposi-
tions, and   formalisms for multi-touch gestures. 

A lot of work has been done these past years on user-defined interaction for multi-
touch. Given the versatility of free-hand multi-touch gestures and the high variety of 
users behaviors in producing them [26], user-centric approaches have been at the 
heart of many research studies on gestures for multi-touch systems. Rather than 
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bounding users to an arbitrary set of gestures defined by system designers (e.g., [25, 
31, 37]), Wobbrock et al [40], followed by others (e.g., [29, 5]), adopt a guessability 
methodology [39] to build up a user-defined gestures set for classical control actions 
and object manipulations. Finding its fundamentals in [30, 33, 6], this approach con-
sists in presenting the effect of an action to users and then asking them to invent the 
corresponding gesture. The gesture which was consistently performed by the largest 
number of users is then retained to be representative of the corresponding action. 
Within these studies, valuable discussions are reported about the different characteris-
tics of user-defined gestures, e.g., number of fingers, hand pose, etc. However, the 
focus is on the design and analysis of a one-to-one mapping between gestures and 
their actions. In [11], Henze et al suggest to derive and compare multiple gesture sets 
rather than a single one. Their findings indicate that this is a beneficial approach to 
reduce the risk to exclude promising candidates for gestures. In a field study investi-
gating the variety of gesture performed by people, Hinrichs et al [12] found that users 
choice of gestures was influenced by the interaction context in which the current ac-
tion occurred and not only based on preferences for a given gesture for a particular 
action. They suggest that a many-to-one mapping is also desirable to strengthen the 
design of gestural interaction techniques. While being specific to pen gestures, Long 
et al [22,23] studied perceived gesture similarities. Since evaluation of similarities is a 
complementary problem to the one addressed in this article, such a work can help 
explaining differences between gestures classes. 

Several works also target taxonomy of multi-touch gestures. Wobbrock et al. [40] 
are among the first to establish a unified taxonomy for surface gestures. They provide 
a coarse-grain classification along four categories: form, nature, binding, and flow. 
While these categories are all important, the main focus of our work falls within the 
form category, which captures how gestures are performed by users, and its relation-
ship to the nature category, which captures the users semantic interpretation of ges-
tures. In Wobbrock’s taxonomy, the nature category distinguishes symbolic, physical, 
metaphorical and abstract gestures. The form category distinguishes static or dynamic 
pose and path for each hand. In the same spirit, Wu et al. [41] describe the process of 
gesture performance as a finite state machine, with start position (registration), a dy-
namic phase (continuation), and end position (termination), similar in concept to that 
described in Charade [3]. Freeman et al [7], in the context of the design of a gesture-
learning tool, expanded the form category along three dimensions: registration pose, 
continuation pose, and movement. Although that taxonomy of Freeman et al presents 
a sound picture of the large variety of multi-touch gestures, it is not adapted to model 
variability of association between gestures and symbols. 

Remarkable recent researches are being conducted on the formal specification and 
the reliable recognition of multi-touch gestures. GeForMT [15] provides a formal 
abstraction of multitouch gestures using a context-free grammar. A discussion of that 
formalism is given in respect to Wobbrock et al. [40] taxonomy in an attempt to show 
how it can capture users gestures. Gesture Coder [24] recognizes multitouch gestures 
via state machines. Proton [19, 18] describes multi-touch gestures as regular expres-
sions modeling a whole sequence of touch events. GestIT [35] is a proof of concept 
library implementing a meta-model based on compositional operators and Petri Nets 
to describe multi-touch gestures. All these software-oriented frameworks and lan-
guages provide system sound specifications allowing to express complex multi-touch 
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gestures. Nevertheless, it is not obvious how they can apply to capture in a compre-
hensive and faithful manner the behavior and variability of non technical users in 
producing gestures. The implications for multi-touch interaction systems to support 
the variety of users choices in a transparent manner open in fact new opportunities but 
raises many challenges. For example, recent studies have tackled the difficult issue of 
designing robust multi-touch recognizers abstracting away the use of multiple fingers 
[14], or multiple differently ordered strokes [2, 20, 38] for the same symbol. Interes-
tingly, many of those recognizers were designed without prior in-depth analysis of 
users behaviors thus only taking into account a limited designer-oriented vision of 
users choices. In this context, a better understanding of users choices is relevant to 
reduce the dualism of how and who must be adapted to the other: the user or the sys-
tem [8]. As discussed later in this paper, our findings enlighten the features that de-
serve deeper modeling efforts for future system-oriented gesture formalizations. 

3 User Study  

3.1 Overview and Rationale  

Eliciting user behaviors have been proved extremely useful to help the design of new, 
strong and flexible interaction tools (e.g., [33, 40, 5, 9]). Our goal is to broaden the 
range of possible responses we can get from users and to gain insights into users’ 
variability when issuing a multi-touch command. More generally, we want to elicit 
the different ways users perceive and issue a multi-touch gesture with the ultimate 
goal of determining the rules leading to a better definition of what shall be a gestural 
language for multi-touch interaction. For that purpose, we ask participants to appeal 
to their imagination to perform different gestures, at the aim of grasping and analyz-
ing the variability and dynamic of user behavior. 

As a result, our proposed study is divided in two phases: a first phase, that has two 
goals: familiarize participants with the interactive surface, and more importantly, 
observe and analyze their ‘intuitive’ interaction styles, within an uncontrolled experi-
mental procedure where user can both choose symbol and gesture that represents it. 
This phase is intended to construct a taxonomy that is used as a basis for the remaind-
er of the study. In the second phase, we achieve quantitative analysis of how users 
draw symbols, using explicit instructions (name of the symbol, number of variations) 
and asking participants to explore the different ways to achieve specific symbols. The 
detailed experimental procedure and context is described in the following. 

3.2 Participants 

A call for participation has been made using mailing lists and the advertising lobby 
screens available at our lab and its institutional partners. The call targeted people who 
were not user-interface designers. In final, we collected results from 30 volunteers, 
among them 14 were female. Age of participants ranged from 20 to 57 years (average 
age was 28.4 years). All participants were right-handed. Participant occupations in-
cluded secretary, chemists, biologists, electronic and mechanics experts, researcher in 
networks and telecommunications and graduate students. Participant nationalities 
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include different European, African and Asian countries. Self-reported expertise of 
participants with touchscreen devices were found to significantly differ in the type of 
interactive surface (χ2 = 62.27, p < 10-11, φ = 0.72). Fig. 1 summarizes this; we can see 
that none of our participants previously used a Tablet Pc nor Tabletops. As a result 
they are completely novice to the interactive surface used in our experiment. 

Table 1. Distribution of usage of touchscreen devices among our participants 

 Smart Phone Tablet Tablet PC Tabletops and surfaces 

Never 8 18 30 0 
Occasional 9 9 0 0 
Regular 13 3 0 0 

3.3 Apparatus 

The study took place in our lab, where we had set up a Microsoft Surface 1 measuring 
24”x18”. Only the experimenter (one author) and the subject were present during the 
study. During each experiment session, participants’ hands were videotaped and the 
experimenter observed user behavior and took detailed notes. Author notes and videos 
from each participant were then used in our analysis.  

3.4 Procedure 

As sketched previously, our study consisted of two phases: 

• First Phase: The interactive surface is presented to the participant and he/she is 
explained that the surface accepts multiple fingers. The participant is then asked to 
perform any multi-touch gesture that comes to his mind and meaningful to him/her. 
No further comment or request is made that may suggest degrees of freedom, such 
as number of hands to use, number of fingers, etc. For each performed gesture, us-
ers are asked to describe it in a think-aloud protocol. Users have 3 minutes to 
represent all the gestures they can think of; they are also free to stop before 3 mi-
nutes in case they consider the task to be over.  

• Second Phase: we explicitly provide the participants with the following sequence 
of 8 symbolic forms (corresponding to a subset of Microsoft Application gestures 
[27]): circle, square, triangle, vertical line, horizontal line, corner, V and Caret. For 
each symbol, the participant is asked to perform the symbol using four different 
manners. Participants are only told the name of the symbols to perform, by oral in-
struction, and we do not show them any image of the required symbols. 

Both phases are conducted consecutively for each participant with a small pause in 
between. Participants were not constrained by any timing issues when performing 
their gestures. To prevent any screen content from influencing the gestures partici-
pants were performing, we provided no visual feedback of gesture input, e.g., [40,14]. 
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4 Results from the First Phase  

4.1 General Observations 

In the first phase of our study, we collected 618 user-made gestures. The number of 
gestures per participant ranged from 8 to a maximum of 46 gestures. Although col-
lected gestures were having broad properties, similar features were observed among 
different participants. Without surprise participants produced different forms using 
interchangeably one or more fingers and one or two hands, to draw different kinds of 
symbols (e.g., line, circle, square, triangle, etc), alphanumeric characters (i.e, letters 
and numbers), shaped (e.g., tree, heart, flower, star, bird). 6 participants, being regular 
users of iPads or Smart Phones, additionally performed gestures mimicking standard 
control actions such as double tape, or rotational, translational and scaling patterns. 
From our collected data, we were also able to extract several observations about the 
physical engagement of participants. In particular, 26 (resp. 27) over the 30 partici-
pants have used at least once a single (reps. two) hand(s). 24 participants moved si-
multaneously both hands in symmetric poses. 4 participants alternated from one hand 
to another in a sequential style. 6 participants used one hand to perform a gesture 
while their second hand was hold in a stationary pose as to draw a static reference 
guiding the other hand. This observation holds for gestures performed with a single 
hand using the thumb and the index. 1 participant used to move hands in the air and 
touching the surface with her fingers from time to time. 1 participant used exclusively 
static hand posture on the surface. Except for these two cases, the relative movement 
of participants fingers was the rule guiding the achievement of gestures. Neither the 
number of fingers nor their type seemed to us as a conscious parameter that partici-
pants were intentionally thinking about. We did also notice no particular preference 
on the start and the end positions of performed movements. Participants mostly used 
their right hands when moving from left to right, and inversely they used their left 
hands when moving from right to left. However, we did not notice other apparent 
rules applying to the direction of movements nor to the size of their trajectories. 

4.2 Qualitative Analysis: User Gesture as Atomic Movements Combined over 
Parallelism and Sequentiality 

From the gestures collected during the first phase, we extracted several observations 
that provide elements about how users perform gestures. 

• Atomic movements: The very recurrent observation in participants’ behavior is that 
they grouped their fingers into unitary blocks moving in a consistent manner, while 
being completely free from the microscopic timeless notion of touch as may be 
handled by the system. We found that number of contact fingers does not impact 
the accomplishment of their movements, as long as involved fingers are close to 
each others. The interesting observation is that the notion of proximity is relative to 
user-proper referential and seems to be hardly definable in absolute and universal 
manner from a system point-of-view. Users referential can in fact be substantially 
scaled up or down from the performance of one gesture to another one. However, it 
tends to stay constant and consistent over time and through possibly multiple 
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movements composing the same single gesture. From this observation, we intro-
duce the notion of atomic movement which reflects users’ perception of the undi-
vidable role that a group of fingers is playing when performing a gesture. From our 
observations, users atomic movements are mostly in reference with the imaginary 
trail of a group of fingers which position is evolving in closely related movements. 
An atomic movement can have an internal state that can change depending on 
hands shape, fingers arity, velocity, direction, etc. However, state changes do not 
alter the role an atomic movement is playing in users’ mind and its primary inten-
tion. From our observations, we distinguish between two categories in participants 
movements depending on whether (i) the trail corresponding to fingers is stationary 
or (ii) it implies an embodied motion. As a practical examples, variable number of 
fingers, from one or two hands, moving together following the same path or being 
held stationary to delimit or point a region in the interactive surface, are among the 
most frequently observed atomic movements. 

• Parallelism: For some gestures, participants combined the movements of their fin-
gers simultaneously, in either a symmetric or an asymmetric style. From a geome-
trical perspective, symmetry occurs mostly between two atomic movements per-
formed in parallel on the surface such as the trajectory of the one was the mirrored 
image of the other. For instance, users are observed to produce circled pattern by 
moving fingers from both hands in parallel such us the trajectory of each hand 
forms a semi-circle. On the other side, asymmetry in gestures occurs when partici-
pants were holding some fingers stationary upon the surface and simultaneously 
moving some others. For instance, users are observed to produce circled patterns 
by touching a region of the surface with one hand and simultaneously moving fin-
gers from the other hand all around. From a physicality perspective, bi-handed pa-
rallel movements are mostly attended with the use of the same fingers combination 
on each hand, while the use of one hand mostly engages the use of the index and 
the thumb. From these observations, we found that symmetry in users gestures can 
be described by the parallelism expressed by atomic movements. 

• Sequentiality: We observed that some participants often operate in a sequential 
manner by iteratively posing and moving fingers on the surface, then releasing and 
posing fingers again at a new location binding the set of already performed move-
ments. Users sequential movements imply more than a time pause or direction 
change. They are performed using one hand, as well as alternating different hands 
or fingers, and mixing parallel atomic movements with single atomic movements. 
In this class of interaction style, movements are mixed and matched both in time 
and in space according to users specific referential. This referential does not map 
perfectly with the system. For example, the boundaries of strokes induced by the 
atomic multi-finger movements are never perfectly matching with one another, 
though we think that participants intended to do so in their minds.  

From this analysis, user gestures can be modeled using atomic movements, possibly 
combined along with parallelism and sequentiality. Fig. 1 provides a simple situation 
illustrating this with three gestures produced by different participants. 
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Fig. 1. Example of Atomic movements combination through time. From left to right: Elementa-
ry atomic movement, parallel movement, sequential movement. 

4.3 An Embodied Taxonomy of Multi-touch Gesture 

To capture the space in which our participants were conceiving and producing ges-
tures, we propose the multi-level layered taxonomy summarized in Fig. 2. It is worth 
noticing that the levels of our taxonomy do not model separable attributes to be cha-
racterized individually. Instead, they represent the different aspects of a single unified 
dynamic mechanism ruling users in the achievement of a multi-touch gesture. 

 
SEMANTIC-CONCEPT 

Mental meaning, Users’ thoughts 
 

PHYSICALITY 

Enabling Motor Skills (e.g., hands, fingers) 
Posture, Arity (e.g., single, multiple, mixed) 

 
MOVEMENTS 

A set of Atomic Movements 
Elementary 

(E) 
Ref (R) 

Motion (M) 

Compound 
(C) 

Parallel (P) P : = P1 * P2 ; P1, P2 ∈ {E, P} 

Sequential (S) S := S1−S2 ; S1, S2 ∈ {E, C} 

Fig. 2. A multi-level model for users’ gestures. The ‘*’ (resp. ‘-’) refers to movements per-
formed simultaneously (resp. sequentially) in time. 

At the high level of our taxonomy, we capture the fact that a multi-touch gesture 
emerges from what user’s mind is modeling before even touching the surface. In this 
respect, an external observer can only try to guess the semantic concept hidden in 
user’s gesture, since it might be the case that the gesture it-self is not sufficient to 
fully reveal user’s thought — which is in accordance with previous studies [36,13,40]. 
From a neurological perspective, hands and fingers are controlled and coordinated by 
human motor system at the aim of achieving a desired task. The physicality level thus 
captures the motor control allowing users to project the semantic level into the inter-
active surface. The movement level is the consequence of the motor goal expressed by 
hands and fingers motions in order to infer unitary blocks building the whole gesture. 
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The movement level is at the core of our taxonomy since it constitutes the interface 
between the user and the interactive surface/system. Consistent with our observations, 
we propose to structure this level according to two generic classes built in a recursive 
manner. At the low level of the recursion, we find the class of gestures formed with 
an elementary atomic movement. An elementary atomic movement can be either of 
type stationary (Ref) or Motion as discussed previously in our qualitative observa-
tions. The Compound class refers to the recursive composition of a set of atomic 
movements. It is expanded in two categories depending on the time combination of 
composing atomic movements. The Parallel category refers to users making two or 
more different but simultaneous movements. The Sequential category refers to users 
performing a set of atomic movements, being possibly parallel or elementary, holding 
and releasing hands or fingers, on and from the surface, in a discrete iterative manner. 

4.4 Users Variability 

Our taxonomy is the result of a qualitative empirical synthesis of a wide range of 
collected gestures. We found that the three levels of our taxonomy contribute leverag-
ing and unifying the high variety of users gestures. In fact, users gestural variations 
can be elicited as the result of the mental picture and the time-space composition of 
atomic movements, as well as their physical mapping into users fingers and hands. 

At the semantic level, the global pattern induced by movements is the most appar-
ent attribute that users where instantiating in several different manners. However, 
gestures with similar global patterns can have different properties, e.g., their compos-
ing atomic movements can be in different classes. At the physical level, variations  
in the number of fingers and hands are a natural outcome for most participants. Final-
ly, users variations can be captured at the movement level by eliciting the different 
possible time combinations of atomic movements (Motion and Ref) as well as their 
number which can vary from a gesture to another and from a user to another. 

4.5 Comparison with Existing Taxonomies 

Comparing to previous taxonomies, the semantic concept of our taxonomy relates to 
the nature category defined by Wobbrock et al [40]. In that study, users were shown 
the effect of a gesture, then they was asked to issue the gesture. Hence, the nature 
category is tightly related to the action of the gesture. In our first-phase study, we did 
not ask participant to perform any precise action. Thus, the semantic concept level 
only reveals the meaning of the gesture without mapping it to the type of a particular 
action. On the other hand, physicality in our taxonomy relates to the form category 
sketched in [40] and expanded by Freeman et al [7]. The registration, continuation 
and movement dimensions described within the form category there-in did not direct-
ly result from a specific user-centric study, since the intention of Freeman et al work 
was primary focusing on teaching the user how to perform a gesture. Although, those 
dimensions provide a sound picture of how users may perform a gesture, we find that 
the physicality and movement levels of our user-centric taxonomy complements and 
refines in many aspects the empirical work of Freeman et al. For example, Freeman’s 
distinguishes between two types of movements: path and no path, depending on 
whether the hand moves along a surface path or not. In our work, we explicitly  
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distinguish between how users perform gestures (Physicality) and the notion of 
movements. In this respect, the Movements level introduces a new dimension in users 
gestures and consistently renders the embodiment of gestural multi-touch interaction. 
The semantic concept behind users gestures can then be captured within an embodied 
and coherent flow engaging the cooperation of users fingers and hands to materialize 
the inter-relation between a set of unitary atomic blocks composing the gesture. 

5 Results from the Second Phase 

In our second-phase experiment, participants were asked to produce symbols in four 
different manners. We were able to adequately classify all the gestures from this ex-
periment phase using our taxonomy. In addition to that, no pair of gestures associated 
to the same symbol, and identified as different by one user, falls into the same catego-
ry according to our taxonomy. As an example, appendix shows the set of gestures that 
we noticed in the experiment in the case of the circle symbol. 

In this section, we discuss taxonometric breakdowns of the variety of gestures pro-
posed by participants. 2 participants were excluded from the provided statistics since 
they made less than the four gestures required per symbol in our experiment. 5 partic-
ipants produced more than four different gestures for some symbols. We constraint 
our analysis to only the four first ones. Overall, we have retained 28 x 8 x 4 = 896 
gestures that are analyzed in the following.  

5.1 Physicality/Movement Inter-dependency 

Fig. 3 shows the ratio (averaged over all users) of gestures performed with one and two 
hands for each symbol and overall. We also incorporate the amount of fingers (single 
or multiple) engaged per each single hand. If the gesture is movement-compound, we 
count it multi-finger if at least one hand was engaged with more than one finger. We 
can see that users-gestures are fairly distributed over one hand (52.77%) and two hands 
(47.22%). Although, participants used more often a single finger per hand (78.17%), a 
significant ratio of gestures where multiple fingers are used per hand can still be re-
ported (21.83%). A Friedman test revealed that Symbols’ type does not have a signifi-
cant effect on the ratio of two handed gestures performed by users. 

Fig. 4 shows gestures ratios classified by movement categories, where we further 
distinguish between one-handed and two-handed gestures. A Friedman test revealed a 
significant effect of Symbols’ type on the ratio of movement categories (Elementary: 
χ2 = 32.55, p < 3.10-5; Parallel: χ2 = 21.98, p < 2.10-3; Sequential: χ2 = 50.12, p < 1.10-

8). In the elementary atomic category, a post-hoc test using Wilcoxon test showed the 
significant differences of the couple of symbols (vertical line, horizontal line) and the 
other symbols. We attribute this to the fact that this couple of symbols does not imply 
direction change in fingers movements so that elementary atomic movements are the 
more natural to conceive for users. In the Parallel category, significant differences 
were found between the couple of symbols (V, Caret) and the other symbols. Actual-
ly, the ratio of parallel two-handed gestures performed for these two symbols is  
higher compared to the other symbols. This can be explained by the fact that these 
symbols can be more easily mapped into users two hands. In the Sequential category, 
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Fig. 3. Hands and Fingers (per hand) ratio 

 
Fig. 4. Movement and Hands ratio (E: Ele-
mentary, P: Parallel, S: Sequential) 

significant differences were found between the couple of symbols (square, triangle) 
and the other symbols. These two symbols are in fact clearly different from the others 
by the number of stroke combinations that can be used to perform them. Overall, we 
can see that users produced atomic and compound parallel gestures in approximately 
the same proportion (resp. 43.34% and 41.76%), while the compound sequential cate-
gory is represented in a relatively non-negligible ratio of 14.89%. A Chi-square test 
with Yates’ continuity correction revealed that the percentage of two-hand and one-
hand gestures significantly differed by movement category (χ2 = 523.34, p < 2.10-16, φ 
= 0.78). We can in fact remark the high correlation between two-handed gestures 
(resp. one-handed) and the parallel movement category (resp. elementary). 

Finally, Fig. 5 shows the different combinations of hands fingers and their mapping 
to the movement categories. Overall we observed 18 possible one-handed and two-
handed finger combinations. The parallel movement category is represented in 12 
 

 

Fig. 5. Movement category ratio according to Hands-Fingers Combinations. T, I, M, R and P, 
denote resp. the thumb, index, middle, ring, and pink. The sign ’-’ distinguish between left and 
right hand. Numbers in braces refer to the ratio of the finger combination over all users.  
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combinations among them only the index-thumb and index-middle is one handed. The 
other parallel two-handed combinations show a high similarity in the type of fingers 
used per hand. We can notice the absence of gestures engaging the pink or the ring in 
an elementary atomic movement. Whenever these two fingers are used, they appear in 
combination with the middle, index, and/or thumb fingers, by inducing the same  
multi-finger atomic movement. These combinations reflect the natural (comfortable) 
motor capabilities of users as well as the affordance of hand movements and their 
dependencies – which is consistent with previous studies on the mechani-
cal/neurological relationship between fingers and their kinematics, e.g., [15, 27, 41]. 

5.2 Users’ Transition-Frequency Automatons 

Gestures’ properties were not random over the four trials allowed per symbol. In  
order to capture users thoughts and priorities in conceiving the different manners of 
producing a gesture, we study in this section the evolution of gestures properties over 
time using probabilistic automatons [34], mapping gestures properties into states and 
users variations into transitions. Fig. 6 shows four such automata in a comprehensive 
informal manner. The first three automata are user-centric while the fourth one pro-
vides a more system-centric perspective as it will be discussed in the following. 

Every initial state of the automata depicted in Fig. 6 refers to participants starting 
the experiment. Columns refer to subsequent gestures produced by participants. The 
rows of the first automaton classify gestures according to whether they are one-
handed or two-handed. Those in the second automaton classify gestures according to 
the movement category. The third automaton distinguishes between gestures where 
every composing atomic movement is single-finger and those where at least one 
atomic movement is multi-finger. Finally, the fourth automaton classifies gestures 
depending on whether exactly one touch is involved throughout the whole gesture, or 
multiple touches are involved. The main difference with the third automaton is that 
touches are viewed relative to the system and not to users. The numbers in each cell is 
then computed as the average ratio over all users of gestures found in the correspond-
ing state. This provides gestures distribution over time and can be interpreted as the 
empirical probability of user’s gesture property being mapped the corresponding state. 
Similarly, transitions depicted by labeled rows show the average ratio of participants 
moving from a state to another, which can be interpreted as the empirical conditional 
probability of falling in the subsequent gesture type knowing the type of the present 
gesture. For example, the initial state of the first automaton reads as 0.74 of partici-
pants perform the first gesture with one hand, or alternatively as users perform a two-
handed gesture first with probability 0.26. Given that a user performs the first gesture 
with one hand, there is a probability of 0.45 that the outcome of the second gesture is 
two-handed. Notice that the cells in each column sum to one, which provides the em-
pirical probability distribution (and thus the average ratio) of corresponding gesture 
types. These automata are actually averaged over users and symbols so that they only 
represent the behavior of an ‘average’ user over all symbols. We did make a more 
fine symbol-dependent analysis, not shown here, which revealed that different states 
for the four gesture trials are observed within every symbol; however the probability 
transition is different from a symbol to another and from a user to another. 
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Fig. 6. Gestures Transition-Frequency Automatons (average over all symbols and users)  
according to (from top to bottom): Number of Hands, Movement categories, Number of fingers 
per atomic movement, and Number of contacts 

Fig. 6 provides a time-dependent information about gesture type frequencies and 
variations. For example, as one can see in bold lines referring to the most likely gesture 
transitions, users start more likely with one-handed, elementary-atomic-movement, 
single-fingered, single-touch gestures. Then-after, they are more balanced in their 
choices consistently switching to two-handed and parallel movements. The empirical 
probability that users start with two-handed or parallel-movement gestures is relatively 
significant (0.26 and 0.24) and grows sharply as users advanced in the experiment. 
This is to contrast with fingers usage since a single finger per movement is most often 
used all along the produced gestures. We interpret this as bi-manual usage and move-
ment variations being the most significant features ruling users’ mind in performing 
the different set of gestures. Although the sequential-movement strategy is unlikely as 
a starting strategy (0.04), it is interesting to remark that users falling in this state are 
more likely to produce the same type of movements in subsequent gestures. We can 
interpret this as the sequential mode offering more degree of freedom in producing 
different gestures by consistently playing with hands movement combination. Finally, 
we remark that from the system perspective, gestures involving multiple touches on the 
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surface are significantly represented all along the experiment mostly because users are 
either engaging their two hands or performing parallel movements. 

6 Implications for Gestures-Based Application Design 

In this section, we discuss the implications of our results for gesture design, surface 
technology, and user interfaces. In particular, we address points that seem important 
in order to design application that authorize several gestures for one command. 

6.1 Movement Matters More Than Posture 

Our user study demonstrates that the movement induced by fingers motion matters for 
participants more than hand posture. Over all our participants, only two participants 
performed static gestures where fingers or hands were maintained stationary (Ref). 
Only in this case, the motor skills (blob type, posture, arity) used to structure the ges-
ture are important, while their movements are not. Static gestures (set of Ref atomic 
movements), where hands/fingers posture is crucial, go beyond available classical 
multi-touch surfaces and need further sensing and input processing technology. In 
contrast, gestures where movements on the surface are crucial, are more accurate to 
the available knowledge and expertise on processing multi-touch input. Therefore it is 
our opinion that movement-based gestures provide more space to fully take advantage 
of nowadays multi-touch technology, so that their study and understanding should be 
the priority in the short term. However, current trends in augmenting surface compu-
ting technologies with new sensing facilities are also compatible with our user study. 
Advances in these directions would allow to enrich multi-touch surface input vocabu-
lary so that gestures embodiment and versatility can be better encapsulated and  
exploited within gesture interfaces. 

6.2 Interaction Gesture: A Multi-level, Multi-view Phenomenon 

Our study reveals that the variations of users gestures for the same command can be 
structured and classified by the specific properties of a set of atomic movements. Al-
though the notion of atomic movement and the role it plays in our gesture taxonomy 
constitutes a low level abstraction of what users them-selves are modeling, it should as 
well serve for designers as a basic tool in the process of thinking, formalizing and set-
ting up multi-touch gestural interaction techniques. Designing for multi-touch gestures 
as multi-movement entities embodied in users thoughts would then push a step towards 
shortening the gap between designers vision and the way multi-touch gestures are per-
ceived and produced by end-users. In particular, an atomic movement is by definition 
not sensitive to the number of fingers or the number of hands being used, so that it 
enables to unify and to leverage previous studies recommending to not distinguish 
gestures by number of fingers, e.g. [40]. Thinking about multi-movement multi-touch 
gestures, one have to keep in mind that the interdependency between the set of atomic 
movements forming a multi-touch gesture highly depends on users motor control over 
time and over space. Two main alternatives can be elicited depending on whether one 
hand or two hands are considered. In both cases, it is more likely that the movements 
occur in parallel that is simultaneously in time. In addition, users are more likely to 
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engage a single finger in the performance of one elementary atomic movement, 
thought this should not serve as the rule. 

Besides allowing to provide guidelines for the design of multi-touch gestures,  
the atomic movement perspective allows to expand in a comprehensive, yet precise, 
manner the space of possible mappings between a command and users gestures. By 
investigating the different possible combinations at the movement level, a variety of 
single and multi-finger, single and two-hand gestures can be supported, which can: (i) 
improve flexibility, (ii) not penalize users by offering adequate response, and (iii) 
make sure that the variety of users choices leads to a gratifying interactive experience. 

6.3 Gesture Recognition Needs to Be Deeply Rethought 

From the aspect of system feasibility, our study raises new challenges for the generic 
encoding and the reliable recognition of multi-movement multi-touch gestures. In 
fact, a formal and rigorous system-computable definition to what is an atomic move-
ment is first needed. From the quality of such a definition depends the design of sys-
tem embedded programs that determines a faithful representation of users’ atomic 
movements and enable a consistent processing and interpretation of users gestures. 
One promising research path is to augment existing multi-touch frameworks based on 
formal grammars (such as proton++ [18] and others [24, 15, 35]) with both (i) declar-
ative language elements that capture the notion of touch closeness in an elementary 
atomic movement, as well as with (ii) new compositional operators that render the 
time and space relation of atomic movements. The goal would be to automatically 
encompass users mental model features like: the independence of movements from 
the number of fingers, the possible variations in the combination of movements etc, 
within such formal frameworks. For patterned shape gestures, the challenge is more 
on the extraction of the different strokes implied by users movements. For example, it 
is not clear how recognizers in the $-family [38] can handle the fact that a stroke 
could be constructed by users using a variable number of fingers. Recently, Jiang and 
al. [14] proposed an algorithm to extract a single stroke from the different trajectories 
of multiple fingers on the surface. However, this reduction is incompatible with the 
fact that multiple strokes can interleave in time, e.g., drawing a circle or a square or 
triangle or V or caret using two symmetric parallel atomic movements will be recog-
nized as a line. We argue that the state-of-the-art recognizers for multi-touch gestures 
have to be rethought to support usability and consistently take into account the variety 
of users gestures in issuing a command. One path can be to take advantage from the 
consistency of the notion of touch closeness with respect to every user global time-
space referential when performing atomic movements. 

7 Conclusion and Future Works 

In this paper, we investigated the different gestures that users adopt to issue the  
same symbol. We provided direct implications of our findings for the design of table-
tops gesture-based applications. For reusability purposes, it is important to elicit the 
’natural’ alternatives available for users to perform a symbolic command. In future 
work, it would be interesting to investigate all the potential uses of such a variability 
integration, and its practical impact on gestural interaction techniques. Besides, it can  
be interesting to explicitly ask users to perform gestures in different classes and to 
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evaluate their preferences and ranking of each class. Taking variability into account 
within gesture recognition, and integrating it into available gesture recognizer for 
tabletops and multi-touch systems is also a challenging issue which still has to be 
addressed in the future. A more general issue related to our user-study is to investigate 
to what extent our findings on user’s variability can be applied to other type of gesture 
detection devices which do not require a contact surface, e.g., Kinect.  

Acknowledgments. This work is partially funded by Interreg IV-A 2-seas SHIVA 
project. 
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Appendix  

In Fig. 7, we summarized a representative set of gestures produced by users for the 
circle symbol by adequately classifing them according to our taxonomy. We show 
different movement categories and their mapping into fingers and hands. Although 
Fig. 7 shows gestures relative to the circle symbol, the depicted fingers and hand pos-
es, as well as the induced atomic movements fairly holds for the other symbols.  

 

(E) ELEMENTARY ATOMIC MOVEMENTS 
 1H; 1F; 1F; 

M 
2H; 1F; 2F;  

M 

 

 (P) PARALLEL ATOMIC MOVEMENTS
1H; 2F; 1F; 

M*M 

 

2H; 1F; 1F; 
M*M 

 

2H; 1F; 1F; 
M*M 

2H; 2F; 1F; 
(M*M)*(M*M) 

2H; 2F; 1F; 
(M*M)*(M*M) 

 

1H; 2F; 1F; 
R*M 

2H; 1F; 1F; 
R*M

2H; 2F; 1F; 
(R*M) *(R*M) 

 
(S) SEQUENTIAL ATOMIC MOVEMENTS

1H; 1F; 1F; 
M-M-M 

2H; 1F; 1F; 
M-M 

1H; 1F; 1F; 
R-M 

 

2H-1H;1F;1F; 
(M*M)-M 

 

1H; 2F; 1F 
(M*M) - (M*M) 

 

2H; 1F; 1F 
(M*M) - (M*M) 

2H; 1F; 1F 
(R*M) - (R*M) - (R*M) 

 

Fig. 7. A representative set of gestures for the circle symbol. We show respectively the number 
of hands used; the number of fingers per hand; and the number of fingers per movement  
(e.g., 2H; 1F; 1F; reads as: two hands, one finger per hand and one finger per movement). The 
atomic movements (R: Ref or M: Motion) and their time composition is also explicited. 
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Abstract. For improving full body interaction in an interactive storytelling sce-
nario, we conducted a study to get a user-defined gesture set. 22 users per-
formed 251 gestures while running through the story script with real interaction 
disabled, but with hints of what set of actions was currently requested by the 
application. We describe our interaction design process, starting with the con-
duction of the study, continuing with the analysis of the recorded data including 
the creation of gesture taxonomy and the selection of gesture candidates, and 
ending with the integration of the gestures in our application. 

Keywords: User Defined Gestures, Kinect, Full Body Tracking, Depth Sensor, 
Interaction, Interactive Storytelling. 

1 Introduction 

Creating intuitive interaction has always been a difficult, but important task for devel-
opers of games or interactive storytelling applications. As depth cameras have  
become broadly available consumer products with the Microsoft Kinect sensor 1 ,  
opportunities emerge for such systems to make use of novel full body interaction 
techniques. This in turn poses new challenges for the interaction designer. Various 
researchers have already started to integrate this new kind of interaction in their inter-
active storytelling system [8, 1], but usually the gesture set for interacting with the 
system is chosen by the developers themselves according to their imagination and 
preferences. However, a gesture that is intuitive for the developers does not necessari-
ly have to be intuitive for the majority of users. A different approach that creates a 
user-defined gesture set has been addressed by several other domains, such as surface 
computing [18], public displays [11], or human robot interaction [14]. 

In this paper we adapt the method for creating a user-defined gesture set for full 
body gestures in an interactive storytelling scenario. We describe the full process 
from conducting the user study, analysis of the recorded data, to the integration of the 
gesture set in our application. 

                                                           
1 http://www.xbox.com/KINECT 
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1.1 In-Game Actions and Input Gestures 

In computer games and interactive storytelling exist several types of in-game actions 
users can trigger via interaction. Two common action types are: navigation and dialo-
gue. Basic navigation includes changing the position and orientation. Dialogue  
actions are usually involved when embodied conversational agents exist in the scena-
rio that users can speak with. There are also other action types, e.g. manipulation 
actions which change the properties of an object, but our work will focus on naviga-
tion and dialogue. Furthermore, we focus on full body gestures that users need to 
perform for triggering those two types of actions. For navigation, this might be a quite 
straight-forward choice, as body movements are also used for navigation in real-life. 
For dialogue the main interaction modality in real-life is speech and it therefore might 
seem a bit awkward to use body gestures for it. However, conversational gestures are 
used in real-life for emphasizing or enhancing speech utterances, and sometimes even 
to replace them, e.g. when performing a head nod instead of saying “yes”. In addition, 
we want to keep the variety of different input modalities as small as possible because 
full body interaction itself can be quite difficult for users that are used to mouse  
and keyboard interaction and Kurdyukova et al. [10] have also shown that too many 
different input modalities can be more distracting than engaging for users. Overall, 
interactive storytelling applications can include a huge variety of specific actions for 
navigation and dialogue. It therefore seems quite impossible to find a generic set of 
actions for those two types. Instead, we investigate an action set created for our spe-
cific scenario. Nevertheless, it should represent a combination of actions typical to 
interactive storytelling scenarios and we have the hope that our findings also apply to 
other scenarios without major differences. 

2 Related Work 

In the following, we first describe work on classifying human gestures that helps us 
build our gesture taxonomy. Afterwards, we summarize an influential approach for 
acquiring a user-defined gesture set that we will adapt and use for our own work. The 
last area of research we analyze is that of full body gesture recognition, as we even-
tually aim to implement the recognition of our user-defined gesture set. 

2.1 Human Gestures 

There exist different taxonomies for the classification of conversational human ges-
tures. One of the first was introduced by Efron [3] who presented five categories: phy-
siographics, kinetographics, ideographics, deictics, and batons. Further, Kendon [5] 
tried to link his gesture taxonomy to the relation with speech and defined the following 
categories: gesticulation, language-like gestures, pantomime, emblems, and sign lan-
guage. Another popular taxonomy was proposed by McNeill [12] who presented five 
types of gestures: iconic, metaphoric, deictic, cohesive, and beat gestures. The three 
taxonomies have a considerable overlap in their covered concepts, and they all focus 
on hand gestures during a conversation. However, the properties they describe can also 
be used to categorize full body gestures for human computer interaction as in our case. 
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None of the three taxonomies perfectly suits this purpose, but we have decided to use 
the terminology by McNeill and therefore describe the items of this taxonomy in more 
detail in the following. Iconic and metaphoric gestures both try to convey information 
by visually depicting an icon. However, they do this at different abstraction layers: 
iconic gestures are more concrete and directly represent a physical, spatial or temporal 
property of a real-world referent, e.g. when moving two fingers to indicate somebody 
is walking. Metaphoric gestures refer to abstract properties of a referent. For example, 
somebody might depict a container to refer to the contents of a story. Deictic gestures 
are pointing gestures that indicate a position or direction. The last two types of gestures 
do not convey meaning but accompany speech to emphasize parts of it (beat gestures) 
or to keep up the continuity (cohesive gestures). Therefore, those two types are less 
suited for direct interaction, whereas the other three categories seem to be good candi-
dates for representing in-game actions. That is why we use them in our later described 
taxonomy. McNeill also defined three phases of a gesture: preparation, stroke, and 
retraction. Preparation is the phase in which the body is brought from its rest to a 
position that is suitable for executing the gesture. The stroke phase contains the main 
part of the gesture, while in the retraction phase the body is brought back to its rest. In 
terms of gesture recognition, the stroke phase is the most important part of a gesture as 
it contains the actual information.  

2.2 User Defined Gestures 

In the last couple of years, gestural interfaces have become more and more popular, 
ranging from small multitouch phones to large interactive tables or walls, but also to 
freehand and full body interaction using a depth sensor as the Microsoft Kinect. Nev-
ertheless, gesture sets are often designed without sufficiently taking into accounts the 
preferences, habits, and needs of the actual users. For this reason, several researchers 
started to involve the user into the design process of the gestural interaction. Wob-
brock et al. [18] presented a seminal approach to develop intuitive gestures for surface 
interfaces. They gathered a gesture set by presenting the wanted effect within the 
system to the user, and then asking the user to perform a gesture that should trigger 
this effect. After that, they determined gesture candidates by looking at all gestures 
performed by the users for a specific effect, and calculating an agreement score based 
on how often the same gestures were used. Researchers already adopted this process 
for other areas, e.g. Kurdyukova et al. [11] used it to design gestures for transferring 
data between tablet computers and a multi-display environment, and Obaid et al. [14] 
applied the process to create a full body gesture set for the navigational control of 
humanoid robots. In this paper, we adapt the process by Wobbrock et al. to identify 
intuitive gestures for an interactive storytelling scenario. 

2.3 Full Body Gesture Recognition 

A lot of work was already done in the field of gesture recognition in general, and 
different approaches were developed and extensively tested, including statistical clas-
sifiers [15], Hidden Markov Models [16], dynamic programming [13], and many 
more. Recognition algorithms of this kind were used in various application areas, 
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although most of those methods are quite complicated to implement, are computa-
tional expensive, or need to be trained with a lot of example data [19]. An effort to 
make gesture recognition more accessible to developers without a strong background 
in pattern recognition is the $1 recognizer presented by [19]. However, this approach 
was – as the aforementioned ones – still targeted at gestures defined by the movement 
of a single point in 2D space. It also relied on manual data segmentation, so the start 
and end of a gesture had to be indicated to the algorithm, either in an implicit way, 
e.g. by touching the surface of a PDA with the pen [19], or in an explicit way, e.g. by 
pressing a button on a Wiimote [9]. There have also been approaches to get rid of 
those shortcomings by porting them to 3D space [9], or removing the need for manual 
data segmentation [20]. However, the research for those methods is partly still in an 
early phase, and they are quite complicated to apply for practitioners as well. 

The release of the Kinect sensor again motivated researchers to investigate gesture 
recognition for the more complex motion capturing data provided by full body track-
ing. The challenge with this data is that it contains multi-point data in 3D space (posi-
tion and orientation of multiple important joints of one or more users). In addition, 
there is no obvious way to apply manual data segmentation (no device in the users’ 
hands to press a button on), and the data itself also is rather noisy [6]. On the other 
hand, this means that the data itself already contains more information as in other 
interaction modalities. In this way, one single data frame for one tracked user already 
can be seen as a gesture, or more precisely a posture, as it defines a specific configu-
ration of the user’s skeleton. For this reason, researchers developed easy to use tech-
niques for full body gesture recognition in application prototypes. One of the first was 
the Flexible Action and Articulated Skeleton Toolkit (FAAST) [17] that bound ges-
tures defined by simple text scripts to key and mouse events, and therefore enabled to 
control arbitrary applications via full body interaction. We developed a similar ap-
proach in our FUBI framework2 of which an earlier version was already presented in 
[7]. It tries to achieve more powerful gesture recognition by giving more complex 
configuration options in an XML-based definition language. We use this framework 
to implement the user-defined body gestures in section 4. 

3 Interactive Storytelling Scenario and Gesture Study 

In this section, we describe the scenario of our application and its intended user inte-
raction. We further explain our interaction study and present the results of its analysis. 

3.1 Scenario and User Interaction 

Our interactive storytelling scenario aims to provide intercultural training for young 
adults (18-25 year olds). The users learn by participating actively in the narrative in 
which they have to interact with virtual characters from different cultures. However, 
the characters do not represent real cultures, but synthetic ones as defined by Hofstede 
[4]. The users adopt the role of a character that has not traveled too much for most of 
his life. The scenario starts at the café of the character’s grandmother, in which he 

                                                           
2 http:/www.hcm-lab.de/fubi.html 
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receives a letter from his deceased grandfather. In this letter, the grandfather, who 
liked to travel the world, promises the grandson a “lost treasure” that he should find in 
a journey through different countries. In each country the grandson has to interact 
with locals in so-called critical incidents to progress. To be successful, the users have 
to select the correct interaction options depending on the agents’ simulated synthetic 
culture. The selection itself should eventually be done by performing a corresponding 
full body gesture.  In the final country the users will find out that the promised trea-
sure is the experience that the grandfather had while travelling. The scenario is im-
plemented using the cross-platform game engine Unity3D3 and an agent architecture 
for culturally adaptable behaviors [2]. 

We conducted our interaction study for the introduction in the café and the first 
country of our scenario which at this state included two critical incidents. The users’ 
first task was to find out the way to their hotel by interacting with people in a bar 
(first critical incident, cf. Fig. 1 left-hand side). In the subsequent incident users had 
to find the responsible supervisor in a nearby museum in order to receive entry per-
mission for a park (second critical incident, cf. Fig. 1 right-hand side). The scene in 
the grandmother’s café and the mentioned two critical incidents together included the 
following in-game actions to be triggered by the users: yes, no, sit at bar and wait, 
approach group, ask for directions, leave bar, ask about supervisor, ask guard to talk 
to supervisor, approach supervisor, ask permission. 

 

Fig. 1. Virtual environment of the two investigated critical incidents 

3.2 Study Setup, Procedure, and Participants 

The experiment was arranged in a room of about 3 meters width and 6.5 meters depth. 
The participants were standing at a distance of about 2.5 meters in front of a 50 inch 
plasma display. A camera was placed in a height of about 1.5 meters left of the dis-
play to record the users’ front from a slightly tilted view. The participants were told 
that they should place themselves at the initial position, but that they were still  
allowed to freely move within the camera’s field of view during the study. The expe-
rimenter was sitting to the left of the participant and controlling the application run-
ning on the display via mouse and keyboard. 

                                                           
3 http://unity3d.com 
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After a short introduction and a demographic questionnaire that also included a 
question about the users’ experience with body gesture based interaction, the experi-
menter explained the participants their role in the study. The experimenter ran through 
the story script of the application and as soon as a user input would have been re-
quested by the application, text boxes with the currently available in-game actions 
were displayed as overlays on the virtual scene as depicted in Fig. 1. At this point, the 
participants’ task was to invent and perform a gesture for each displayed action, one 
after the other. The participants were told that they were allowed to use their full body 
for gesturing, but that the gesture itself should mainly be intuitive for them to trigger 
the requested action. It should, however, have a semantic relation to the action and not 
consist of simply pointing towards the action label on screen. To keep the process as 
reproducible as possible, the experimenter always spoke out the action that the user 
should investigate next and also gave a short explanation about the meaning of the 
action to avoid misunderstandings. After performing their invented gesture, the partic-
ipants should indicate on a questionnaire how easy it was for them to come up with 
that gesture on a 7-point Likert scale. 

22 participants took part in the study including 4 females and 18 males. Their  
age ranged from 22 to 35 with an average of 26.23 (SD 3.80). All except for one  
were right-handed. The participants were recruited from our university campus and 
therefore all had a computer science background. They stated themselves a medium 
experience with body gesture based interaction of 2.18 (SD 0.85) on a scale from 0 
(no experience) to 4 (practically daily usage). 

3.3 Results 

The next chapters depict the results of our study, including our gesture taxonomy, a 
description of the gesture set, user ratings, agreement scores and time performances. 

Table 1. Full body gesture taxonomy for our interactive storytelling scenario 

Form 
static gesture A static body gesture is held after a preparation phase. 

dynamic gesture 
The gesture contains movement of one or more body 
parts during the stroke phase. 

Body parts 
one hand The gesture is performed with one hand. 
two hands …with two hands. 
full body …with at least one other body part than the hands. 

Gesture 
type 

deictic The gesture is indicating a position or direction. 

iconic 
The used gesture visually depicts the meant in-game 
action or a part of it directly. 

metaphoric 
The gesture visually depicts an icon and describes the 
in-game action in an abstract way. 
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Gesture Taxonomy 
The recorded videos were analyzed and annotated using the ELAN annotation tools4 
to extract the stroke phases of all gestures performed by the study participants for 
each in-game action. We manually classified all performed gestures according to 
three dimensions: form, gesture type, and (involved) body parts. Each dimension  
consisted of multiple items as shown in Table 1. The dimensions were based on the 
taxonomy we had used in [14], we only left out the view-point dimension, as our in-
teractive storytelling scenario always kept the user in a first-person perspective and 
there were no changes in the view-point for this reason. Furthermore, we changed the 
wording of the gesture type dimension to be closer to McNeill [12]. 

Fig. 2 displays the overall taxonomy distribution for the 251 performed gestures. 
The frequency of static and dynamic gestures was quite similar. Users tended to per-
form few deictic gestures, but more metaphoric ones. They only seldom chose two 
hand gestures, but roughly an equal number of one hand and full body gestures. The 
gestures we categorized as iconic according to McNeill [12] in fact were very con-
crete, which means that most of them were directly miming the meant in-game action, 
e.g. approach group was often expressed by actually walking a step forward. 

55% 50%
41%

45%

28%

17%

22%

42%

0%

20%

40%

60%

80%

100%

form gesture type body parts

static

dynamic

deictic

iconic

metaphoric

one hand

two hands

full body

 

Fig. 2. Overall taxonomy distribution 

Gesture Set 
We selected suitable gesture candidates for each in-game action as follows: 

1. For each action  we identified a set  containing all proposed gestures. 
2. The gestures in  were then grouped into subsets of identical gestures  

with 1. .  and   being the total number of identified subsets for action a. 
3. The first candidate  was determined by the largest subset , i.e.: 

 .. . (1) 

4. The second candidate  was determined by the second largest subset : 

 .. , . (2) 
                                                           
4 http://www.lat-mpi.eu/tools/elan/ 
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There can been more than one first or second candidate if there are multiple largest 
subsets, but this was not the case for our data. Further, we only took the second can-
didate into account if the size of the corresponding subset was at least half the size of 
the subset of the first candidate. This was done to ensure that the considered candi-
dates always had been performed by a relevant percentage of users. 

Table 2. Gesture candidates for each action 

In-game action 
Gesture 
candidates 

Occurrences Form 
Gesture 
type 

Body parts 

yes head nod 68% dynamic metaphoric full body 

no head shake 68% dynamic metaphoric full body 

sit at bar and wait sit down 56% static iconic full body 

approach group step forward 56% dynamic iconic full body 

ask for directions arms out 34% static metaphoric two hands 

leave bar 
turn away 45% dynamic iconic full body 

step backward 27% dynamic iconic full body 

ask about supervisor arms out 50% static metaphoric two hands 

ask guard to talk to 
supervisor 

point at one after 
the other 

38% static deictic one hand 

point to front 21% static deictic one hand 

approach supervisor step forward 56% dynamic iconic full body 

ask permission 
arms out 23% static metaphoric two hands 

tip on shoulder 19% dynamic iconic one hand 

 
Table 2 summarizes the gesture candidates for all ten in-game actions. The third 

column includes the percentage of how often this candidate was performed among all 
gestures proposed for this action, and the last three columns depict the candidate’s 
taxonomy. A second candidate was taken into account only in three cases (leave bar, 
ask guard to talk to supervisor, and ask permission). 

The gesture candidates are further exemplified by images of users performing them 
in Table 3. For the actions yes and no, most users chose a head nod or head shake as 
gestures. The action sit at bar and wait was in most times represented by actually 
adopting to a sitting position (=sit down). Similarly, we found gesture candidates that 
represented the action quite directly for approach group, leave bar, and approach 
supervisor, in which the users did a step backward or a step forward. For the action 
leave bar a second gesture candidate was turn away which meant the user actually 
turned around as if going away. Ask permission was additionally expressed by the 
gesture tip on shoulder that was chosen because the supervisor – that participants 
should ask for permission to enter a park – stood there with the back to them (cf. Fig. 
1 right-hand side: the virtual character at the back), so they assumed they first needed 
to get his attention. For the ask actions we often got the gesture arms out that always 
included moving the arms to an outward position with open hands, often accompanied  
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by raising the shoulders. The only action for which the gesture candidates were point-
ing gestures was ask guard to talk to supervisor. Participants either chose to point in 
the direction of the supervisor (point to front), or to point at the guard first and only 
afterwards to the supervisor (point at one after the other).  

Table 3. User images of the gesture candidates 

head nod head shake 
 

sit down 

step forward (from left to right) / 
backward (from right to left) 

turn away 
 

arms out 

point to front (left image) / to one 
after the other (both images) 

 
tip on shoulder 
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User Ratings 
Fig. 3 depicts the average user ratings for the easiness to invent the gestures for the 10 
in-game actions on a scale from 0 (very hard) to 6 (very easy). Error bars represent 
the standard error. The actions are ordered according to their user rating. 

 

Fig. 3. User difficulty ratings of the 10 actions 

A one-way repeated measures ANOVA revealed that the ratings differed signifi-
cantly between the different actions with F 9, 21  15.90,   0.01, 0.43. 
Post-hoc tests with Bonferroni correction showed that the more complex conversa-
tional actions were perceived as more difficult to invent a gesture for them. Accor-
dingly, all actions that include asking character(s) something were rated as the most 
difficult ones. In particular, all those actions were rated significantly lower (p < 0.01) 
than the actions yes and no. Approach supervisor and leave bar, were also rated sig-
nificantly higher (p < 0.05) than the ask actions, except for ask permission. Approach 
group was only significantly higher rated (p < 0.05) than ask about supervisor. We 
found no significant difference between sit at bar and wait and the ask actions, and 
there was also no significant difference between the ratings of the different ask ac-
tions. 

Agreement Scores 
To further investigate the level of agreement among the participants, we calculated an 
agreement score based on the process defined and used by Wobbrock et al. [18]. For 
an action a, the agreement score  is defined as: ∑ | || |..                         (3) 
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An agreement score   for an action a is represented by a number in  
the range 1 ⁄ | | , 1 , with a higher value corresponding to a higher agreement, 
and 1 representing a perfect agreement (all participants chose the same gesture for this 
action).  

 

 

Fig. 4. Agreement scores for the 10 actions 

The overall agreement we got for our action set was 0.329 (SD 0.129). Fig. 4  
depicts the agreement scores of the different actions. They are ordered from the action 
with the highest agreement to the one with the lowest agreement. Similar to the user 
ratings, more complex actions (i.e. all “ask …” actions) caused lower agreement  
between the users and we got a large number of different gestures for those. 

In fact, the results reveal that the level of agreement between the participants 
strongly correlates to the easiness to invent gestures (Pearson’s 0.812, 0.01). 
When the participants thought it was easy to find a gesture for an in-game action, 
more participants chose the same gestures, and in opposite, when the participants 
thought it was difficult to invent a gesture for an action, we got a higher variation of 
gestures as well. 

Timings 
Table 4 depicts the times it took the users to perform one stroke of the gesture  
candidates. One stroke means e.g. for the head nod gesture that the user moves the 
head from the resting position upwards, then downwards under the resting position, 
and upwards to the resting position again. In other words, one stroke consists of the 
minimal gesture that can be found when dividing the gesture into equal sub gestures. 
For static gestures, one stroke consists only of a hold phase in which the user holds 
the relevant posture until moving back to a resting position. The table enlists the aver-
age times as well as the standard deviation, the minimum, and maximum among the 
different gesture performances. 
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Table 4. Times for one stroke of the gesture candidates 

in-game action gesture candidates 
mean 
time 

SD MIN MAX 

yes head nod  0.822 0.374 0.420 1.560 

no head shake  0.687 0.233 0.474 1.420 

sit at bar and wait sit down  0.661 0.635 0.120 1.970 

approach group step forward  1.508 0.702 0.422 2.770 

ask for directions arms out  0.707 0.392 0.295 1.375 

leave bar 
turn away 1.738 0.908 0.557 3.400 
step backward 2.041 0.593 1.295 3.000 

ask about supervisor arms out  0.589 0.341 0.200 1.280 

ask guard to talk to supervisor 
point at one after the other 1.013 0.257 0.540 1.410 

point to front 0.560 0.558 0.130 1.625 

approach supervisor step forward  1.444 0.659 0.517 2.470 

ask permission 
arms out 0.759 0.578 0.190 1.770 
tip on shoulder 0.356 0.066 0.257 0.410 

4 Integration of the Gesture Set 

After collecting the data for our gesture set, we aimed to enable the gestural interac-
tion in our application. In the following, we describe the recognition framework we 
used to achieve this task, the implementation of the gesture recognizers, and how we 
integrated them into our interactive storytelling scenario. 

4.1 Recognition Framework 

For implementing the recognition of the gesture candidates in our application, we 
used our framework for full body interaction (FUBI) [7]. The recognition framework 
uses the Kinect for Windows SDK5 for getting the depth data provided by the Kinect 
sensor, and for applying full body user tracking on that data. In this way, we get posi-
tions and orientations for 20 different user joints. The joint data is analyzed in the 
recognition framework for detecting gestures that are defined via XML files. Those 
XML files first can contain three types of basic gesture recognizers: 

1. Joint orientation recognizers are defined by a minimum and/or a maximum angle 
for a specific joint. 

2. Joint relation recognizers look at the position of a joint in relation to a second one, 
e.g. whether and how much a joint is above a second one or how large the distance 
between those two is. 

3. Linear movement recognizers are defined by a specific direction and a minimum 
and/or maximum speed. 

                                                           
5 http://www.microsoft.com/en-us/kinectforwindows/ 
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In addition, those three types of basic recognizers can be combined to sequences in 
so-called combination recognizers. A combination recognizer consists of several 
states that contain sets of the above mentioned basic recognizers. For each state there 
is a minimum and maximum duration defined that those recognizers have to be ful-
filled for the recognition process to get into and stay in this state. For the transition to 
the next state there is also a maximum duration defined. Fig. 5 depicts the XML defi-
nition for a combination recognizer that is meant to recognize a head nod gesture. 

 

Fig. 5. XML definition of the recognizer for a head nod 

4.2 Integration of Gestures in the Application 

For implementing the recognizers for the gesture candidates, one first has to deter-
mine by which sequence of basic recognizers a gesture candidate can be described 
and how the recognizers’ parameters need to be adjusted. This is done by studying 
sample videos of the gesture in more detail and approximating the parameters. For 
determining the time constraints of a combination recognizer, the measured timings as 
depicted in Table 4 can be used. However, it has to be mentioned that in most cases, 
the timings cannot be used directly, but should rather serve as a basis for understand-
ing a gesture and its temporal variance between the users. 

To implement the gesture candidate head nod for the action yes, we used the XML 
definition as shown in Fig. 6. The definition includes two different joint orientation 
recognizers that observe the x angle of the head. Those joint orientation recognizers 
were combined in a sequence of four states. Note that all states do not have a mini-
mum duration, so it would be sufficient if the recognizers of one state are fulfilled 
only for one frame of the tracking data stream. However, each state has a maximum 
duration of 1 second and a time for transition to the next state of 0.4 seconds. That 
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means a head nod could include a head tilted upwards for at most 1 second, and then a 
movement downwards that lasts at most 0.4 seconds follows. The tilted downwards 
head could be hold for up to 1 second. After that follows an upwards movement for 
again at most 0.4 seconds, and the whole sequence needs to be repeated a second 
time. Therefore, a head nod is recognized as soon as two single nods are detected. 
This was sufficient for our purpose as we were not interested in distinguishing differ-
ent kinds or numbers of nods.  

The rest of the gesture candidates were implemented in a similar way. We used 
combinations of joint orientation recognizers for the gesture candidates head shake, 
sit down, and turn away to check the orientations of the joints included in the gesture. 
For the candidate arms out we used a recognizer that combines two joint relation 
recognizers in one state. The first joint relation recognizer observed the left hand and 
shoulder and waited for the hand to be in a height similar to the shoulder (y difference 
smaller than 30 cm) and that the hand was at least 35 cm left of the shoulder (using 
the x coordinate). The second recognizer looked for the same properties with the right 
hand and shoulder. The gesture candidate point to front as well used a joint relation 
recognizer for checking the hand position. In addition it ensured that the right elbow 
was not too far away from the line from the shoulder to the hand (at max 12 cm) and 
that the hand was not moving with more than 0.5 m/s.  The last condition was im-
plemented using a linear movement recognizer. The candidate pointing at one after 
the other was defined in the same way but with an additional state that allowed hand 
movement in between the two pointing states. We also implemented the second  
gesture candidate for the action ask permission that was the gesture tip on shoulder. 
This was basically realized the same way as point to front, but in addition, it waited 
for a sequence of linear movements in upward and downward direction of the hand. 
The gesture candidates step forward and step forward were implemented as linear 
movement recognizers looking at the torso joint and waiting for a movement in z or –z 
direction after a short phase of standing still. 

The integration of the gestures in the application was done similarly to how we 
conducted the study. Instead of only displaying text boxes with the currently available 
actions, we additionally displayed symbols that visualized how the gestures for these 
actions should be performed. The symbols consisted of either a single image that is 
displayed constantly or multiple images that are displayed as an animation sequence. 
The Unity3D integration the FUBI framework only needs a recognizer definition that 
is named the same way as the image (sequence) that is used as a symbol for it. As 
soon as the symbol is displayed on screen, the recognition framework automatically 
checks the corresponding recognizer for users tracked with the depth sensor, and - if 
the recognition has been successful - it triggers an event related to the symbol. The 
event for each symbol can be defined in the same way as it is done for default inter-
face buttons in Unity3D. Fig. 6 depicts a scene of the first critical incident, now  
displaying four symbols of the new gesture set that can currently be selected by the 
user. Although we implemented the recognizers for all gesture candidates, we had to 
decide which of the candidates we would actually use in the three cases in which two 
candidates were determined. As they seemed to fit a bit better to the parallel and  
surrounding gestures and because of their partly more reliable recognizers, we chose 
the gesture turn away for the action leave bar, point to front for ask guard to talk to 
supervisor, and tip on shoulder for ask permission.  
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interaction. While deictic gestures seem to be more suitable for navigational actions, 
our action set also included conversational actions that need to be described with me-
taphoric gestures due to their increased semantic complexity. We also had a closer 
look at the taxonomy distribution of each action itself that revealed that the users 
never used iconic gestures for the conversational actions (all ask actions plus yes and 
no) except for the gesture tip on shoulder of the action ask permission. All other ac-
tions – which can be categorized as navigational actions – included all three types of 
gestures, except for leave bar for which we only observed iconic and deictic gestures, 
but no metaphoric ones. For further increasing the information content of their ges-
tures, the participants more often used other body parts than their hands in opposite to 
the robot navigation task. However, they used less dynamic gestures, which indicates 
that full body gestures often provide enough information in a static version. As full 
body gestures were overall frequently chosen quite often, it can be said that this kind 
of gestures is worth to be used in interactive storytelling scenarios in general. It 
seemed that full body gestures are especially intuitive for triggering the in-game ac-
tions that occur in this kind of scenarios.  

We proposed to select the gesture candidates according to how many users chose  
a gesture for one in-game action. However, this does not always have to be the  
best choice. For example, it makes no sense to give the user the choice between two 
actions represented by the same gesture at the same point in time. In this case it is 
better to select a less often chosen gesture candidate for at least one of the actions. 
There are also other cases in which it is helpful to select a different gesture, e.g. if the 
recognition software is not able to detect the gesture in a robust way. A more specific 
reason for doing this is also given in our application. As we aim at intercultural train-
ing, we want the users, at a later point in our scenario, to be confronted with gestures 
that are unfamiliar to them, as this can occur when travelling to different countries. 
For this purpose it might also be worth to conduct the study with participants of dif-
ferent cultural background to get a different gesture set. 

Another challenge we faced was the problem of potentially too complex in-game 
actions, and especially the difficulty to represent verbal actions with non-verbal ges-
tures. This can be seen in the relatively low agreement scores and user ratings we got 
for all actions that involve asking virtual characters about something. At the state of 
the study, our scenario never included multiple ask actions in parallel, so we had no 
problems with their ambiguous gestures, but as soon as this occurs, it might be neces-
sary to refine the actions for making them easier to be related to gestural input. Oth-
erwise, it might also be necessary to include different kinds of interaction, e.g. using a 
graphical user interface or other modalities such as speech input. 

As described in section 4, it was feasible for us to implement a prototypic recogni-
tion logic for the gathered gesture set within our recognition framework [7] and to 
integrate the gestures in our storytelling scenario. The recorded videos of the gesture 
performances were very useful for this task as well as the measured timings for the 
gestures’ stroke phases. Nevertheless, the creation of a gesture recognizer based on 
this data is still a challenging task that has to be done in a careful way to realize the 
gestures at least close to as they were intended by the users. 
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6 Conclusion and Future Work 

In this paper, we presented how we produced a user-defined gesture set for an interac-
tive storytelling scenario. We described the full process from conducting the study, 
over analysis of the data, to the implementation of the gesture candidates. During this 
process we obtained a taxonomy of full body gestures for our interaction set, user 
ratings and agreement scores for each in-game action, the time performances of all 
gesture candidates, and we finally integrated the gesture candidates in our applica-
tions using our open source full body interaction framework FUBI [7] . 

A first validation for FUBI according to accuracy and usability was already done 
with a different interactive storytelling scenario [8] that included different kinds of 
iconic gestures. We plan to conduct a similar study with the new scenario in order to 
provide a more complete validation, also with more abstract metaphorical gestures. At 
the moment, we investigated the already implemented first part of our scenario. As 
soon as more of the application is ready, we want to continue the study with the addi-
tional in-game actions. In the meantime, it became clear that our scenario will have 
interactions that sometimes include multiple conversational actions in parallel that we 
will probably not be able to represent with unambiguous gestures. Therefore, we plan 
to include an additional interaction with a graphical user interface for those cases in 
our application. 
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Abstract. Recently there has been an increase in research towards using hand 
gestures for interaction in the field of Augmented Reality (AR). These works 
have primarily focused on researcher designed gestures, while little is known 
about user preference and behavior for gestures in AR. In this paper, we present 
our guessability study for hand gestures in AR in which 800 gestures were eli-
cited for 40 selected tasks from 20 participants. Using the agreement found 
among gestures, a user-defined gesture set was created to guide designers to 
achieve consistent user-centered gestures in AR. Wobbrock’s surface taxonomy 
has been extended to cover dimensionalities in AR and with it, characteristics of 
collected gestures have been derived. Common motifs which arose from the 
empirical findings were applied to obtain a better understanding of users’ 
thought and behavior. This work aims to lead to consistent user-centered  
designed gestures in AR. 

Keywords: Augmented reality, gestures, guessability. 

1 Introduction 

By overlaying virtual content onto the real world, Augmented Reality (AR)  
allows users to perform tasks in the real and virtual environment at the same time [1]. 
Natural hand gestures provide an intuitive interaction method which bridges both 
worlds. While prior research has demonstrated the use of hand gesture input in AR, 
there is no consensus on how this combination of technologies can best serve users. In 
studies involving multimodal AR interfaces, hand gestures were primarily imple-
mented as an add-on to speech input [2] [3]. In cases of unimodal gesture interfaces, 
only a limited number of gestures have been used and the gestures were designed by 
researchers for optimal recognition rather than for naturalness, meaning that they 
were often arbitrary and unintuitive [4] [5] [6]. Recent research has integrated hand 
tracking with physics engines to provide realistic interaction with virtual content [7] 
[8], but this provides limited support for gesture recognition and does not take into 
account the wide range of expressive hand gestures that could potentially be used for 
input commands. 
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To develop truly natural gesture based interfaces for AR applications, there are a 
number of unanswered questions that must be addressed. For example, for a given 
task is there a suitable and easy to perform gesture? Is there a common set of gestures 
among users that would eliminate the need for arbitrary mapping of commands by 
designers? Is there a taxonomy that can be used to classify gestures in AR? Similar 
shortcomings were encountered in the fields of surface computing and motion ges-
tures, where Wobbrock et al. [9] and Ruiz et al. [10] addressed absences of design 
insight by conducting guessability studies [11]. 

In this study, we focus explicitly on hand gestures for unimodal input in AR. We 
follow Wobbrock’s approach and employ a guessability method, first showing a 3D 
animation of the task and then asking participants for their preferred gesture to per-
form the task. Users were also asked to subjectively rate their chosen gestures, based 
on the perceived “goodness” and ease to perform. By analyzing the results of this 
study, we were able to create a comprehensive set of user-defined gestures for a range 
of tasks performed in AR. 

This work makes a number of contributions; (1) The first set of user-defined ges-
tures captured from an AR interface, (2) Classification of these gestures based on a 
gesture taxonomy for AR which was extended from Wobbrock’s surface gesture tax-
onomy [9], (3) Agreement scores of gestures for selected tasks and subjective rating 
of the gestures, (4) Qualitative findings from the design process, and (5) Discussion of 
the implications of this work for AR, gesture interfaces, and gesture recognition. 

2 Related Work 

The topic of hand gesture classification as based on human discourse was excellently 
covered by the work of Wobbrock et al. [9]. As our work extends this approach to 
gesture interaction in AR, we focus on related work in bare hand and glove-based 
unimodal hand gestures interfaces, multimodal interfaces coupled with speech, and 
recent advancements in AR relevant to interaction. In addition, we briefly discuss 
previous research that utilized elicitation techniques.  

2.1 Hand Gesture Interfaces in AR  

Lee et al. [12] designed gloves with conductive fabric on the fingertips and the palm 
for gesture recognition and vibration motors for haptic feedback. The gloves were 
tracked using markers placed around the wrist area. A small set of gestures were used 
to allow selection, gripping, cutting and copying actions.  

Lee and Hollerer [5] created Handy AR, a system capable of bare hand interaction 
using a standard web camera. The supported gestures were limited to an 
opened/closed hand for object selection and hand rotation for object inspection. Their 
follow up work allowed objects to be relocated using markerless tracking [13]. 

Fernandes and Fernandez [6] trained statistical models with hand images to allow 
bare hand detection. Virtual objects could be translated using the hand in a palm up-
wards orientation, while rotation and scaling along the marker plane was achieved 
using two handed pointing. 
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The main shortcoming of all these interfaces was that they only recognize a small 
number of gestures, and this gesture set was designed by the researchers for easy rec-
ognition. No support was provided for users to define their own gestures which were 
more comfortable or had contextual meaning. 

2.2 Hand Gesture and Speech Interfaces in AR 

SenseShapes [14] aimed to find spatial correlation between gestures and deictic terms 
such as “that”, “here”, and “there” in an object selection task. The user’s hands were 
tracked using data gloves, and object selection was facilitated by a virtual cone pro-
jected out from the users’ fingers. The region of interest was estimated based on 
speech, gaze projection and the pointing projection.  

Heidemann et al. [2] demonstrated an AR interface which identified objects on a  
tabletop. Skin color segmentation was used to identify the user’s index finger, allow-
ing users to select virtual objects by pointing and make menu selections. Speech could 
also be used to issue information queries and interact with the 2D menu. 

Kolsch et al. [3] created a mobile AR system that supported interaction by hand 
gesture, speech, trackball and head pose. Gesture recognition was implemented using 
HandVu, a computer vision-based gesture recognition library. They categorized tasks 
by dimensionality. For example taking a snapshot was defined as 0D, adjusting the 
focus region depth was 1D, using a pencil tool was 2D, and orienting virtual objects 
was 3D. Some actions such as relocating/resizing/orienting could be performed mul-
timodally by speech, gesture or trackball, while other actions such as 
take/save/discard snapshot could only be performed by speech. 

The work most closely related to ours was that of, Lee [15], who conducted a  
Wizard of Oz study of an AR multimodal interface to measure the types of gestures 
people would like to use in a virtual object manipulation task. In this study pointing, 
translation and rotation gestures were captured. She later developed a multimodal 
gesture and speech interface for a design related task, however speech was used as  
a primary input as in typical multimodal systems therefore gestures were only 
mapped to limited number of spatial related tasks for example pointing, grabbing and 
moving. 

2.3 Recent Advancements in AR Technology 

Advancements of markerless tracking algorithms and consumer hardware have 
enabled greater possibilities for gesture based AR interfaces. Modern vision-based 
tracking algorithms can robustly register the environment without markers, allowing 
for higher mobility [16]. Furthermore, an introduction of consumer depth sensors such 
as the Microsoft Kinect has made real-time 3D processing accessible and have intro-
duced a new interaction paradigm in AR through real-time physically-based natural 
interaction [7, 8].  
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2.4 Previous Elicitation Studies 

Wobbrock et al. describe prior studies involving elicitation of input from users [9]. 
The technique is common in participatory design [17] and has been applied in a varie-
ty of research areas such as unistroke gestures [11], surface computing [9] and motion 
gesture for mobile interaction [10]. In AR, a Wizard of Oz study [15] for gestures and 
speech was conducted and aimed to capture the type of speech and gesture input that 
users would like to use in an object manipulation task. It was found that the majority 
of gestures used hand pointing due to reliance on speech for command inputs. In this 
research, our focus is to explore the potential of hand gestures as the unimodal input. 

3 Developing a User-Defined Gesture Set 

To elicit user-defined gestures, we first presented the effect of the task being carried 
out by showing a 3D animation in AR, and then asked the participants to describe the 
gestures they would use. Participants designed and performed gestures for forty tasks 
across six categories, which included gestures for three types of menu. Participants 
were asked to follow a think-aloud protocol while designing the gestures, and also to 
rate the gestures for goodness and ease to perform. They were asked to ignore the 
issue of recognition difficulty to allow freedom during the design process, and to 
allow us to observe their unrestricted behavior. At the end of the experiment, brief 
interviews were conducted and preferences of the three types of proposed gesture 
menus were collected. 

3.1 Task Selections 

In order for the gesture set to be applicable across a broad range of AR applications 
[18], we surveyed common operations in previous research e.g. [3, 5, 6, 12, 19], 
which resulted in forty tasks that included three types of gesture menu, which are 
horizontal [20], vertical [19], and object-centric that we proposed. These tasks were 
then grouped into six categories based on context, such that identical gestures could 
be used across these categories, as shown in Table 1.  

3.2 Participants 

Twenty participants were recruited for the study, comprising of twelve males  
and eight females, ranging in age from 18 to 38 with mean of 26 (σ = 5.23). The  
participants which were selected had minimal knowledge of AR to avoid the influ-
ence of previous experience with gestures interaction. Nineteen of the participants 
were right handed, and one was left handed. All participants used PCs regularly, with 
an average daily usage of 7.25 hours (σ = 4.0). Fifteen owned touchscreen devices, 
with an average daily usage of 3.6 hours (σ = 4.17). Eleven had experience with  
gesture-in-the-air interfaces such as those used by the Nintendo Wii or Microsoft 
Kinect gaming devices.  
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3.3 Apparatus 

The experimental interaction space, shown in Figure 1 (Left), was the area on and 
above a 120 x 80cm table. Each participant was seated in front of the table, and a 
Sony HMZ-T1 head mounted display (HMD) at 1280 x 720 resolutions was used as 
the display device. A high definition (HD) Logitech c525 web camera was mounted 
on the front of the HMZ-T1 as a viewing camera, providing a video stream at the 
display resolution. This HMD and camera combination offered a wide field of view, 
with a 16:9 aspect ratio, providing a good view of the interaction space and complete 
sight of both hands while gesturing. 

An Asus Xtion Pro Live depth sensor was placed 100 cm above the tabletop facing 
down onto the surface to provide reconstruction and occlusion between the user’s 
hands and virtual content. An RGB camera was placed in front of and facing the user 
to record the users’ gestures. A PC was used for the AR simulation and to record the 
video and audio stream from the user’s perspective. A planar image marker was 
placed in the center of the table, and the OPIRA natural feature registration library 
[21] was used for registration and tracking of this marker. The 3D graphics, animation 
and occlusion were handled as described by Piumsomboon et al. [22].  

Table 1. The list of forty tasks in six categories 

Category Tasks Category Tasks 
Transforms Move 1. Short distance Editing 21. Insert 

2. Long distance 22. Delete 
3. Roll (X-axis) 23. Undo 

Rotate 4. Pitch (Y-axis) 24. Redo 
5. Yaw (Z-axis) 25. Group 
6. Uniform scale 26.Ungroup 

Scale 7. X-axis 27. Accept 
8. Y-axis 28. Reject 
9. Z-axis 29. Copy 

Simulation 10. Play/Resume 30. Cut 
11. Pause 31. Paste 
12. Stop/Reset Menu Horizontal 

(HM) 
32. Open 

13.Increase speed 33. Close 
14.Decrease speed 34. Select 

Browsing 15. Previous Vertical (VM) 35. Open 
16. Next 36. Close 

Selection 17.Single selection 37. Select 
18.Multiple selection Object-centric 

(OM) 
38. Open  

19.Box selection 39. Close 
20.All selection 40. Select 
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3.4 Procedure 

After an introduction to AR and description of how to operate the interface, the re-
searcher described the experiment in detail and showed the list of tasks to the partici-
pant. The forty tasks were divided into six categories, as shown in Table 1, and the 
participant was told they could choose to carry out the categories in any order, provid-
ing that there was no conflict between gestures within the same category. For each 
task, a 3D animation showing the effect of the task was displayed, for example, in the 
“Move – long distance” task, participants would see a virtual toy block move across 
the table. Within the same task category, the participant could view each task as many 
times as she/he needed. Once the participant understood the function of the task, 
she/he was asked to design the gesture they felt best suited the task in a think-aloud 
manner. Participants were free to perform one or two-handed gestures as they saw fit 
for the task (See Figure 1, Right). 

Once the participant had designed a consistent set of gestures for all tasks within 
the same category, they were asked to perform each gesture three times. After per-
forming each gesture, they were asked to rate the gesture on a 7-point Likert scale in 
term of goodness and ease of use. At the end of the experiment, a final interview was 
conducted, where participants were asked to rank the three types of menu presented 
(horizontal, vertical, and object-centric as shown in Figure 5) in terms of preference 
and the justification for their ranking. Each session took approximately one to one and 
a half hours to complete. 

 

Fig. 1. (Left) A participant performs a gesture in front of the image marker. (Right) The partic-
ipant sees an AR animation of a shrinking car, and performs their gesture for a uniform scale 
task. 

4 Result 

A total of 800 gestures were generated from the 20 participants performing the  
40 tasks. The data collected for each user included video and audio recorded from  
the camera facing towards the user and the user’s viewpoint camera, the user’s  
subjective rating for each gesture, and transcripts taken from the think-aloud protocol 
and interview.  
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4.1 Taxonomy of Gestures in AR 

We adapted Wobbrock’s surface taxonomy [9] to better cover the AR gesture design 
space by taking their four-dimensional taxonomy, (form, nature, binding, and flow) 
and extending it with two more dimensions; symmetry and locale. Each dimension is 
comprised of multiple categories, as shown in Table 2.  

The scope of the form dimension was kept unimanual, and in the case of a two-
handed gesture, applied separately to each hand. In Wobbrock’s original taxonomy, 
form contained six categories including one-point touch and one-point path, however, 
these two categories were discarded as they were not relevant to AR gestures that 
occur in three dimensional space. 

The nature dimension was divided into symbolic, physical, metaphorical and ab-
stract categories. Examples of symbolic gestures are thumbs-up and thumbs-down for 
accept and reject. Physical gestures were classified as those that would act physically 
on the virtual object as if it was a real object for instance grabbing a virtual block and 
relocating it for a move task. Metaphorical gestures express actions through existing 
metaphor e.g. pointing an index finger forward and spinning it clockwise to indicate 
play or increase speed as if one was playing a roll film. Any arbitrary gestures were 
considered abstract, such as a double-tap on the surface to deselect all objects. 

The binding dimension considered relative location where gestures were per-
formed. The object-centric category covered transform tasks such as move, rotate, 
and scale, as these are defined with respect to the objects being manipulated. Opening 
and closing horizontal or vertical menus were classified in the world-dependent  
category as they are located relative to the physical workspace. Gestures in the World-
independent category could be performed anywhere, regardless of the relative  
position to the world, such as an open hand facing away from one’s body to indicate 
stop during a simulation. Gestures performed across multiple spaces, such as insert 
where selection is object-centric and placement is world-dependent, fell into the 
mixed dependencies category. 

In the flow dimension, gestures were categorized as discrete when the action is tak-
en only when the gesture is completed, for example an index finger must be spun 
clockwise in a full circle to perform the play command. The gestures were considered 
continuous if the simulation must respond during the operation, such as manipulating 
an object using the transform gestures. 

The first additional dimension we developed, symmetry, allowed classification of 
gestures depending on whether they were one handed (unimanual) or two handed 
(bimanual). The unimanual category was further split into dominant and nondomi-
nant, as some participants preferred to use their nondominant hand to perform ges-
tures that required little or no movement, leaving their dominant hand for gestures 
requiring finer motor control. An example of this would be to use the dominant hand 
to execute a selection, and then use the non-dominant hand to perform a scissor pose 
for a cut operation. The bimanual category also subdivided, symmetric gestures 
representing two-handed gestures where both hands executed the same form, such as 
scaling, where both hands perform a pinch moving toward or away from each other. 
Two handed gestures, where the forms of the hands are different, fall into the asym-
metric bimanual category. An example of this is the copy (1) gesture where one hand 
is used to select the target object (static pose) while the other hand drags the copy into 
place (static pose and path). 
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The other dimension we introduce is locale. If a gesture required physical contact 
with the real surface, they are considered on-the-surface as opposed to in-the-air. 
Gestures that require both are considered mixed locales. For example, an index finger 
tapped on-the-surface at a virtual button projected on the tabletop to perform horizon-
tal menu selection task, as opposed to an index finger pushed in-the-air at a floating 
button to execute vertical menu selection. An example of a mixed locales gesture is, 
the box selection (1), where one hand indicated the area of the bottom surface of the 
box by dragging an index finger diagonally along the table’s surface, while another 
hand lifted off the surface into the air to indicate the height of the box (See Figure 5). 

Table 2. Taxonomy of gestures in AR extended from taxonomy of surface gestures 

Taxonomy of Gestures in AR 

Form static pose  Hand pose is held in one location. 
dynamic pose  Hand pose changes in one location. 
static pose and path  Hand pose is held as hand relocates. 
dynamic pose and path  Hand pose changes as hand relocates. 

Nature Symbolic Gesture visually depicts a symbol. 
physical  Gesture acts physically on objects. 
metaphorical  Gesture is metaphorical. 
abstract  Gesture mapping is arbitrary. 

Binding object-centric  Gesturing space is relative to the object. 
world-dependent  Gesturing space is relative to the physical world. 
world-independent Gesture anywhere regardless of position in the 

world. 
mixed dependencies  Gesture involves multiple spaces. 

Flow Discrete Response occurs after the gesture completion. 
continuous  Response occurs during the gesture. 

Symmetry dominant unimanual Gesture performed by dominant hand. 
nondominant unimanual Gesture performed by nondominant hand. 
symmetric bimanual Gesture using both hands with the same form. 
asymmetric bimanual Gesture using both hands with different form. 

Locale on-the-surface Gesture involves a contact with real physical sur-
face. 

in-the-air Gesture occurs in the air with no physical contact. 
mixed locales Gesture involves both locales. 

4.2 Findings from Classification 

Classification was performed on the 800 gestures as shown in Figure. 2. Within the 
six dimensional taxonomy, the most common characteristics of gestures were static 
pose and path, physical, object-centric, discrete, dominant unimanual, and in-the-air. 

Within the form dimension, there was a slightly higher number of static poses  
(3%) performed with a non-dominant hand and lower for static poses with path ges-
tures (2.5%) over a dominant hand. This slight discrepancy was contributed by some 
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participants preferring to use their dominant hand for gestures with movement while 
using a non-dominant for a static pose. 

In the nature dimension, overall the gestures were dominantly physical (39%) and 
metaphorical (34.5%). The gestures chosen to perform transform, selection, and menu 
tasks were predominantly physical, with the percentage of 76.1%, 50%, and 57.8% 
respectively. The browsing and editing task gestures were mainly metaphorical 
(100% and 40.9% respectively), while the simulation task, gestures were split across 
symbolic (37%), metaphorical (34%), and abstract (29%) categories. For the binding 
dimension, the majority of gestures for the transform and selection tasks were object-
centric (100% and 75% respectively). Simulation (93%) and browsing (100%) task 
gestures were mainly world-independent (93% and 100%), while editing tasks ges-
tures were world-independent (39.5%) and object-centric (32.3%). Menu tasks ges-
tures were object-centric (50%) and world-dependent (45.6%).  

For the remaining dimensions including flow, symmetry, and locale, the gestures 
chosen across all tasks were primarily discrete (77.5%), dominant unimanual (67.8%) 
and in-the-air (78%). 

 

Fig. 2. The proportion of gestures in each category in the six dimensional taxonomy. Form has 
been calculated for each hand separately. 

4.3 A User-Defined Gesture Set 

As defined in prior work by Wobbrock et al. [9] and Ruiz et al. [10], the user defined 
gesture set, known as the “consensus set”, is constructed based on the largest groups 
of identical gestures that are performed for the given task. In our study, each gesture 
valued at one point; therefore there were 20 points within each task and a total of 800 
points for all tasks. 

We found that participants used minor variations of similar hand poses, for  
example a swiping gesture with the index finger or the same swipe with the index and 
middle fingers, and therefore chose to loosen the constraints from “gestures must be 
identical within each group” to “gestures must be similar within each group”. We 
defined “similar gestures” as static pose and path gestures that were identical or hav-
ing consistent directionality although the gesture had been performed with different 
static hand poses.  
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We had classified the major variants of observed hand poses into 11 poses with the 
codes, H01 to H11, as illustrated in Figure 4. For tasks where these variants existed, 
the variant poses could be used interchangeably, as indicated by the description under 
each user-defined gesture’s illustration (Figure 5). 

Exercising the “similar gesture” constraint, we were able to reduce the original  
800 gestures into 320 unique gestures. The top 44 highly scored gestures were  
selected to make the consensus set, while the remaining 276 lowest scored gestures 
were discarded, defined by Wobbrock et al. [9] as the discarded set. The selected 
gestures of the consensus set represented 495 (61.89%) of the 800 recorded gestures 
(495 of 800 points). The consensus set of gestures comprised the overall task gestures 
in the following percentage transform (19.38%), menu (17.75%), editing (11.75%), 
browsing (5.00%), selection (4.63%), and simulation (3.38%), which sum up to 
61.89%. 

Level of Agreement. To compute the degree of consensus among the designed ges-
tures, an agreement score A was calculated using Equation 1 [11]: 

  
(1)

where Pt is the total number of gestures within the task, t, Ps is a subset of Pt con-
taining similar gestures, and the range of A is [0, 1].  

Consider the rotate-pitch (y-axis) task that contained five gestures with scores of  
8, 6, 4, 1, and 1 points. The calculation for Apitch is as follows: 

 
(2)

The agreement scores for all forty tasks are shown in Figure 3. While there is low 
agreement in the gestures set for tasks such as all select, undo, redo and play, there 
were notable groups of gestures that stood out with higher scores. 

 

Fig. 3. Agreement scores for forty tasks in descending order (bars) and ratio of two-handed 
gestures elicited in each task (line) 
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User-Defined Gesture Set and Its Characteristics. As mentioned in Section 3.4, we 
allowed users to assign the same gesture to different tasks as long as the tasks were 
not in the same category. In addition to this, there were some tasks where there were 
two or more gestures commonly assigned by the participants. This non one-to-one 
mapping resulted in a consensus set of 44 gestures for a total of 40 tasks, which re-
sulted in improved guessability [11].  

When mapping multiple gestures to a single task, there was one task which had 
three gestures assigned to it (uniform-scaling), seven tasks had two gestures (x, y, z 
scaling, box select, stop, delete, and copy), and 23 tasks only had gesture. On the 
contrary, for the nine remaining tasks, two gestures were assigned to four tasks (short, 
long move, insert, and paste), one gesture assigned to three tasks (play, increase 
speed, and redo), and one gesture assigned to two tasks (decrease speed and undo). 

When creating the consensus set, we only found one conflict between gestures 
within the same category. This was between the pause and stop tasks, where the ges-
ture of an open-hand facing away from the body was proposed for both with scores of 
4 and 7 points respectively. To resolve this, we simply assigned the gesture to the task 
with the higher score, in this case stop. 

Play and increase speed as well as insert and paste were the exceptions where a 
single gesture was assigned to two tasks within the same category with no conflict. 
For play and increase speed, the participants intention was to use the number of spin 
cycles of the index finger to indicate the speed of the simulation i.e. a single clock-
wise spin to indicate play, two clockwise spin to indicate twice the speed and three 
spins for quadruple speed. For insert and paste, the participants felt the two tasks 
served a similar purpose; insert allowed a user to select the object from menu and 
placed it in the scene, whereas paste allowed a user to place an object from the clip-
board into the scene. In the follow up interviews, participants suggested a simple reso-
lution to this would be to provide unique selection spaces for the insert menu and 
paste clipboard. 

With the minor ambiguities resolved, we were able to construct a consistent set of 
user-defined gestures which contained 44 gestures, where 34 gestures were unimanual 
and 10 were bimanual. The complete gesture set is illustrated in Figure 5. 

The Subjective Rating on Goodness and Ease. After the participants had finished 
designing gestures for a task category, they were asked to subjectively rate their ges-
tures for goodness and ease to perform on a 7-point Likert scale. By comparing these 
subjective ratings between the consensus set (user-defined set) and the discarded set, 
we found that the average score for gestures that users believed were a good match for 
the tasks was 6.02 (σ = 1.00) for the consensus set and 5.50 (σ = 1.22) for the dis-
carded set, and the average score for the ease of performance was 6.17 (σ = 1.03) for 
the consensus set and 5.83 (σ =1.21) for the discarded set. The consensus set was 
rated significantly higher than the discarded set for both goodness (F1, 798 = 43.896, 
p<.0001) and ease of performance (F1, 798=18.132, p<.0001).  Hence, we could con-
clude that, on average, gestures in the user-defined set were better than those in the 
discarded set in terms of goodness and ease of performance. 
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4.4 Findings from the Design Process 

Participants were asked to think-aloud when designing their gestures, and a follow-up 
interview was conducted after the experiment was complete. Analysis of the resulting 
empirical data showed recurring thought processes. We present seven motifs which 
describe the mutual design patterns encountered in designing gestures for AR, which 
we describe as reversible and reusable, size does matter, influence from existing UI, 
the obvious and the obscure, feedback backfired, menu for AR, axes and boxes, and 
variation of hand poses. 

Reversible and Reusable. The consensus set included reversible and reusable ges-
tures. We defined reversible gestures as those when performed in an opposite direc-
tion yielded opposite effects e.g. rotation, scaling, increase/decrease speed etc. We 
defined reusable gestures as those which were used commonly for tasks which were 
different, but participants felt had common attributes e.g. increase speed/ redo, de-
crease speed/undo and insert/paste. In the experiment there were several dichotomous 
tasks that are separate tasks which perform the exact opposite operation. Participants 
used reversible gestures for both tasks where the opposite effect was presented in the 
single animation, such as rotation and scaling, as well as tasks where the opposite 
effects were shown separately, such as increase/decrease speed, previous/next, un-
do/redo, group/ungroup, and open/close menus. All two-handed dichotomous tasks 
were symmetric bimanual with the gestures performed on both hands being the same 
form. 

Size Does Matter. We found that the virtual object’s size influenced the design  
decision of some participants, especially with regards to the number of hands that 
they would use to manipulate the object for example the majority of gestures per-
formed for scale tasks were bimanual. This was due to scaling involving shrinking 
and enlarging the target object within and beyond the palm size. Some comments are 
as follows: 

“Instinctively, I would use two hands to adapt to the size of the model but it’s cool 
if I can use just the two fingers (one-handed) for something as large.” – P04 

“Depending on the size of the piece, I can use two hands when it’s big but in the 
case of small piece, it’s enough to use the two fingers (thumb and index).” – P12 

 

Fig. 4. Variants of hand poses observed among gestures where the codes, H01-H11, were  
assigned for ease of reference 
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Fig. 5. The user-defined gesture set for AR. The number shown in the parenthesis indicates 
multiple gestures in the same task. The codes in the square bracket indicate the hand pose va-
riants (Figure 4) that can be used for the same gesture.  

Single select: 
Touch [H10-11] 

All select: Drag
index from one
corner to other
two corners
around the
workspace. 
[H11] 

Box select (1): Two
hands point at a
single bottom corner,
one drag across,
another lift up. [H11]

Box select (2): One 
hand reverse pinch 
indicating the box 
diagonal length and lift 
off for height then pinch 
to commit. [H01-02] 

Multiple select: 
Touch one after 
another. [H10-11] 

Rotate X-axis (Roll):
Turning the wrist
up/down, palm facing
sideward. [H01-04] 

Rotate Y-axis (Pitch):
Turning wrist CW/
CCW, palm facing
away from body.
[H01-04] 

Rotate Z-axis 
(Yaw): Turning the 
wrist in/out, palm 
down/sideward. 
[H01-05]

Scale Uniform (2): Two 
hands grab each diagon-
al corner of target move 
apart/together along XY 
plane to enlarge/shrink. 
[H01-04] 

 

Scale Uniform (1): Two 
hands move apart/together
along X-axis to en-
large/shrink [H09] 

Scale X-axis (1): Two 
hands grab left/right side 
of target move 
apart/together along X-
axis to enlarge/shrink. 
[H01-04,08]

Scale Y-axis (1): Two
hands grab front/back
side of target move
apart/together along Y-
axis to enlarge/shrink.
[H01-04,08] 

Scale Z-axis (1): Two 
hands grab top/bottom 
side of target move 
apart/together along Y-
axis to enlarge/shrink. 
[H01-04,06,07] 

 

Scale Uniform (3): Move 
thumb and other fingers 
apart/together diagonally 
along XY plane to en-
large/shrink. [H08] 

Scale X-axis (2): Move 
thumb and other 
fingers apart/together 
along X-axis to 
enlarge/shrink. [H08] 

Scale Y-axis (2): Move
thumb and other fingers
apart/together along Y-axis
to enlarge/shrink. [H08] 

Scale Z-axis (2): Move 
thumb and other fingers 
apart/together along Z-
axis to enlarge/shrink. 
[H08] 

Play, increase-
speed, redo: 
Spin CW. 
[H11] 

Decrease-
speed, undo: 
Spin CCW. 
[H11] 

Pause: 
Victo-
rypose. 

Group: Two 
hands move 
together. [H09] 

 

Ungroup: Two 
hands move 
apart. [H09] 

 

Accept: 
Thumb 
up 

Reject: 
Thumb 
down 

Previous: Swipe
left to right.
[H08,10-11] 

Next: Swipe right 
to left. [H08,10-
11] 

Move, insert, paste (1): 
Select target from 
menu/clipboard, move 
it to a location to place. 
[H01-05] 

Move, insert, paste 
(2):Select target from 
menu/clipboard, tap 
at a location to place. 
[H10-11] 

Cut: Snap index
& middle (scissor
pose) 

Delete (1): Grasp
the target and
crush it. [H08] 

 Copy (1): One hand
covers the target and
another move target
to clipboard area.
[H01-05] 

Copy (2): Two
hands turn away,
imitate open a
book. [change from
H07 to H09] 

Delete (2): Throw
away the target
[H01-05] 

HM Open: Swipe out.
[H06,08,10-11] 

HM Close: Swipe 
in. [H06,08,10-11] 

 

HM Select: Tap an
option on the surface.
[H11] 

VM Open: Pull up.
[H06,09,10-11] 

VM Close: Push down. 
[H06,09,10-11] 

VM Select: Push in 
on an option. [H11] 

OM Open: Splay all 
fingers. [H09] 

OM Close: Regroup
all fingers. [H09] 

 

OM Select: Tap an 
option on the surface. 
[H11] 

Stop(1): 
Open hand 
facing away.

 

Stop (2): 
Show a 
fist. 
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Influence from Existing UI. When participants found it difficult to come up with a 
gesture for a particular task, they would often resort to using metaphors from familiar 
UI. For example when designing a gesture for the delete task, several participants 
imagined having a recycle bin that they could move the target object to. For other 
arbitrary tasks, users would often resort to double-tapping. Some examples of how 
participants explained these actions were: 

“I would select and double-click… I’m thinking too much like Microsoft. It’s just 
the thing that I’m used to.” – P10 

“The way I do it on my phone is that I would scale like this and then tap it once.” – 
P14 

The Obvious and the Obscure. Gesturing in 3D space allows for higher expressive-
ness, which in turn led to use of commonly understood gestures in the real-world.  
For example, there was a high level of agreement on the symbolic gestures thumbs 
up/down for accept/reject with scores of 9 and 10 respectively (out of 20). This was 
also the case for metaphoric gestures such as a scissor gesture for the cut task with  
the score of 7. User’s liked the idea of using these gestures from the real  
world, resulting in higher than average goodness and ease scores, with averages of 
6.87/6.75 (σ =.35/.71) for thumbs up, 6.5/6.5(σ =.71/.85) for thumbs down and 
6.5/6.67(σ =.84/.82) for scissor pose. 

The majority of participants found it challenging to come up with metaphors to de-
sign gestures for 3D tasks that they referred to as “abstract”, such as box selection. In 
this task, users’ had to design a gesture to define the width, depth and height of a 3D 
bounding box around target objects for selection. There was little agreement upon a 
common gesture, with a low agreement score of 0.095. In cases where the agreement 
score is below 0.1, we recommend further rigorous studies and usability tests to select 
the best gesture for the task. One participant expressed an opinion which was  shared 
by many others: 

“I don’t think that it’s unsuitable (the proposed gesture) but it’s just very arbitrary 
and there is not a lot of intrinsic logic to it. If somebody told me that this is how to do 
it then I would figure it out but it’s not obvious. It’s just an arbitrary way of selecting 
a 3D area.” - P11  

Feedback Backfired. Our experimental design included the use of a 3D camera to 
support hand occlusion, which gave users some concept of the relative position be-
tween the virtual contents and their hands, however some participants found it to be 
obtrusive. We present ideas on how to improve this component of the experience in 
Section 5.1. One example of this criticism was as follows: 

“Your hand gets in the way of the object so it can be hard to see how you’re scal-
ing it.” – P11 

Menus for AR. There was no significant difference in menu ranking. Some partici-
pants favored the horizontal menu because it was simple, familiar, easy to  
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use/understand, supported on-the-surface gestures for touch sensing and did not inter-
fere with virtual content. Others disliked the horizontal menu and felt it did not take 
advantage of 3D space with some options being further away and hard to reach. 

The majority of participants found the vertical menu novel, and some found it to be 
appealing, easy to understand and that it made a good use of space with the distance 
to all options was evenly distributed. However, some found it harder to operate as 
they needed to lift their hands higher for options at the top if the buttons were ar-
ranged vertically.  

Finally, some participants liked the object-centric menu because it was unique and 
object-specific so they knew exactly which object they were dealing with. However, 
some participants thought that it was unnatural and harder to operate in a crowded 
workspace. Furthermore, the open/close gestures for the object-centric menu were not 
as obvious, as indicated by the low agreement score of 0.11, as opposed to horizontal 
and vertical that scored 0.905. 

Axes and Boxes. The rotation and scaling tasks, allowed for three possible coordinate 
systems, local, global, and user-centric, which corresponded to the object-centric, 
world-dependent, and world-independent categories in the binding dimension. In 
practice, we found that the transformations were mostly object-centric; the participant 
would perform gestures based on the direction of the transformation presented on the 
object. This was expected because people would naturally perform these tasks physi-
cally and adapted their bodies and gestures to suit the operation.  

To perform a rotation, participants would grasp the object with at least two contact 
points and would move their hand or turn their wrist accordingly. For scaling on 3 
axes, participants would grasp or use open-hands to align with the sides of object and 
increased or decreased the distance between them to enlarge or shrink in the same 
direction as the transformation. Uniform scaling was less obvious, for example some 
participants preferred using open hands moving along a single axis in front of them, 
as shown in Figure 5 uniform scale (1). Others preferred grasping the objects’ oppos-
ing diagonal corners and moving along a diagonal line across the local plane parallel 
to the table surface as shown in Figure 5 uniform scale (2). Some user’s expressed 
concern about how to perform the task for a round object, and suggested that bound-
ing volumes must be provided for these models for manipulation. 

Variation of Hand Poses. Variants of a single hand pose were often used across mul-
tiple participants, and sometimes even by a single participant. We clustered common 
hand poses into eleven poses, as shown in Figure 4. Multiple hand poses can be used 
interchangeably for each gesture in a given task. 

5 Discussion 

In this section, we discuss the implications of our results for the fields of AR, gesture 
interfaces, and gesture recognition.  
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5.1 Implications for Augmented Reality 

While our experiment was conducted in a tabletop AR setting, the majority of  
the user-defined gestures are equally suitable to be performed in the air. Only four 
gestures were on-the-surface, select all and open/close/select horizontal menu, with 
three mixed locale, box select (1) and insert/paste (2). This opens up our gesture set to 
other AR configurations, including wearable interfaces. 

For our experiment, we implemented hand occlusion to give better understanding 
of the relative positions of the users’ hands and virtual content. However we found 
that this could hinder user experience when virtual objects are smaller than the user’s 
hand, occluding the object completely. We recommend that the hands should be 
treated as translucent rather than opaque, or occluded objects are rendered as outlines 
to provide some visual feedback of the objects’ location.  

As discussed in axes and boxes motif, a clear indicator of axes and bounding boxes 
should be provided during object manipulation tasks. Due to an absence of haptic 
feedback, visual feedback should be provided to inform users of the contact points 
between hands and objects. 

5.2 Implications for Gesture Interfaces 

We found most of the gestures elicited were physical (39%). Wobbrock et al. reached a 
similar outcome for surface gestures and suggested using a physics engine for handling 
these gestures. This approach was implemented by Hilliges et al. [7] and Benko et al. 
[8], who introduced “physically-based interaction”, however only basic manipulations 
were demonstrated, with limited precision and control over the virtual contents. We 
believe that better control can be achieved by manipulation of the dynamical con-
straints imposed by the engine. Many gestures can make use of the collision detection 
component without the dynamics for tasks such as object selection, scaling etc. 

In the size does matter motif we described how object size influences the number 
of hands used for manipulation. Since the resulting user-defined gesture set contains 
both one-handed and two-handed gestures for tasks such as scaling, we suggest taking 
an advantage of this fact to provide different levels of control. For example, in scaling 
tasks, by combining a snap-to feature for different granularities, unimanual scaling 
could offer snap-to in millimeter steps and bimanual in centimeter steps, as users tend 
to use one hand for an object smaller than their palm’s size and two when it is larger. 

As mentioned in the obvious and the obscure motif, care must be taken when 
choosing gestures for tasks with low agreement scores. We recommend follow up 
studies to determine usability by comparing these gestures, designer-refined gestures, 
menu options and even alternative modalities in case of multimodal interface. 

5.3 Implications for Gesture Recognition 

High degree of freedom hand pose recognition is achievable, however it is computa-
tionally expensive. In the variation of hand poses motif, we found a limited number 
of common poses (Figure 4), reducing the search space. Furthermore, the majority of 
the resulting gestures were static pose and path, which are simpler to recognize than 
dynamic pose and path gestures. 



298 T. Piumsomboon et al. 

6 Conclusion and Future Work 

We have presented an experiment and the results of a guessability study for natural 
hand gestures in AR. Using the agreement found among the elicited gestures, 44 user-
defined gestures were selected as a “consensus set”. Although gestures were found for 
all 40 tasks, agreement scores varied, suggesting that some gestures are more univer-
sally accepted than others. We are conducting a further study to validate our gestures, 
where a different group of participants will be shown the elicited gestures from both 
consensus and discarded sets and their preferences determined for each task to con-
firm our result. 
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Abstract. Applications for the control and automation of residential 
environments (domotics) are an emerging area of study within Human-
Computer Interaction (HCI). One of the related challenges is to design gestural 
interaction with these applications. This paper explores socio-technical aspects 
of gestural interaction in intelligent domotic environments. An analysis of 
literature in the area revealed that some HCI-related aspects are treated in a 
restricted manner that neglects socio-technical dimensions. We propose a 
framework for discussing related challenges in an integrated manner, 
considering the dimensions people, gestural mode of interaction, and domotics. 
Some of these challenges are addressed by literature outside the area of 
domotics. Many open research questions remain, e.g. how to design gestural 
vocabularies that minimize ambiguity and consider cultural and social aspects. 
The proposed framework might contribute to answering these questions thus to 
designing meaningful interaction that is intuitive and easy to learn. 

Keywords: Gesture-Based Interaction, Home Automation, Smart Home, 
Domotics, Socio-Technical Framework. 

1 Introduction 

Home automation technology has emerged with the aim to facilitate activities in the 
household or at home, and to provide a more comfortable life for residents. Example 
tasks include programming the TV set, opening/closing window blinds, or controlling 
a home entertainment system. However, there are no user interface standards for these 
devices, often resulting in greater complexity of use. The same technology that 
simplifies life by enabling a greater number of features in a single device can also 
complicate our daily lives, making it more difficult to learn and use this technology. 
For example, changing the sound volume with some controls is done by up/down 
buttons, with others by left/right buttons. 
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This is the paradox of technology, and the challenge of the area of Human-
Computer Interaction (HCI) is to minimize these effects via interfaces that are better 
suited to the growing diversity of users with access to digital technology. Intelligent 
domotics can offer many benefits to the residents of a house in order to decrease the 
complexity of using technology for this purpose, providing greater autonomy, comfort 
and safety. However, the field of residential applications poses some challenges to 
designers, since this usage context refers to an intimate setting that involves multiple 
people with different behaviors and different levels of tolerance regarding the effects 
of technology. Thus, further HCI-related studies are required in order to understand 
the effects of home automation and promote its benefits, considering socio-technical 
aspects and the diversity of people regarding culture, gender, social backgrounds, 
psychological states, physical capabilities, etc. 

As a result of making technology available to everyone and integrating multiple 
device types, challenges arise related to the forms and modes how people interact 
with these systems. Because of these challenges and advances in hardware and 
software, the use of gestural interaction has been explored in literature as a viable 
alternative. Domotics frequently provides solutions for elderly and people with 
special needs. Without intending to enter the discussion whether these solutions really 
empower these groups of people [3], we understand that any user, regardless of 
capabilities or preferences is also a potential user of home automation interfaces, 
including interfaces with more natural interaction based on gestures. 

Literature in domotics frequently studies the development of applications which 
control lighting, temperature or television in the home, often focusing on 
technological aspects of gesture recognition. There are few works in HCI dedicated to 
the theme of human aspects of this form of interaction, e.g. [42]. Thus, studies are 
required to identify limitations of gestural interfaces for the domotic context. This 
work presents the state of the art of gestural interaction in domotics. Additionally, we 
devised a framework for identifying and discussing topics and challenges for research 
and development of solutions, considering socio-technical aspects. 

The paper is organized as follow: Section 2 contextualizes domotics and gestural 
interaction; Section 3 presents the state of the art of gestural interfaces for residential 
environments; Section 4 presents a triadic framework of multimodal interaction and 
identifies challenges of gestural interaction in domotics; Section 5 discusses these 
challenges on the optic of HCI; Section 6 concludes the paper. 

2 Domotics and Gestural Interaction 

The words “home” and “house” are often used interchangeably in literature. In 1985, 
Dovey [10] discussed the differences of these two concepts. His conception of the 
subject resonates well with HCI-related perspectives on domotic environments, such 
as those of Saizmaa and Kim [42]. According to Dovey [10], the “house” is an object, 
and “home” constitutes an emotional and significant relationship between people and 
their houses, i.e. the house is the local where the experiences of the home take place. 
For a more accurate conception of the phenomenon living”, Dovey proposes to 
examine the house with respect to the concepts “order”, “identity” and “compliance”. 
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The terms home automation, domotics, home computing, smart home and intelligent 
domotics have been employed in scientific papers in the area. However, there is still 
no consensus in literature regarding the use of these terms. Saizman and Kim [42] 
presented five scenarios of smart homes and analyzed common ideas between them. 
The conclusion was that applications use automated and intelligent computing in the 
context of the home. However, we believe that this description defines the “domotics” 
incompletely, since only the isolated meanings of each word are considered, and since 
it does not distinguish between what is, in fact, automated and what is intelligent. 

For Aldrich [1, pp. 17], smart homes can be defined as a residence equipped with 
computing and information technology which anticipates and responds to the needs of 
the occupants, working to promote their comfort, security and entertainment through 
the management of technology within the home and connections to the world beyond. 
In this view, “smart homes” infer the needs of residents and (semi-)automatically 
execute them. On the other hand, “automated homes” require explicit commands from 
users to perform some action. In order to not to restrict ourselves to only either smart 
or automated homes, we chose the term “intelligent domotics” in our research, since 
its definition cover both cases. Our own preliminary definition of “intelligent 
domotics”, which is based on the current state of the art, is: intelligent domotics 
comprises the use of automated and smart applications in the home, aiming at 
improving aspects such as security, comfort, and health of residents. 

For Cook and Das [9], smart environments are able to acquire and apply 
“knowledge” about the environment and its inhabitants in order to improve the 
inhabitants’ experience with the environment. Sadri [41] includes to the description of 
this environment the concepts “interconnection”, “adaptation”, “dynamism”, 
“intelligence”, and “integration”. In this view, the traditional means of a system’s 
input and output disappear. For environments controlled by technology, Sadri 
stipulates that the way of interaction should be the most intuitive and closest to the 
daily lives of residents. The use of gestural interaction, for being frequently used in 
everyday social life, is considered intuitive in human communication. Thus, joining 
gestures and intelligent domotics seems a topic that should be further explored. 

In HCI, gestural interfaces can be studied within the context of Natural User 
Interfaces (NUIs). Studies in the area of NUIs are concerned with questions such as 
how the five senses of the human being can serve as a form of interaction with 
electronic devices. The basic idea is to approximate user experience to everyday 
contexts and dialogues without the need for complex learning. However, to Norman 
[33] NUIs are not “natural”. Norman states that the gestural vocabulary of 
applications with interfaces based on gestures is artificial from the time of its 
definition. Developers typically define gestures arbitrarily, and over time these 
settings can become “natural”, i.e. customary, for a group of people, but probably not 
for a user population with a great cultural diversity. To illustrate that many gestures 
are not intuitive or natural, Norman and Nielsen [32] cite the example of the zoom 
multi-touch interface, claiming that the “pinch to zoom” gesture is not natural: when 
reading a book and “zooming in”, we bow our heads closer to the book without 
thinking. We concur with Norman’s critique. When addressing the “naturalness” of 
interaction, i.e. an interaction that is “intuitive” and “easy to learn”, it is indispensable 
to consider social and cultural aspects of a target audience when defining a gestural 
vocabulary. Since the adjective “natural” is now widespread in HCI literature of the 
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area, we continue to use it in this text, however in quotes and as a synonym to 
“meaningful”, i.e. when we write “natural gestures” we use it in the sense of 
“meaningful gestures that are intuitive and easy to learn”. 

3 State of the Art of Gestural Interfaces for Intelligent 
Domotics 

In this section we present the state of the art of gestural interfaces and synthesize the 
main findings. In concordance with the taxonomy in [19] we grouped the analyzed 
literature into two distinct forms of gestural interaction, perceptual and non-
perceptual, whereas perceptual input allows the recognition of gestures without the 
need for any physical contact with an input device or any physical objects. 

3.1 Perceptual Technologies 

While the Kinect has been a success in the games area, Panger [36] investigated the 
possibilities outside the living room. The author studied the problem of people who 
want to flip through a recipe book or select a tune to listen while cooking, even with 
sticky or oily fingers, or hands occupied with kitchen utensils. He proposed an 
application based on Kinect’s depth camera that captures the user’s joints for the 
recognition of movements that consist only in left, right, front and back. Another 
application that uses the Kinect is the Ambient Wall [21], a smart home system that 
can display the current status of the house through a projection on a wall, allowing the 
user to control the TV, check the room temperature, etc. Hands-Up [34] uses the 
Kinect device with a projector to project images onto the ceiling of the room. This 
projection location was chosen for usually being the least-used surface inside a house. 
Additionally, when people get tired of their jobs they often lie down on the bed or 
sofa and stare at the ceiling of the room. The Hands-Up application interface consists 
of a circular main menu, in which users can control various devices in the home. 

The Kinect has also been used for applications that provide security to the user. 
Rahman et al. [38] mention a number of functions contained on a car dashboard that 
are controlled by touch interfaces, which increases the risk and distraction of drivers 
on the roads. To alleviate this problem, the authors developed and evaluated a purely 
gestural interface to control secondary functions of a car, that does not use a graphical 
interface, but audible and haptic feedback. Although this solution has been developed 
to control the sound system of a car, we deem it relevant for your presentation 
because it could be adjusted to the residential environment. 

The need to always have a remote control on hand to interact with the devices was 
the main motivation of Solanki and Desai [43] to develop Handmote, an application 
which recognizes gestural movements to interact with various devices that use a 
remote control. Their Arduino-based solution recognizes images of the user’s hand 
and processes them in real-time, sending infrared signals to the respective appliance. 
Example gestures that are converted to infrared signals for a TV set include 
signalizing a cross for muting the TV, or turning the hand clockwise or counter-
clockwise to change the volume level or TV channel.  
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Irie et al. [15] discussed a three-dimensional measurement of smart classrooms 
using a distributed camera system to improve the recognition of three-dimensional 
movements of the hands and fingers. Their solution allows controlling appliances, TV 
sets and room lighting through gestures, even when multiple users are present. The 
Light Widgets [11] application was developed to enable an interaction that is 
“transparent” and low-cost and that might be accessed on different surfaces, e.g. on 
walls, floors or tables. Based on the configuration of a surface as the locus of 
interaction, Light Widgets “reacts” when a user approximates his or her hand to the 
surface. Users are identified by their skin color. Yamamoto et al. [46] stated that 
various methods of gesture recognition using the recognition of the user skin color 
have limitations being sensitive to changes in illumination and certain colors of 
clothes. Furthermore, using single fixed cameras in narrow spaces, the gesture 
recognition is restricted to only one person. Thus, the authors use multiple cameras in 
the corners of the ceiling pointing downwards, to view the entire bodies of users and 
their faces. A distinguishing feature of this system is its ability to simultaneously 
process body movements, gestures and face recognition. 

For Kim and Kim [20] a major concern is the recognition of gestures as a segment 
of a few significant gestures from a continuous sequence of movements, i.e., the 
question of how to detect the start and end points of an intentional gesture. This is a 
complex process because the gestures have two properties: ambiguity of recognition – 
due to the difficulty to determine when a gesture starts and ends in a continuous 
sequence of movements, and segmentation – since multiple instances of the same 
gesture vary in shape, length and trajectory, even for the same person. To solve these 
problems Kim and Kim [20] proposed a sequential identification scheme that 
performs gesture segmentation and recognition simultaneously. 

Henze et al. [13] analyzed static and dynamic gestures as forms of interaction with 
a music application. Static gestures refer to the user’s pose or spatial configuration, 
and dynamic gestures to his or her movement in a certain time interval. These authors 
performed a 3-step evaluation with twelve users with different profiles, five male and 
seven female. The results indicated that dynamic gestures are easier to remember, 
more intuitive and simpler for controlling a music application. Kleindienst et al. [23] 
discuss the HomeTalk platform that assists users in some domestic services via 
multimodal interaction. The core of the platform is a residential gateway that acts as a 
center of family communication. Through direct interaction with a home appliance it 
is possible to automate different services, and monitor their progress on a PDA. This 
application provides a greater level of security to residents by providing information 
about different locations in the home as well as by controlling the food cooking 
temperature and time, thereby avoiding possible fires. 

As an attempt to design more intuitive interfaces in domotic environments, the 
system developed by Hosoya et al. [14] uses a technique of real-time self-imaging on 
a translucent in order to improve feedback to the performer of the gestural interaction. 
The system developed by the authors visualizes the objects in a local or remote room 
on a screen and superimposes a translucent image of the user. That way, a user can 
“touch” an object without making real contact – the user’s translucent mirror image 
touches the object on the screen –, and manipulate or interact with objects such as the 
TV set, or a lamp. Objects in remote rooms need to be tagged with infrared tags. 
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3.2 Non-perceptual Technologies 

After having reviewed “perceptual technologies” for gestural interaction, we now 
present solutions that use non-perceptual technologies, i.e. solutions that enable 
gestural interaction via gloves, rings, wands or other physical artifacts. 

Bonino et al. [5] mentioned that many domotic applications support interaction 
with devices by fixed touch panels, or by applications on desktop computers, tablets 
or smartphones. However the use of these technologies has limitations with respect to 
user interaction, e.g. regarding multi-purpose devices. Furthermore, in the case of 
mobile devices, there are situations where their use is not possible, e.g. during a 
shower. In order to circumvent these limitations, the authors chose to use a 
wristwatch-based solution they call dWatch [5]. Additionally to five other watch 
functions (time, alarm, temperature, motion, and list of favorite functions), gestural 
interaction is specifically responsible for controlling household appliances. 

Rahman et al. [37] used a residential application to test the trajectory recognition of 
a user’s gestural movements. Their glove-based system enables residential users to 
interact with the environment. This application consists of infrared cameras, infrared 
LEDs, and gloves, with the rationale to increase accuracy and to enable gesture 
recognition in the dark and at relatively low costs. To initiate interaction, the user 
presses a switch contained in the glove and then “draws” in the air. The system was 
built to control the lighting of the house, movies and music through movements that 
resemble some characteristic of the target object’s interaction. For example, to control 
sound, the user “draws” the letter “S”, to start media playback the sign “>”. 

Jing et al. [16] proposed a new physical interaction device called the Magic Ring 
(MR) which is intended to serve as a means of interaction with different electronics in 
a residential environment. A comparative evaluating of the use of a traditional remote 
control and the MR was performed. The results suggested that the use of MR has a 
smaller learning curve and provides the user with less fatigue than a traditional remote 
control. For Miranda et al. [28] the remote control in its current form is unsuitable for 
applications of interactive Digital Television (iDTV). For this reason, the authors 
proposed the use of Adjustable Interactive Rings (AIRs) to better interact with these 
applications. With a focus on diverse user capabilities and different contexts of use, 
the solution consists of three AIRs with distinct functionalities. According to its 
functionality, each ring has a different color, a single button and a Braille label. 

XWand [45] is a multimodal application that enables input of speech and gestures 
to control various devices in the home. XWand is shaped like a wand that, when 
pointed at a device, can control it through speech or wand movement. To turn on a 
lamp, for example, the user has to point the wand at the lamp and say “connect”. The 
system emits an auditory feedback when recognizing a target object. However, the 
interaction using the Magic Wand itself does not provide feedback to the user. 

Carrino et al. [7] also described a multimodal approach based on deictic gestures, 
symbolic gestures and isolated words with the Wiimote control. The conceptual 
elements used in this study for three types of entries are: camera, accelerometer and 
microphone. The camera is attached to the arm or the hand of the user and dedicated 
to the recognition of deictic gestures using the method Parallel Tracking and Multiple 
Mapping (PTAMM). The accelerometer is used for recognition of symbolic gestures. 
The application provides auditory or haptic feedback, or gives feedback through the 



306 A.C. de Carvalho Correia, L.C. de Miranda, and H. Hornung 

environment itself, e.g. the feedback of the successful execution of the command 
“turn on the lights” are turned on lights. The authors conducted a questionnaire-based 
usability evaluation of a prototype with ten participants using a Likert scale with 
questions of effectiveness, efficiency, experience and satisfaction. Another 
application that uses the Wiimote was developed by Neßelrath et al. [29] for gestural 
interaction with three appliances: kitchen hood, room lighting and TV. The main 
concern of the authors was to find a small set of commands for the application. They 
found that one way to decrease the set of commands is by gesture control in context, 
i.e., one gesture can activate functions of various applications. Another study that also 
is concerned with the gestural vocabulary is that of Kühnel et al. [24]. The application 
employs a smartphone and accelerometers as a means of gesture recognition, and can 
be used for controlling the TV, lamps, window blinds, as well as for interacting with 
an Electronic Program Guide (EPG). 

Jung et al. [17] focused on the support of daily tasks of the elderly and people with 
special needs, especially those that require the use of wheelchairs. In order to increase 
comfort in posture and mobility, the authors developed an “intelligent bed”, an 
“intelligent wheelchair” and a robot for transferring a user between bed and 
wheelchair. The authors developed interfaces based on hand gestures and voice to 
control equipment and a health monitoring system that was used not only to assess the 
state of health, but also as a means to improve comfort by controlling the environment 
temperature and the transfer of the user between bed and wheelchair. 

The work related to health is usually related to monitoring and health care of the 
residents of the house. The motivation for the creation of the “Gesture Pendant” [12] 
was the need to reduce the number and complexity of the vocabulary gestures used to 
interact with the appliances in the home. The Gesture Pendant has a camera 
surrounded by LEDs, which recognizes gestures also in dark environments. A user 
can interact through pre-defined control gestures, user-defined gestures or voice 
commands. Another feature of this application is the monitoring of the user for 
diagnosis, therapy or emergency services, such as reminding the user to take 
medication or notify family members. 

3.3 A Synthesis of the Main Findings of the Literature Review 

Regarding HCI-related topics, the following were addressed in the works presented in 
the previous two subsections: accessibility, usability, personalization, privacy, 
ambiguity of gestures, gestural anthropology (i.e. the relation between gestures and 
culture), and gender-related issues. 

Although many solutions address usability in some form, it can be noted that the 
“perceptual” solutions seem to put less focus on the other topics. This might be 
explained by the focus the “perceptual” solutions put on the quality of gesture 
recognition and related issues, i.e. before addressing accessibility, privacy or 
personalization, the underlying system of gesture recognition has to work at a 
satisfying level. On the other hand, when addressing the topics listed in Table 1, in  
the case of “non-perceptual” solutions this is not necessarily done considering 
gestural interaction per se but other components of the system. When addressing 
accessibility, this is often related to components of the system that provide visual 
feedback or related to specific solutions for people with specific special needs. 
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Accessibility considering gestural interaction would mean to investigate how e.g. 
people with motor impairments would be able to interact with the system. Usability is 
arguably the most completely considered area, however, in the case of non-perceptual 
solutions, usability tests usually focus on graphical interfaces or different modes of 
feedback. Few works address personalization of gestural interaction, which is a 
complex problem, e.g. due to the complexity of guaranteeing fast and accurate 
recognition of personalized gestures. Privacy is often concerned with camera 
positions or data storage of user images, and not with issues regarding the privacy of 
performing gestures. Ambiguity in the reviewed solutions is only discussed regarding 
the relation between already habitually used gestures and gestures used for interacting 
with the system, however without regarding other contextual factors, such as 
characteristics of the target audience. Only one solution treated issues related to 
anthropology, e.g. questions such as cultural aspects that influence the understanding 
or appropriateness of gestures within a certain context. Regarding gender-related 
issues, none of the solutions of Table 1 reported that these were a concern during the 
earlier stages of development, and only three studies reported at least the number of 
male or female participants [12,17,24], however without stating whether gender had 
any influence on testing or subsequent design cycles. 

Table 1. HCI-related topics addressed by the works 
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We believe that some of these limitations are a result of considering the topics of 

Table 1 in an isolated manner regarding technology, gestural interaction, and 
individual/social aspects. For current solutions in the area of domotics this might be 
adequate to some extent, since the problems they address are of a relatively low 
complexity, e.g. functionalities in the areas of comfort or security such as turning on 
the lights. However, regarding the area of health, or more complex problems in the 
areas of comfort and security, or even new areas that are not yet addressed in 
domotics, we think a more comprehensive and particularly a socio-technical 
perspective is required, grounded on methods and frameworks of contemporary HCI. 
As a first step towards this direction, we thus propose in the next section a framework 
for conceptualizing research and design questions in an integrated manner. 
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4 Socio-technical Aspects of Gestural Interaction: Framework 
and Challenges 

After analyzing the state of the art, we can observe that researchers and developers are 
more concerned with trying to offer “comfort” to users through some complex 
computational solutions that can control e.g. the lighting, the room temperature, TVs 
or home entertainment systems. However, besides of technical aspects of controlling 
appliances in the home, also aspects from the social sphere need to be considered. 

In order to identify and discuss these HCI-related aspects and challenges of 
multimodal interaction, we propose a socio-technical framework of multimodal 
interaction in the context of intelligent domotics. The framework consists of the main 
dimensions technology, modes of interaction, and people. The concentric organization 
of these three dimensions symbolizes their interdependency in a triadic relationship. 
The main idea of this framework is to identify and discuss the challenges of different 
forms of interaction with technology considering socio-technical aspects in an 
integrated manner, i.e. we acknowledge that a challenge should not be considered 
isolatedly under a single perspective, but under a perspective that combines 
multimodal, technological, and social aspects and considers their interdependencies. It 
should be noted that in the context of this paper, we only consider the mode of 
“gestural interaction”, and only technology in the context of domotics (Fig. 1). 
Possible users of the framework include researchers and developers, who can catalog 
socio-technical research challenges and discuss challenges that permeate the 
implementation of their solutions. 

 

Fig. 1. Framework of socio-technical aspects of gestural interaction 

The aspects discussed in this section do not comprise an exhaustive list, but are the 
ones that emerged from the literature review presented in the previous section, namely 
accessibility, usability, personalization, privacy, ambiguity, and anthropology. Each 
aspect is represented by a dashed ellipse in Fig. 1 and has intersections with the three 
dimensions domotics, gestural interaction, and people. 

A noticeable characteristic of the state of the art presented in the previous section is 
the high share of concepts or techniques based mainly on solutions that use graphical 
interfaces or non-perceptual technologies. These solutions, e.g. guidelines or methods, 
were developed and used for traditional GUI or Web applications and often do not  
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meet requirements for interaction with domotics, i.e. an interaction that should be 
more “natural” in the sense of being meaningful and intuitive. In the following, we 
will discuss the challenges regarding the six aspects of gestural interaction in the 
domain of intelligent domotics presented in Fig. 1. We will analyze which challenges 
can be addressed by adapting work from related areas (e.g. gestural interaction in 
other contexts, or general literature in HCI), and which research issues remain. 

Accessibility – Accessibility has generally been perceived as a necessary attribute 
of quality of software and hardware systems. Consequently, we believe it is essential 
to provide accessibility in residential solutions. Some studies proposed multimodal 
interfaces for gesture and voice, aiming at the inclusion of a greater diversity of users, 
e.g. [12,23,38,44,45]. However, none of these studies was concerned with analyzing 
e.g. the accessibility of the gestural vocabulary with respect to people with mental or 
physical impairments. 

Computing solutions from various contexts have visual interfaces, whether in 
tablets, phones, computers or through projections. Often, researchers focus on 
accessibility in these conditions. However, for the context of intelligent domotics, 
considering technologies that allow gestural interaction and that have no visual 
interfaces, accessibility is poorly explored. Although there are already consolidated 
accessibility guidelines aimed at a content that is perceivable, operable, and 
understandable by a wide range of users, as well as compatible with a wide variety of 
assistive technologies, not all principles of accessibility are “compatible” with the 
context of home automation applications. Examples include some guidelines for Web 
applications or guidelines such as “making all features also available to keyboard use” 
or “provide alternative text to non-textual content”. Changing the way people interact 
with the environment brings out new aspects of accessibility that require more 
research. There are several questions about how we can develop gestural applications 
that are more accessible to the diversity of the audience, and the challenge becomes 
even more complex by the lack of development methodologies for gestural 
applications, as well as evaluation methods for this particular type of interaction. 

Kane et al. [18] reported a study on accessibility in gestural interfaces applied to 
touchscreen surfaces. They found that, given a gestural vocabulary, blind participants 
chose significantly different gestures than sighted participants. Blind participants 
showed strong preferences for gestures that were in the corners and edges of the 
screen, as well as for multitouch gestures. Kane et al. also discovered differences 
regarding the performance of gesturing, e.g. gestures produced by the blind 
participants were bigger, slower, and showed a greater variation in size than those 
produced by sighted participants. An important result of the study is that according to 
some blind participants, they did not know how to perform some of the gestures used 
in the defined gestural vocabulary, including letters, numbers and other symbols. 
However, there has been little research about the differences or peculiarities of 
gestures regarding so perceptual aspects and the residential context. 

Another aspect not yet studied in literature is the accessibility depending on the 
gender of the users, since physical and psychological conditions differ for each 
gender. The structure of our framework considers the mutual dependencies of the 
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mentioned challenges: accessibility may be interplaying with usability, 
personalization of gestures, privacy and the gestural ambiguity of the solution. 

Usability – Most of the works presented in the previous section that discuss 
usability are concerned with efficiency and learnability, which are only two of 
Nielsen’s [30] five main topics: learnability, efficiency, memorability, errors and 
satisfaction. One of the benefits of graphical interfaces is to aid the memorization of 
commands for interaction, because the information is organized graphically in 
windows and is represented by text, icons or other visual elements. The language of 
commands based on a menu structure has the cognitive advantage that commands can 
be recognized instead of being required to recalled. For solutions that use GUIs 
Lenman et al. [25] proposes the use of “marking menus”. Learning the command set 
is performed gradually through “pie-menus” that indicate the direction of the 
movement that the user needs to perform. Another progressive form of learning 
gestures is through multimodal voice interaction, where the application supports the 
user by describing the movements required to perform an action. As the user learns to 
perform gestures, the application no longer provides the respective instructions. 

For gestural interfaces, gestural ergonomics is also important, since the interface 
should not be physically stressing [31]. The comfort when interacting with the system 
is important, which is not achieved when a user has to “wear” technology, like a 
glove. With respect to the use of perceptual technology, discomfort and fatigue might 
arise when the user’s main means of interaction are arms and hands interacting 
without a supporting surface. Nielsen et al. [31] describes ergonomic principles for 
building a good interface with gestures, e.g. relax muscles, avoid repetition or staying 
in a static position, avoid internal and external force on the joints. 

Although usability guidelines are widely used in traditional solutions, new 
principles or the adaptation of existing ones are required for gestural interfaces [33], 
especially those without a GUI. Fundamental principles of interaction design that are 
independent of technology [33] might provide starting points for this investigation, 
e.g. visibility (related to affordances), feedback, consistency, non-destructive 
operations, discovery, scalability, and reliability. 

Personalization – Many problems involving customization are related to the huge 
amount of information that needs to be managed simultaneously. To support 
versatility of gestural commands for different types of solutions it is essential that 
applications are customizable, as well as easy and fast to train. Achieving these 
properties leads to the problem of forming and recognizing gestures freely. In order 
for the application to learn new commands, users have to train it repeating the same 
command several times. This repetition might generate discomfort for the user. Liu et 
al. [27] aim to decrease the number of required repetitions by using discrete Hidden 
Markov Models (HMMs). However, the authors point out that there are several 
technical challenges for interaction based on gestures. Unlike many pattern 
recognition problems such as speech or writing recognition, gesture recognition lacks 
a commonly accepted standard or “vocabulary”. Therefore, it is sometimes desirable 
and often necessary for users to create their own gestures. With customized gestures,  
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it is difficult to gather a large set of training samples that is required to establish 
statistical methods. Furthermore, the gesture-based spontaneous interaction requires 
immediate engagement, i.e. the overhead of creating recognition instruments should 
be minimal. More importantly, the application platforms for specific custom gesture 
recognition are generally very limited in terms of cost and system characteristics, such 
as battery capacity or the buttons presented in [27]. 

A clear difference between customization of perceptual solutions of gestural 
interaction and “traditional” means of interaction is the difficulty of recognizing who 
interacts with the system, e.g. in a home, all residents are possible users of the 
application. Recognizing the user is indispensable for enabling customization. Thus 
challenges include how to recognize the interacting person, and how to achieve this 
unobtrusively, i.e. without e.g. requiring the person to utter his or her name or to look 
at a particular location for facial recognition. With regard to the integrated 
consideration of personalization within our framework, it is worth noting, that the 
technical feature “personalization”, applied to the context of gestural interaction with 
domotics also has a strong social component, i.e. personalization should be consistent 
with the ideals of a natural, meaningful of interaction that respects the privacy of the 
users within the home. Furthermore, personalization may have a positive effect on 
usability and accessibility. 

Ambiguity – In order to actually enable a “natural” interaction, the ambiguity of 
gestures, which is very present in the real world, needs to be reduced for interacting 
with the virtual world [33]. Gestures need to be cohesive and consistent in their 
meanings. For instance, if used as a command for interacting with a system, the 
movements used to express a farewell in the real world should to be used for the same 
purpose and with the same meaning, i.e. as a gesture of “farewell”. Following this 
principle, the gestural vocabulary would become more intuitive, easing the learning 
curve of users. Some solutions acknowledge this principle [13,29], but do not take 
into account whether the gestures are ambiguous regarding the target population, 
since ambiguity is intrinsically related to the cultural aspects of the population. As an 
example of the problem of not considering the interdependency of gestural ambiguity 
with cultural aspects, the application in [39] uses only deictic gestures (pointing 
gestures). Gestures for some commands for this application resemble a firearm, which 
is probably not desired in a home or in war- or conflict-ridden regions of the world. 

During social interactions, people use a large vocabulary of gestures to 
communicate in daily life. The gestures used vary according to contextual and cultural 
aspects [22] and are closely linked to other aspects of communication. A challenge 
that arises is that gestures for interaction with domotics must be sufficiently “natural”, 
i.e. resemble to some degree the gestures used in everyday life. At the same time, 
these gestures must be recognized as intentional commands to the system, i.e. they 
must be distinguished from gestures of inter-person communication. This problem has 
also been called “immersion syndrome” [2], i.e. in a scenario in which all gestures are 
captured and can be interpreted by the system, gestures may or may not be intended 
for interaction with the system, and people can no longer interact simultaneously with 
the system and other people using gestures. 
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To clarify the idea of gestural ambiguity, we can draw an analogy to sign language. 
When the gestures of a domotics solution are established without a previous study, 
gestural ambiguity might occur on two levels, i.e. different gestures/signs might be 
required for asking a person or commanding the system to turn on the lights or draw 
the curtain, or the gesture for the command “draw the curtain” might have a different 
meaning in sign language. There are no studies on “gestural affordances”, i.e. the 
problem of gesture discoverability. Another question related to gestural affordances is 
if there exist any universal gestures. A positive answer to this question might reduce 
ambiguity and cultural dependencies. From these last considerations, it also becomes 
clear, that ambiguity has a strong relation to anthropology. 

Anthropology – Symbolic gestures, the meanings of which are unique within the 
same culture, are an example of a classification used to discriminate gestures 
depending on the anthropology of a certain population. An example is the “thumbs-
up” gesture which signifies approval in Brazilian culture but can be an insult in some 
middle-eastern countries. Sign languages also fall into this category and vary 
significantly between countries. 

Researchers are still trying to understand how the gestures are influenced by 
culture [26]. Due to this still largely unexplored area, applications often make use of 
deictic gestures [6,45], i.e. pointing gestures which have much less cultural 
dependency, but which are also limited since not every function in a domotic 
environment can be executed by “pointing at things”. Furthermore, regarding the 
“naturalness” or “intuitiveness” of interaction in domotic environments, the use of 
only deictic gestures also imposes a limitation. Kühnel et al. [24] described 
anthropology as a requirement for computational solutions for domotic environments, 
not only with respect to gestural interaction, but in a broad context. One of the 
authors’ concerns was the writing direction of the user. Although this detail might 
seem irrelevant for the definition of gestures, it might very well influence whether a 
certain gesture is considered appropriate in a certain cultural context. 

Privacy – With the rapid advancement of technology, sensors and information 
storage devices are becoming increasingly integrated in the solutions. These devices 
provide various benefits such as accuracy of command recognition, and mobility in 
use. However, the context of the home requires a number of concerns about the 
privacy of those who utilize these technologies, because it refers to an intimate 
environment in which the lack of privacy can have negative effects on the social 
relationships among residents and result in failure of the domotic application. 

Considering the difficulties in the development of applications that address the 
requirements of the involved stakeholders in a home environment, Choe et al. [8] aim 
to investigate the types of activities of which residents do not want to have stored 
records. To obtain these results, the authors analyzed the questionnaires of 475 
respondents, with 71.6% female and 28.4% male participants. A total of 1533 
different activities that respondents did not want to be stored was identified. The male 
respondents most frequently reported activities related to the category of intimacy and 
the use of media. Female respondents reported activities related to the category of 
self-appearance and oral expressions. Moreover, Choe et al. identified places that 
need more care regarding residents’ privacy, e.g. bedrooms and bathrooms. 



 Gesture-Based Interaction in Domotic Environments 313 

5 Discussion 

Given the diversity of the population, designing purely gestural interfaces for 
residential environments might not be the most appropriate approach, because the 
sheer amount of gestures that would have to be memorized and performed would be 
exhaustive for the population as a whole, and especially for the elderly and people 
with special needs. As presented in Section 3, many applications choose to use 
multimodal interaction. Among the works mentioned, many authors use a 
combination of speech with gestures, in order to provide greater accessibility of the 
system, to facilitate recognition of user commands, or to decrease the complexity of 
the vocabulary of gestural applications. 

However, as stated earlier, home automation has consequences far beyond the way 
we interact with the appliances in the home. Besides the technical, several other 
aspects about building those applications have to be addressed and analyzed under an 
integrated socio-technical perspective. These aspects include, but might not be limited 
to, accessibility, usability, ambiguity, privacy, anthropology and gender of users, 
since this context is closely related to physical, social, psychological, emotional and 
even spiritual concerns of each resident. Addressing these issues also increases the 
“naturalness” or “intuitiveness” of smart home automation applications. 

Currently, the development of intelligent home automation applications often 
focuses exclusively on technological aspects, not taking into account what is actually 
necessary and desirable for users. Although affective, psychosocial and other aspects 
that cause an impact on residents are being explored more actively in the area of HCI, 
many open questions need to be studied, especially in the area of domotics. 

Bardzell et al. [4] intended to explore issues of feminist thought intertwined with 
human-computer interaction. Both feminism and HCI have made important 
contributions to social science in recent decades. However, despite of the potential, 
there has been no engagement between the two areas until recently. A series of 
surveys, focused mainly in perceptual and cognitive tasks, revealed gender 
differences that can have implications for interactive systems design. However, 
believes still seem to be prevalent that gender does not have much influence on 
technology usage. Thus, one of the research objectives of Rode [40] is to show the 
importance of treating gender in HCI and to emphasize that it permeates all aspects of 
daily life, including domestic life. Many studies ignore important social aspects, in 
which the issues of gender occur daily. This point of view on users’ gender is relevant 
for home automation applications, as in a home environment all people need to 
interact with the applications. Thus, applications must meet the needs of both genders 
and should be designed and developed for this. 

Aiming to address more adequately the challenges presented above, we found it 
necessary to design a framework that specifically addresses the challenges contained 
in gestural interaction with domotics. Although used exclusively in the context of 
gestural interaction and domotics, the framework presented in this paper could be 
used for a similar discussion in other application contexts and regarding other or 
additional modes of interaction. Saizmaa and Kim [42] presented a framework that 
addresses some conceptual aspects similar to the framework presented in this paper. 
Saizmaa and Kim [42] identified important issues that are considered or omitted in the 
development of intelligent homes, and organized these issues into three dimensions, 
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human, home and technology, highlighting the need to not only to see a house as a 
physical thing, with walls and ceiling, but also as a “home”. 

The holistic approach advocated by Saizmaa and Kim [42] elucidates the 
complexity of smart home automation, as well as draws attention to not limiting an 
analysis in this domain to technological aspects alone. Although similarities such as 
the problem domain of domotics exist between our framework and the framework of 
Saizmaa and Kim, there also exist significant differences. While Saizmaa and Kim 
discuss different aspects of interaction, they do not elaborate on the peculiarities of 
different modes of interaction. In this paper, we discussed gestural interaction, but in 
principle the discussion could be extended to other types or combinations of modes. 
Saizman and Kim discuss issues in the dyads home-technology, technology-human, 
and human-home, and assign research topics to each dyad. Maintainability, e.g., is 
assigned to the dyad home-technology, although we think that also personal, cultural, 
or social aspects might be relevant for this topic. Hence, our framework uses a triadic 
structure which enables to discuss topics in all three dimensions of people, domotics, 
and gestural interaction. Depending on the role of the framework user, it is thus also 
possible to investigate one or more topics in only one or two dimensions. For instance 
a sociologist in the research or development team might be interested in the “people 
dimension” of different aspects, while a developer might be interested in technical 
aspects of accessibility. 

The contribution of this framework is to analyze an explicit context from its initial 
form of interaction until its possible social implications. When we addressed these 
challenges from the perspective of the framework, we did not take the traditional way 
of analyzing only parameters of a graphical interface. This framework enables the 
discussion on a triadic unfolding of the dimensions that make up the framework. 
Although only discussed for gestural interaction, it can be applied to other modes of 
interaction as well, for example, gestural, mobile, brain-machine sound, among other 
perceptual or non-perceptual interaction. Consequently the analyses of these 
challenges can provide insights to the particularities of each specific mode of 
interaction. 

We understand that regardless of the utilized technology, one of the main questions 
is the definition of the gestural vocabulary of the application. This definition should 
not be driven by technology, but by a human-centered perspective that considers the 
“naturalness” and “intuitiveness” of gestural interaction. In order to formalize gestural 
interaction we consider it essential to create a grammar which is initially free of 
technological aspects and which considers both multimodal commands as well as the 
points already discussed in this paper. 

6 Conclusion 

This paper presented the state of the art of residential applications that use gestural 
interaction to communicate with various types of appliances in the home. An analysis 
of scientific literature in the area of gestural interaction with domotics revealed that 
aspects such as accessibility, usability, personalization, privacy, ambiguity, or 
anthropology of gestural interaction are often not considered, or only considered in a 
restricted, isolated way. We argued that aspects of gestural interaction with domotics 
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need to be discussed in a more integrated, socio-technical way, and proposed a 
framework that permitted us to discuss these aspects within the triadic relationship 
consisting of the dimensions people, domotics, and gestural interaction. We identified 
open research questions and challenges. Literature outside the domain of domotics 
provides some pointers to these questions, e.g. literature about HCI-related aspects of 
gestural interaction in general, or literature from HCI and related areas. However, we 
conclude that there are no formalized design and evaluation methods in literature 
about gestural interaction with perceptual technologies, i.e. applications without GUIs 
and without physical artifacts of interaction. Furthermore, literature in the domain of 
gestural interaction with domotics that discusses aspects such as anthropology, 
accessibility, usability, gender, personalization and privacy is scarce. 

Based on the results of this work, future work involves the human-centered 
conceptualization and formalization of multimodal interaction for this complex 
context of use. 
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Abstract. We use the front facing camera in a smart phone to capture gesture 
input. Thumb gestures performed above the camera are recognized and used to 
invoke commands. In contrast to other input modalities the camera requires no 
device movements and no valuable screen space is used. To be viable, this type 
of interaction requires gestures which are comfortable and memorable for the 
user and real-time accurate recognition of those gestures. Given the 
performance constraints of phones and their cameras we needed to determine 
whether accurate and reliable recognition is possible and identify types of 
gestures that are recognizable and user appropriate. As a proof of concept, we 
conducted a user study testing three gestures for performance and user 
satisfaction. The results demonstrate that the 3D gestural input is successful and 
we provide detailed insights into successful recognition strategies for this novel 
interaction modality. 

Keywords: Motion gestures, mobile interaction, image recognition. 

1 Introduction 

Typical mobile devices have limited input modalities available: touch screen, two or 
three buttons, sensors, cameras and microphones. Gesture input has the advantage of 
supporting continuous input thus reducing the demand for input actions – one 
successful example of gesture input is the swipe keyboard [15]. The disadvantage of 
most continuous input modalities is that they use the touch screen which obstructs the 
information on the display, or the gyroscope or accelerometer that require distracting 
device movements [10]. Recent smart phones include front facing cameras. Their 
location means that such cameras are easily accessible away from the screen while 
their field of view is visible to the user and moving a thumb in this field does not 
require distracting device movements (Fig. 1). In this paper we explore how 3D 
gestures can be used to provide continuous input captured by the front facing camera. 

Using gesture input is common for a variety of devices and situations. A main 
difference is the number of dimensions gestures are performed in. For mobile devices, 
2D gestures are common on the touch screen [4], including pinch and zoom, and 
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Fig. 1. A smartphone with a front facing camera and a thumb performing a gesture above it on 
the right 

swipe. 2D touch gestures can also be combined with 3D motion gestures [9]. These 
use a variety of sensors: gyroscope [9], accelerometer [12] and cameras [21].  

A continuous input mechanism is desirable, as it provides affordances suited for 
controlling continuous variables, such as volume.  Ideally, a continuous input mech-
anism is application independent allowing fast and precise manipulation in both dir-
ections (e.g. volume up and down, fast for big changes or slow for precise 
adjustments) such as with the scroll wheels on MP3-Players like Apple’s IPod Classic 
or Microsoft’s Zune. However, to adjust volume most portable devices, including 
smartphones, use buttons. Alternatively continuous input can be captured by the touch 
screen but this means displaying an appropriate interface element occluding current 
information. Sensors in smart phones are also able to provide continuous input but 
usually require distracting and disruptive device movements. For example Hinckley 
and Song’s techniques [9] combine motion and touch using the gyroscope and 
accelerometer most of which required motions disruptive to user tasks, such as tilting 
the device away or shaking it.   

Gesture recognition is typically a computationally intensive process. Performing 
such recognition on mobile devices with limited processing power is challenging, 
particularly when it involves image capture.  Wang et al [20] used a Motorola v710 
to capture gesture input and reported a maximum rate of 15.2 frames per second (fps), 
but when image processing algorithms were applied to the input, the capture rate 
dropped to 12fps.  Gu et al. [7] showed that many image processing algorithms 
reduced frame rates below one when implemented on a variety of different phones.  
To solve this problem, we developed novel recognition algorithms to reliably 
recognize the gestures in real-time on mobile devices with limited processing power. 

Cameras in mobile devices have been widely used in research systems. This has 
focused on cameras on the back of the device tracking the devices’ position [3] or 
hand movements [20, 21]. Kato [14] attached a spring with a marker at its end above 
the back facing camera, allowing continuous input by tracking the marker in three 
dimensions. However, due to the camera position and the attached spring, operating 
the marker was rather constrained. Huerst et al. [11] tracked fingers with the back 
facing camera using markers attached to the tips to capture gestures. 

Here we investigate the use of a front facing camera on a mobile device for 
continuous gesture based input, a combination we believe is novel. Using a front 
facing camera has multiple advantages: first, the required hardware, camera and 
finger are already present. Second, the input is independent of application (except for 
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those directly using the front facing camera) and therefore always accessible. Third, 
no distracting device movements are required. Fourth, by offering an interaction space 
away from the display, screen occlusion is reduced. Fifth, the camera can be 
combined with other sensors to enrich interaction.  

There are three components required to support this interaction modality: the 
gesture capture, the gesture recognition, and the gesture design: all of which 
contribute to the user experience. To test the feasibility of using three-dimensional 
gestures for continuous input, we defined three gestures and developed appropriate 
recognizers with varying demands on usability and hardware. In the second phase we 
evaluated the gestures on a smart phone in different scenarios. Besides the gesture 
recognizer performance we were interested in the demands on participants in terms of 
interaction space and the comfort of the thumb movements. 

The results yield three contributions. First, continuous input can be successfully 
captured by front facing phone cameras. Second, current smart phones can accurately 
recognize 3D gestures in real-time. Third, our evaluation provides insights into the 
design implications of our gestures on usability including the definition of the 
interaction space above front facing cameras where gestures can be comfortably 
performed. 

2 Related Work 

Our work builds on related research involving interaction techniques for mobile 
devices; camera based phone applications; gesture input; and computer vision input. 

2.1 Interaction Techniques for Mobile Devices 

Some research focuses on facilitating mode manipulations based on the input 
channels available in mobile devices. For example Hinckley and Song [9] explored 
gestures combining touch and motion using gyroscope, accelerometer and touch 
screen. They propose motions for continuous input such as tilt-to-zoom and discrete 
input such as hard-tap. Research is not limited to the sensor abilities available in 
current devices. Brewster and Hughes [5] investigated the use of pressure on 
touchscreens to differentiate between small and capital letters entered on the phone’s 
keyboard. 

2.2 Camera Based Interaction on Mobile Devices 

Camera based techniques on mobile devices can be differentiated by camera location: 
integrated in the device or external. Vardy et al. [19] used a camera attached to the 
wrist to capture finger movements feeding the recognized gestures to a computer for 
interaction. More common is to use device integrated cameras which are 
predominantly on the rear. TinyMotion [20] uses a rear facing camera to measure cell 
phone movements. It computes phone tilts to control games such as Tetris and text 
input. TinyMotion requires a button press combined with a phone tilt to input a 
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character [20]. Another application is a see-through tool for applications such as maps 
[2].The device’s position over a surface is recognized and augmented with 
information.  

Kato and Kato [14]developed a tangible controller for continuous analog input. 
They attached a spring on top of the rear-facing camera with a marker attached to its 
end. The user provides input by moving the marker in any direction.  

2.3 Gesture Input  

Gestures, including touch and motion gestures, are commonly used for mobile device 
interaction. Bragdon et al. [4] investigated the impact of distractions on touch 
interaction. Comparing gestures and their soft button equivalent, they found gestures 
are less impacted by distractions and perform as well as soft buttons without 
distractions.  

Aiming to build a gesture set for smartphones Ruiz and Lank [18] conducted a 
study in which end-users proposed gestures for given scenarios. They found 
consensus among study participants regarding movement parameters and gesture-to-
command mappings. The resulting taxonomy differentiates between how a gesture is 
mapped to a command and a gesture’s physical characteristics. Using thumb input on 
touch screens is widely researched. For example, Karlson et al. looked at the 
interaction between hands and mobile devices including user preferences and 
mechanical limitations [13].  

2.4 Computer Vision Based Input 

Computer vision systems are widely used to collect visual information for gesture 
based input [6]. The choice of technique depends on factors such as desired 
information, environmental circumstances and available computational power. 
Commonly sought information is recognition of objects and/or gestures [16] and 
object tracking [22]. To gain this information environmental factors such as lighting, 
motion speed, blur and occlusions  as well as their speed of change must be 
considered [17].  

Tracking a large fast moving object dominating a scene is challenging. Fast optical 
flow algorithms and graph cut approaches are viable but computationally expensive 
[1]. With limited compute power, temporal difference images have been used 
successfully to detect coarse-scale motion [6]. To further deal with changing lighting 
and blur, other properties of the tracked object such as object shape and color [23]. 

3 Gestures 

The novelty of using front facing cameras for gesture input on a mobile device means 
the feasibility of such a system is unknown. To address this, we conducted a user 
study testing three gestures of varying demands on hardware performance and user 
input capability. This study addresses three questions: 1) are current mobile devices 
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powerful enough for camera based gesture recognition in real-time? 2) are 3D 
gestures performed above the camera an easy and precise way to capture input? 3) 
what is the interaction space above the camera where gestures can be comfortably 
performed? To answer these, gestures of differing complexity were tested for 
recognition accuracy and usability in different scenarios. For the development and 
testing we exclusively use a Samsung Omnia W, featuring a single core 1.4 GHz 
Scorpion processor and Windows Phone 7. As results will show, camera based 
gestural input can be successfully used in mobile devices for enriched natural 
interaction.  

3.1 Design 

We designed three gestures and an accompanying recognition algorithm to accurately 
identify each gesture. To allow for continuous input, each gesture can be performed 
such that it differentiates between two motion directions: for example to increase and 
decrease the volume, to zoom in and out of an image or to scroll a list up and down.  
As the motion direction depends on the phone’s orientation, the orientation was used 
by the recognizers to decide what motion direction maps in to what input direction. 
Additionally, each gesture has different levels of acceleration: for example, one level 
may increase the volume by one each iteration, another by three and another by five. 
Each gesture has a neutral state where no changes occur.  

Before the gestures are recognized each captured image is preprocessed. The first 
step scales the image to 40 x 30. We tested different resolutions for the gesture 
recognizers and found 40 x 30 to be the best tradeoff between performance and 
accuracy. Additionally, the image is converted from 32 bit RGB to 8 bit grayscale.  

The thresholds used for the algorithms were obtained by testing the algorithms 
under different lighting conditions: bright: outside during a sunny day; neutral 
daylight: in the office with open blinds; artificial light: in the office with blinds down 
and light on, half dark: in the office with blinds down. Completely dark was not 
trialed as the algorithms require some light to track the thumb. 

Tilt Gesture. The thumb is lying on the camera and its tilt determines the input (Fig. 
2). The tilt direction and intensity determines the direction and acceleration of change 
in input. Tilting the thumb to the right maps to an increase in input and tilting to the 
left a decrease. The higher the tilt is the higher the level of acceleration. If no tilt is 
applied to the thumb covering the camera no changes in input are invoked.  

The recognition algorithm analyzes the light captured by the camera to calculate 
the input. The first step is to split the captured image in half depending on the phone 
orientation: the split divides the image so that each half is covered by a half of the 
thumb. Second, the average brightness value is computed over the pixels in each half. 
The image half with the lower brightness is the side the thumb is tilted towards. 
Similar low brightness values mean that the thumb evenly covers both image halves 
so no input changes are triggered. Finally, based on the brightness values and thus the 
amount of tilt, a step function is used to determine the level of input acceleration: the 
brighter the image half the higher the acceleration (Fig. 2). 
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A brightness threshold determines if the tilt gesture is currently being applied. The 
gesture recognizer is only used if the average brightness over the complete image is 
below a predefined threshold. This threshold is set to 55% of an image brightness 
value taken when nothing covers the camera (e.g. when the application is started).  

 

Fig. 2. The tilt gesture: Left: Tilting the finger to either side determines the direction of input 
and the amount of tilt determines the level of acceleration. Right: The captured images used to 
compute the tilt. (top) A strong tilt to the left and (bottom) a slight tilt to the right. 

The chosen threshold provides the best offset between brightness ranges to 
determine the level of acceleration and activate/deactivate the gesture recognizer. 

Distance Gesture. The distance between thumb and front facing camera is used to 
adjust the input (Fig. 3). A predefined distance marks a neutral point where no input 
manipulation happens. A smaller thumb-camera distance triggers a decreased input 
and a larger one an increase. The exact distance determines the level of acceleration. 
Input is based on the thumb’s diameter in the captured image: the larger the diameter 
the closer the thumb. To calculate the distance, the thumb’s position in the captured 
image has to be determined. Then, brightness values are computed over the image. 
Finally, the input value is determined using the thumb’s distance and brightness.  

To detect the thumb in the image a Sobel edge detector with a 3x3 kernel is 
applied. The resulting Sobel image (Fig. 3) contains objects defined by their borders. 
To identify the thumb three assumptions are made: 1) the thumb partly covers the 
center row of the Sobel image; 2) in the center row the thumb is the biggest object; 3) 
the thumb forms an uninterrupted blob starting at the image. Hence the recognition 
algorithm analyzes the center row of the image looking for the biggest group of dark 
pixels bounded by white pixels. If the biggest section is above half the image’s width, 
the algorithm further tests whether the section is part of a blob connected to at least 
one image edge. If no object satisfies all three the criteria the algorithm discards the 
image and no input is invoked assuming the gesture is not currently being performed. 

The size of the range between minimum and maximum thumb distance is divided 
into smaller spans, each accommodating a different input value. A span has to be 
sufficiently large to be easily found by the user in terms of distance of his/her thumb 
to the camera. For example, in a 40 pixel wide image the total range is 20 as the 
thumb must be at least half the image width wide. This leaves 20 pixels to be split 
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into smaller spans. We found spans of one-eighth of the image width to work best. 
Brightness values determine if a thumb is covering the camera completely. This 
allows further differentiations when the thumb covers the captured image width 
completely but does not yet physically cover the camera.  

 

Fig. 3. The distance gesture: Left: the input depends on the distance between camera and 
thumb. A predefined distance is the neutral input where no changes are invoked. Right: The 
images after the Sobel operator has been applied with the thumb further away (top) and close 
(bottom) to the camera. 

Circular Gesture. A circular motion is performed close above the camera to adjust 
the input (Fig. 4). Depending on the motion direction (clockwise or counter-
clockwise) input is either increased or decreased. The speed of the gesture determines 
the level of acceleration.  

The circle gesture recognizer first detects the thumb. Afterwards the thumb’s 
center of mass is used to calculate the motion direction. Motion speed is based on the 
overlap of thumbs between two consecutive images.  

To detect the thumb a flood fill algorithm is used based on the captured image’s 
greyscale values. The thumb appears darker than the rest due to the movement close 
to the camera: cameras found in smart phones are not fast enough to adjust their 
blending settings to evenly illuminate the image. As the thumb changes illumination 
conditions quickly, the camera makes the background behind the thumb appear much 
brighter than normal. The flood fill algorithm finds the biggest connected thumb blob 
composed of pixels with an 8-bit greyscale value below 90. If the biggest blob covers 
more than 21% of the captured image it is assumed to be the thumb. Otherwise the 
thumb is assumed not to be in the image. If no thumb is detected in more than four 
successive images further computational steps are stopped and only resumed when a 
thumb is found in at least four successive images.  

Motion direction is calculated using the cross products of three successive images. 
The weighted average location for each thumb blob is calculated to determine its 
center of mass (Fig. 4): the center of mass’s x-coordinate is the average value over all 
the blob pixels x values. The same applies to the y-coordinate. Afterwards, the cross 
products between the four most recent thumb centers of mass are computed. If the 
sum of the three resulting vector magnitudes is positive the gesture motion is 
clockwise and otherwise counter clockwise.   
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Motion speed depends on movement and on the number of intersection points 
between two successive thumb blobs. To detect a stationary thumb the image is 
divided into four even quadrants. If the thumb remains in the same quadrant over four 
successive images, the motion counts as stopped. If not, the thumb is moving and the 
overlap of two thumbs in successive images is computed. A step function based on 
the overlap percentages is used to define thresholds for the different levels of 
acceleration depending on the number of acceleration levels. For example, given two 
acceleration levels, our empirical tests showed a threshold of 42% to be optimal: a 
higher overlap than 42% means a slower acceleration and a smaller overlap a higher 
acceleration. Using quadrants to detect a stationary thumb rather than overlaps is 
better as it compensates for small unintentional thumb movements. 

 

Fig. 4. The circular gesture: Left: The direction of the circular motion determines the input 
direction and the speed of the motion determines the level of acceleration. Holding the finger at 
a position invokes no change (i.e. neutral input). Right: The images with the thumb in black 
after the flood fill algorithm. The white dot in the black blob indicates the center of mass. 

3.2 Performance and Robustness  

The computation of a new input value consists of multiple steps of which capturing 
the image is the most time costly (Table 1). If no other computations are performed 
the Samsung Omnia W captures up to 16 images per second. In the following we 
comment on the robustness and accuracy of the recognizers in general and under 
different lighting conditions (see section 3.1).  

The tilt and circle gestures are both unaffected by different lighting conditions and 
fast lighting changes. Only when it was completely dark did both recognizers stopped 
working. The main reason for the robustness is that in both cases the thumb dominates 
the captured images making the background appears bright and unfocused (Fig. 4).  

The distance gesture worked perfectly under the tested lighting conditions except 
in the half dark condition. In this condition if there were multiple dark objects in the 
image background they were occasionally merged with the thumb: because of the 
insufficient lighting the Sobel operator did not detect all the edges. Fast lighting 
changes did not affect the algorithm.   
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Table 1. Performance measurements in milliseconds using a Samsung Omnia W phone 

 Tilt Gesture Distance Gesture Circular Gesture 

Pre-process Image image captured (66.75msec)  
scaled & converted to greyscale (1.9msec) 

Process Image - 4.93 (Sobel)  
Detect Thumb - 1.12 2.88 (Flood Fill & 

mass center) 
Compute Direction 
& Acceleration 

0.97 0.51 1.76 

 

4 Evaluation 

We conducted an evaluation study to explore the interaction with a smartphone using 
continuous gestures captured by a smartphone’s front facing camera. This study 
focuses on the requirements of suitable 3D gestures and the space they are performed 
in with the aim to inform further research regarding the basic requirements of this 
novel and yet unexplored interaction. Four pilot participants were used to determine 
algorithm parameters such as the number of acceleration levels and the rate at which 
changes were applied. Only one of the recognizers was activated at each point in time 
requiring a button press to change between them. We were specifically interested in 
the following questions: 
• What defines the interaction space in which gestures can be comfortably 

performed above the camera? 
• Are the evaluated gestures easy and intuitive and are their associated apps an 

appropriate match? 
• Is the phone’s hardware sufficiently powerful to guarantee real-time performance? 
• Are the gestures recognized accurately in terms of direction and acceleration 

changes and reactiveness? 

4.1 Participants 

Participants had to have a smartphone as their mobile device to guarantee device 
familiarity. We recruited 24 participants, 8 females and 16 males, ranging in age from 
19 to 41 (mean: 25.63 years, SD = 5.17). Five were left-handed. There was no 
compensation for participation. Since accurate tracking objects may depend on the 
visual properties of the tracked object, we wanted to ensure a variety of different 
thumb size, shape and color were represented in the evaluation. To test the robustness 
of our algorithms we intentionally recruited participants from different ethnic groups 
(10 Caucasians, 6 Indians, 5 Asians and 3 from the Middle East) and of different 
height as an approximation of thumb size (mean: 171cm, SD = 8.62).   
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4.2 Apparatus 

To test the gestures, participants used a Samsung Omnia W I8350 featuring a single 
core 1.4 GHz Scorpion processor and Windows Phone 7. The front facing camera was 
located on the shorter side’s corner (Fig. 1). The capture rate of the front facing 
camera is on average between 8-10 images per second on the Windows Phone 

The gesture recognizers were integrated in a program running on the phone. Each 
recognizer was configured to support two directions and to differentiate between two 
acceleration levels: one and three. We decided to use two acceleration levels based on 
the results from the four pilot study participants. While the tilt and circle gestures 
would have worked intuitively enough with three acceleration levels, the distance 
gesture did not. When the thumb was moved with the lower acceleration changes 
were applied every 500ms to allow for accurate input. This low change rate was 
chosen as the pilot study participants frequently overshot the target with a faster 
change rate. For the faster acceleration level changes were applied after each image 
was analyzed and the new value computed (i.e. on average every 75msecs). Sessions 
were recorded using a video camera mounted above the participants.   

4.3 Tasks 

We designed three tasks each dedicated to a particular gesture and one for 
familiarization across all three gestures. Each task required participants to use all 
facets of the gesture so that the invoked input direction and level of acceleration were 
frequently changed. The choice of task for a particular gesture was based on similar 
mappings found in current environments as explained in the following. The order of 
gestures was varied between the participants forming six conditions. 

Contact List – Circle Gesture. To scroll a list using a circular motion is familiar 
practice. MP3 players such as Apple’s iPod Classic use a circular motion to browse 
their content. Scrolling a list requires participants to bridge bigger distances faster as 
well as precise manipulations to jump between neighboring list entries.  

The scrolling mini app displayed a list of 78 contacts to simulate a standard 
smartphone Contact list (Fig. 5a). To scroll down/up, participants performed a 
clockwise/anti-clockwise motion.   If   the acceleration level was 1 the selector, 
indicated by a blue color, jumped from the currently selected contact to the next 
neighbor. An acceleration level of three jumped three contacts at once. 

In the top right corner a name was displayed which was also in the contact list. 
Participants were asked to scroll to that name in the list as fast as possible. The correct 
name had to be selected for two seconds requiring participants to provide neutral 
input. After two seconds the name in the top right corner was replaced by another 
name from the contact list. In total, participants had to scroll to 10 different names.  
The choice of names made participants perform precise selections (e.g. to go from one 
name to a neighbor) and to bridge larger gaps (e.g. Paul to Billie).   
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Zooming – Distance Gesture. Participants controlled the size of a green square on 
the screen (Fig. 5b). To zoom in, participants moved their thumb close to the camera 
and to zoom out the thumb was moved further away. This gesture is familiar for 
zooming as going closer to an object makes it naturally appear bigger and going 
further away makes it smaller.  

An acceleration level of one increased or decreased the square’s size by 10 pixels 
and a level three by 30 pixels. The square can have any width between 0 and 300 
pixels resulting in 30 distinct zoom-able sizes.  

The participants’ aim was to match their square’s size with a red frame shown on 
the display. To indicate equal sizes, the red frame turned white. Participants had to 
keep the size constant for two seconds, requiring them to adjust the thumb camera 
position to neutral, before the frame changed size and turned red again. In total the red 
frame changed size 10 times.  

 

Fig. 5. The test program showing the mini apps: (a) the contact app, (b) the zooming app and 
(c) the Break-Out app. In the top left side an indicator is shown displaying the currently 
captured input ((a) neutral, (b) fast-left, (c) slow-right). 

BreakOut - Tilting Gesture. Participants controlled the paddle in BreakOut (Fig. 5c) 
to bounce the ball upwards. The aim was to destroy all ten bricks lined in the top of 
the game area by hitting each with the ball. After a brick was hit, the ball was 
deflected down towards the paddle. The angle of deflection when the ball hit the 
paddle depended on where the ball hit the paddle. To destroy the bricks the user 
needed both small and large paddle position adjustments forcing them to use all facets 
of the tilt gesture. The game area was 300 pixels wide. An acceleration level of one 
meant a paddle move of 4 pixels while a level of three meant a 12 pixel move. In total 
the paddle had 75 distinct positions. Each destroyed brick scored 10 points making 
100 points the highest score. The game was also used in previous research to study 
camera based input techniques [8].  

4.4 Procedure 

Participants were seated at a table with the smartphone lying immediately in front of 
them. They were given a tutorial guiding them through the study. The participants’ 
first task was to complete the first section of the questionnaire.  

To familiarize themselves with the Windows Phone participants were asked to pick 
it up and the facilitator explained the main elements on the screen. Once familiar, the 
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participants started the test application. During this the phone was held in portrait 
orientation before changing to landscape to interact with the test application.   

At the beginning of each gesture the facilitator explained the gesture to the 
participant. Afterwards the participant was told to navigate to the volume mini app 
and trial the gesture. Then the participant completed both a gesture specific task and 
the questionnaire for this gesture. This was repeated for each gesture.  

After all tasks were finished the final section of the questionnaire was completed. 
The experiment concluded with a discussion of other possible gestures allowing 
continuous input. It took the participants on average 29 minutes to complete the study. 

5 Results 

The collected data includes the questionnaires, session video recordings and 
transcripts of the final discussion. The questionnaire comprised three sections. The 
first gauged participants’ familiarity with gesture input. The second asked participants 
to rate the gestures regarding their ease and recognition accuracy using a five point 
Likert scale. The last contained a ranking of the gestures as well as questions gauging 
the interaction space above the camera including camera location.  

5.1 Interaction 

All 24 participants held the smartphone in landscape orientation with the camera on 
the right. Regardless of their handedness all participants chose to use their right 
thumb to perform the gestures.  The matches between gesture and associated mini 
apps were never rated as negative thus confirming our design choices (Fig. 6).  

Ideal Camera Position. The camera should ideally be centered on the horizontal axis 
in landscape mode on the phone’s right side. When asked in the questionnaire to 
indicate the optimal camera position on the phone all participants chose the right side 
of the screen. Six participants chose the top corner, eight the center and nine the lower 
corner. Ten participants noted that the camera on the horizontal axis should be 
centered between screen and phone edge. The camera on the test phone was closer to 
the edge than to the screen which sometimes created problems with the tilt and circle 
gesture: a tilt to the right (of a big thumb) meant a tilt slightly over the phone’s edge. 
While performing the circle gesture some participants drifted away from the camera’s 
center. They stated that they used the space between screen and phone edge as a 
frame of reference with their circle motion touching both sides. 

Keeping the Thumb in the Camera’s Viewing Field. Each gesture used a different 
interaction space above the camera with different demands on the user. The tilt 
gesture was the easiest one to keep in the camera’s viewing field as it essentially was 
performed as a two dimensional gesture with the thumb lying flat on the camera (Fig. 
6). It received ratings above neutral with 83% of the participants strongly agreeing to 
the ease and 17% agreeing. In contrast, the ease of keeping the distance and circle 
gestures in the camera’ viewing field was rated lower. 
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The dominant usability problem with the distance gesture was to keep it in the 
viewing field. To measure the distance between camera and phone, the recognition 
algorithm calculates the thumb’s diameter. If the thumb is close but not centered 
above the camera, it is only partially visible thus its measured diameter is smaller than 
it actually is so the calculated distance is incorrect. As the thumb moves away from 
the camera it does so in an arc. Its tip moves towards the bottom of the phone as it 
moves up thus leaving the camera’s viewing field on the lower edge. However, this 
usually occurs after the thumb position starts feeling uncomfortable due to the high 
finger stretch. In the questionnaire we asked participants what the maximum distance 
between thumb and camera is before holding the thumb becomes uncomfortable. 
Measured with a ruler, the average distance stated was 4.75 cm (SD = 1.12cm, Min = 
2 cm, Max = 6 cm). The majority of the participants stated that it becomes 
uncomfortable just before thumb and thumb socket form a straight line.  

 

Fig. 6. The questionnaire ratings for the three gestures on a 5 point Likert scale centered around 
neutral. The ratings are: 1= strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly 
agree.   

For correct recognition, the circle gesture had to be performed at a certain height 
above the camera and the motion had to circle the camera. The gesture did not require 
participants to draw a perfectly round circle nor one perfectly centered above the 
camera. However, moving outside the camera’s viewing field, as some participants 
did, made it impossible to track the thumb resulting in incorrect recognition. On 
occasion the thumb was too close to the camera so the captured image was almost 
totally dark leading to incorrect recognition. Participants on average found it harder to 
keep the thumb in the right area for the circle compared to the distance gesture with 
the distance gesture having 17% rating it below average and the circle gesture 29%. 
This was also reflected in the questionnaire where eight participants said it was 
difficult to keep the circular movement above the camera. There were no complaints 
about the distance gesture. 
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In summary, the tilt gesture is the easiest with only positive ratings. The distance 
gesture is the second highest rated followed by the circle. 

Ease of Gesture Motions. The thumb movements for the distance and circle gestures 
were perceived as physically uncomfortable at times. Having to hold the thumb still at 
changing positions over an extended duration (Zooming task: Ave = 141 sec, SD = 
36) was perceived as uncomfortable by 12.5% of the participants. For the circle 
gesture, 29% of the participants experienced discomfort when performing the gesture: 
three stated their thumb movement was restricted as they were holding the phone with 
the same hand. This was particularly evident when the thumb tip moved close to the 
thumb base forming a right angle between the thumb’s first and second phalanges. 

5.2 Phone Performance and Recognition Accuracy 

All gesture recognizers and mini applications ran in real-time on the phone. In the 
questionnaire participants rated the overall accuracy of the gesture recognizer as well 
as the recognizers’ reactiveness and the ease and correctness of changing the 
acceleration level and direction (Fig. 6). 

The gestures and their associated mini applications ran smoothly apart from several 
occurrences when the camera froze for two seconds during interaction. This occurred 
randomly for different recognizers and appeared to be an artifact of the phone’s API 
to the camera buffer. We speculate that this is unlikely to be an issue with a multicore 
processor phone where camera and interface run on different threads.  

The recognizers’ reactiveness was rated neutral and above for the tilt gesture and 
neutral and above by 21 participants for the distance gesture and by 23 for the circle 
gesture (Fig. 6). To allow for precise adjustments changes were applied every 500ms, 
which some participants perceived as too slow. For the distance gesture, changes were 
invoked instantly when the thumb distance entered a new range. For example, to 
zoom in with an acceleration level of one the thumb had to be roughly (depending on 
thumb size) between 3 and 4 cm away. Any other distance range was mapped to 
another input. If the thumb position was changed but not enough to change ranges, 
participants perceived this as slow to react. For the circle gesture the thumb had to 
rotate half a circle to trigger any change in input. A lower threshold meant that 
sometimes unintended changes were invoked as the circular motion was not 
performed.   

Changing the level of acceleration was rated below neutral for the distance and circle 
gesture by two and five participants respectively (Fig. 6). For the distance gesture, to 
change the level of acceleration, the finger has to be in the distance range associated 
with the desired acceleration. To find the correct range one either recalls it from 
practice/experience or moves towards the desired range until the input value changes to 
the desired outcome. As participants had little training not all remembered the positions 
perfectly so had to use the second strategy which some perceived as suboptimal. For the 
circle gestures, correctly recognizing the acceleration required the circle to be performed 
above the center of the camera. If this condition was violated the recognizer could not 
accurately differentiate between the acceleration levels of one and three. Due to the 
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problems of keeping the thumb in the required space (Fig. 6), the acceleration levels 
were occasionally recognized incorrectly.      

Changing the input direction was always rated as neutral or higher for all gestures 
(Fig. 6). Differentiating between directions was easier than changing the acceleration 
levels because the motions were more different thus easier to remember and 
recognize. For example, for the circle gesture one had to change the motion direction 
regardless of acceleration. Additionally, to accurately recognize the correct direction 
it was sufficient for the camera to capture part of the circular motion thus not 
requiring a centered motion above the camera. 

To sum-up, well designed gesture recognition algorithms can run in real-time on 
current generation smartphones. The gestures allow for accurate adjustments of 
acceleration and directions if the gesture requirements such as motion path and 
accuracy are satisfied.      

5.3 Summary and New Gestures 

Both, natural gestures and accurate recognizers are required for satisfactory 
interaction. If a gesture is too complicated to be intuitively performed, a recognizer 
may be unable to deal with the inaccurately performed motion. The three tested 
gestures varied in terms of motion complexity; this was reflected by how much 
participants enjoyed each gesture (Fig. 6) and the final gesture ranking. The tilt was 
the easiest to perform and was ranked first by 21 of 24 participants and second by the 
remaining participants. The distance gesture was more difficult to perform mainly 
because the desired camera-thumb distances were hard to remember with the little 
practice. Thus, the distance gesture was ranked second by over half the participants 
(1st: 2, 2nd: 13, 3rd: 9 participants). The circle was the most difficult of the three, as it 
required the participants to first, perform the motion at a certain distance above the 
camera while, second, centering the motion. The gesture accurately recognized only if 
both criteria were satisfied. 15 participants ranked the circle gesture third, 8 second 
and 1 first.    

When asked for other gestures, participants proposed one of three gestures. The 
first, proposed by four participants, is a circular motion but on the z-axis above the 
camera. Thus staying inside the camera’s viewing field would become easier. Circle 
direction and speed determine acceleration level and direction. The second and third 
are variants of swipe motions. The second, proposed by four, consists of a horizontal 
swipe motion with the swipe direction determining the input direction. Once the 
swipe in a direction reached the outer border the finger is either lifted high above the 
camera or besides it to return to the other side and continue the gesture. The third 
proposed by seven has an additional horizontal swipe that makes the extra motion to 
return to the start position redundant.  

6 Discussion  

The aim of the presented work was to investigate the potential of a yet untested 
interaction to capture continuous input with the focus on performance and 3D 
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interaction. Due to the new challenges we felt that such an evaluation was required 
before other evaluations such as comparing the proposed techniques with state-of-the-
art interaction methods (e.g. touch screen based input) were conducted. Additionally, 
with the knowledge gained a more detailed study looking at creating user defined 
gesture set is possible similar to [18]. 

6.1 Capturing and Recognizing Gestures  

Gesture recognition using front facing cameras has to run in real-time despite a 
mobile devices’ limited hardware performance. To track objects like a thumb a 
number of tracking approaches may be unsuitable due to high performance 
requirements. We found the following methods provide sufficient information while 
allowing for real time interaction: working with the image’s brightness, edge 
detection and differential images; the last is unsuitable if fast movements are involved 
due to fast lighting changes.  

A captured image’s brightness (or the excess of it) can be used to track moving 
objects near the camera. If a tracked object moves fast and covers at least quarter of 
the image, the background is overexposed making it too bright with almost no 
contours. Using a threshold to extract the close darker object from the background is 
easy and has low performance cost as shown by the circle recognizer. 

To track an object at any distance that is not moving, fast edge detectors can be 
used. To identify the object based on its edges additional information is required such 
as its shape, origin and/or size. The last two were successfully used for the distance 
gesture where the finger always originates from at least one corner and covers at least 
a certain proportion of the image.  

Capturing the gestures with the camera using these algorithms has some 
disadvantages. Constant capturing of images consumes more power draining the 
battery faster. While it does not matter whether the light is natural or artificial, 
sufficient lighting is still required: our tests showed that except for the Sobel operator, 
the algorithms worked in all conditions except the completely dark one.      

6.2 Designing Gestures 

Designing successful motion gestures means creating intuitive gestures without 
constraints. As the camera has a limited field of view gestures have to be fitted to this 
area: gestures close to the camera have to be directly above it while those further 
away can be further away from the camera’s center. However, gestures cannot be too 
far away as this becomes uncomfortable to the point where holding the device with 
both hands becomes impossible.  

Each state in a gesture motion must be easily identifiable and performable. If it is 
unclear what motion to perform to effect change or if the motion requires physically 
uncomfortable moves, the gesture may be unsuitable for continuous input. The 
distance gesture showed that having no explicit knowledge of the required motion to 
change to a given acceleration level may dissatisfy users.  



334 P. Schmieder et al. 

The number of acceleration levels depends on the differentiability of the gesture 
motions. For example, with the distance gesture there was a total range of 6 cm 
available, which had to be divided in sub-ranges each dedicated to a unique input 
value. Trying to divide this range into more than five ranges (two directions with two 
acceleration levels each plus a neutral range) would be unrealistic as users’ ability to 
discriminate those ranges is too difficult as shown in the evaluation. User feedback is 
important, a change in gesture must immediately cause a change of input while 
providing sufficient control for small changes.  

6.3 Designing the Device 

The camera position preference, regardless of the users’ handedness, is on the right 
side of the phone. When asked for their preferred camera position, the participants’ 
answers did not show any strong preference between the vertical position (top, center 
or bottom). However, there was a preference for the camera to be centered on the 
phone border.  

Regardless of the camera position the gestures did not impair screen visibility. 
When asked, participants stated that they were able to see the entire screen during the 
interaction. An analysis of the video recording showed that items of importance such 
as the next name for the scrolling tasks situated on the screen’s right border next to 
the camera were no covered by any gesture.  

7 Conclusion and Future Work 

We developed, implemented and evaluated three gestures and associated recognizers 
to allow for continuous input on portable devices. To capture input the front facing 
camera is used as its location offers an easily reachable input channel away from the 
screen. Using camera-based gestures avoids the need to move the device, which 
would potentially interrupt the interaction, and does not occupy valuable screen space.  

Our work shows how 3D gestures are successfully captured and recognized. 
Different low-cost recognition strategies are implemented and trialed. The evaluation 
demonstrates the robustness of the recognition algorithms under different conditions; 
e.g. different lighting conditions and different colors and sizes of the tracked thumbs. 
The evaluation also provides insights into, first, the design of gestures and their 
requirements and, second, the interaction space above front facing cameras where 
gestures are comfortably performed. 

Motivated by the results of our study we are exploring further gestures for discrete 
and continuous input. We are also looking at combining camera-based gestures with 
other input modalities such as data captured by gyroscope and accelerometer. 
Motivated by [13], we are also exploring making camera based interaction accessible 
for one handed interaction. 
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Abstract. This paper presents a new design and evaluation of customizable 
gesture commands on pen-based devices. Our objective is to help users during 
the definition of gestures by detecting confusion among gestures. We also help 
the memorization gestures with the guide of a new type of menu “Customizable 
Gesture Menus”. These menus are associated with an evolving gesture 
recognition engine that learns incrementally, starting from few data samples. 
Our research focuses on making user and recognition system learn at the same 
time, hence the term “cross-learning”. Three experimentations are presented in 
details in this paper to support these ideas. 

Keywords: Handwritten gesture recognition, Marking Menus, Customizable 
gesture interfaces. 

1 Introduction 

To facilitate the interaction between human and computers, a lot of new concepts 
appeared, like interactive tablets (using a finger or a pen). These tablets offer users a 
new way to interact: a user can draw a gesture to run a command. It is easy to 
remember all gestures for a simple application with less than ten commands. But 
when there are too many possible commands, it becomes difficult to remember them 
all directly. This is one of the challenges of the research on Pen-based Human 
Computer Interaction nowadays. 

In this paper we study how to obtain natural cursive gestures and how to design a 
framework which helps users learn them efficiently. We can identify several ways to 
improve the learning process of the user to memorize all the gestures. The first point 
we have identified in our experiments, reported below, is that it is easier for users to 
memorize gestures if they have defined the set of gestures themselves. In fact, a 
“meaningful” gesture for a command can be memorized more easily than an arbitrary 
gesture without meaning. A meaningful gesture should have a semantic meaning or an 
ergonomic meaning. Several questions are interesting to address to go in this way: 
How to define a meaningful gesture? How to help users define and memorize their set 
of gesture commands? To offer the user the ability to define their own gestures, we 
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use a gesture recognition system able to learn from scratch with very few samples. 
Moreover, this recognition system learns incrementally with the user interaction to 
improve its performance during its use. As user and recognition system learn at the 
same time during utilization, we study the notion of “cross-learning”. 

Besides, to help users learn their gestures, we would like to take advantage of 
Marking Menus [1, 2] which can organize gestures in semantic and graphical way. 
We adapted them to personalized gestures and present in this paper the new concept 
of Customizable Gesture Menus. 

The last concept we illustrate in the paper is the necessity of helping users during 
the definition of their gestures. In fact, as the user is able to personalize his gestures, 
confusing gestures can be introduced by the user during the initialization phase. Thus 
we introduce an automatic mechanism to help the user during the definition of his 
gestures to avoid confusing gestures. This mechanism is based on a conflict detection 
system. 

In this paper, we first analyze the state-of-the-art of help on learning gestures for 
users. Then the self-evolving recognition system is described briefly. From the third 
section, we present three different experiments. Each experiment justifies one 
objective of our research. The first experimentation explains why we chose to leave 
the user the freedom to personalize his gestures. The second one compares the help of 
learning in the form of menus and table. And in the end, the last one evaluates the 
new concept of help on gesture definition before the conclusion. 

2 Context and State-of-the-Art of This Study 

2.1 How to Help Users Learn Gestures? 

Main approaches of gestures’ learning help are based on Marking Menus [2] which 
propose two ways of utilization: the novice mode where the user has menus displayed 
to help him finalize his gesture and the expert mode where he only needs to draw the 
gesture needed and a recognizer will try to understand which command is invoked. 
First enhancement of the Marking Menus is their hierarchical version [1]. They allow 
multiple levels of menus so that commands can be organized by family and more 
commands’ gestures can be presented.  

New improvements have taken off afterwards.  Zone and polygon menus proposed 
compound multi strokes to execute one command [3,4]. These hierarchical menus are 
cut between levels. Each stroke is a simple straight line. The display of these menus 
does not take a lot of space since each time only one level appears. For the same 
reason, the accuracy is also good so that more gestures can be included. But the final 
gesture of one command cannot be drawn in one stroke, which makes it slower. 

All these approaches help users to memorize gestures by making them practice 
drawing. Evidently, the final form of gestures depends strongly on the menus’ 
ergonomics. For user’s familiarization and learning, this is a big constraint. 

Another interesting example is Octopocus [5]. In fact, Octopocus went a step 
further: it permits natural fluid gestures. The interaction on novice mode is also 
interesting. Firstly it uses a colorful aspect to help the learning [13]. Secondly, in 
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novice mode, it gave a continuous feedback. It highlights the currently recognized 
command, and weakens gradually the others. This approach helps users’ learning and 
it has a good accuracy. The gestures in this case were predefined too. 

2.2 Evolving Classification Systems 

With the increasing use of touch sensitive screens, there is a growing demand for 
handwritten gesture recognition systems. Two strategies exist for building a 
handwritten gesture recognition system: using a writer independent training set or a 
writer dependent one.  

The first require a lot of different writers to gather a heterogeneous training 
database to build a system independent of the user. This approach has limited 
performances, in particular if in the end user writes his gestures differently from the 
training users, his gestures won’t be recognized well. The second strategy only uses 
data samples from the final user to train the system. This allows better performance, 
since the system is designed for a specific user, but requires him to spend a lot of time 
writing training gestures. 

More recently, new approaches have been proposed to put up with those 
drawbacks. Paper [15] suggested turning a writer independent system into a writer 
dependent one. Doing so limits the need for end users to train the system and at the 
same time improves recognition performance. However, recognized classes are pre-
specified, and end users can't add new classes. Paper [16] proposed a very simple 
template matching classifier (the 1$ classifier) with very few training requirements. It 
enables end users to easily build a classifier and allow them to add new gestures. On 
the other hand, such a simple system has limited performance compared to common 
statistical classifiers such as Support Vector Machines or Multi Layer Perception.  

To go further in that direction, we use an evolving classification system that can 
start from very few training samples and learn incrementally during its use [9]. 
Interfacing of the gesture command application with the evolving recognition engine 
is illustrated in Figure 1. 

  
Fig. 1. Interfacing of the application with the evolving recognition engine 
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Evolving classification systems have appeared in the last decade to meet the need 
for recognizers that work in changing environments. They use incremental learning to 
adapt to the data flow and cope with class adding (or removal) at runtime. This work 
uses such an evolving recognizer, namely Evolve [10], to recognize gesture 
commands. Evolve is based on a fuzzy inference system that learn incrementally and 
cope with class adding. As Evolve is a statistical classifier, and not a matching 
classifier, it needs to extract features from gesture drawings, as illustrated in Figure 1. 
In our case of gesture commands, class templates are chosen by end users, which 
make it difficult to design a feature set. Because of that, we chose to use the 
Heterogeneous Baseline Feature set (HBF49) [6] which had been optimized on 
several well-known handwritten gesture databases to be the most general possible. 
Besides, using such an existing and available feature set enables easy classifier 
comparisons. 

3 First Experimentation: Personalization? 

3.1 Background 

After studying many variations of Marking Menus, we chose one approach to analyze 
how it works: Continuous Marking Menus (CMM) [7]. This approach is based on 
Hierarchical Marking Menus, so gestures are organized by families and have multiple 
levels. It allows cursive mono-stroke gesture, and it offers a continuous feedback on 
novice mode, to guide users by darkening the chosen gesture and lightening others. 
The table of some gestures is presented in Figure 2. We proved that user learning 
improved with the help of these menus [19]. But after an opinion poll, surprisingly we 
received some negative feedback from testers. We discovered that while CMM allow 
continuous cursive gestures, the final form of gestures still depends strongly on the 
menus’ ergonomic. For users, these gestures look simple, but it is difficult to link 
them to specific commands. The most important is that they did not like the idea that 
we forced them to use pre-defined gestures. That is how we came to think about the 
personalization of gesture commands on pen-based devices. 

     

Fig. 2. CMM (on the left) and their generated gestures (on the right) 
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3.2 Experimental Protocol 

Our hypothesis is that users learn better their own personalized gestures than 
predefined ones. We want to evaluate this hypothesis in the context of a real 
application. For that purpose, we made a picture editor in which users can manipulate 
pictures with some basic commands, like: “copy”, “select”, “zoom”, etc. There are 
twenty-one commands in total for this application, which are separated into seven 
different families. For gesture recognition in this picture editor, we use the Evolve 
recognizer with incremental learning presented in section 2.2, so we can also test the 
behavior of this recognizer in a real application. 

Users were divided into two groups. Group 1 needed to choose by themselves 
twenty-one gestures for all commands, while group 2 needed to manipulate the 
application with twenty-one predefined gestures as shown in Figure 3. The 
experimentation was divided into five phases as follow. 

• Initialization phase. Group 1 defined all gestures and practiced them twice. On the 
other hand, we showed a table of predefined gestures to group 2, and they repeated 
them 3 times. Both groups draw each gesture three times and this gave three 
samples for the classifier to learn. 

• First learning phase. It was made of thirty-four questions, each of them 
corresponding to a command. Moreover, some commands were asked more often 
than others. This was to illustrate the utilization of real applications. Six of them 
were asked three times, four were asked twice and eight were asked once. The 
remaining three commands were not asked at all. During the learning phases, users 
had access to a help window with a table of all the gestures [Figure 3]. 

• First test phase. During the test phase the user would be asked to achieve once each 
of the twenty-one gestures in a random order. The help window would not be 
displayed if the user could not remember the gesture. 

• Second learning phase. Same as the first learning phase. 
• Second test phase. Same as the first test phase. 

 

       

Fig. 3. View of application (on the left) and Table of predefined gestures (on the right). During 
learning phases, the help window was presented in the same way as this table. 

When a gesture was made, it was sent to the recognizer. If the gesture was 
correctly recognized, the visual effect of the command applied so the user could be 
informed that he had successfully performed his gesture, and then another question 
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would be asked. On the other hand, if the answer of the recognizer was different from 
the gesture that was asked in the question, we must know if the recognizer failed or if 
the user performed a wrong gesture. So, in this situation, a window would pop up to 
show the user the expected gesture and the gesture he drew. In this window, the user 
had to state whether or not he had performed the right gesture. If he drew the correct 
gesture, the visual effect applied and the test went on. However if he drew a wrong 
gesture, he would then have to try again. When a gesture was correctly recognized, 
the classifier used it to strengthen its learning for this class. 

3.3 Results 

The parameter we compared between two groups here is the capability of user & 
recognition system cross-learning. 

Thirty persons participated in the experiment, with fifteen persons in group 1 and 
fifteen persons in group 2. The mean learning curves are presented in the left part of 
Figure 4. We can see in the graph that Group 1 got a better score of memorization 
during first test phase (>90%) than group 2 (41%). This advantage is kept for the 
second test phase where we got always more than 90% for group 1 and only 60% for 
group 2. We can see that group 2 made a big improvement from test 1 to test 2, but it 
could still not overtake the memorization rate of group 1. The statistics test on our 
results proved the same. Group 2 made significantly more progress on learning rate 
than group 1. However group 1 always made significantly better score than group 2 
(p-value < 0.001). This validates our initial hypothesis that personalized gestures are 
easier to be remembered and accepted by users. 

  

Fig. 4. Mean learning curves of users (on the left) and of recognition system (on the right) for 
the two groups. The abscissa presents the two test phases. The ordinate presents the learning 
rate. 

As mentioned above, we would also like to see the learning of the recognition 
system (cf. right part of Figure 4). We noticed that both curves increased. Group 1 got 
a better score at the first test point (94%) compared to 93% of group 2. But group 2 
took over group 1 at the second test point with an increase of nearly 5% while group 1 
made an increase of 2%. This does not mean that the recognizer worked better on 
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group 2’s scenario. After a test of significance, we can only say that the recognizer 
increased significantly for both groups, but there is no significant difference between 
the improvement in group 2 and the one in group 1 (Sign. > 0.05). We proved that the 
recognizer really learnt incrementally during the experimentation so it obtained a 
better score in the end. We then concluded that by looking at the learning rates of both 
users and recognizer (cross-learning), the personalization of gestures permits a better 
memorization of gestures. 

4 Second Experimentation: Help on Gesture Learning 

We were not totally satisfied with this result. From a design point of view, the help 
list in the form of an additional window (a table of gestures) is neither practical nor 
visually appealing. On a tablet device, it takes the place of nearly the whole interface 
and hides the information of the application main window. Compared to this, Marking 
Menus are much more advantageous because they take less space and do not hide 
main information. Some of them can show dynamically commands that we are 
interested in [5]. So an adaptation of Marking Menus on personalized gestures is 
necessary for improvement: we designed Customizable Gesture Menus [18] which are 
Marking Menus adapted for personalized gestures. 

4.1 Customizable Gesture Menus 

Since the gestures are personalized, the construction of menus is much more complex. 
It means the construction should be dynamic, and should guarantee a good 
presentation of all gestures at the same time. These gestures are presented in a circle 
(similar to Wave Menus’ form [8]. Strokes are smoothed by Canonical Spline to give 
a clearer appearance to gestures [11]. The place where each gesture is put on the circle 
is not random. It depends on the initial direction of user’s gesture. For example, a 
gesture with an initial direction from left to right will be placed on the right part of the 
circle. The exact position is decided by the initial angle. 

Once the application detects that user’s stylus is moving very slowly or not moving 
at all, he will be considered as novice. And the menus will be displayed. Moreover, 
the menus are colorful. According to research of [13], a colorful aspect helps the 
learning. The center of the circle is an inactive (empty) zone. Without raising the 
stylus, user can go through all icons of gestures and the corresponding command 
labels will be displayed, as well as the gesture at bigger size. We decided to show a 
label just near the circle, unlike other menus which show the label at the end of 
gesture [2,3,5]. It makes it easier for the user to see the right command as he does not 
need to search too far to know if it is the right one, especially in case of long gestures. 
Once the user finds the command that he is looking for, he just needs to follow the 
gesture shape (his drawing can be approximate), and he will see a continuous 
feedback in the menu, where the stroke spline fills with white color during his 
movements. The rest of menus lighten little by little. As he finishes the stroke, the 
command will be validated and executed (cf. Figure 5). 
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An advantage of hierarchical marking menus is that they organize commands by 
family, so final gestures of commands share a semantic meaning among them. As 
mentioned before, Customizable Gesture Menus present commands one by one, so the 
commands from the same family may not be found side by side. For example, 
command “next page” and command “previous page” belong to family “page 
manipulation”. And we associate a line from left to right and a line from right to left 
as gesture for these two commands. Since they do not have the same initial direction, 
they will not be placed side by side. So when user is looking his gesture for “next 
page”, he will neither think about, nor learn at the same time, his gesture for 
“previous page”. Since our menus are one-level menus, our solution to conserve the 
semantic meaning of gestures is when user’s stylus moves on one command; the other 
commands of the family are highlighted too. In this way, even they are not side-by-
side; they are still displayed at the same time (cf. Figure 5). 

 

Fig. 5. Selection of gesture on Customizable Gesture Menus 

4.2 Experimentation to evaluate Customizable Gesture Menus 

We wanted to test if menus really bring an advantage compared with the help 
displayed as a table of all gestures. We made two groups, each using a different form 
of help, either the menus or table. Group 1 defined all their gestures and the help was 
presented by a simple table of gestures (cf. Figure 6). Group 2 defined also all their 
gestures but they were helped with Customizable Gesture Menus (cf. Figure 7).    

 
 

Fig. 6. View of the application during the learning phase with the table of gestures layered. The 
table is displayed directly in front of test interface when user asks for help. 
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Fig. 7. View during the learning phase with Customizable Gesture Menus 

 

              

Fig. 8. Screen shots of initialization phase. Left part presents the interface when user defined all 
gestures. Right part presents the interface when user repeated twice each gesture for the initial 
learning of the recognizer. 

We used eighteen commands (separated into six families). During learning phase, 
in each family, there was one command which was asked three times; one command 
which was asked once and another command which was not asked at all. This is to 
simulate the utilization of a real application where some commands are used more 
often than others. 

The process of tests is the same for the two tests. Tests are constructed of four 
phases: 

• Initialization phase. Users could just fill each case of eighteen commands with a 
stroke to define gestures. Then for each group, users needed to repeat their gestures 
once so that the recognizer got another sample to be initialized from (cf. Figure 8). 

• First evaluation phase. The user would not have access to help (neither “Gesture 
menu” nor “table of gestures”). But once he made an error, a pop-up message 
would be displayed. It showed the user the expected gesture and the recognized 
gesture, and the user had to tell the system if it was his fault (he draw a wrong 
gesture) or the recognizer’s fault (he drew the right gesture but the recognizer did 
not recognize it). So in the first evaluation, user and recognizer could still continue 
to learn. Compared to the previous experimentation, we did not put a first learning 
phase before the first evaluation phase so that we know if the user is able to 
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memorize all gestures right after their definition. Because if all users were able to 
learn by heart all gestures since the beginning, neither menus nor table of gestures 
would be necessary during the utilization of application to help users. And the 
whole tests comparatives would make no sense. 

• Learning phase. This phase includes several sequences of questions. Each question 
concerns one command. If the user knew the gesture asked in the question, he 
could draw it directly (cf. Figure 9). Otherwise, user of Group1 and Group2 could 
access help from a classic table of all gestures or with our Customizable Gesture 
Menus respectively (cf. Figure 7 and Figure 8). The user might draw unconstrained 
gestures, and the recognizer is not able to recognize them. In this case, constructive 
feedback is necessary to help user understand that he made an error [14]. In this 
phase, in case of error, the user would have the table of gestures or Customizable 
Gesture Menus respectively displayed in a pop-up. We showed him the recognized 
gesture at the same time. It was up to the user to tell us if it was him who drew a 
wrong gesture or if it was the recognizer who gave the wrong answer. If it was 
user’s fault, the same question would be asked again for the user to practice. If it 
was the recognizer’s fault, the misunderstood gesture would be used to improve the 
recognizer by incremental learning. And the user moved on to the next question. 
So in case of error, both recognizer and user could still learn via the pop-up 
windows. Then the user would move on to the next question. 

• Second evaluation phase. The same as the first one, but no pop-up would be 
displayed in case of error because the learning for user and recognizer had stopped 
already. 

 

Fig. 9. Application interface during learning phase. Here is an example where user knew the 
gesture asked in question, so he just draw it directly without asking any help. 

4.3 Results 

For this experimentation, fifty-nine persons participated in the tests. They are from 
twenty-two-year-old to forty-two-year-old. For group 1, there were nineteen persons. 
For group 2, there were thirty nine persons. They are all familiar with computers. 
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The parameter we compared between the two groups is also the capability of user 
& system cross-learning. 

To analyze users learning, we made learning curves by collecting the results of the 
two evaluation phases (cf. Figure 10 left part). Few users (13%) succeeded to have 
100% of learning rate from the beginning (first evaluation phase). This proves that 
even if gestures are all personalized, few people are able to learn them all by heart 
directly. The learning curves of the users for each group are presented. First we can 
observe that the gradient of learning is quite the same for the two groups (6.4% of 
progress for group1 and 7% for group2). According to statistical tests, there is no 
significant difference between learning rates of group 1 and group 2 for either results 
collected from test phase 1 or results from test phase 2. Both group 1 and group 2 
made a significant progress of learning (results from test phase 2 are better than 
results from test phase 1). But there is no significant difference between these two 
progresses (Sign. > 0.05). This experiment shows that Customizable Gesture Menus 
does not disturb user’s learning of gestures in comparison with classical tabular 
presentation. 

To analyze the recognition system learning (cf. Figure 10 right part), we can see that 
there is an improvement between the two evaluation phases of the recognition rate of 
the evolving recognition engine for both groups (6.9% of progress for group1 and 
5.7% for group2) . According to statistical tests, the recognizer engine succeeded to 
learn better and better significantly for both groups, but there is no significant 
difference between the recognizer improvements for each of the two groups (Sign. > 
0.05).  

Customizable Gesture Menus allow a more compact presentation of all gestures 
that is a key point to deal with the relatively small size of tablet screen. This 
experiment demonstrates that both user and recognition engine can improve, at the 
same time, their capabilities of learning respectively: how to draw the gestures for the 
users and how to recognize the gestures for the recognition engine. 

 

Fig. 10. On the left users' mean learning curves. On the right recognizer's mean learning curves. 
The abscissa presents the two test phases. The ordinate presents the learning rates. 



348 P. Li et al. 

5 Third Experimentation: Help on Gesture Definition 

In the two previous experiments, we have presented a real cooperative interaction 
between the user and the evolving recognition engine, that are both able to learn from 
each other to improve their capabilities of respectively, reproducing and recognizing 
gestures, in the context of real applications. But by taking a precise look on obtained 
gestures from the second experiment, we noticed that even when we asked users to 
define a unique gesture for each command, there were still persons who defined too 
similar gestures that induce confusions. In this case, the Evolve recognizer can have 
strong difficulties to discriminate these too similar classes of gestures. Moreover we 
can assume that it could be also more difficult for the user to memorize these similar 
gestures. So we decided to design an automatic mechanism which detects potential 
conflicts between gestures defined by the user. 

To introduce this third experiment, we firstly tested the conflict detection system 
on the second experiment to see how many users had defined confusing gestures. 
Then we added this conflict detection algorithm on the initialization phase of our 
application and made a third experimentation. 

5.1 Conflict Detection with Recognition System 

A gesture is said to be confusing when the classifier gives it high probabilities of 
belonging to multiple classes. In other words, a gesture is not confusing when the 
recognizer gives it a high probability of belonging to a single class, and low 
probabilities of belonging to other classes. In our application, we state gesture classes 
as confusing when the third gesture sample (of the initialization gestures) of this class 
is found confusing by the classifier after learning the two first gesture samples. 

A fuzzy inference system, like Evolve, is composed of several fuzzy rules that are 
each associated with a cluster of the input space. If every rule participates in the 
recognition process of every class, each cluster is mainly associated with a single 
class. Any gesture that is between two or more cluster, and any clusters that are too 
close to each other, should be signaled as confusing. Such a confusing gesture will 
activate several rules to similar levels and will likely be given similar probabilities of 
belonging to multiple classes.  

We use this property to compute a confidence degree as the difference between the 
activations of the most activated rule (“rule first”) and the second most activated rule 
(“rule second”)  normalized by the activation of the most activated rule. 
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This confidence degree varies between 0, when two rules are equally activates, 
and 1 when a single rule is activated. It allows us to flag gestures as confusing when 
confidence is below a defined confidence threshold (0.09 in our case). The choice of 
the threshold is explained in our paper [17]. 
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When conflicts are detected, we suggest a change of gestures for the corresponding 
class. If the user doesn't want to change his gestures, then more gesture samples are 
asked to try to reduce the conflict between classes. 

5.2 Utilization of Conflict Detection on Previous Experiment Data 

As mentioned above, our first objective is to find out how many users draw 
potentially confusing gestures in the last experiment. To stay homogeneous, we  
took only users from group 2 where users were helped by Customizable Gesture 
Menus. 

We have developed an application which present all gestures defined by users one 
by one. Figure 11 shows one specific user of group 2. The histograms present the 
confidence degree of each gesture. On the top of each histogram, there is a sample of 
each gesture. By fixing the threshold at 0.05, we detect 2 confusing gestures, and we 
can tell that apparently they look very similar, so the conflict detection algorithm 
works well. 

 

Fig. 11. Screen shot of the application showing all 18 gestures of one specific user. The 
confusing gestures are marked in red while others are in blue since they are all different. 

We made this test on all forty users, and then separated them into two categories. 
In the green category, no user made confusing gestures for the recognizer. In the red 
category, every user made at least two potentially confusing gestures. Finally we got 
nine persons in green category and thirty-one persons in red category. This big 
difference proved that people really need help to avoid making confusing gestures 
during the definition of their gestures. 

5.3 Experimentation 3 with Conflict Detection during Gesture Definition 

Our second objective by using the conflict detection is to add it on the initialization 
phase. Our hypothesis is to see if it really helps on the gestures’ definition and if it 
can bring any advantage on cross-learning results. 
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Fig. 12. New interface of initialization phase 

The third experimentation is nearly the same as the second one. It followed also the 
proceedings: initialization phase - test phase 1 - learning phase - test phase 2. We just 
made some changes on the design of initialization phase. Instead of separating the 
definition of gestures and practice of gestures for recognition system, we combined 
them together (cf. Figure 12). By clicking on the label of each command, we reached 
the definition box of this command. We needed to give three samples of gesture and 
one sample would be shown by the side of command’s label as a preview. In this way,  
 

 

Fig. 13. Initialization phase with one detected conflict. In this example, we have the same 
gesture for the command “first page” (column 1, line 3) and the command “file in favorite 
folder” (column 4, line 1). These commands are marked in red while other commands already 
defined are in green because they are different from one another. The user can choose either to 
enter a fourth sample to one of two confusing commands or to change completely all samples 
of one command. 
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Fig. 14. Conflict can also be detected in the end once we click on "validate". If according to 
him, these gestures are different between them, he can click again on “validate” to force the 
learning of gestures by the recognition system. 

the user can always have a general idea of gestures that he has already defined, and he 
can change gestures easily. When there was no conflict detected, all gestures were 
shown in green. This detection of conflict was checked each time three samples of 
one command were submitted. 

When a conflict was detected, the two concerned gestures would be shown in red 
as shown in Figure 13. Moreover, a final check would be done once all gestures of 
commands were defined (cf. Figure 14). If there was any conflict, the user just needed 
to enter the definition box by clicking on command’s label to change the gesture. If 
from his opinion, the highlighted red gestures were not confusing at all, he could 
choose to add one sample or more to one command, or to force the recognizer to learn 
as it was by clicking on “validate”. 

5.4 Results 

Sixteen users participated in this new experiment. They are around twenty-two-year-
old. They are all familiar with computers. In this experiment, users were alerted if 
they made similar gestures thanks to the conflict detection algorithm. There were 
always users who decided to force the learning of gestures for recognition system 
even there was still conflict (cf. Figure 15). But it was up to them to decide so. 

We also obtained the learning rates of user (memorization rates) and recognition 
system (recognition rates). Users from this new experiment are called as Group 2. We 
compared them to results obtained by group 2 in the second experiment which is 
named as Group1 here. Group 1 is separated into Group1+ (users who made less than 
three confusing gestures) and Group1- (users who made at least 3 confusing gestures). 
We than got twenty seven persons in Group1+ and twelve users in Group1-. We can 
see that in average score (cf.  Figure 16 left part), Group1+ and Group2 are both better  
 



352 P. Li et al. 

 

Fig. 15. Conflict detected for 2 gestures 

than Group1-, either for test phase 1 or for test phase 2. We obtained similar results 
for mean recognizer learning rates too. But it is not enough to say that our hypothesis 
is true. As we see in the right part of Figure 16, we have a lot of variation within each 
group. So we need to make a signification test to justify our hypothesis. 

The results of the pairwise tests to compare Group1+ to Group1– and Group2 to 
Group1– are shown in Table 1 and Table 2. We can see that Group1+ is significantly 
better than Group1- for almost all measure, while Group2 is significantly better than 
Group1- too. We did not obtain any significant difference between Group2 and 
Group1+. This is as we expected since Group2 was helped by the conflict detection 
system and it should be as good as Group1+ which made few confusing gestures. 
From these statistical tests, we can conclude that both Group2 and Group1+ obtained 
better performance than Group1- in term of cross-learning of the user and the 
recognizer. 

 

 

Fig. 16. At left, bar plots of users’ mean memorization rates and mean recognition rates at two 
test phases of all groups. At right, Box plots of memorization rates, of recognition rates for all 
groups. 
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Table 1. Group1+ compared to Group1- 

Rates Statistical formulas Significance 

memo-test1 Nothing Nothing 
memo-test2 χ2 = 5.0743, df = 1, p-value = 0.02428 Group1+ > Group1- Significant 
reco-test1 F(1, 13.133)=3.6463, p-value=0.07 Group1+ > Group1- Hardly Sign. 
reco-test2 χ2 = 3.8429, df = 1, p-value = 0.04996 Group1+ > Group1- Significant 

Table 2. Group2 compared to Group1- 

Rates Statistical formulas Significance 

memo-test1 χ2 = 4.0617, df = 1, p-value = 0.04387 Group2 > Group1- Significant 
memo-test2 χ2 = 3.2602, df = 1, p-value = 0.07098 Group2 > Group1- Hardly Sign. 
reco-test1 F(1,15.644)=5.2093, p-value = 0.0368 Group2 > Group1- Significant 
reco-test2 χ2 = 4.8478, df = 1, p-value = 0.02768 Group2 > Group1- Significant 

6 Conclusion 

In this paper, we analyzed “user & system cross-learning” of gesture commands through 
several new concepts. We reported three experiments, summarized in Table 3, to support 
our approach for designing pen-based interfaces for complex application needing more 
than ten gestural commands: the first concept is to offer users the possibility to 
personalize their gestures; the second concept is to use Customizable Gesture Menus to 
help users memorize gestures; the third concept is to help users during the definition of  
 

Table 3. Overview of 3 experiments 

Exp Goal Help on 
gesture  
learning 

Help on 
gesture 
definition

Result 

1 Determine if it is important 
to leave user the freedom to 
personalize their  
gestures 

Table None Personalized gestures are 
better than pre-defined 
gestures 

2 Determine which form of 
help suits better user and 
tabletops to memorize  
gestures 
Evaluate the cross-learning 
of user & recognition  
engine 

Table 
vs 
Customizable 
Gesture 
Menus 

None Menus are equal to table to 
help users learn gestures 
Both (the user and the 
recognition engine) can 
improve, in the same time, 
their capabilities of learning 

3 Avoid confusing gestures Customizable 
Gesture 
Menus 

Conflict 
detection 
algorithm

With the help of the conflict 
detection system on  
gestures’ definition, the user 
and the recognition engine 
learn better 
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their gestures prevent too similar gesture definition. On this last concept, more tests 
need to be done to consolidate the efficiency of the conflict detection algorithm 
(because all rates are not significantly better). Moreover the reported results show that 
using an evolving gesture recognition engine that learns incrementally, starting from 
few data samples, is a really promising strategy to induce a cross-learning of user and 
recognition engine. We summarize that personalized gestures can offer an easier way to 
interact with software on pen-based devices. The handover of software offering the 
gesture’s personalization should be separated into two steps: the help on definition of 
gestures and the help on memorization during the utilization. 

Besides these new concepts, we know that Marking Menus can offer more 
advantages on interactive devices compared to traditional way with either menu bar or 
tabular menu, like entering text or parameters [12, 13]. Integration of these extension 
concepts will be our future work. 
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Abstract. Through our research on natural ICT solutions for integration into a 
non-ICT based workflow at a Brazilian chronic care hospital, we created a new 
design process and two additional HCI design criteria for maintaining natural 
work processes using information and communication technologies (ICT). For 
our HCI design we propose two design pathways: 1. iterating on adoption of 
designed technologies and 2. iterating on appropriation of these technologies. 
The degree of appropriation provides an indicator of how natural a design is 
since it allows for users’ inventiveness to uncover latent affordances for use in 
new contexts. Thus, the use of an interface along with whether its potential is 
realized in new, user-oriented contexts, are critical elements for designing 
natural interfaces. We report our insights gained through observations and user-
centered design for health professionals at a non-ICT based, large chronic-care 
hospital to support this perspective. 

Keywords: human computer interaction, appropriation, adoption, design 
process, user centered design, health care, mental illness, non-disruptive 
workflow. 

1 Introduction 

We have partnered with the Brazilian Hospital CAIS Clemente Ferreira, that is a 
special chronic care hospital for individuals with neurological and brain disorders. A 
primary objective of the Hospital is for professional health staff to facilitate patients’ 
transitioning from the hospital back into normal society. The hospital has 3 floors 
with 6 wings with 800 patients and 600 professionals distributed throughout. The 
hospital has four distinct professional roles: administration, health professionals, 
nurse assistants and maintenance. Currently the Hospital has essentially no Wi-Fi or 
cell phone coverage due to architectural issues (at least 70 cm thick concrete walls) 
and budget (no funds to install Wi-Fi service). They use voice and a paper-based 
system for their primary workflow mechanisms. Our primary research project is 
targeted towards the health professionals and not the patients. We believe that 
working with these professionals is an opportunity to design information technology 
based workflow that avoids a WIMP oriented strategy. Likewise, we can use their 
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workflow as a starting point in deciding what natural is, given that their workflow has 
evolved over more than two decades of practice. Thus, we argue that introducing 
unnatural technologies into this workflow should be obvious if we see a substantial 
disruption. 

We began our design for the hospital looking to gesture and speech based 
technologies as they promise to enable computers to understand people’s naturally 
evolved and learned methods of interactions. Further, in some environments where 
the existing Windows, Icons, Menus and Pointers (WIMP) approach doesn’t match 
many of the workflow activities, alternative approaches that look towards gesture and 
speech interaction may make more sense. In particular, in our hospital environment, 
most of the health care workers are nomadic. Thus, designing to free the professionals 
from workstation/WIMP based solutions appears to be a logical fit. However, during 
our user-centred design process to construct these WIMP alternative solutions, we 
identified two main challenges: 1. There is not a design process to follow for 
maintaining natural workflow and 2. It is unclear what natural is and how to measure 
it. This paper addresses both of these issues through our research on user interface 
design with health care professionals in a hospital in Brazil. We look for natural ICT 
solutions, independently of the adopted interaction paradigm. We begin with related 
work followed by our modified user-centred design process model in relation to some 
well-established WIMP based approaches. Next, we describe the research, leading to 
a discussion and analysis supporting our proposed design process. We provide 
conclusions and future work at the end. 

2 Related Work 

Recently, many studies, such as [2,3,11], have been carried out for finding ICT, and 
WIMP based solutions especially, within hospital settings with many different 
objectives, like: improving communication processes among hospital staff, providing 
more accurate diagnostic tools and treatments, assist in therapy processes, increase 
patient’s medication adherence, and others. These efforts are categorized in the e-
Health concept encompassing various initiatives to use these technologies to improve 
health processes. In general, e-Health has been defined as the use of internet and other 
technologies in the health sector to improve access, efficiency, effectiveness and 
quality of clinical processes used by health organizations, patients and consumers in 
an attempt to improve the health of patients [12]. Thus, while we are considering ICT 
solutions for health care workers, we also seek to enable hospital staff to evolve their 
practices to determine how best to adopt some of the success that may apply to them. 

3 Natural ICT Design Process 

Our proposed design process, shown in figure 1, includes both adoption and 
appropriation activities. We consider adoption as the process of users learning and 
accepting a designed solution for some of their activities. In contrast, we look as 
appropriation as the use of an artifact designed for one type problem, to solve a 



358 J. Anacleto and S. Fels 

separate one.  We arrived at this process by looking to define natural interface design 
to have two properties: 1. the introduction of technology should not interrupt existing 
workflow and 2. that the adopted technology must also be shown to be appropriated 
for use in other contexts.  To accommodate these properties, in our HCI design 
process, we added an additional phase to the usual design-prototype-evaluate design 
process [10]. From our observations designing for the Hospital, we determined that it 
is necessary to support users to first pass through the adoption phase so that they 
perceiving the affordances of a developed solution or prototype. Then, include 
affordances and mechanisms for supporting the appropriation phase where they can 
envision the use of such a solution in a new context.  

 

Fig. 1. Natural ICT Solution Design Process 

Our development process starts with a Construction phase triggered by some initial 
requirements. We envision this phase including established HCI user-centered 
development (UCD) processes such as covered in [10]. Traditionally, the criteria for 
successful design in the construction phase for WIMP interfaces focuses on usability 
and usefulness to improve the chances that an artifact will be adopted by the target 
user community for a specified set of tasks. For a hospital context, researchers 
[5,6,7,9], have used a 3-phase design-prototype-evaluate approach. For example, we 
employed participatory design, ethnography, work place shadowing and other UCD 
design strategies during our work. Each iteration within the Construction phase leads 
to a release of an ICT artifact. Once the artifact is created, the next step is deployment 
and adoption by the target user group. This could be either a small test group or the 
expected target population. Once adopted, new requirements arise from the users to 
improve the system to solve the problem that the system was designed for. These 
normally come as incremental requirements to adjust the interaction design to allow 
for a gradual refinement to a well-designed system to solve user’s problems that they 
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can adopt easily. The systematic adoption evaluation activity in the construction 
phase attempts to discover these requirements to increase the effectiveness of 
adoption. In UCD, this process continues from the early stages of construction to the 
complete lifecycle of the product. Our observations suggest that while the process, up 
to this point, leads to establishing new methods to iteratively improve adoption of 
solutions to a particular problem, it does not include any method to facilitate 
appropriation. As described in section 4, in our research, this appropriation is critical 
as it is part of how the Hospital professionals have evolved their work practices. Thus, 
we add the appropriation phase as part of the development cycle for maintaining 
natural workflows. During the adoption phase, a user (or possibly users) becomes 
comfortable enough with the technology that he or she may appropriate the design for 
a new context to solve problems unforeseen during the Construction phase.  

Once appropriation occurs, the user creates new requirements based on the new 
context of use and the appropriated solution. These are inventive requirements. The 
appropriation evaluation in the Construction phase can then establish these new, 
inventive requirements to feed into a new design. The design may be an entirely new 
product tailored to solve the problems in the new context in a new way. We identify 
some of the appropriation design approaches that facilitate this process in section 5. 
Alternatively, the designers may adjust the next version of the product to expand the 
contexts that it may be used in.  

In summary, the Natural ICT Design process leads to designs that both support 
adoption and appropriation. For our work, we are applying our approach to gesture-
based, mobile solutions with the additional constraint that it should impose minimal 
disruption in the existing workflow to be natural. However, we suggest that the 
Natural ICT Design approach is also appropriate for ICT solutions where the aim is to 
support the natural evolution of work practices. As we discuss in the next section, our 
approach progress as we designing solutions in the Hospital.  

4 Our Design Process in the Hospital 

We have used been using UCD design process as described in the previous section 
that currently has been ongoing from June 15, 2011 to now. During this time, we have 
had 9 half-day or full day meetings with healthcare staff, documented and validated 
their workflow, established 4 scenarios, and created 3 prototypes for testing, including 
a long term study that is ongoing. As well, we applied a survey and a one week 
workplace shadowing activity.   

Our process began with a survey and initial discussions with the Director of the 
Hospital to initialize the Construction phase. Within the Construction phase we used 
both Participatory design (PD) and task-centred design for design methods as well as 
low and medium prototyping and various evaluation methods. A group of six trained 
health professionals (Figure 2) with extensive experience were part of the PD team: 1 
physiotherapist (15+ years experience, undergraduate degree), 2 nurses (20+ years of 
experience, nursing degree), 1 occupational therapist (15+ years experience, 
undergraduate degree), 1 social assistant. Two professionals never used e-mail or any 
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social network and never bought something via internet; two use iPods and 
demonstrated abilities with ICT; all professionals had contact with touch technology, 
mobile phones and web search; none of them had contact with free-form gesture 
based technology. Our choice of PD was intended to avoid our own bias towards the 

use of WIMP interaction for some of 
the scenarios that were identified. We 
continued with PD-prototyping-
evaluation until we arrived at five 
scenarios leading to three medium-
fidelity prototypes. 

The first prototype involved 
placing public displays in common 
workrooms that allowed the Hospital 
Director to put a message to call 
emergency meetings. The prototype 
worked by having the Director’s 
assistant make a phone call to the 

rooms when a meeting is called (the current practice) to let people know there is a 
meeting; however, for rooms with our prototype, the person who answered the phone 
pressed a large red button displayed on the screen (using a mouse pinned on the wall) 
that displayed a large message that a meeting has been called that would stay on 
screen for 30m. We deployed this in one wing and used the current verbal relay 
method in another wing as a control. The second prototype had two variations due to 
the changing nature of the physiotherapist’s scenario. It used a Kinect™ to sense body 
posture and provided limb, head and neck angles for use in the prototype systems. 
This device was used for prototyping both physiotherapists’ scenarios: the game 
distraction system and the hand’s free goniometer capture system. The third prototype 
was a simple ticketing system that used the public displays. Health care professionals 
could generate a request for help by typing in a message that would appear on the 
screen. Then, someone seeing that message, could help out and then flag the request 
as attended to. We had two different public visualizations of the usage of the system 
to see whether competitive or cooperative representations would help with enhancing 
the adhoc helping mechanisms that were identified as key elements of the success of 
the functioning of the hospital. 

One important observation made during 
the design session with the physiotherapist 
(Feb 23, 2012) is that she disclosed that she 
had recently used the camera on her cell 
phone to take photos of one of her patients 
recovering from an injury. She was planning 
to some of the photos at a conference. 
However, she decided to print the photos and 
put them in a photo album documenting 
healing progression. One day, she showed the 
album to her colleagues that stimulated 

Fig. 3. Photos using personal cellphone 
to document physiotherapy results 

Fig. 2. PD activity with health professionals 
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discussion and how they could use this approach for their patients (Figure 3). As 
discussed below, this is an example of appropriation of the technology, suggesting 
that the camera interface itself has natural properties. 

5 Analyses and Discussion 

Through the 21 months of design activities, we observed situations that led us to 
argue for two main points about designing natural ICT solutions: 1. the process must 
include design for appropriation and 2. it should minimize disruption to the existing 
workflow.  To meet these criteria, we argue that the notion of a natural interface 
provides both Norman’s sense of affordances [4] and Gibson's affordances [1]. As 
pointed out in [8], Norman affordances provide visual cues as to the function of a 
particular interface that match users common sense knowledge of use. This helps the 
process of adoption and also leads to less learning required. In contrast, Gibson 
affordances are the latent functions that an object can support. The typical example 
provided is that a chair has clear visual affordances that it can be used to sit on; a 
Norman affordance. However, there are other functions, such as standing on, that may 
not be visually obvious, but that the chair can support. These would be Gibson 
affordances as the chair affords making the user taller.  Typical, WIMP interfaces 
focus on Norman affordances for their functions but tend not to afford other functions 
making it difficult for users to appropriate to new contexts. 

In our design process, including Norman affordances supports the design for 
adoption and leads to easier to use interfaces. Though, if designing ICT solutions, the 
designer still needs to be concerned with how much disruption the artifact has with 
the current workflow. For the design for appropriation, however, Gibson affordances 
are important. As a user encounters new contexts in their activities, there is a natural 
inclination to appropriate objects designed for one purpose for use in the new one. 
The ability to do this depends upon the object having the potential to be used in the 
new context and the user to perceive this. By designing Gibson affordances into the 
artifact so that objects have the potential to be used for different purposes, this natural 
evolution is supported. Or conversely, part of the measure of naturalness, is whether 
the designed objects are appropriated for use in contexts other than what the designed 
Norman affordances are for. This insight leads to the two design pathways for natural  
ICT design, as shown in Figure 1.  

Designing for appropriation remains a challenge.  Dix’s basic studies on 
appropriation [13], suggests that designers should accept that we do not understand 
completely what will happen in real use with ICT solutions. He argues this is 
especially true within the context of non ICT-based workflow. Nonetheless, based on 
our Natural Design process, it is necessary that the ICT solutions are designed so that 
they can be used in unexpected ways. Further, they need to address the natural 
environment dynamics so that designing for use is designing for change. To 
accommodate this, we suggest, the construction phase of design should embody the 
principles for appropriation listed in Table 1. We refine Dix’s principles for natural 
ICT solutions as that is the direction we are pursuing at the Hospital, however we 
look to future work to determine if they generalize. Our studies and preliminary 
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observations at the Hospital reinforce that appropriation is related to users being 
comfortable enough with technology to use it in their own ways. We encountered: one 
successful, one partially successful and one failed appropriation. Specifically, the one 
success was when the physiotherapist used her camera phone to begin documenting 
her patient’s healing process, then printing  the timeline and bringing it to share with 
her colleagues at the Hospital. This use led to others in the same wing trying the same 
idea (Figure 3). The camera interface on her cell phone was simple: start the camera 
application, point and shoot. However, the printing and organizing required 
significant time and effort to do. The physiotherapist had mastered use of this camera 
for her personal activities. What we observed is that she made the connection between 
the capabilities of accumulating a chronology of photos to watch the healing process 
and then made the leap to see this would be useful for the care of this patient. Our 
second prototype used a Kinect™ during physiotherapy as we determined that the 
physiotherapist identified a problem when she takes care of two children at the same 
time. After 3 iterations of design, a Kinect-based application was designed, approved 
by the therapist, and delivered. However, once she tried the actual first functional 
prototype, with the all the limitations of the Kinect™, she lost interest in the approach 
and changed her mind about the whole scenario.  We believe, after discussion with 
her, continuing another scenario, and analyzing video, that there is a substantial gap 
between what she thought the technology would do and what it would actually do. We 
concluded that this design supports adoption but it did not lead to appropriation, as 
she was able to use it but did not see anything beyond the limits of the technology. 
Our design for a meeting calling scenario was neither successful for adoption nor 
appropriation. The deployed functional prototype was successfully executed with 
messages appearing on a public display, but the public displays were completely 
ignored. Hence, the construction cycle lead to technologies supported by the users 
during PD but ultimately, were rejected. 

Table 1. Principles for Designing for Appropriation (derived from [13]) 

Principle Description 

Allowing interpretation  Including elements where users can add their own meanings 
Providing visibility It is often the irrelevant state and internal process that can be 

appropriated.  
Exposing intentions  Deliberately exposing the intention behind the system. 

Appropriations may subvert the rules of the system  
Supporting, not controlling Designing a system so that the task can be done instead of a 

system to do the task. 
Providing the necessary functions so that the user can achieve 
the task (instead of driving the user through the steps).   

Respecting plugability 
and configuration  

Designing systems where the user can plug the parts together 
in different ways.  

Encouraging sharing  Designing systems that support sharing appropriations 
Learning from  
appropriation 

Observing that a temporary use of a tool has become 
specialized. 
Observing that a crystalized appropriation leads to a new tool. 
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6 Conclusions 

Through our partnership with the Hospital we have access to a large number of highly 
trained health professionals who mainly use a verbal and paper based system for 
managing and care-taking of chronic mental patients. They have evolved their work 
practices over more than two decades providing an exceptionally rich environment for us 
to study how they have created natural workflows without technology. As we progressed 
through our design processes for improving their work practices, we reoriented our 
thinking to realize that to be able to design ICT solutions for them, we first needed to 
design technologies that had no impact on their natural work practice. Then, we could 
begin to work with them to establish how to appropriate the technologies into improving 
their practices. However, without their inventiveness in the process, the solutions ended 
up alienating them from being able to improve their care giving potential. Further, we 
suspect that without this process, trying to introduce technologies from the existing 
research to allow them to use accepted best practices will generally fail. Thus, we 
developed an additional element in the design process that encapsulated the natural 
ability of the health professional to use objects around them, once they had adopted them. 
We believe this is a critical component in developing natural user interface solutions for 
health care workers in this context. We look to future work to see how effective it is and 
whether it generalizes to other contexts. 
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Abstract. Individuals share experiences and build relationships through the 
medium of narrative. Lifelong personal narratives play a key role in developing 
social identity. Individuals with little or no functional speech due to severe 
speech and physical impairments (SSPI) find it difficult to share personal 
narrative as augmentative and alternative communication (AAC) systems do not 
support interactive story telling. As a result, people with congenital SSPI who 
use AAC may not have learned the linguistic skills involved in sharing 
narratives. The Chronicles software was developed to support the sharing of 
personal narrative. Conversational analysis of a conversation using Chronicles 
illustrates how the system can support more natural conversations when using 
AAC. 

Keywords:  Augmentative and Alternative Communication, Personal narrative, 
Social identity, Accessibility, Assistive technology, Disability. 

1 Introduction 

People with little or no functional speech due to severe speech and physical 
impairments (SSPI) can benefit from augmentative and alternative communication 
(AAC) [1]. Although voice output communication aids (VOCAs) provide 
independent access to spoken output, people who use VOCAs communicate at rates 
of around one tenth of natural speech and find great difficulty in engaging in 
conversation [1]. Current VOCAs are well suited to supporting the expression of 
needs and wants (such as “I am thirsty”), but more complex interactions such as 
conversational narrative (e.g., speaking about a holiday or childhood experience) are 
not well supported. 

The Chronicles project worked with adults with SSPI, their support staff, families 
and friends to harness existing research technology to support them in sharing their 
personal narratives. The Chronicles software was developed through ethnographic 
observations, interviews and rapid prototyping methodologies [2]. Researchers were 
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embedded in a local adult care facility during the design, development and pilot 
testing of the software. Evaluation of Chronicles with an adult male with SSPI 
illustrates how the system can support users in initiating and sustaining interactive 
narrative.  

2 Background and Previous Research 

Narrative has been demonstrated to shape and reflect identity and sense of personal 
continuity [3]. However, for many individuals who use AAC, the ability to participate 
in personal narrative remains severely restricted. Instead, aided conversation is 
characterised by one or two word responses with little initiation or elaboration [3, 4]. 
Most VOCAs allow for the storage and retrieval of longer units of text. However, 
these “stories” tend to be delivered as monologues with little opportunity for 
spontaneous adaptation to the natural flow of conversation. Relating personal 
narrative within conversation is complex and involves the retrieval, sequencing and 
evaluation of conversational utterances to convey past experience [3, 4].  

Research AAC systems have attempted to support more natural conversation flow 
by storing smaller conversational units so that the order of retrieval can vary. The 
Talk system [5] demonstrated a retrieval system through which the user is supported 
to navigate through a conversation. Talk:About™ [4] included ways to introduce a 
story, tell it at the pace required (with diversions) and give feedback to comments 
from listeners; but again this tool was based on a library of fixed texts. Natural 
language generation (NLG) has been used in more recent AAC projects. Dempster [6] 
developed a system which uses information either entered by the user or retrieved 
from sources such as online radio stations to create narratives. The How was School 
today...? (HwSt) project [7] uses sensor data to provide information about a disabled 
child’s day at school. Time stamped data related to location (e.g. 11.05am: Hall), 
people (e.g. 11.12am: Mrs Sound) and objects (e.g. 11.15am: Tambourine) were 
collected using RFID1 sensors. Using additional information, e.g. the child’s 
timetable, this data is transformed into narrative utterances using data-to-text 
technology, e.g. “In the morning, I was in the hall”, “Mrs Sound was there”, “I played 
the tambourine”. The child is able produce an evaluation that relates to the previous 
utterance by selecting a positive (happy face) or negative (sad face) button after an 
utterance, e.g. in relation to the last two utterances: “She is nice.” or “I didn’t enjoy 
it.”. HwSt provided a symbolic interface to support pre-literate individuals as many 
AAC users are in danger of not acquiring literacy [1]. 

3 The Chronicles Project 

The vision was to develop a system which would guide both literate and pre-literate 
users in sharing lifelong narratives in an interactive conversation. The technical 
challenges for the proposed project were: i) to develop strategies to capture lifelong 

                                                           
1 RFID: Radio Frequency ID. 
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narratives for storage in the system; ii) to provide an effective retrieval system so that 
users can retrieve appropriate narratives; iii) to display the retrieved narrative 
utterances in a manner that makes sense to the user; and iv) to support automatic 
evaluation as in HwSt (“Jane was there”  “I like her”). An ethnographic study was 
conducted in a day centre for adults with physical and learning disabilities. This 
resulted in the establishment of story telling groups to support clients to develop 
narrative skills [8]. The design phase involved the co-design of an interactive story 
telling device with four nonspeaking participants [2]. 

4 The Chronicles System 

The Chronicles system is designed to allow users to retrieve parts of a narrative non-
sequentially to facilitate an interactive conversation instead of delivering a 
monologue. In addition, users can elaborate by selecting buttons to expand on the 
characters and places within the story and add emotional evaluations to utterances by 
choosing the appropriate buttons. Chronicles is implemented within the Tobii 
Communicator 42, an AAC software platform, and was installed on a DynaVox 
Vmax3, a rugged touchscreen tablet running Windows XP. 

The interface (Fig. 1) follows a logical flow, starting with a story selection bar at 
the bottom of the screen, moving up into the utterances that make up that story in the 
middle of the screen, and at the top to the embellishments that can be made, allowing 
the user to elaborate on the story. Potential users of the Chronicles software might not 
have functional literacy; images are used in conjunction with a small amount of text 
to help users identify and understand each story, utterance, and embellishment.   

 
 
 
[ 

 

Fig. 1. The final interface 

 

                                                           
2  http://www.tobii.com/en/assistive-technology/global/products/ 
 software/tobii-communicator/ 
3 http://dynavoxtech.com/products/ 
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The interface is divided into six sections: 

1. Story Selection: Users can navigate through all of the stories they have stored in 
the system. When a story is selected, the Chronicles software retrieves all its 
utterances and populates the Utterance section of the screen with this data. 

2. Utterances: The utterances are the parts that make up a story. Each utterance can 
be selected independently of the others, allowing a change of narrated order and 
repetition during conversation.  

3. Embellishment Buttons: Allow the user to embellish on the story, providing them 
with the opportunity to talk about information that surrounds the narrative, such as 
where and when the story took place, but is not crucial to the story itself. 

4. People Embellishment Buttons: If a person is mentioned in an utterance, a button 
with their picture links to utterances about that person.  

5. Evaluation Buttons: The happy face button generates a positive comment and the 
sad face button generates a negative comment about the last utterance spoken. The 
evaluations are contextualised to the preceding utterance; if the utterance was “I 
had chicken for dinner”, the positive evaluation button will generate a positive 
food experience evaluation, for example, “It tasted delicious!” 

6. System Tools: The control buttons provide a variety of functions including 
selecting a similar story, editing the current story, switching to their existing AAC 
software (disabled during the evaluation period) and exiting the Chronicles 
system.  

5 Evaluating Chronicles 

Conversations with and without the Chronicles system were analysed to determine 
how the structure of narratives differs from those in using a traditional VOCA.  

5.1 Participant 

Gordon4 (31 years old) has cerebral palsy and uses a motorized wheelchair with a 
joystick. Gordon has no intelligible speech but uses some vocalisation and 
idiosyncratic gestures. He uses a Pathfinder5 device with Minspeak LLL 128; this 
system has a symbol keyboard interface – words are stored under symbol sequences. 
He uses direct selection to access keyboard sequences; this is labour intensive due to 
Gordon’s physical difficulties. Retrieved words are spoken through a speech 
synthesiser. Gordon is a competent communicator, initiating conversations with 
communication partners. He has some difficulty shifting between topics and 
maintaining a prolonged conversation. He relies on producing single words or short 
sentences using his VOCA. 

                                                           
4 All names of participants are changed. 
5 https://store.prentrom.com/ 
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5.2 Methodology 

The evaluation phase was primarily qualitative, with the main objective of assessing 
the performance and usability of the system in a care setting. Researchers spent an 
hour a week over a six week period in a local adult care setting, working with the 
participant. Narratives were elicited by encouraging the participant to talk about his 
past. This involved the researcher working with the participant and care worker using 
his existing VOCA (see [8] for details). The researcher then entered the data into 
Chronicles. Gordon was then trained to use the Chronicles system and was given 
opportunities to practice any skills learned with both existing and novel partners. The 
participant was encouraged to use the system independently, but received support 
from a care worker when required. During each training session, the researcher set up 
the device to the Chronicles home screen and Gordon selected a story to tell or a topic 
for discussion. At the end of the evaluation phase, Gordon was asked to speak to two 
unfamiliar partners. All sessions were video recorded and subsequently transcribed 
using the following notation: 
 

Talk – Natural speech { button } – Interface button selected 

[ Talk – Overlapping speech   (( turns )) – Non-verbal interaction 

Talk – Whole word / phrase computer generated speech ??? – Inaudible speech  

5.3 Equipment 

During the training sessions with the Chronicles system, the participant had access to 
his own VOCA. This allowed him access to his full vocabulary for narrative 
elicitation purposes. During the evaluation sessions, the participant had access to 
either his VOCA or the Chronicles system, to facilitate a comparison of the systems. 

5.4 Results and Analysis 

Transcripts of conversations between Gordon and familiar and unfamiliar partners 
were analysed to identify whether there was any difference in the way in which 
conversational narratives were structured and how this impacted on the conversational 
flow. Using Labov’s [9] definition of narrative, narratives were identified in the 
transcripts as a sequence of at least two clauses, which are temporally ordered, where 
any change in their sequence results in a change in the sequence of narrative events. 
Narrative sequences were then analysed in terms of having an abstract or summary, 
an orientation, evaluations, narrative clauses, a result and a coda (to mark the end of a 
narrative). Narratives also involve a planned disruption (i.e. what makes the event of 
interest), orientation to the listener (i.e. not a monologue), serialization of discourse 
markers (e.g. “and then…”), and context cues (providing background information). It 
was important to analyse whether a narrative emerged during the conversation as an 
orally realised discourse unit [9]. Figures 2 and 3 show extracts of conversations, first 
using the participant’s existing VOCA (Pathfinder) and then Chronicles. 

Narratives stored within Chronicles were elicited during conversations with  
the participant using his VOCA (Pathfinder) with help from a care worker. 
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Conversations using the Pathfinder are characterised by the retrieval of individual 
words, e.g., No yesterday card David Hannah came. Each word is retrieved and then 
spoken by pressing a maximum of three keys sequentially. These sequences have 
been memorised by Gordon over time. Having retrieved the individual words, Gordon 
selects the “speak display” key to say the sentence as a whole (Fig. 2, line 1). 
Although Gordon is interacting with Kate, an unfamiliar partner, Gordon wanted 
Carol, his care worker, to participate. It soon became clear that Carol’s role was to act 
as “interpreter” as she worked with Gordon to understand that he wished to tell Kate 
that his cousin David (who he regards as a brother) forgot his birthday and didn’t even 
send a card. Much of the 14 lines of transcript are working out what Gordon is trying 
to communicate. However, Gordon does succeed in giving the vital details of his 
story. Carol tries to elaborate the story for Gordon in line 12, giving him the 
opportunity to evaluate his story nonverbally in line 13. The rest of the conversation 
(not shown) followed a similar pattern to reveal that Hannah is David’s wife. Having 
elicited the story from Gordon, it is not stored for retelling. In future, if Gordon 
wishes to retell his story, he will have to undergo the same process unless Carol and 
Kate are with him in which case he might defer to them to tell it for him. If Carol 
thinks the story is important, she might store all the parts of the story in the notebook 
facility of the device, but this would be retrieved as a monologue.  

 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

 
13 
14 

G: No yesterday card David  Hannah  came.  No yesterday card David Hannah came.  
C: (( shakes head at GM )) Did he phone? Did he? Ooooooh.  
G: (( laughs )) 
K: Somebody forget your birthday? 
C: Who’s David, G? 
G: Cousin and brother. Cousin and brother.  (( looks at C and gestures )) 
C: (( nods )) Mmmhmmm. 
K: Your brother forgot your birthday? 
G: Cousin and brother. (( looks at C and gestures )) 
C: Cousin’s brother? Cousin and brother?  
G: I say brother. 
C: He’s like a brother, to you, and he forgot your birthday? You know what you do? This is what I would do G. I 

would send him a birthday card saying happy birthday - wait a minute, it was my birthday! 
G:                                                   [ (( vocalises )) ] 
C: Happy birthday to me! And then just send him that. See if he gets the… 

Fig. 2. Transcript 1 – Gordon speaking to Carol (familiar) and Kate (unfamiliar) using 
Gordon’s existing VOCA (Pathfinder with Minspeak LLL 128) 

In comparison, the conversation with Richard in figure 3 follows a very different 
pattern. Unlike transcript 1, the conversation is not primarily concerned with 
unravelling what the aided conversation partner is trying to say. Instead, the 
conversation flow is more natural. Gordon spends less energy retrieving words. In 
transcript 1, he accesses 12 individual words and speaks three full utterances, 
necessitating 15 separate retrieval sequences (each one requiring at most three key 
sequences). Using Chronicles, he accesses 5 full utterances consisting 60 words using 
5 retrieval button selections. The utterance in line 5 (figure 3) prompts a question and 
answer sequence in which Richard uncovers more detail.  

The structure of the narrative reflects some of the characteristics of a typical 
conversational narrative. It begins with an abstract (line 1), has an orientation (at 
Christmas, when I was six), narrative clauses (several utterances), a result (line 18) 
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and a coda (line 27). Although Gordon did not use any evaluation buttons, Richard 
provides access to emotional evaluation in lines 17 and 27, similar to Carol and Kate 
in transcript 1 (lines 12 and 14). Both narratives involve a planned disruption (e.g. 
missing the birthday or wearing casts). Gordon responds to the listener in both 
conversations, e.g., line 3 of transcript 2, and some discourse markers are found in 
transcript 2 (e.g. “as well” in line 18). Much of transcript 1 attempts to elicit context 
cues (who is David?) while Gordon is able to provide background information in 
transcript 2.  
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18 
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G: {Utterance} My best Christmas present was a television when I was six. 
R: Well, I have not heard that before, start again because I missed the beginning. 
G: {Utterance} My best Christmas present was a television when I was six. 
R: Oh, wow, that was a while ago. A television when you were six. Did you like watching some programmes? 
G: {Utterance} It was to cheer me up because my legs were in plaster a lot when I was younger.  
R:                                                                                [ Oh, right.  Did you get lots of operations?   
G:  (( Nods )) 
R:  I couldn't imagine so. Are your hips. 
G: (( pointing to feet )) 
R:  And your feet as well. 
G:  (( Attempts to press a button)) 
R:  Now I worked with kids before I came here { ??? }and they had a lot of problems with their hips too, yes. 
G:  (( Attempts to press a button )) 
R:  Do you like some specific programmes when you watch the telly then? 
G:  Aye.  
G:  {Utterance} I could not get to sleep when they were on. 
R:  Ah, yes.  With the plasters. I know we had some.  Really awkward, aren't they? Did you have them spread apart 

as well, your legs? Well It hasn't changed much that is still the case. They have not found a better method yet. 
G:  {Utterance} I had to wear a green body brace as well. 
R:  A green one. 
G:  Aye. 
R:  A green one. 
G:  [ Aye.   
R:  Was that the colour of the plaster? 
G:  Aye. 
R:  The whole brace, the whole body. 
G:  Aye. 
R:  Oh my goodness, I could not imagine the difficulty in sleeping. 

Fig. 3. Transcript 2 – Gordon speaking to Richard (unfamiliar) using CHRONICLES 

6 Discussion 

The purpose of this paper is to illustrate the potential of a narrative based system to 
facilitate a different type of conversation compared to that which is produced using a 
conventional word retrieval system. A single case study has been used to demonstrate 
the usage of Chronicles. Using a conventional device, Gordon’s conversation is stilted 
with a focus on ascertaining the facts of the story. Using Chronicles, there is a more 
natural flow as the nonspeaking conversation partner is more independent of his 
contributions. Narratives are told using both systems, but different characteristics are 
more apparent when using Chronicles. Although Gordon did not use the evaluation 
buttons in this transcript, he has done so in other conversations. Analysis of the two 
transcripts, one with and one without the Chronicles system, shows differences in 
interactions; when using Chronicles, the user is better able to initiate topics, sustain 
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topics, modify the narrative content and add emotional evaluation. The system allows 
the user control when sharing personal narrative and demonstrates that a narrative-
based AAC system can facilitate more natural conversation. The analysis of the 
conversations illustrates how a narrative based AAC system can enhance the flow of 
an aided conversation.  

The results of this case study suggest several avenues for further research. The 
elicitation of past experience remains a challenge and work is underway to support 
input of experience by users and carers by developing a framework through which 
past experiences can be elicited, e.g., using an automated question and answer 
sequence to elicit the parts of a narrative in terms of an abstract, an orientation, 
narrative clauses, evaluations, a result and a coda. Chronicles is currently being 
ported to a tablet platform and this will facilitate further case studies. 
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Abstract. Many new public eHealth Services are now being developed. Often a 
conventional customer-vendor process is used, where the customer is a public 
authority, e.g. a county council, and the vendor a commercial actor, e.g. an IT 
development company. In this case study the engineering process regards a 
novel eHealth service aiming to provide patients with online access to their 
electronic health record. A complicating factor in conventional customer-
vendor processes for public e-services is that “the future user could be anyone”. 
In the light of best practice in Human-Computer Interaction, this study 
examines the joint effort of the customer and vendor when developing novel 
services for citizen use. The results include delimiting factors, 
recommendations for public authority customers and proposed new actions for 
the research agenda.  

Keywords: user participation, public e-health services, e-government, 
electronic health records, system development methods, collaborative design, 
Scrum. 

1 Introduction  

In present study, health information is brought to the citizen via online public eHealth 
services on home- or mobile devices. One expectation of public eHealth services in 
general is to make patients more involved in their own health and empowered in their 
relationship with caregiver organizations [1]. Consequently, many new eHealth services 
with the aim to provide citizens with health information are currently being developed 
in Western Europe by both public healthcare providers and industry. One example is to 
provide patients with online access to their own electronic health record (EHR). Such a 
service can be seen as a public e-service which is a part of the e-government imperative. 
To date, main goals with e-government have been to reduce costs and time needed to 
provide services to citizens [2]. As a result, public e-services have mainly been 
developed from an internal government perspective, and external user considerations 
have been given little attention [3]. Studies show that neither public authorities nor 
citizens benefit from the introduction of such public e-services [2]. 

It is evident that increased knowledge of external user needs is essential for 
successful deployment of public e-services [4] and there is a growing interest for 
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citizen centeredness when developing public e-services in both governmental strategic 
documents [5] as well as in research [3]. However, it must be noted that user 
participation in public e-service development is challenging to put into practice. 
Public e-service development most often has to deal with a heterogeneous target 
group, i.e. all citizens [6]. Furthermore, citizens cannot be obliged to participate; their 
participation is voluntary, and performed besides their ordinary duties. Finally, 
procurement legislation and slim customer-vendor processes hamper use of user-
centered requirement analyses. Consequently, and also due to traditional patterns, the 
process to develop public e-services is often based on conventional system 
engineering where future users are not involved in the development process. Public 
eHealth services provide no exceptions. 

Present study adheres to Cooperative design [7, 8] as one of the Human-Computer 
Interaction (HCI) research theories that regards system development with user 
participation and that considers design a social process [9]. From research literature 
we know that usability aspects should be brought in early in the development process 
[9, 10]. Previous research also presents several methods to engage users in the future, 
like role playing and future workshops [9, 11]. Other methods to bring future needs 
analysis into system development are iterative prototyping and scenario-based design 
[8]. The latter is a well-used model in Participatory Design, also known as the 
Scandinavian tradition, developed since the 1970’s. [7] 

The degree of user participation may vary. Regardless of activation degree, in 
cooperative design developers and practitioners/users are seen as active cooperating 
partners aiming to reduce uncertainty and risk in development of novel systems where 
no detailed conception of exactly which future needs should be supported and in which 
way [9, 11]. Also in User-Centered Design (UCD) [12, 13] active participation of users is 
preferred; there are however other methods and techniques to apply when potential end-
users are not accessible, such as personas to shape future users [14], inspection methods 
to evaluate an interface [15] and use of representatives for real users [10, 13, 16]. In the 
light of best practice from the HCI domain, the purpose of this study was to investigate 
the actual development process of the customer and vendor when developing novel 
eHealth services for citizen use: How did customers from a county council and IT-
developers from industry collaborate to jointly develop a public e-service for a third 
party, i.e. patients or citizens? To what extent were best practice-methods from HCI 
used in the development of this novel public eHealth service? 

2 Methods and Materials 

The studied project SUSTAINS1, is a European Union (EU) financed collaboration 
that aims to develop and deploy different regional eHealth services on 16 sites in 11 
European countries by 2014. At the start of SUSTAINS in 2012, the majority of the 
partners had already initiated some development and results are now emerging. The 
County Council of Uppsala (LUL) in Sweden is coordinator of the EU-project and 

                                                           
1 SUSTAINS http://www.sustainsproject.eu/, retrieved 2013-05-15. 
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subject to this case study. The clinical eHealth services in LUL enable patients in the 
county to access and read their EHR, containing medical notes, drug prescriptions, 
medical lab results, diagnoses and referrals [1].  

Development of these public e-services was performed in 2011-12 in a customer-
vendor setting. LUL (the customer) was the initiator of this development and owner 
of the resulting eHealth services. The IT Company (the vendor) engaged in 
development of the eHealth services at LUL had previously been assigned to develop 
some of the predecessors of this current version. In November 2012 the eHealth 
services were made available to all, approx. 200 000 patients within LUL, following a 
minor launch in August limited to LUL employees (also considered patients) for 
testing purposes. Recently (in March 2013) a national strategy decision was made to 
deploy LUL eHealth services nationally; to provide all Swedish citizens with online 
access to their EHRs. This fact increased the interest to further study how novel 
eHealth services reach a heterogeneous target group, spread over an entire country, of 
different ages, education, health status and interests to use the services or to 
participate in the development process.  

The Study: Research Team Evaluators and Methods  
An action research project (DOME2) was created by 16 nationally spread researchers 
to perform independent studies with multidisciplinary perspectives on the SUSTAINS 
EU-project. The four authors are members of DOME and each with an expertise in 
research areas related to eHealth: health informatics & HCI (IS), e-government & 
cooperative design (JH), IT & deployment processes (TL), organizational change & 
management control (GM). 

When the research project was initiated (August 2012), the SUSTAINS project had 
already established a customer-vendor organization and current version of eHealth 
services was being developed. The selected data collection method was therefore to 
perform semi-structured interviews with SUSTAINS members from both sides. Three 
roles from the customer; project manager, project owner and medical advisor, were 
matched to the vendor’s development manager and two usability experts. Six 
interviews explicitly regarding the development process (table 1) were recorded and 
followed up by complementary questions and answers by face-to-face contact, phone 
as well as e-mails containing project documentation, requirements and system 
overviews from the vendor.  

Table 1. Respondents from the customer-vendor organization of SUSTAINS 

Respondents Reference in text Affiliation Length of interview 

Project Manager R1 Customer 60 min 
Project Owner R2 Customer 120 min 
Medical Advisor 
Development manager  
Usability expert 1 
Usability expert 2 

R3 
R4 
R5 
R6 

Customer 
Vendor 
Vendor 
Vendor 

90 min 
90 min 
90 min 
60 min 

                                                           
2  http://www.it.uu.se/research/hci/dome/index.php?lang=1, retrieved 

2013-05-15. 
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The recorded material was transcribed and analyzed by all four researchers using a 
content analysis model where the development process of the system was described 
according to the Systems Development Life Cycle (SDLC) [17]. This model describes 
the development process as constituted of three phases: initial; with various analyses, 
intermediary; system is realized, and finally; system is put to practice.  

3 Results: Current System Engineering vs. Best Practice in HCI 

The actual process of SUSTAINS development is compared to best practice methods 
and key principles in HCI and displayed in table 2. The initial phase (1) of SDLC 
concerns preliminary analyses, systems analyses, and requirements specifications 
(future users are identified and the project is defined with regard to its scope and 
expected outcome), the intermediate phase (2) deals with systems design and systems 
development (the system is realized), and the final phase (3) concerns integration, 
testing, installation and deployment (the system is put to practice). 

Table 2. Initial (1), intermediate (2) and final phase (3) of SUSTAINS and Best practice in HCI 

Current system engineering process Best practice in HCI (a selection of 
key principles) 

(1) A type of “Knowledge in the head”: customer 
representatives had previously studied pilot projects in 
Denmark, Estonia and the United States, as well as 
experiences of a predecessor of SUSTAINS, 
implemented at a private practice in LUL. These 
experiences were not systematically documented nor 
reported in the form of a systems analysis or similar. 
Future users were generally identified as inhabitants 
in the county. System specification existed in terms of 
an EU-consortium negotiation of a list of 12 features 
that should create the basis for the novel eHealth 
system. “Black box-approach”: There were no 
specified goals other than realizing the features listed 
by the EU-consortium. The scope was defined in 
terms of planned launch date, first access in summer 
of 2012, and a final launch in autumn of 2012. 

Neither users, nor developers were actively involved 
in the initial analyses of the novel eHealth services. 

a) Identify main target groups for the 
intended service, b) categorize future 
users/most frequent users [9]. c) 
Analyze thoroughly potential users to 
elicit user requirements in terms of 
functionality and usability [7, 12]. d) 
Use requirements and project goals to 
steer development [9-11, 16]  e) Stated 
goals and expected outcome are basic 
tools to create formative and 
summative evaluations [10, 18]. f) 
Participation of real users is preferred 
to decrease uncertainty and risks 
related to system acceptance, and a 
number of methods are presented in 
Introduction [7-9]. 
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Table 2. (Continued) 

(2) Communicating mental models: The vendor’s 
development team got involved and started by 
designing a prototype based on the 12 features. It 
needed to be redesigned with respect to a user 
perspective...Usability experts were called to assist; 
they performed a heuristic evaluation, a conceptual 
model and created 3 personas; an old demented 
woman and her relatives, a disabled child and his 
parents, and a woman with multiple diagnoses. Results 
were delivered to the customer that accepted to rebuild 
the prototype. Changing requirements: The vendor 
used Scrum; an agile software development 
framework [19]. The development manager (i.e. scrum 
master) took the task to turn vague specifications into 
practically solvable requirements of the novel system. 
The Scrum process used iterations of three weeks, 
each ending with a customer demonstration using 
personas to get feedback for improvements and 
acceptance of each functionality. Users were not 
systematically incorporated in development activities 

but a focus group test day with patient organizations 
was a mandatory step in the EU-project. It is not clear 
whether/how this day was analyzed to improve the 
services. The vendor managed to simulate user 
participation when the customer assumed the role of 
user representative using each of the personas during 
demos. 

g) Actively involve future users in 
design activities. The degree of user 
participation may vary, h) from an 
advisory role as a part of design team 
[7], using e.g. future workshops [11] i) 
to a more representative role during 
testing, prototyping and similar user-
centred activities [9, 10, 13, 16]. j) use 
mock-ups [9] user scenarios and 
prototypes to trigger discussion around 
possible future technologies. k) 
Incremental development or iterative 
prototyping is advocated to gradually 
establish understanding between users 
and developers. (l) When potential  
end-users are not accessible other 
UCD-methods like inspection methods 
with guidelines [15], user 
representatives or (m)  
personas [14] should be applied.  

(3) Practice in practice Only a few tests were carried 
out by the customer. The launch in August 2012 
giving access to employees in LUL was a non-
systematic test as each employee was free to use the 
system in the way she wanted. There was no 
systematic way of collecting reactions or questions 
from the users apart from a provided e-mail address as 
an option to feed back experiences. This option was 
sparsely used by the employees and no end-user 
education was provided. At service launch in 
November 2012, the same feedback system was used. 

n) Actively involve future users in 
evaluations and tests regarding GUIs 
as well as workflows and functionality 
[13] o) Active user participation in 
these stages increases the likelihood 
for successful deployment. If real 
users are not accessible, there are other 
formative and summative evaluations 
to perform; with or without usability 
experts [12, 18]. p) End-user 
education is important. 

4 Discussion and Conclusion 

The SUSTAINS Case: Analysis of current case has shown that HCI best practice was 
not followed by the customer for any of the three phases. Overall, the project applied 
a scarce amount of user participation. “The users’ needs were known to some extent 
by the aid of a survey conducted in 1999 and by the experiences made in the private  
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general practice” (R2) Instead of an inventory among patients today, the customer 
(particularly the project owner) tried to take on the role of a future end-user based on 
the reasoning that it was future end users’ needs which were of importance: “An 
average patient of today cannot know what she needs and demands from a future 
eHealth service system, as her views on and ideas of health and health systems will 
change, along with her own behavior”. Moreover, no stated project- or effect goals 
made development and evaluation difficult. The logic was, that “if a stated goal is 
invalid according to a future user it will not matter if the system can fulfill the goal or 
not”. According to HCI best practice, that uncertainty can be decreased using 
different user centered methods and techniques.  

The vendor was only involved in the intermediate phase of the project regarding 
development of the services from specifications provided by the customer. 
Fortunately, the customer was supported by the vendor in handling some end-user 
issues and the moving targets. Use of an agile development method brought the 
common understanding of expected results forward as the customer collaborated 
closely with the vendor’s development team in frequent sprint demos. Further, an 
initial inspection evaluation led to redesign of the entire prototype as well as creation 
and use of three personas during development and sprint demos [19]. The usability 
aspects could be further refined, in many cases usability was neglected by the 
system’s owner: “As far as I remember no one was responsible for usability aspects” 
(R5). “We have made no usability testing of the system” (R6) and currently “no one 
knows whether the eHealth services are useful or only an online service” (R5). 

Recommendations to Public Authority Customers: Although research has long 
advocated cooperative design methodologies, current public e-service projects are still 
technology-driven, instead of focusing on potential user needs. Use of existing and 
modified methods and techniques from the field of HCI as referenced here are of 
great value. In order to grasp this knowledge, it may be wise to incorporate HCI 
experts, not only from the vendor, but also internally, to establish a proper know-how 
of how to involve users to gain value out of the participation. In industry, usability 
experts are engaged in other projects, and only when called for their knowledge will 
be available for e-Government projects. It is therefore important to build in usage 
considerations early in planning and procurement documents, as well as working 
towards leaving conventional customer-vendor processes in favor of cooperative and 
agile methods. When HCI knowledge lacks at the customer end, which is not rare in 
healthcare, the developer must be given a mandate to handle these issues. In current 
case, the customer was led into development methods and processes selected by the 
vendor, in order to jointly develop a public e-service. In our opinion this project was 
saved by applying evolutionary prototyping, a thorough inspection evaluation and use 
of personas, where the customer meritoriously played user representatives using the 3 
personas during iterative demos. However, working with future user-methodologies in 
a cooperative manner increases the likelihood for successful deployment according to 
best practice. 
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Proposed New Actions for HCI Research Agenda: By this study we inform the HCI 
domain where practice really is standing, and we propose a call for action, to support 
public authorities/public care providers by leading them towards a collaborative and 
user-centered development environment in an action research setting.  

Constructive evaluations of novel eHealth services need to be performed, not only 
usability tests in a user context in current project, but in all projects. HCI researchers 
could assist e.g. in a triple helix-constellation with public sector and industry to build 
e-services that meet future users’ needs and possibly saving resources in the society.  

Moreover, defined goals are needed. In this case e.g. how the system is intended to 
contribute to the patients’ well-being, how or how much the system should ease the 
pressure on different services provided by healthcare today, or what impact the new 
eHealth services should have on the workload of certain clinical staff. Support from 
research in creating e.g. efficiency goals would benefit public e-service projects. 

There is a need for educational projects to educate the customer to handle 
development processes with public user (citizen or patient)-centered perspectives. HCI 
researchers would also do well as mediators between customers, users and developers. 

Neglecting future users and usability aspects is not unique for the studied project, 
on the contrary. There are recognized delimiting factors that e-government initiatives 
are associated with and that the HCI community could study and propose e.g. 
guidelines for. Compared to e-services developed by commercial actors, public e-
services must encompass both economic and democratic values at the same time as 
public administrations are regulated by laws to a large extent [20]. Being a public 
administration also brings the responsibility to provide e-services that provide clear 
benefit to the citizens since there is seldom an option to select another similar public 
e-service; they simply do not exist [21]. At last, users of public e-services are citizens 
with certain constitutional rights. Public e-services cannot exclude any user groups 
although they are not a majority of the users, instead all future users must be 
considered, taking into account different disabilities, geographical limitation, and 
language issues [22]. These delimiting factors make user participation in public 
eHealth service development a challenging and complex activity and best-practice 
methods are needed to support public e-service development. Future work is to further 
examine which HCI methods, and to what extent HCI methods, can support the 
process of empowering patients and making them more involved in their own health.  
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Abstract. Many tasks with interfaces require entering data accurately, for 
example, entering patient data in an electronic records system or programming 
infusion pumps. However, human error is inevitable. Paradoxically, results 
from cognitive psychology suggest that representing information in a poorer 
quality format increases the likelihood of memorising the information 
accurately. This is explained by the dual system account of cognition where 
slower, more effortful but more accurate thinking is invoked via the poorer 
quality representation. We present two studies where we transfer these results to 
the domain of data- entry and show that poorer quality format of to-be-copied 
information leads to increased accuracy in transcription tasks. Moreover, this is 
not a consequence of the typical speed-accuracy tradeoffs. The results of our 
novel approach have implications for the design of data-entry tasks in domains 
such as healthcare.  

Keywords: Human error, cognition, data-entry, presentation quality, number-
entry, infusion pump, perception, safety-critical systems. 

1 Introduction 

Routine data transcription tasks occur in a large number of settings, e.g. entering 
student marks into a spreadsheet, and paying bills via an online-banking system. But 
people are also prone to errors and while a wrong letter or number is sometimes little 
more than an inconvenience, things can get pretty ugly in safety-critical domains. One 
such domain, depending on a high standard of accuracy and data quality, is 
healthcare. For example, nurses are often required to enter large amounts of sensitive 
data in electronic health records (EHRs) and to program drug infusion pumps with 
information located on a prescription or infusion bag.  

A simple slip while transcribing patient data or programming a syringe pump in a 
hospital can quickly turn a routine task into a serious situation. Previous studies have 
shown that human errors are the source of more than 50% of incidents in most 
domains and in aviation can be as high as 90% [20]. In healthcare the process of 
studying errors is only now emerging [19]. Recent studies have shown that people 
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make transcription errors frequently and many systems do little to detect and prevent 
errors [18]. These issues strongly motivate our interest in reducing error rates in 
transcription tasks and we view this work as demonstrating an important new 
approach in this area. 

Transcription tasks require users to perceive the target information, which is then 
coded into easily remembered parts in their memory. This is followed by the 
decomposition of the remembered chunks into separate characters to associate  
the matching keystroke to the relevant character. Once this association is complete, 
the individual characters are then translated into movements to press the proper key 
during the data- entry process [14]. Previous research has shown that the ease with 
which a user can access the to-be-copied text impacts the strategies used to complete 
the tasks. So, how far away the to-be-copied content [3] is or whether or not the user 
has to click to reveal it [8], can lead to differences in accuracy of performance. This is 
explained by the Soft Constraints Hypothesis [8], which suggests that people are more 
likely to use a potentially less accurate memory-intensive strategy over a more 
accurate perceptual-motor one when the cost of accessing information is higher. Gray 
et al. (ibid) demonstrate that memory-intensive strategies can lead to higher error rates 
in transcription tasks and therefore argue that reducing the effort required to access 
information can be beneficial. 

Whilst much research has focused on decreasing the costs of accessing 
information, recent research has demonstrated that there may be disadvantages to this 
approach if the information processing strategy adopted is too passive [11]. 
Supporting evidence from [5] suggests that increasing the effort required to access 
information to be transcribed can be beneficial. Specifically, they argue that 
information represented in a less readable format can increase the likelihood of 
accurately memorising the information [5]. One explanation for this finding is that, in 
order to make sense of the text or the numbers, the user experiences cognitive 
dysfluency when reading and so moves away from more automatic reading processes 
towards more effortful processes [2]. Different names are used to describe these kinds 
of processes such as for example implicit and explicit [7, 13] and the more neutral, 
and increasingly common terms, System 1 vs. System 2 [17]. System 1 refers to 
automatic, hard to control, effortless and fast processes [10]. In contrast, System 2 is 
slow in execution, effortful and is limited in its capabilities [10]. Whether a System 1 
or a System 2 process is chosen to complete a task is influenced by the task at hand. 
For example, when a calculation task changes from a relatively simple to a difficult 
task System 2 takes over. An example of such a scenario is thinking of tasks such as 
the question of what is the result of 2x2 or the question of what is the result of 
342x319. In the latter example, System 2 takes control over the thinking process to 
produce an answer. The literature also presents an expansion of these well established 
thought processes by a third one namely System 3. This third process reflects on 
complex problem solving and prolonged major decisions, which take a very long time 
(i.e. months or years) and are therefore not applicable in this experimental context [6]. 

There are also attempts in the literature to examine ways to stimulate increased 
cognitive engagement in certain situations. In one particular study [5], researchers 
tried to provoke people to think harder by manipulating the ease with which fonts 
could be read, and measuring the impact on the participants’ ability to memorise 
specific information. Their results indicate that there is potential for great 
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improvement in performance of people's memory when presenting information in a 
harder to read font. 

In this paper, we present two studies to explore the effects of System 1 vs. System 2 
on data transcription tasks. This is a novel application of results of [5], which are about 
memory, to the domain of interaction by which we might contribute to the findings of 
Gray et al [8]. In our first study we investigate the effects of dysfluency of text in the 
domain of text-entry. We chose text-entry as an initial study because it is widely known 
that number-entry studies produce a very low error presentation rate (usually below 5%) 
[12,18]. As we are specifically looking for errors, a text-transcription task seemed ideal 
to simply get enough data to work with. The research instrument in the first experiment 
was the text-entry game TypoMadness, which we designed specifically for this purpose 
(see Fig. 2). Participants had to transcribe text phrases as quickly and as accurately as 
possible in two different conditions Clear & Obscured. In the second study, we 
transferred the results from text- directly to number-entry, comparable to the tasks in a 
healthcare environment. The task for participants in the second study was to re-enter 
given numbers in a calculator style interface i.e. serial interface in three different 
conditions Clear, Medium and Obscured. 

2 Text-Entry Experiment 

At first pass, it appears intuitive that text that is less easy to read (illegible or 
dysfluent text) would result in a higher number of errors in a text-transcription task as 
a user may be more likely to misperceive the text. However, evidence from [5] & [11] 
suggests that dysfluent text could encourage the adoption of an alternative 
information processing strategy, resulting in fewer errors. The hypothesis for this 
study was that people would make fewer errors and therefore archive a higher score in 
the Obscured condition than in the Clear condition. 

2.1 Participants 

20 participants (9 men) with a mean age of 27.2 years (st.dev = 8.5) and mostly students 
at the University of Anonymous were randomly recruited by email as well as personal 
invitation. Nine participants stated that the task was difficult. However, only four of these 
nine people were part of the Obscured group. Moreover, these four participants further 
stated other reasons such as being unable to use the backspace-key than the visibility of 
the given text as the reason why they felt the task was difficult. None of the participants 
had dyslexia or any other disability related to vision and reading. Additionally, all of the 
participants stated that they had normal or corrected to normal vision. 

2.2 Design 

A between-subjects design was used with ten participants in each group. The 
independent variable is the grade of visibility of the text. There were two conditions: 
Clear, which used clear visible content, (font-colour; #000000) and Obscured, which 
used less clear i.e. less visible content (font-colour: #BABABA) (see Fig. 1). 
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Fig. 1. Example of the text displayed in the Clear (upper) and Obscured (lower) conditions 

The dependent variable was the score. It is the accumulated sum of correct entered 
characters in each task reduced by errors. An error in this study is anything that is not 
identical to the target text. This could be an additional space, upper or lower case 
difference, wrong or missing letters generally any sign different from the displayed 
text. Due to limitations of space, we have not reported an analysis by error type (slip, 
mistake etc.) in this paper. The set of 26 text phrases was counterbalanced across the 
study to avoid ordering effects. 

2.3 Materials 

The task was framed as a game in which the aim was to enter as many sentences as 
accurately and as quickly as possible within 15 minutes. Each sentence had between 
95 and 161 characters and was displayed in either Clear or Obscured format. 
Additionally, the sentences were not connected in prose or any other form, so 
participants could not have predicted them. The sentences were randomly chosen 
from news and boulevard press websites such as theguardian.co.uk or cnn.com.   

The game used for this study was implemented as a website in PHP with 
JavaScript. The website was connected to a MySQL database allowing the entered 
text phrases to be stored in the database for each participant. The displayed score was 
calculated out of the matching characters of each submitted text phrase. Each score 
for individual text phrases was stored in the database and displayed via cookies on the 
game website. The game website consisted of a display area in the centre of the page 
where the text paragraphs were displayed, a textbox for typing the text and a red 
button to submit the entered text and continue with the next task. The backspace 
button and the cursor keys were disabled in the text field so that participant could not 
change their entered text. All entered sentences no matter what they might be were 
saved in the database after a participant pressed the red button. The entered sentences 
were saved as a string in the database and compared to the original text. If there was 
any difference the score for that task was modified accordingly. It should be noted 
that where an error arose due to inserting an extra character, this did not cause all 
subsequent characters to be classed as erroneous.  

The game was played on a MacBook Pro with a UK English keyboard layout and a 
13'' size display at 1280x800 resolution. The browser used for the experiment was 
Google Chrome running under Apple Mac OSX 10.7.5 (Lion). The game website ran 
in the browser, the browser window was maximised and controls were disabled from 
being shown so that only the game itself was visible. All other applications were 
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closed. In addition, there was also an informed consent to sign at the beginning of the 
study and a brief paper-based demographic questionnaire to fill out by participants 
after they completed the main task. The demographic questionnaire was used to 
specify the participants but not further used in the analysis reported here. A 
smartphone was used to stop the time by the experimenter. 

2.4 Procedure 

After reading the instructions, participants completed two training sentences, which 
were separate from the main sentence set of the experiment. The target text was 
presented in a textbox in the centre of the individual webpage. After the participants 
finished entering the training session a new start page was displayed only with a start 
button.  Participants could see their score (in form of a character count as seen in Fig. 2) 
displayed on the right side of the text field. On completion of the training, the 
participant proceeded to the main study by clicking on the start button. 

The target text was presented either Clear or Obscured depending on the condition. 
Participants were instructed to enter the target text as quickly and as accurately as 
possible. In order to get the highest possible score, all tasks had to be completed 
within 15 minutes though participants were not shown how long they had been 
playing. The experimental design in form of a game made it necessary to put 
participants under some form of time-pressure. This was also done as means of 
increasing the error rate. Each time the participant pressed the red button, their score 
was updated though there was no direct indication of any errors. If they completed the 
task within the 15 minutes, the final pages displayed the overall score. The 
experimenter controlled the smartphone and stopped the participant at the end of the 
given time limit. After finishing the entry task, the experimenter offered each 
participant a small break before asking the participants to fill out a demographic 
questionnaire. The participants were then debriefed as to the goals of the study.  

 

Fig. 2. The interface of the game TypoMadness 
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2.5 Results 

The hypothesis for this study was that there would be significantly fewer errors in the 
Obscured group (i.e. a higher score) than in the Clear group. The mean of the errors 
made in the Clear group was 830.1 (sd = 516.3) whereas in the Obscured group was 
360.4 (sd = 127.0). The spread of errors is much higher in the Clear group than in the 
Obscured group (see Fig. 3). 

 

Fig. 3. Boxplot of total number of errors made by all participants in each condition 

A Mann-Whitney-W test was conducted, as error data does not follow a normal 
distribution, which revealed a significant difference between the two groups (W = 23, 
p = 0.04). Furthermore, though we had a directional hypothesis, a more acceptable 
two-tailed test was chosen to avoid the controversies around one-tailed testing [1]. 
This move also resulted in a higher threshold for significance and therefore would 
give us more confidence in our findings.  

In terms of speed of completing the task (see Fig. 4), the mean rate for entering 
sentences for the Clear group was 1.69 sentences/min (sd = 0.45) and for the 
Obscured condition 2.02 sentences/min (sd = 0.49). There was no significant 
difference in the rate of entering sentences (W = 26, p = 0.07).  

 

Fig. 4. Boxplot of the rate of typing (sentences/min) of participants in each condition 
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Moreover, the participants in the Clear group entered a mean of 23.1 (sd = 2.99) 
sentences and the in the Obscured group 25.0 (sd = 1.63). A boxplot illustrates the 
sentences entered by group (see Fig. 5). There were also no significant differences 
between the number of sentences participants completed (W = 32, p = 0.15).  

 

Fig. 5. Boxplot of the number of sentences entered by each participant in each condition 

Four participants from the Clear group and seven participants from the Obscured 
group managed to enter all the 26 given text phrases and finished ahead of time. This 
leaves six participants from the Clear and three from the Obscured group who could 
not finish in time and therefore used the full 15 minutes. 

2.6 Discussion 

As predicted, the results showed that participants in the Obscured group achieved 
higher accuracy scores (i.e. fewer errors) than those in the Clear group. One 
explanation for this reduction in errors could be a speed accuracy trade-off. However 
there was no significant difference between the two conditions in neither the rate of 
entering sentences or on the total number of sentences entered by each group. Indeed, 
the participants in the Obscured group entered more sentences, working at a faster 
rate suggesting that the reduced readability of the font was not slowing the 
participants down. Nonetheless, they made fewer errors than the Clear group.  

Our manipulation is identical to that of [5] who suggest that increasing the effort 
required to access information results in an increase in the likelihood of accurately 
memorising the information [5]. However, we only focussed on representing the to-
be-entered information in a faded font-colour but not also in a different font-style, 
which indicates a more robust outcome. The results therefore suggest that a more 
memory intensive strategy may have been adopted by the participants in the Obscured 
group which, in this case, resulted in enhanced performance.  

Focusing on limitations, it can be argued that the size of our sample (20 
participants) is simply too small to have confidence in our data. This might be true 
and requires further studies to get a more robust set of data, which is one reason why 
we decided to present a second study on the effect of System 1 and System 2 in this 
paper. On the other hand a larger sample size might just present a larger effect of our 



 Increasing Accuracy by Decreasing Presentation Quality in Transcription Tasks 387 

detected result as we have chosen to examine our data with a higher threshold of 
significance (two-tailed test). An improved experimental design would suggest to use 
sentences, which are all of the same length to avoid possible control confounds. 
Additionally, grey text can be more legible than black text under specific 
circumstances, depending on the level of contrast with its background and the overall 
level of luminance. Some types of dyslexia respond well to contrast reduction for 
improving readability. However, there were no dyslexic participants (at least not that 
they were aware of) in our study. Additionally, prior experience in data-entry work of 
participants ore even any prior knowledge of the material might have influenced their 
performance in our task; therefore a more careful selection of participants for future 
studies needs to be considered. Moreover, there is also the argument that a too high 
grade of obscurity of text may result in participants getting frustrated or suffer from 
fatigue and therefore abandon the task. We regard this as major issue and designed 
our next study to explore performance across a range of levels of obscured 
information.  

3 Number-Entry Experiment 

As the results from our initial text-entry study were very promising we were keen on 
exploring the discovered effect of System 1 vs. System 2 in number-entry. Therefore, 
we directly transferred the task from text- to number-entry in the next experiment. 
The hypothesis for our second experiment was that there is a significant difference in 
the number of errors between the conditions Clear, Medium and Obscured. 

3.1 Pilot 

The reason why the number-entry study consists of three conditions resulted out of an 
initial pilot study among 53 first-year undergraduate students in computer science. 
This pilot to measure the effect of System 1 vs. System 2 in the domain of number-
entry was designed accordingly to the previous text-entry experiment with two 
conditions Clear and Obscured to measure a significant difference in the amount of 
errors between these two groups. We discovered that participants did make more 
errors in the Clear condition but not significantly more errors. We also noted that our 
initial design of our Obscured condition was too strong i.e. the obscured numbers 
were too faded, which made it too hard to read for participants. It was then decided to 
design this study with three conditions to explore a wider range of different levels of 
obscurity. These three conditions were all less obscure than in the pilot study. The 
participants of this pilot study were not allowed to take part in the described follow-
up study. 

3.2 Participants 

Participants were randomly recruited by personal invitation or by email. There were 
30 participants (16 men) with a mean age of 26.5 years (st.dev = 8.2) in total. 
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Participants were mostly familiar with a calculator based number-entry interface as 
used in the study but none of them had previous experience of working in the 
healthcare sector. However, three participants stated that they were familiar with 
infusion pumps. Two people stated that they found the task difficult (one in the Clear 
and one in the Obscured group) and two different participants stated that they did not 
consider themselves to have normal vision (also one in the Clear and one in the 
Obscured group). Five participants had never used a number pad before, 7 rarely used 
it, 14 sometimes used it and only 4 participants (one each in group Clear and 
Obscured and two in group Medium) often use a number pad to enter numbers.  

3.3 Design 

A between-subjects (3 groups) design was used with 10 participants in each group. 
The independent variable is the grade of visibility of the presented numbers and the 
textbox where participants enter the numbers. There were three conditions: Clear, 
which used clear visible content (font-colour; #000000), Medium (font-colour; 
#BDBDBD) and Obscured (font-colour: #DFDFDF), which used less clear i.e. less 
visible (light-grey colour) content (see Fig. 7). The dependent variables were the total 
number of errors made, particularly the rate of errors and also the number of corrected 
errors in each group. A single error is counted when any number is entered other than 
the displayed number. Further, a corrected error is an error where participants noticed 
that they made an error and entered the number again. These errors were not added to 
the total number of errors. As previously, error type is not considered in our analysis. 

3.4 Materials 

The task set for participants was designed as a game in which the aim was to enter as 
many numbers as accurately and quickly possible in a calculator-based interface 
within 5 minutes. Compared to the first experiment a five-minute limit was chosen for 
this study as the pilot study showed that participants could transcribe content that 
consists of numbers considerably faster than text. The visual design of the serial i.e. 
calculator-based number-entry interface was carefully created after real world 
infusion pumps such as the Baxter© AS40A or the GrasebyTM 3400 syringe pump (see 
Fig. 6). For the purpose of this study only the number pad of the infusion pumps with 
an Enter and a Clear key was replicated all other buttons of the original interface 
design were removed from the interface as they could have a possible unwanted effect 
on participants. 

The interface was implemented in PHP and JavaScript with a logging feature, 
which recorded all user interactions with the virtual device and wrote all interactions 
into a MySQL database. The interface provided thirteen functional buttons usable by 
the keyboard-only interaction (numpad). 

The display itself consisted of 16 components. Three number displays (number to 
be entered, score and number input field), Enter and Cancel buttons and 0-9 number 
buttons including the decimal key. By pressing the Enter key the current displayed 
number was saved and at the same time the display was cleared. The display itself 
provided participants to enter a 5-digit number with two digits after a separating 
decimal point as previously gathered numbers from infusion pump logs confirmed the 
validity of this number range [19]. 
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Fig. 6. Infusion pump models Baxter
©
 (left) and GrasebyTM (right) 

 

Fig. 7. Experimental setup; serial interface in the Medium condition 

There were three versions of the interface used in the study. One where the number 
to be entered was displayed with a normal font-colour (black on white background) 
(group Clear), one where the number was displayed with a slightly lesser visible font-
colour (light-grey on white background i.e. #BDBDBD) and the last one where the 
number to be entered was displayed in a hard to read faded font-colour (strong-faded 
grey on white background, i.e. #DFDFDF) in group Obscured. 

In addition to the interface described above, which was accessed via logging into a 
website, the instructions as well as an informed consent document were printed out on 
paper for the participants to read and sign. Additionally, there was also a brief 
demographic questionnaire, which was implemented as a Google form. Again, this 
was not used in the analysis reported here. 

The computer used was an Apple MacBook Pro 13” connected to an external 
keyboard and monitor with a 17” size display at 1920x1080 resolution. The browser 
used for the experiment was Mozilla Firefox 10 running under MacOSX 10.7.5 
(Lion). 
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The interface ran in the browser, the browser window was maximised and controls 
were disabled from being shown so that only the interface area itself was visible. All 
other applications on the machine were closed and the auto-completion mode of the 
browser was deactivated. Furthermore, the keyboard was prepared so that participants 
could only use the numpad to enter numbers all other keys were disabled. Stickers 
were put in place on the ’+’ key to make it easier for the participants to associate the 
particular ’Clear’ key function. 

Each number a participant had to enter, whether it was for the training to get 
familiar with the controls or the main study, was randomly generated in the game and 
displayed in the left upper corner of the interface (see Fig. 7). A smartphone was also 
used for this study to stop the total duration each participant used to enter as many 
numbers as possible. 

3.5 Procedure 

After a participant had read the instructions, he or she was asked to become familiar 
with the use of the keyboard controls and the display of the interface. For this purpose 
they were asked to run 10 training trials, which were separate from the main 
experiment. Participants were asked to sit straight in front of the monitor to avoid a 
possible effect on the perception of the numbers as the Medium and Obscured 
information could be perceived differently from a different angle. After a participant 
became familiar of how the serial number-entry interface worked he or she was then 
asked to proceed to the main study. Randomly selected participants (first come first 
serve basis) were asked to enter the given numbers either in the Clear, Medium or 
Obscured group within 5 minutes as quickly and as accurately as possible. The 
experimenter stopped the participant at the end of the 5-minute timeframe. During the 
experiment participants themselves could not see how much time had passed. Each 
time a participant pressed the Enter-key the number he or she just entered which was 
shown in the centre display was saved to the database and a new number was instantly 
and randomly generated at the upper left display. Additionally, at the same time the 
numbers in both displays were compared and if they matched the score were 
increased by 100 points. Any other entry than the correct number resulted in a 
decreasing of the score by 50 points. After finishing the number-entry task, the 
experimenter offered each participant a small break. Each participant was then asked 
to fill out a small online demographic questionnaire and the participants were 
debriefed as to the goals of the study.  

3.6 Results 

The hypothesis for this experiment was that there is a significant difference in the 
number of errors between the three conditions Clear, Medium and Obscured. 
Participants entered in total 2391 numbers for all three groups (see Fig. 8), which 
resulted in 44 total errors (1.8%) and 149 corrected errors. 849 numbers were entered 
in group Clear (28 errors), 796 in group Medium (12 errors) and 746 in group 
Obscured (4 errors), respectively. The mean of the errors made in the Clear group 
was 2.8 (sd = 2.20) whereas in the Medium group was 1.2 (sd = 1.39) and in the 
Obscured group 0.4 (sd = 0.52).  
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Fig. 8. Boxplot of amount of numbers entered by all participants in each condition 

A Kruskal-Wallis test was conducted, as error data does not follow a normal 
distribution (see Fig. 9). The results showed a highly significant difference between 
the errors made in the three groups (H = 9.78; df = 2; p = 0.007). However, there was 
no significant difference in the total numbers entered between the groups (H = 2.08; 
df = 2; p = 0.35) (see Fig. 8) and the number of corrected errors (H = 0.23; df = 2; p = 
0.89). The mean of the numbers entered in the Clear group was 84.9 (st.dev = 5.45) 
whereas in the Medium group was 79.6 (st.dev = 13.95) and in the Obscured group 
74.6 (st.dev = 17.61). Additionally, the mean of the corrected errors in the Clear 
group was 5.2 (st.dev = 5.18), whereas in the Medium group was 5.3 (st.dev = 6.80) 
and in the Obscured group 4.4 (st.dev = 3.59). 

 

Fig. 9. Boxplot of the number of errors made by all participants in each condition 

Additionally, taking into account the number that each individual entered in 
relation to the errors, the rate of errors was also significantly different (H = 8.89; df = 
2; p = 0.01). Moreover, the follow-up multiple comparison testing (p = 0.05) of the 
total errors made by each participant in each group revealed, that only the difference 
between group Clear and Obscured is significant (observed difference of 11.75 > 
critical difference of 9.43). A second follow-up test (p = 0.05) of the rate entered by 
each participant in each group revealed also that only the group Clear is significantly 
different from group Obscured (observed difference of 11.30 > critical difference of 
9.43). 
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Fig. 10. Boxplot of the error-rate of each participant in each group 

Eleven participants (36%) made at least one error with only one person making no 
error in the Clear group, 4 persons making no error in the Medium group and 6 
persons making no error in the Obscured group. 

3.7 Discussion 

Like the text-entry study the results showed that participants in the Medium and 
Obscured group achieved higher accuracy i.e. less errors than those in the Clear group. 
However, only the difference between Clear and Obscured is significant, which again 
suggests that the experimental manipulation similar to those suggested by the pilot has 
worked and there is a trend indicating that a more obscured representation of 
information can lead to less errors being made in data-transcription tasks.  

Still, as observed in the pilot a presentation of content that is too obscure might 
have the opposite effect of making numbers simply too hard to read and therefore 
resulting in people abandoning the task.  

Nevertheless, the discovered result is not due to possible speed-accuracy tradeoffs. 
Yes, participants entered fewer numbers in the Obscured group than in the other 
groups however not significantly different.  

Interestingly, whilst the number of committed errors was fewer there is no 
difference in the number of the corrected errors. This may suggest that people use 
different strategies to correct errors or people are self-detecting their slip errors. While 
people who commit the errors think their action was correct, those who correct errors 
are aware of their mistakes suggesting that they are self-evaluating their actions on the 
fly. However, if people use a memory intensive strategy i.e. a strong encoding in 
memory then perhaps the corrected errors are made by comparison with memory 
rather than comparison with the original. It is interesting to note that there are fewer 
corrected errors, which also suggests different mechanisms behind corrected and 
uncorrected errors.  

Like other comparable studies [12, 18] the rate of number-entry errors is still low 
(1.8% in this case) but this does not mean it is less important to investigate why these 
errors happen. It is known that misprogrammed infusion pumps are the second most 
frequent cause of medication errors making it imperative to reduce as many errors as 
possible [16]. An error rate of 1.8% in medical device context can still result in grave 
consequences. And therefore, whilst the total number of errors is modest, there is still 
much to explore and to learn. 
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4 Overall Discussion and Conclusions  

We have presented two studies, which showed that less visible content could affect 
the information processing strategy adopted in a text-entry as well as in a number-
entry task and, counter-intuitively, improved accuracy in the specific task.  

This therefore suggests that less visible information can result less errors being 
committed in both text- and number-entry tasks. Moreover, the results show a strong 
support for the effect of System 1 vs. System 2 in the context of interaction. If tasks 
require a higher cost of access then evoking System 1 vs. System 2 might overcome 
the various problems presented by [8]. 

Further work employing eye-tracking measures is required to explore whether the 
information processing strategies adopted by those in the two groups result in 
differences in the number of fixations on, and the speed of reading of the target text.  
Specifically, it will be important to understand whether the enhanced performance of 
participants in the Obscured group is the result of slower more deliberate processes 
such as additional perceptual monitoring of the target text resulting in enhanced 
memory for the text or more careful execution of the motor movements required to 
enter the content. When focusing on design, our discovered results represent a 
potentially important contribution for the design of future medical devices. 

However, there is the possibility that this effect will wear off over time. Future 
work will focus on a long-term study, where we can explore how long the discovered 
effect lasts in data-entry tasks.  

Additionally, fatigue is another issue that needs to be examined in this context. 
There is evidence in the literature that, for example, nurses who are on extended work 
duty possess a significantly decreased level of vigilance [15]. The grade of frustration 
is another interesting aspect to explore. For example, if the visibility of the Obscured 
text is too low i.e. if the text is too hard to read then there is the potential that people 
will get too frustrated in entering numbers (or text) and simply lower their efforts 
towards a successful completion of the task or even abandon the task completely. In 
future studies, we are keen to consider how this effect can be applied further and 
explored to improve safety-critical systems such as infusion pumps. 

Moreover, as healthcare personnel do not usually transcribe information from an 
electronic source but also from paper-based sources there is further room to explore 
the application of our findings in this context. 

There is also the argument in the literature that text is processed differently in 
sense of string and individual characters [4, 9]. Additional work is required to explore 
the relations between these paradigms. For example, an alternative design for a text-
entry study could focus on using content in welsh-language and let participants re-
enter the text again in form of a game to investigate how people process text either in 
individual characters or as connected strings. 

We believe our results revealed important findings based on a new approach to 
understanding the text-entry task. This may have significant implications for the 
design of tasks in safety-critical systems. We are therefore keen to continue to explore 
this seemingly fruitful research direction. 
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Abstract. Clinical medical devices are designed with the explicit assumption 
that trained medical team members will operate them in appropriate hospital 
environments. As technological complexity increases, along with the possibility 
to create specific ward configurations, the potential for unusual interaction 
combinations poses challenges for safety and training. Resilience engineering 
proposes that a system should cope with disturbances and unexpected 
conditions. Consequently, an important consideration for design is to examine 
medical device interactions that can be considered ‘non-routine’. In recognition 
of the localised nature of clinical practice, and in order to investigate the broad 
range and type of non-routine occurrences, a novel interview approach was 
adopted involving medical researchers and practitioners. Examples of non-
routine interaction were obtained across a diverse range of localities. Covert 
patient interactions and dangerous configuration combinations were identified 
which adversely affected treatment. Drawing on these concerns the potential 
role of patient involvement in bolstering system resilience is discussed. 

Keywords: Medical Devices, Safety, Resilience Engineering, Customisation. 

1 Introduction 

Any patient or visitor to a medical facility cannot fail to notice modern technological 
equipment situated in wards, departments, and operating theatres. These widely used 
interactive devices undergo natural technology cycles in which manufacturers drive 
advancement by demonstrating the limitations of yesterday’s models, and market the 
latest feature sets. As a result, it is not uncommon for these devices to increasingly 
suffer from ‘feature bloat’, in which new and seldom-used functionality makes 
operation increasingly confused and complex. An advantage of this approach is that 
the same medical device can be used across many hospital departments, where 
specific functionalities are all accessible through the device interface. However, 
following an institutional drive for simplification, medical device manufacturers have 
provided the ability to adapt and configure aspects of the user interface; for instance 
to show or hide menu items, or to re-order procedural input steps and set default 
values. This permits device tailoring by hospital department and ward type. 
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Human-computer interaction (HCI) has long concerned itself with the inadequacy 
of systems that fail to reflect working practice, and are inflexible in use. In particular, 
many ethnographic studies observing interactions ‘in the wild’ have emphasised 
frequently the unplanned and situated nature of technology use [10]. Medical devices 
operate within behaviourally complex and emergent environments, and the latest 
systems can simply relocate error by introducing as many new issues as existing 
problems that they are designed to solve [5]. In this regard, the opportunity for device 
configuration and tailoring poses a number of design decisions balancing safety, 
training, and efficiency. 

Resilience engineering [4] offers an alternate perspective to that of traditional risk 
management, examining particular strategies and procedures adopted by those within 
a system to allow it to succeed. Of specific interest is how the system is prepared for, 
and reacts to, disturbances and unexpected events. This shift in thinking has 
contributed to a growing interest in the examination and identification of resilient 
strategies surrounding interaction within complex socio-technical systems. 

Bearing in mind the highly localised nature of medical device use, the objective of 
this paper is to understand the clinical environment by examining unexpected events 
and disturbances, and acquire generalisable insights for design. To address this aim, 
the paper presents a study of these ‘non-routine’ interactions. We recognise that the 
phrase non-routine is not ideal, however we deemed it the best general descriptor 
which could convey the temporal, normal, and legal aspects of the following 
properties: atypical, infrequent, unapproved, unauthorised, and untrained. Initially, the 
goal was to discover the breadth of technological interactions within the local clinical 
environments that were described as non-routine by participants. Non-routine 
dimensions were then extracted from these examples in order to facilitate 
understanding of the tensions within this space. Secondly, a resilience engineering 
perspective was applied in order to uncover areas of system vulnerabilities and 
weaknesses. 

In this paper, existing literature from the fields of resilience engineering, 
appropriation, customisation, and ethnomethodology are initially reviewed. 
Subsequently, the novel methodology used in the study is described where interviews 
with medical researchers and practitioners are conducted. Situated non-routine 
dimensions are then presented and selected examples discussed. The following 
section then discusses an identified system area with low resilience (brittleness), and 
discusses the potential for unsafe complications with customised devices. The paper 
concludes by arguing for patient centered care in device design and practice. 

2 Previous Work 

Health care quality assurance literature [6] describes successful healthcare 
organisations as having a requirement to be both flexible and efficient in order to 
succeed. Lillrank suggests that this is achieved through a mix of standard, routine, and 
non-routine process elements, where repetitive processes can be standardised, routine 
processes consisting of both repetition and variability can be executed in dissimilar 
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ways, and non-routine processes can be considered so variable as to be chaotic. This 
definition of non-routine complements resilience engineering’s argument that a 
system should handle disturbances and unexpected events. Sujan [11] describes a 
resilience observation study of a hospital dispensary where individual staff cope with 
non-routine occurrences on a daily basis, prioritising tasks in order to anticipate and 
moderate further disturbances. It is the understanding of the dynamics and differences 
from mundane practice to those surrounding the extraordinary event that is important 
for the resilient design of medical devices.  

Historically, the introduction of new technologies into a variety of work domains 
has often failed due to misconceptions about local working practice. No system is a 
perfect fit, and the way in which technologies are successfully adopted, adapted and 
incorporated into working practice is through the process of appropriation. Interactive 
technology can also allow some degree of customisation to better meet the needs of 
particular individuals and groups of users. Therefore, customisation refers to a process 
of technology ownership where the needs of the individual are balanced with those of 
the group. Appropriation ‘concerns the adoption patterns of technology and the 
transformation of practice at a deeper level’ [2], and differs from customisation in that 
there is a co-evolution [9] between the fitting of the technology within current 
organisational structures, and with the adaptation of working practices to support 
collaboration around the new technology. Randell [8] examined appropriation and 
customisation within the intensive care unit (ICU), observing situations where 
technologies are molded into working practices and are made to work in the way that 
the nurses want them to work, and not as envisaged by the manufacturer. Importantly, 
there is a strong motivation to share information and develop a working practice 
around the technology. This is described also by Wenger [12] as how an individual 
develops membership of a Community of Practice (CoP).  

In this paper, a distinction will be made between non-routine incidences 
occurring due to local appropriations and customisations, and all others. This is 
primarily because departments and wards generally have very good reasons for 
behaving in a particular way, based upon a solid history of experience. To an 
individual observing outside the particular CoP however, the reasons for these 
behaviours can be unclear. In addition, local practices that are not generalisable are 
not of interest to this study. 

Although much work and attention has focused on case studies where medical 
device interactions have led to undesirable outcomes, less research has been 
conducted on the analysis of situations where devices are used in a non-routine way 
but do not directly cause harm. System stability and quality of care may be 
impacted even though there is no perceived association with error. The underlying 
objective of this work is to analyse unusual socio-technical interactions in order to 
better understand how to support patient health care through technology. Prior 
research leaves much about resilient situated device use unanswered. In particular, 
there is little understanding of the experiences of those who are outside the CoP but 
who still interact with the situated device, and what the implications are for system 
resilience and patient safety. 
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3 Methodology 

Resilient strategies along with appropriated and customised interactions can be 
considered non-routine, dependent upon the comprehension of those inside or outside 
the workgroup community. In order to investigate the breadth of these non-routine 
medical device interactions a novel interview approach involving medical researchers 
and practitioners was adopted. A meta-analysis of the experiences of situated 
researchers and clinicians was conducted, probing their findings and research, and 
reinterpreting them in a different way. To be clear, this does not simply imply that a 
literature review was undertaken; the experiences and observations of those who 
conducted research in particular clinical situations were directly sought.  

7 academics and research associates (including 2 clinicians) on the CHI+MED 
medical project1 were chosen as participants in order to allow access to a broad range 
of professional experiences. All academics had conducted a number of situated 
medical studies as prior work. To facilitate the collection of rich and varied examples, 
participants were left to decide for themselves what the term ‘non-routine’ implied. 
All were invited to prepare some examples of non-routine interaction that they had 
encountered prior to interview. The interview consisted of two parts where prepared 
examples of non-routine interaction were initially recounted, before examples and 
experiences contributed by other participants were shared. In this way, an increasingly 
rich collection of examples was progressively used to stimulate and sharpen 
discussion. Researchers were interviewed in ascending order of experience, and prior 
to clinicians in order to allow examples and interpretations to be challenged or 
endorsed by final practitioner interviews. Semi-structured interviews with participants 
lasted approximately one hour and were recorded and transcribed. Initially data was 
categorised and filtered to remove customisation and appropriation examples. A 
thematic analysis was then conducted in order to draw out and identify dimensions 
influencing non-routine interactions. The initial analytic goal was to broadly 
understand the dynamics of those within the clinical environment in their efforts to 
manage non-routine events. Subsequently, a resilience engineering perspective was 
applied in order to elicit design insights from generalisable examples of use.  

4 Results 

The participants together contributed 29 examples of non-routine device interaction. 
12 examples described work practice appropriations or customisations, 7 described 
‘forced’ situations where there was compelling motivation for interaction within a 
timeframe, 4 described situations where medical research interactions were conducted 
by medical staff and patients, 4 described interaction errors primarily due to gaps in 
knowledge and experience, and the remaining 2 are what we termed ‘covert’ patient 
interactions. 

                                                           
1 CHI+MED (Computer-Human Interaction for Medical Devices, EP/G059063/1) is an 

EPSRC-funded project to improve the safety of interactive (programmable) medical devices.    
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4.1 Understanding the Clinical Environment 

Four main aspects influencing whether an interaction is considered routine or not 
were identified. In order to assist understanding these have been arranged on a 
diagram representing a space of potential clinical device interactions (Figure 1). The 
legality of the interaction examines formal procedures, where subsequent approval 
must be sought if none exist. Work practice ascertains if best and local work practice 
is being applied, or whether workarounds are being followed. The novelty of the 
situation considers the requirement for an entirely original solution, or if a close 
variation can be adopted. User training distinguishes between complete and essential 
system training. The fluid and temporal nature of each dimension should be noted. 

 

Fig. 1. Space of potential clinical device interactions 

From Figure 1 it is clear that non-routine interactions are only possible in the 
middle and outer rings, with systemic risk increasing as a function of radius. Any 
individual dimension has the potential to pull the system into a region of risk. This 
analysis highlighted a vital role played by those community members who gave 
approval for responses to non-routine interactions. Prompt approval is critical as to 
how such a system resiliently and legally operates in an unpredictable environment 
and functions by both providing a damping mechanism through the coordination of an 
appropriate response, and that of information distribution by disseminating awareness 
of a particular event.  
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One participant’s example described the use of a newly introduced portable heart 
monitor to provide visibility of a patient’s condition during ward transfer: 

On this occasion, the heart monitor failed to activate after charging and displayed a 
“BATT COND” message. After some experimentation, it was discovered that if the 
battery was removed and reinserted, the message cleared and the unit functioned 
once more. Subsequently it was realised that the heart monitors’ rechargeable 
batteries are intended to be discarded after 50 charge cycles in order to guarantee 
safe operation. The ward does not have the resources to register every time the 
batteries are recharged, and it has now become practice to remove and reinsert the 
battery to reset the device when the event reoccurs. 

An analysis of this example using the identified non-routine dimensions highlighted 
that initially this was a completely novel situation and so no training could have 
reasonably been provided to tackle this event. However, a solution was found and the 
team muddled through. Approval was then given for the technically illegal procedure, 
and the workaround became (possibly bad but known) practice. 

4.2 Covert Patient Interactions with Medical Devices 

The majority of the examples of non-routine interactions contributed were 
appropriations and customisations. This is unsurprising considering that these 
processes are normal means of embedding a technology and tailoring for practice. Of 
the other examples, those that described interactions in which patients would covertly 
interact with their clinical device were of particular interest, due to their potential 
impact on working practices and system resilience. 

In this study, there were two main motivators for patient interaction with clinical 
medical devices; the desire for unrestricted doses of a controlled substance, and for 
relief from device alarm noise. These examples all involved infusion pumps; devices 
that intravenously pump medicinal fluids into a patient’s circulatory system. Most 
modern infusion devices provide functionality in which the keypad panel can be 
locked out in order to restrict access2. A physical button located on the casing, or 
selected through the software menu screen typically activates this type of locking 
mechanism. Understandably, patients are motivated to attend to this activity, as 
described by Participant A: 
 

‘But some patients are also very wise to the fact that there is a keypad lock 
button...because they watch, and I always teach nurses that if you are going to put the 
keypad lock on don't make it obvious that you are looking for the button to press 
that’s not in a standard place...and that the patient actually works out what you're 
doing. You can actually do it on this particular pump by just sort of putting your hand 
on the top and looking like you're holding the pump as you're doing everything else’ 
 

                                                           
2 Functionality generally aims to prevent dosage rate increases. 
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Another strategy used by patients is to look up the device manuals online, and 
discover the default locking codes or physical locking locations [3]. In these manuals, 
interactions to be prevented are variously described as ‘unauthorised’, ‘tampering’ 
and even ‘malicious tampering’. This may seem a little harsh in the case of the patient 
who simply seeks relief from a constantly alarming device, however frequently 
resetting the device alarm can also temporarily shut off the pump with unintended 
consequences. Participant B: 
 

‘Nobody wants to be shut in a room with something that’s persistently alarming. So 
the problem was that when they were rechecking the blood of this patient they 
discovered that clearly he couldn't have been having all of his therapy. The problem 
is that if its [the pump] not infusing at a certain rate then you are not getting the 
target dose within a certain time frame, so the concentration never reaches the 
critical level’ 
 

In this case, the patient had been covertly resetting his alarm so frequently that in the 
average period that the pump was operating correctly, there was not enough time to 
build up a particular concentration of the infused drug in his bloodstream. 

Looking up device manuals online can appear a responsible alternative for a 
patient to exercise in preference to device menu exploration. However, the potential 
consequences of looking up information online can be serious, because as we have 
discussed it is possible for different wards to have the same medical device but with 
appropriated and customised configurations. Participant C recalled an example 
emphasising the dangerous potential for the untrained interaction of a customised 
device by medical team members or patients: 
 

‘I remember with the volumetric [infusion] pump, the trainer he pointed out that the 
bolus function on the thing doesn't mean bolus, or the primer, I can't remember but 
there was a specific function that either said prime or bolus or whatever, and he just 
said it doesn't do that. Press this button for something else essentially. So I think 
that’s more to do with how the engineers set up the pumps’ 
 

Irrespective of what the particular pump functionality technically does here, the pump 
has been configured in a non-standard manner where a standard and labelled 
functional button delivers a different operation.  

5 Conclusions and Future Work 

As interactive medical devices move towards an increasingly feature rich future, it is 
apparent that some means of interface simplification is necessary. This paper 
examined potential complications caused by the ability to configure and customise, 
where the removal of standardisation increases the opportunity for non-routine 
interaction. The dynamics of non-routine interaction in a clinical medical environment 
suggest that device customisation will increase the burden of localised training by 
experienced community members, and impact safety. However, these disadvantages 
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come at the gain of efficiencies for community members, and if possible, a safe 
balance must be found. One particularly interesting result of this study is the 
identification of covert patient interactions. These covert interactions already incur 
safety consequences, but are made potentially riskier when customised devices are 
operated using standard manuals found online. Restriction of information as means to 
control [1] has now largely been circumvented by these manuals. Using the resilience 
engineering perspective as a lens to uncover the absence of resilience can be 
illuminating. Particular areas of concern are situations where humans are prevented 
from contributing to system resilience. According to Participant D: ‘The patients 
aren't there to think about what’s happening with their treatment that's the nurses 
job’. However, involving patients in their own treatment would appear to be a 
particularly resilient action. Considering the management of false medical device 
alarms, this has the possibility to free up significant amounts of nursing time, as well 
as enormously improving the wellbeing of the patient. The patient should be 
integrated into the workgroup community and be made aware of interaction 
implications. Device designers also need to recognise and anticipate cases of patient 
interaction. Resilient infusion pump designs such as that by proposed by Nemeth [7] 
offer visualisation of a complete cycle of a treatment, and would have prevented some 
of the issues discovered in this paper. Achieving a safe mix of device customisation 
and safety would appear to be a delicate balance, and future work will explore the 
deeper issues surrounding the situated trade-offs incurred. 
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Abstract. We present a dog-tail interface for utility robots, as a means of 
communicating high-level robotic state through affect. This interface leverages 
people’s general knowledge of dogs and their tails (e.g., wagging means happy) 
to communicate robotic state in an easy to understand way. In this paper, we 
present the details of our tail construction, and the results of a study which 
explored a base case of people’s reactions to the tail: how various parameters of 
tail movements and configuration influence perception of the robot’s 
zoomorphized affective state. Our study indicated that people were able to 
interpret a range of affective states from various tail configurations and 
gestures, and in summary, we present a set of guidelines for mapping tail 
parameters to intended perceived affective robotic state. 

Keywords: human-robot interaction, animal-inspired interfaces, affective 
computing. 

1 Introduction 

As robots continue to enter people’s spaces and environments it will be increasingly 
important to have effective interfaces for interaction and communication between the 
people and robots. One such aspect of this communication is people’s peripheral 
awareness of robots’ actions and motions, a communication channel which has 
proven important for human-human interaction in work roles similar to utility robots; 
for example, as office assistants, robots should be as non-intrusive as possible yet still 
provide ambient awareness of their tasks [10, 32]. In this paper we introduce the use 
of a dog tail for robots as a peripheral awareness communication mechanism (Fig. 1). 

Dogs are one of the most preferred pets in many countries around the world, and as 
such we posit that even non-dog owners have a passing knowledge of dogs from the 
general “social stock of knowledge” [4, 14]. Thus we believe that dogs’ tail gestures 
and vocabulary are generally well understood, at least on a basic level, and that utility 
robots can leverage this to unobtrusively broadcast various aspects of their state to 
people while they work. For example, a cleaning robot could keep its tail high on a 
full battery and slowly lower it to indicate less energy, it could lower its tail (between 
its wheels) to indicate a stuck wheel, or a delivery robot could wag its tail quickly to  
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Fig. 1. A person notices the ambient tail state of a passing robot 

indicate it found the person it was looking for. This tail interaction would further 
leverage people’s existing tendencies to anthropomorphize and zoomorphize utility 
robots, for example, people give them names and buy them clothes [7, 30]. 

Affect is easily recognized by people (at least at the abstract level) and utility 
robots that find themselves collocated with people can use this communication 
channel. While a tail would enable a robot to broadcast zoomorphic affective 
information, it is not clear how this information will be interpreted by people in 
relation to its state; for one, a real dog uses its tail in concert with the rest of its body 
language, while our utility robot uses the tail in isolation. In addition to building a 
utility-robot dog-tail prototype, we conducted an experiment that explored how 
people respond to the tail in general, and how various tail parameters (e.g., wagging 
speed or height) impact the robot’s perceived affective state. From this we summarize 
our findings into a toolkit set of guidelines for developing dog-tail interfaces to 
broadcast desired state information. The contributions of this paper are: a) a novel 
utility-robot dog-tail interface design and implementation, and b) a set of design 
guidelines, grounded in a study, for developing dog-tail behaviors for specific 
affective response. 

2 Related Work 

Part of the affective computing tradition in human-computer interaction is to 
incorporate human or animal-like affect and emotion directly into interfaces [20, 21], 
for example, a picture frame which uses an ambient color display to communicate 
emotion between people when they are apart [5]. There is a well-established 
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application of ideas from affective computing to human-robot interaction, where 
impressions of robotic affect can be used to help users gain high-level state 
information without requiring them to read complex sensory information [6, 11, 12, 
31]. Some have suggested the use of facial expressions and embodied gestures, where 
examples include mechanized faces with eyebrows, mouths, etc. [1–3, 34], animated 
faces on screens [16, 18], using mixed reality to superimpose graphics faces on 
robots [31], human-like whole gestures with arms, etc. [2], or even using gaze [29]. 
More abstract methods such as colors and sounds have similarly been used for 
communicating emotion to represent state. For example, both the Breakbot and AIBO 
robots use color in this way, and the Sony AIBO further uses puppy-like sounds [8, 
23]. Our work follows this overall approach by using affect and emotion, via a robotic 
tail, to encourage attribution of affect for the purpose of conveying high-level robot 
state. 

Animals have commonly been used for robotic interface inspiration. Leonardo, for 
example, was designed as a fantastical mammalian creature that people can relate to 
and communicate with [2], the Sony AIBO was designed explicitly to act as a puppy 
[8], and one robot can follow its owner on a leash similar to a dog [33]. Several robots 
have also used tails in concert with other features to help communicate with people, to 
convey emotions as part of their animal persona or design [8, 26]. In our work, we 
investigate how a dog-inspired tail interface can be applied to utility robots, and how 
people perceive the affective impact of its various motion possibilities. 

Zoological research tells us that dogs can convey a broad range of states through 
their tails, for example, suggesting a happy state by wagging, high arousal or self-
confidence by raising their tails, or fear by lowering their tail [1, 5]. Robotic pets such 
as the AIBO only use simple tail wagging [8], and it is still unclear how a wide range 
of behaviors can scale to robots. One study discovered that a tail can invoke memories 
and that interpretations vary with wag speed in one dimension [27], although this 
work did not aim to formally parameterize the tail motions and measure affect as we 
do, and also did not find consistent results across people. Further, robotic tails could 
produce motions not found with real dogs, such as moving in a full circular motion. In 
our work, we extend tail movement capabilities and formally investigate how people 
perceive a full range of motions in terms of affect. 

3 Implementation 

We based our dog-tail interface implementation (Fig. 2) on a technique used in 
hobbyist animatronics [28, 35] where the tail was constructed from a modified 
common construction toy kit (Klixx): the interlocking pieces were sanded to achieve 
smooth movement and to increase range of motion, and paperclips were inserted 
through drilled holes to strengthen the joints (Fig. 3). Tail deformation was achieved 
using a two-dimensional cable and heavy-duty servo pulley mechanism attached to a 
wooden board. The cables were attached to the tail by being threaded through the 
paper clips. 
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Fig. 2. An iRobot Create with our dog-tail attached 

 

Fig. 3. Top-view of the tail assembly and before putting it inside the wooden box (right) 

A key point with this mechanism is that we had to ensure that the two mounted 
servos were directly in line with the central tail axis, both in terms of height above the 
platform and lateral offset; slight alignment deviations added a tilt to the tail 
movements, making direct left-right or up-down movements difficult, and larger 
deviations resulted in the tail twisting (crumpling). 

The entire tail mechanism was mounted on an iRobot Create disc-shaped robot, 
covered with a wooden box to hide the internal workings, and the tail itself was 
covered with white furry fleece (taken from a stuffed animal) to improve the 
appearance of being a dog tail. 

The electronic implementation was achieved by using two Arduino Uno 
prototyping platforms, one to control low-level tail behavior and one to drive the 
robot around a space, and a WiFly wireless internet module for remote control. 
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The basic tail design was determined through informal pilot studies (5 
participants). We experimented with tail coverings: no covering was seen as too 
mechanical or unpleasant, a white spandex (hose) cover was seen as somewhat 
reptilian and left a negative impression, and our fur covering was seen as cute and 
fun. Despite worries that fur would be out of place with a plastic robot, this was not a 
strong concern in the pilot. We tested tail length in terms of now natural it appears on 
our robot; we built short (10 cm), medium (15 cm), and long (32 cm) versions. The 
medium length was favored strongly in the pilot and used in our final version. 

4 Exploratory Methodology 

Zoological research tells us much about how dogs use their tail to communicate [9, 
13], and we believe that people have some basic understanding of dog-tail 
communication from the general social stock of knowledge [10], for example, that 
wagging is a positive or playful state. However, we did not yet know if this 
knowledge transfers to interacting with a robot via a dog-tail. We also did not know to 
what extent people understand what a tail may be trying to communicate, or how 
different kinds of tail motions will be interpreted by people. As an initial step, through 
pilots we observed that people do not (at all) understand intricate dog-language 
specifics, e.g., different meanings when wagging on the left vs. the right. However, in 
the pilot people understood well that dog tails are used for communication, and could 
understand basic language such as wagging and raising or lowering the tail. Our 
exploratory goal is to leverage this general understanding (i.e., we do not want to 
require people to have training) and to systematically explore how people interpret a 
full range of tail motion possibilities: we implemented a broad range of tail motions 
and configurations, at different speeds, wag-sizes, and so forth, and conducted a study 
to evaluate how people perceive the resulting robotic affective states. 

4.1 Measuring Perceived Affect 

To classify people’s perceptions of the robot we applied Russell's Circumplex Model 
of Affect, a standard psychological model of affective and emotional states [17, 24]. 
This model breaks affect into two scales or dimensions: valence (pleasure), from 
displeasure to pleasure, and arousal, from low to high energy. 

To measure people’s perceptions of the robot’s affect we employed the Self-
Assessment Manikin (SAM) [19]. SAM is a standard psychological instrument for 
rating affective states on the above affect model, where valence and arousal are 
represented by a series of easy to understand comic-like pictorial representations: 
from a very unhappy to a very happy character on the valence dimension, and from a 
sleepy low-energy to a high-energy awake character on the arousal dimension. People 
can rate an affective state simply by selecting the most appropriate pictorial on each 
dimension; in our case we used seven-point scales. Although generally used for a 
person to rate their own feelings, this method can also be used to rate the perceived 
state of others [22]. 
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Fig. 4. The three continuous motion patterns used in our study 

As part of our analysis, we correlate our observed valence and arousal with 
previous work on classifying emotions on these scales [19]. This provides a means to 
generate descriptive keywords that are capable of explaining how people may 
interpret the particular motion. 

4.2 Exploring Tail Vocabulary 

In developing a broad range of tail motions and states, we used nature-inspired 
possibilities (how real dogs act) as well as additional possibilities enabled by our tail 
configuration but not used in nature. We categorize our selected tail settings into: 
continuous wagging, the tail is always moving, gestures, the tail does an action at a 
certain time, and postures, the tail maintains a static state. 

We developed three forms of wagging: horizontal, where the tail moves left and 
right on a plane roughly parallel to the floor similar to as in nature [9, 13] (Fig. 4a), 
vertical, where the tail moves up and down perpendicular to the floor (not found in 
nature, Fig. 4b), and circular, where the tail moves in a complete circle (not found in  
 

a) Horizontal wagging b) Vertical wagging 

c) Circular wagging d) Side-view of robot, in this 
case vertical wagging 
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Table 1. The full range of tail configurations we developed and tested 

 
 
nature, Fig. 4c).  All three types were created at low, medium, and high speeds. We 
varied horizontal and vertical to have either a small, medium, or large wag-size (how 
tight or wide the wag was, no change in speed). Finally, we varied horizontal wagging 
to have a low, parallel, or high offset in relation to ground. 

We developed two tail gestures, a raising and a lowering action, to mimic how 
dogs act in nature: the tail was kept at a non-moving neutral state slightly below 
center (as with a real dog) except when it moved to complete a gesture. The tail would 
hold the gesture for 0.5 seconds before returning to the neutral state. We created low, 
medium, and high speed versions of the gestures, referring to the time taken to change 
from neutral to target state (raised or lowered), and a low and high offset version of 
each, representing how far the gesture moved from neutral. Finally, we had three 
static postures: a low tail, a straight tail parallel to the floor, and a high tail. 

Table 1 presents an overview of our 31 motions deriving from the above 
configurations. Note that attributes are manipulated independently of others and thus 
some entries of the table are identical. For example, for the three wag sizes of 
horizontal wag, the other two attributes (speed, height) were kept fixed; for horizontal 
wag, the medium speed and the medium height settings were effectively identical. 
This reduction yielded 26 unique behaviors that were shown to participants. 

4.3 Anticipated Interpretations 

In general, we assume that high tail height will have high valence, and that valence 
values will decrease when the height is decreased, as this is naturally how dogs 
communicate with their tails [9, 13]. Additionally, based on previous motion and 
emotion work we expect that, in general, higher speeds will have higher arousal [25]. 
We expect this to happen for wagging, gestures, and postures. 

category sub-type attributes 

continuous wagging 

horizontal 
speed: low, medium, high 
wag-size: small, medium, large 
height: low, parallel to floor, high 

vertical 
speed: low, medium, high 
wag-size: small, medium, large 

circular speed: low, medium, high 

action gestures 
raising 

speed: low, medium, high 
height: low, high 

lowering 
speed: low, medium, high 
height: low, high 

static postures height: low, medium, high 
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5 Study 

We recruited 20 participants from our local university population to participate in our 
study: 12 males / 8 females, aged 18-47 (M=24.25, SD=6.79). Our study was 
reviewed and approved by our university research ethics board, and all participants 
received $10 for their participation in the 60 minute study. 

 

 

Fig. 5. Robot motion plan, blue ellipses define the points where robot showed action gestures 

Participants were brought to our lab environment, and after a brief introduction, 
signed an informed consent form and received their compensation. We introduced the 
robot and the tail, the concept of the robot using the tail to communicate mood, and 
introduced the SAM scales based on its recommended text [15]. Participants 
proceeded to view the tail behaviors, order of appearance counterbalanced across 
participants. Participants were given 15 seconds post-demonstration of each tail 
behavior to rate the configuration on the SAM scales. Finally, we conducted a semi-
structured interview, to investigate general views on the tail interaction, and debriefed 
the participants before ending the study. All studies and interviews were videotaped. 

The layout of the study environment is shown in Fig. 5, where the participant was 
seated at a desk positioned to easily view the robot’s motion, as it followed the path 
indicated. We designed this path to provide views of the tail from the front, sides and 
behind. The robot used the same path for all tail configurations, where the tail action 

Point at which robot  
showed the gestures Robot Path Robot base (start/end  

point for each motion) 

Participant 
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was the only thing that changed. Blue ellipses on the robot path represent the spots 
where the robot showed the action gestures such as "raising the tail" which can only 
happen at certain points. We used side and back views of the robot for showing action 
gestures so as to provide a clear view of the tail to the participants; we did not have a 
view from the robot’s front as the robot might have occluded the tail. Other than 
action gestures, all tail motions were programmed to initiate when the robot started to 
move and were stopped when robot came to a halt. The path took 35 seconds  
to complete, after which the experimenter returned the robot to its original position to 
minimize drift over the cases. 

5.1 Results 

We performed six primary analyses based on our configurations highlighted in Table 
1 and our anticipated interpretations; our dependent variables were the participant 
ratings of affect on the valence and arousal dimensions. 

Speed vs. Wag Type. We conducted a 2 way ANOVA on wag type (horizontal, 
vertical, circular) versus speed (low, medium, high). As the assumption of sphericity 
was violated for the main effect of speed on valence (Mauchly’s test, X2

2=14.93, 
p<.05), degrees of freedom were corrected using Greenhouse-Geisser estimates of 
sphericity (e =.631). 

All effects are reported as significant at p < .05. There was a significant main effect 
of the wag speed on both valence F1.26,24.30=9.79 and arousal F2,36=71.38. Planned 
contrasts (we predicted that more speed would express more energy and more positive 
valence) revealed that, on both the valence and arousal dimensions, high speeds were 
rated significantly higher than medium speeds F1,18=18.53 valence, F1,18=42.92 
arousal, and low speeds F1,18=11.79, valence, F1,18=99.42, arousal. 

There was also a significant main effect of wag type on both valence F2,36=15.52 
and arousal F2,36=39.63. Post-hoc tests (with Bonferroni correction) reveal that 
vertical wagging (M=-0.56, SD=1.49) was rated as lower valence than both horizontal 
(M=1.44, SD=0.98) and circular (M=0.98, SD=1.83), although there was no 
difference found between horizontal and circular. For arousal, all differences were 
significant: horizontal wagging (M=0.63, SD=1.3), vertical (M=-0.56, SD=1.45), and 
circular (M=1.61, SD=0.97). These relationships are shown in Fig. 6. 

There was a significant interaction effect between the wag type and speed on 
valence F4,72=3.74 and arousal F4,72=3.02, indicating that speed’s effects on 
perceptions of valence and arousal depends on the wag type. For valence, post-hoc 
tests (with Bonferroni correction) revealed that all three speeds yielded different 
results for horizontal wag, but no significant effects were found for vertical or circular 
wags, as suggested by Fig. 6. For arousal, post-hoc tests (with Bonferroni correction) 
reveal that speed is a significant predictor of measured arousal for horizontal and 
vertical wagging, but for circular wagging, low speed is significantly different from 
medium and high, which themselves are not different. 
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Fig. 6. Speed by Wag Type, error bars show 95% confidence interval 

 

Fig. 7. Wag-Size by Wag Type, error bars show 95% confidence interval 

Wag-Size vs. Wag Type. We conducted a 2-way ANOVA on wag-size (small and 
large) versus wag type (horizontal, vertical); all effects reported significant at p<.05. 
There was a significant main effect of wag-size on both valence F1,17=7.77 and 
arousal F1,17=48.39, showing that smaller wag-size increases perception of both 
valence and arousal (Fig. 7). A significant interaction effect was found between the 
wag type and how different wag-size were perceived for arousal F1,17=12.19 
indicating that small wag-size is significantly different from large wag-size in the 
arousal dimension. 
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Fig. 8. Height of Horizontal Wagging, errors bars show 95% confidence interval 

 

Fig. 9. Height of Static Postures, error bars show 95% confidence interval 

Height of Horizontal Wagging. We conducted a 1-way ANOVA on height (low, 
parallel to floor, high) with horizontal wag type (3 levels of wagging); all effects 
reported significant at p<.05. There was a significant main effect of height on valence 
F2,32=6.601, with planned contrasts highlighting that both medium F1,16=4.69 and high 
height F1,16=12.48 were higher valence than low height. This indicates that high 
height had more valence than low height (Fig. 8). There was no effect on arousal. 
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Height of Static Postures. We conducted a 1-way ANOVA on height (low, parallel 
to floor, high) with static postures (3 levels of straight tail); all effects are reported 
significant at p<.05. There was a significant main effect of the height on perceived 
valence F2,38=21.4 and arousal F2,38=6.36. Planned contrasts for valence showed that 
low height (M=-2.35, SD=1.04) was lower rated than both medium (M=-1.1, 
SD=1.59) and high (M=-0.1, SD=1.41), and for arousal low height (M=-2.00, 
SD=1.59) was lower rated than high (M=-0.65, SD=1.46) (other contrasts non-
significant). This explains that high height had more arousal and more valence as 
compared to low height (Fig. 9). 

Non-significant Tests. No significant effects were found using ANOVAs on speed 
(low, medium, high) by action gestures, or height (low, parallel to the floor, high) by 
action gestures. 

Semi-structured Interview. From the post-study semi-structured interview, we 
found that: 17 participants (85%) zoomorphized the robot, for example, saying “it 
looks like an animal,” “it felt like a dog.” Additionally 2 female participants (25% of 
females) asked the name and gender of the robot and 6 of them (75% of females) 
discussed its “cuteness.” 

19 participants (95%) responded positively when asked if they found the dog-tail 
interface easy to understand and read, saying such things as “I am able to perceive its 
feelings,” “it was easy to understand feelings of the robot,” (we note that participants 
were introduced to the gestures as "feelings" through the explanation of the SAM 
affective measurement instrument). Some, however, suggested that we add other dog 
elements, such as puppy sounds to improve the communication clarity. Many 
mentioned that they were also interested in seeing the dog-tail interface on other 
utility robots, and some (2 participants) were interested in seeing a cat-tail version. 

5.2 Discussion 

We observed that people readily accepted a dog-tail interface on a utility robot, easily 
understood the concept of the robot communicating through the tail, and that the tail 
interface has a broad and detailed communication vocabulary that people can 
consistently understand. We observed that basic dog-tail language such as higher tail 
height is understood, and also that higher tail wagging speeds result in perceptions of 
higher arousal, and in general, also result in more positive perceived valence. This 
was also echoed in the static tail postures, although with no movement, results were 
all generally less aroused and less positive than their moving counterparts. 

We further found consistent differences in wagging types. While horizontal wagging 
was generally perceived as positive valence, vertical wagging was seen as being more 
negative – even with faster wags – and circular was somewhere in between with less 
clear results on valence. Thus, different wag types can be used depending on what a 
robot is trying to communicate. We feel that this inclusion of non-natural motions did 
not hinder our results as designers are free to stick to natural ones, and our statistically-
significant results (including non-natural motions) indicate that there is a base-line 
common interpretation between people that can be used in design. 
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Upon consideration of our lack of consistent findings for our action gestures, we 
realized that the robotic motion itself and the neutral tail state held when a gesture 
was not being performed was a likely confound, where people perhaps rated those 
constant elements instead of the periodic gesture. This is supported by the fact that the 
perceived valence and arousal of all action gesture movements were tightly grouped. 

One perhaps unexpected result was that smaller wag-sizes result in perceptions of 
higher valence and arousal; we expected these motions to have lower results given 
their lower movement profiles. Upon consideration, however, we realized that smaller 
wag-sizes at the same tail speed will result in more wags per second, perhaps 
increasing the perception of speed. 

Overall, our results show that people were able to understand affective robotic 
states as conveyed using a tail, and as such this technique could be used as a 
peripheral-awareness channel for conveying high-level robotic state to people. For 
example, energetic vs. fatigued tail motions could be used to show battery level (e.g., 
fast/slow tail wag), or a robot could appear depressed (low-arousal/valence, e.g., 
slow-moving low tail posture) to show navigational confusion such as being lost. By 
communicating these abstract states, a utility robot can indicate its present state using 
people’s existing knowledge of dog-tail movement and help them understand when 
and how they should interact with the robot. 

6 Design Guidelines 

From our results we formed the following tail guidelines to help designers in creating 
their own dog-tail interfaces that convey affect. We present our guidelines from three 
perspectives: motion parameters (speed, wag-size and height), wag-type (horizontal, 
vertical and circular wagging) and postures (straight tail-high and straight tail-low). In 
addition, we present the results from an exercise where we correlated our average 
arousal and valence ratings to existing knowledge of affective states on these 
continuums. We envision that this section will be useful to those creating dog-tail 
interfaces, aiding them in selecting tail movements to represent a desired affective 
state that can be understood by people without having to undergo training. 

6.1 Dog-Tail Motion Parameters 

Speed. A higher speed projects a higher valence and arousal (e.g., elated) and a lower 
speed projects a lower valence and a lower arousal (e.g., uninterested). 

Wag-Size. A smaller wag-size projects a more positive arousal (e.g., energetic) and a 
larger wag-size projects a less arousal (e.g., lazier). 

Height. A higher tail projects a more positive valence (e.g., happier), and lower tail a 
more negative valence (e.g., sadder). 
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6.2 Dog-Tail Wag-Types 

Horizontal Wagging. This is the natural form of wagging, as found in dogs. This 
type of wagging can convey a range of valence and arousal values, starting from 
medium to high. 

Circular Wagging. A tail wagging in circular motion may be able to project a more 
positive arousal as compared to horizontal and vertical wagging at the same speeds. 

Vertical Wagging. A tail wagging in vertical motion generally projects a more 
negative valence and a slightly more negative arousal as compared to horizontal and 
circular wagging, although medium high arousal states can be achieved with high 
speeds or small wag sizes. 

Table 2. Adjectives matching participant ratings of tail motion 

 

category sub-type parameter attributes and descriptive keywords 

continuous wagging 

horizontal 

speed 
low - modest  
medium - wondering  
high - joyful and elated 

wag-size 
small - strong, mighty and powerful 
large - interested 

height 
low - contempt  
parallel to floor - awed  
high - wonder  

vertical 
speed 

low - solemn 
medium - shy and disdainful 
high - aggressive 

wag-size small - aggressive 
large - selfish and quietly indignant 

circular speed 
low - reverent 
medium - aggressive and astonished 
high - overwhelmed 

action gestures 

raising 
speed 

low, medium and high - shy, selfish, 
disdainful or weary 

height low and high - shy, selfish, disdainful, 
weary timid and fatigued 

lowering 
speed 

low, medium and high - shy, selfish, 
disdainful or weary 

height low and high - shy, selfish, disdainful, 
weary timid and fatigued 

static postures 
 

height 
height: low - lonely 
parallel to floor - fatigued 
high - concentrating 
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6.3 Static Dog-Tail Postures 

Static dog-tail postures provide more subdued impressions of affect and valence than 
the moving counterparts. A low, static tail projects a very low valence and arousal, 
while a higher tail makes this impression more moderate. 

6.4 Correlating Tail Motions to Affective Adjectives 

We correlated our results to existing work that maps data points on the arousal-
valence space to affective adjectives [18], as a means of generating loose-yet-
informative keywords to roughly describe how various tail configurations may be 
perceived. We took the average rating for each motion and correlated it with the 
closest point on the previous work. A summary is given in Table 2. 

7 Future Work 

Our work is limited to giving a robot a dog-tail only for communicating different 
affective states. In contrast, a real dog uses its face, eyes, voice body language, etc., to 
accompany its tail motions to create more complex expressions for deeper 
communication. We hope to continue our line of work to investigate what other 
aspects of dog communication can be used by robots in similar ways, or even which 
other animals can serve as inspiration for developing this type of interface. 

While the aim of this study was to develop an understanding of how a robot may 
communicate using a dog tail, and how people may perceive the communication, 
moving forward it will be important to further develop our guidelines to provide 
researchers with more concrete tools for tail-interface design. For example, although 
our results and guidelines help designers decide how to communicate a desired 
affective state, we do not yet address how to move from low-level robotic state (e.g., 
battery level, malfunction, etc.) to affective ones. While this is a broad question for 
HRI in general, we believe that we can follow the dog metaphor as one promising 
direction for developing this kind of mapping. 

Currently, we have only placed our dog tail on a small robot that sits close to the 
ground (similar to a small dog). We will explore how our tail will translate to other 
morphologies such as a humanoid robot or flying robot, and other domains such as toy 
robotics. Part of this question will be to explore the limits of use. For example, while we 
focused currently on utility robots, we will explore other less obvious applications such 
as inanimate objects (e.g., a printer) to help convey the devices’ state, and will consider 
where the tail interface may not be applicable, for example, for remote control robotics 
or industrial machines where the tail may not be monitored. 

8 Conclusion 

In this paper we presented an original dog-tail interface and conducted a formal 
evaluation to investigate how people perceived the affective states of a robot equipped 
with a dog tail, across a full range of tail behaviors. We found that the tail was able to 
convey a broad range of affective states and that people reliably interpreted the tail 
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motions in a consistent fashion. From this, we summarized our results into design 
guidelines for creating dog-tail interfaces. 

Overall, we anticipate that our contribution of exploring and mapping how robots 
can use dog tails to communicate affect will be of use to HRI designers, providing 
them with a new paradigm for robotic communication. Further, we hope that robots 
using this kind of periphery communication will help people in understanding their 
state and help in deciding when and how they should interact with the robot. 
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Abstract. This study proposes devices suitable for use by non-experts to design 
robot navigation routes. The user places landmarks, called pebbles, on the floor 
to tell navigation routes to a robot. Using infrared communication, the pebbles 
automatically generate navigation routes. The system is designed such that non-
expert users can understand the system status to configure the user’s target envi-
ronment without expert assistance. During deployment, the system provides 
LED and voice feedback. The user can confirm that the devices are appropriately 
placed for the construction of a desired navigation network. In addition, because 
there is a device at each destination, our method can name locations by associat-
ing a device ID with a particular name. A user study showed that non-expert us-
ers were able to understand device usage and construct robot navigation routes. 

Keywords: Robot Navigation, Tangible User Interface, Navigation Landmark, 
Non-Expert User. 

 

Fig. 1. Pebbles Usage. The user places pebbles at desired locations. Pebbles automatically 
construct a network topology. After deployment, the robot can travel to any pebble in the net-
work. 

1 Introduction 

Robots can be used for various applications in both home and office environments. 
For example, a robot can travel to predetermined locations at a specific time to collect 
environmental data. Robots can also deliver a physical object, such as a cup of coffee 
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to a colleague, upon a user’s request. If a robot moves an electric fan closer to a per-
son, the fan can work more energy efficiently. However, it is difficult for a robot to 
know how to reach a specific target location in an unknown environment. Meanwhile, 
regarding user interaction, it is preferable to specify target locations using natural 
expressions such as names of the locations. In this study, we propose a method that 
allows a non-expert end-user to provide navigation information to a robot and to natu-
rally specify locations. 

While there are many ways to characterize existing methods to configure an envi-
ronment for robot navigation, we divide the existing methods into two approaches: 
automatic mapping by robots and environmental configuration by humans. Automatic 
mapping by robots, represented by simultaneous localization and mapping (SLAM) 
[1], is an effort saving method from the user’s point of view. The robot acquires  
map information by automatically exploring the environment, and the robot can plan 
navigation for a specific location after constructing a map. However, the internal  
representation of the constructed map is typically a set of coordinates, which may be 
too complicated for non-expert users to associate with a specific named location, such 
as “kitchen.” We call this name association “labeling.” In addition, in such a system, 
the robot may enter into areas where the user does not want the robot to enter. 

On the other hand, there are several implementations that fall into the category  
of environmental configuration by humans. Physical guides, such as rails for trolley 
robots and lines for line following robots are the simplest ways to realize such  
environmental navigation support. A robot can reach target locations by tracing these 
environmental guides. Most other techniques employ absolute positioning because 
odometer-based positioning has the fundamental limitation of accumulating position-
ing errors. Some directly measure a robot’s position using environmental sensors  
[2-3], while some other employ robot-readable devices or tags that work as landmarks 
that allow the robot to determine its position in the environment [4-5]. For a robot to 
navigate in these environments, the map of the entire environment is required and  
is typically provided by the person who manually calibrates and installs sensors, de-
vices, or tags. Combining this manual registration of map information with manual 
labeling of locations enables a user to naturally ask the robot to reach a specific loca-
tion. However, existing methods require experts to deploy devices, and therefore the 
home or office user needs expert assistance to configure locations and labels. 

We propose a method that allows non-expert users to configure the environment 
for robot navigation employing infrared communication devices called pebbles.  
The robot receives topology information from these devices and moves to locations 
by tracing infrared signals. We extend previously demonstrated implementation [6], 
and discuss usage scenario and deployment assistance. We also conduct a user study 
to see if non-expert users can understand device usage. Fig. 1 illustrates the basic 
concept of the proposed method. The user only has to place pebbles at desired  
locations, and the pebbles will automatically construct a network topology. After 
deployment, the robot can move to any pebble location in this network. Since infrared 
signals travel in a straight line, if one pebble has unobstructed line-of-sight to another 
pebble, the robot can be expected to travel between these two pebbles. With our me-
thod, destinations are determined by pebbles, and thus it is easy to label destinations 
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by associating a pebble device ID with a name. In our current implementation, the 
user can easily do this by putting physical labels on buttons on a remote control, for 
example, “kitchen” or “entrance” (Fig. 5). The user can select a labeled button for the 
target location. In addition, our method explicitly prevents the robot entering into the 
area where the user does not want the robot to do, because the robot moves by tracing 
the constructed network trails. Although our method requires the user to place each 
pebble so that it is within line-of-sight of neighboring pebbles, each pebble can pro-
vide LED feedback, and the robot can provide voice feedback to confirm connection 
status. None of these configuration processes require expert knowledge. 

Our contribution is presenting a user-configurable method for robot navigation, ra-
ther than the system’s algorithms, communication technology, or network construc-
tion. LED and voice feedback helps the user to construct an appropriate network, and 
we describe the interaction design between the user and the devices. 

2 Related Work 

Several positioning techniques have been proposed for indoor environment, where 
GPS technology provides only limited performance. Radio-based fingerprinting [7] is 
one of the trends in indoor positioning; in most cases, the system does not require 
major changes to infrastructure because of the recent widespread presence of wireless 
LAN [8]. Some other approaches calculate positions by installing sensors in the envi-
ronment [9-13], including a commercial system [13]. Another popular approach is to 
utilize cameras fixed in the environment [14]. Other approaches use passive tags to 
calculate position. Saito et al. implemented an indoor marker-based localization sys-
tem using coded seamless patterns [15]. Similar indoor localization systems have 
been subsequently proposed using invisible markers installed on the ceiling [16]. 
These absolute positioning techniques can be used to determine robot position, but 
navigating in the environment also requires environmental knowledge, in particular, 
map information. Typically, registering such map information requires expert know-
ledge and is not easy to reorganize after registration. 

On the other hand, relative positioning by devices emitting beacon signals is 
another method of robot navigation. Similar to physical guides such as rails and lines, 
the robot can trace signals to move among the devices. These devices also work to 
understand environmental structure by detecting if the beacon signals reach others as 
expected. There have been some work where a robotic system uses such beacon  
devices to determine the environment [17-20], and we share the basic idea of this 
previous work. However, the previous work does not discuss if an average user can 
deploy such devices, which is our focus here. In contrast, a robot places the devices 
[17], or robots themselves are the devices [18-20]. 

The automatic mapping techniques represented by SLAM are widely used for  
robots and autonomous vehicles [1]. Various sensors are used for observing an  
environment, such as sonar [1,21], laser [22], and vision [23-25]. The robot constructs 
a map of the environment by exploration, and the robot can use the constructed  
map to navigate toward a specific location in the map. However, a typical internal 
representation of the map is a set of coordinates, and it is not trivial for a user to spe-
cify a destination or label a location within it. In general, this method requires another 
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representation or visualization of the constructed map so that the user may specify a 
point in the map. This paper deals with the issue of providing a user-understandable 
representation, as described in the next paragraph. 

In the proposed method, tangible user interface [26] is a key concept for providing 
a user-understandable representation of the environmental map. Placing a tangible 
device at each destination bridges the specific location in the user’s physical world 
and the specific node in the system’s internal topology map. In our prototype system, 
the internal representation of the environmental map is a network topology, but the 
user does not need to know about it. The user only has to specify and label a device at 
desired locations in the physical world, and the system determines the steps to reach 
the devices from the network topology. 

3 Pebbles 

3.1 Device Hardware 

A pebble is a self-contained device that is capable of communicating with other  
pebbles. Pebbles construct a network topology to generate navigation trails for the 
robot. Each pebble consists of a microcontroller unit, infrared communication unit, 
and battery set. All components are packed in a plastic cylinder case 10 cm in diame-
ter and 10 cm in height (Fig. 2). Each pebble has a unique ID that distinguishes it 
within the network. A button labeled with this ID sits on the top for user input. 

 

Fig. 2. Pebble Hardware. A pebble has 24 infrared transmitters, 8 receivers, 8 indicator LEDs, 
and a button. The infrared transmitters and receivers are arranged to cover all directions. The 
indicator LEDs are used to provide primitive feedback to the user. The button is used to receive 
user input. 

The infrared communication unit has eight infrared transceiver modules; each one 
contains a red LED indicator, infrared receiver, and three infrared signal transmitters. 
The modules are placed 45 degrees apart so that all eight modules achieve 360-degree 
coverage. Infrared signals are modulated using a 38 kHz carrier, a frequency typically 
used for remote-controlled appliances, to prevent errors caused by noise. The indica-
tor LEDs on the top provide primitive feedback. 
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3.2 Deploying Pebbles 

The robot plans its navigation based on topological information from the pebbles and 
moves toward a goal according to pebble signals. Therefore, each pebble must com-
municate with at least one other pebble, and no pebble should be completely isolated. 
To arrange for each pebble to communicate with its neighbors is the user’s responsi-
bility. The system provides LED and voice feedback to help the user to ensure pebble 
connectivity. 

The user can see LEDs on the top of each pebble, each of which indicates its con-
nection status to another pebble in a specific direction (Fig. 3). When transmitting and 
receiving infrared signals, the indicator LEDs of corresponding channels synchron-
ously blink to indicate adjacent relationships. The user can see if a pebble is visible to 
its neighbor pebbles. In this way, the user knows if two pebbles are placed too far 
apart or the path directly between them is blocked by some obstacles. The user can 
then correct the problem. 

 

Fig. 3. LED Feedback. When transmitting and receiving infrared signals, the indicator LEDs of 
corresponding channels synchronously blink to indicate adjacent relationships to the user. The 
LEDs of the transmitting pebble (left) indicate the transmission of the signal to all directions. 
The LEDs of the receiving pebble (right) indicate the reception of the signal in the direction of 
the transmitting pebble. 

In addition to the LED feedback, the system also provides voice feedback. The  
robot enumerates the IDs of pebbles in the network, for example, “I can locate num-
ber one, number three, and number five.” The user then knows which pebbles are not 
visible to the robot and can identify which connection is not working as expected.  
If the robot does not receive any signals from pebbles, it says, “I cannot see any  
pebble,” to indicate that the user should rearrange it. 

Utilizing LED and voice feedback, the user places pebbles at desired goals and 
their transit points. If the user places pebbles as in Fig. 4, for example, the robot can 
go to all rooms except the top middle room. Since only routes connecting two arbi-
trary neighbor pebbles are considered possible trails, the user can explicitly keep the 
robot from entering the top middle room. 
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Fig. 4. Sample Deployment. The robot can go to all rooms except the top middle room. In this 
case, the user explicitly keeps the robot from entering the top middle room. 

When the user changes the layout of the rooms or introduces a new object that  
obstructs a route of the robot, the user has to rearrange the pebbles near the change. 
Pebbles periodically transmit signals and automatically detect topology changes. 
Therefore, the user can reconfigure the network by adjusting pebbles, confirming  
that a pebble communicates with its neighbors as it did initially. This is useful, for 
example, when the user places an obstacle, such as a piece of luggage, in the room 
temporarily and wants to specify a path that avoids it. 

Locations are labeled by attaching physical labels on the buttons of the remote con-
trol (Fig. 5). After labeling, the user can select the target location of the robot by the 
name of the label. We consider three kinds of labeling: static, semi-static, and dynam-
ic targets. Static targets are the places whose name will not be changed after initial 
 

 

Fig. 5. Labeling by Physical Labels. The user attaches physical labels on a remote control to 
name locations. The labels of the targets can be static like “kitchen” and “entrance,” semi-static 
like “sofa,” or dynamic like “father”. 
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installation, such as “kitchen,” “entrance,” and “meeting room.” Semi-static targets 
are usually fixed locations, but might be relocated occasionally, such as “dining ta-
ble,” “sofa,” and “the desk of Ms. XXX.” Because the user might make a change to 
the layout of a room in home or office, the location associated with the table, sofa, or 
desk may be changed after the installation. The user can easily reconfigure the navi-
gation network to fit the new layout by relocating the associated pebble. The user can 
also carry a pebble around to define dynamic targets, such as “father” and “Mr. 
YYY.” For instance, users could carry a pebble with them to continuously indicate 
their current locations. When one user wants to send a robot to another user, the send-
ing user can simply specify the goal by pressing the button associated with the receiv-
ing user. Note that the sending user does not need to know where the receiving user is 
in this scenario. Pebbles can deal with all three scenarios in the same manner. In par-
ticular, the ability for non-experts to deal with semi-static and dynamic targets is the 
feature that differentiates our method from existing methods. 

3.3 Specifying a Goal 

After the navigation routes have been appropriately designed, the user can instruct the 
robot to move to any pebble within the network. A basic way to specify a goal is by 
pressing a button on the remote control (Fig. 6 (left)). The application services of the 
robot will request the user to specify a goal when required to proceed with the task. 
The user can also specify a goal by pressing the button on the pebble (Fig. 6 (right)). 
This is useful when the user want to call the robot or describe a series of target loca-
tions by traveling to the locations. If the button of the pebble is pressed, LEDs on the 
pebble blink more slowly than when transmitting and receiving the signals, which is 
described Section 3.2. The robot will reset the button press state after the task is com-
pleted, or the user can cancel the button press state by pressing the button again. 

 

Fig. 6. Two Ways to Specify a Goal. The user can specify a goal of the robot by pressing a 
button on the remote control attached to the robot (left). The user can also specify a goal by 
pressing the button of the pebble (right). 
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3.4 Robot Navigation 

The robot navigates by tracing infrared signals from pebbles. Therefore, the robot has 
the same hardware as a pebble for receiving infrared signals (Fig. 7). Our prototype 
employs the robotic platform iRobot Create, the developer’s version of iRobot Room-
ba vacuum cleaner. The robot has a sound speaker for voice feedback and a roof rack 
for delivering objects (Fig. 7). 

 
Fig. 7. Robot Platform. The robot has the same hardware as a pebble for receiving infrared 
signals. The robot also has a sound speaker for voice feedback and a roof rack for delivering 
objects. 

The closer a neighbor pebble is placed, the more receivers out of eight receive sig-
nals. Using this characteristic, the robot roughly estimates its proximity to the target 
pebble by monitoring the number of receivers receiving signals from the target pebble. 
The robot has a bumper switch to detect collision and will change its direction if it de-
tects obstacles, including pebbles. Because the bumper switch is weaker than a pebble’s 
static friction, the robot does not push the pebble to a new location when the robot 
bumps into it. In this way, the robot in the current implementation can navigate past 
objects on the floor. Note that obstacle avoidance is beyond the topic of this paper, and 
if the robot is equipped with some mechanisms to detect an obstacle before collision 
such as a laser range finder, the robot could avoid obstacles without collision. The robot 
may happen to go out of line-of-sight of the network of pebbles. In such a case, the 
robot moves around in the local area to search for infrared signals as well as searches for 
another path to the final goal. If it finds the current target pebble, the robot resumes the 
navigation. If it finds a new path to the final goal, the robot starts a new navigation. If it 
cannot find the way, it stops navigation and says, “Can you help me? I’m lost.” 

Based on the constructed network topology, we apply Dijkstra’s algorithm [27] 
with a uniform edge cost for finding the shortest path. All pebbles directly visible to 
the robot are tested as a starting point of a path. After finding the shortest path, the 
robot moves to each pebble in the path one by one. For example, if the shortest path is 
7-3-2-5, the robot first moves toward pebble No.7. After the robot reaches pebble 
No.7, the robot then moves toward pebble No.3, and the robot repeats this process to 
finally arrive at pebble No.5. 
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One fundamental limitation with the current implementation is confusion caused 
by highly reflective surfaces such as metal-coated walls (Fig. 8(a)). We observed that 
the robot receives infrared signals from all directions if the robot is in a corner made 
of these walls and there is a pebble nearby (Fig. 8(b)). In such a case, the robot does 
not understand the direction of the target pebble and cannot move forward using a 
tracing strategy. We implement a short random walk in the local area when receiving 
the target pebble’s signals from all directions until some of channels do not receive 
the signals. Although this problem can happen in an environment with highly reflec-
tive walls, it is the case that the robot happens to move into a corner, and we observed 
that the robot reached the final goal in most navigation trials. We confirmed that na-
vigation can be done when a pebble is near a highly reflective wall (Fig. 8(c)). In this 
case, the angle estimation of the robot has slight errors, but the robot can move in a 
similar direction and can try the next step of angle estimation. We also confirmed that 
normal wallpaper-covered walls do not cause this problem. 

 

 
                      (a)                      (b)                   (c) 

Fig. 8. Possible Limitation. If there are highly reflective walls like (a) in the environment, the 
robot may receive the same signal from all directions and be confused (b). On the other hand, 
the robot can deal with the case that a pebble is near a highly reflective wall (c). 

4 Sample Deployment 

We took a pebble system to a demonstration house and conducted a trial deployment 
and navigation in a relatively realistic environment. We took a first-time user from 
our group and asked her to deploy the pebble system. The goal of the deployment was 
to get a robot navigate between a kitchen and a studio. Fig. 9 shows part of the 
 

     

Fig. 9. Deployment Process. We took a pebble system and a first-time user to a demonstration 
house and asked her to design navigation routes in this environment. 
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(a) (b) (c) 

  
(d) (e) (f) 

    
(g) (h) (i) 

    
(j) (k) (l) 

  
(m) (n) (o) 

Fig. 10. Navigation Procedure. The user in a kitchen called a robot by tapping a pebble button 
(a). The user poured juice into a glass, while the robot was moving toward the pebble (b-c). The 
user directed the robot to travel to a studio using a remote control (d). The robot autonomously 
traveled out of the kitchen (e-f), through a living room (g-i), a passage (j-l), and the studio (m). 
The other user received the glass of juice (n-o). In this way, users were able to pass physical 
things between remote locations by employing the robot. 



430 K. Ishii et al. 

deployment process, which is just placing each pebble so that neighboring pebbles are 
within line-of-sight. A total of seven pebbles were placed in a kitchen, a living room, 
a passage, and a studio. 

After deployment, we asked her to try using the robot. We gave the scenario:  
“A wife in the kitchen wants to deliver a glass of juice to her husband in the studio.” 
Fig. 10 shows stills from the video record of the navigation procedure. She called the 
robot and directed it to deliver a glass of juice to the studio using functions derived by 
the pebble system. The robot successfully navigated and delivered a glass of juice, 
indicating that the pebble system can provide environmental knowledge for robot 
navigation even in an unfamiliar environment. 

5 User Study 

5.1 Goals and Methods 

We designed a user study to test if the pebble system is understandable and usable for 
end-users to configure an environment. The user study involves two tasks. The first 
task (Task 1) is to investigate the clarity of our system. The participants are given 
only a user guide describing the system. Task 1 uses a room and a passage (Fig. 
11(a)). The two target locations do not have a direct view between each other, and 
thus the participant needs to place pebbles at transit points. After Task 1, the experi-
menter asks about the system to determine the understanding of the participant and 
demonstrates full function of the system. The experimenter also accepts questions 
from the participant. The second task (Task 2) is intended to test the pebble system in 
a more complicated environment with four different room spaces and a passage (Fig. 
11(b)). 
 

 

Fig. 11. Experimental Configuration. We use a room and a passage for Task 1, and four rooms 
and a passage for Task 2. 

(a) Task 1 (b) Task 2 
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In both studies, the participant is asked to think aloud so that the experimenter can 
observe the participant’s thoughts. The experimenter places the robot in the environ-
ment and hands out nine pebbles that are switched off. 

5.2 Detailed Procedure 

In Task 1, the participant is instructed to read the user manual. After the participant 
finishes reading the manual, the participant is asked to configure the environment 
where the robot can navigate toward two target locations using pebbles. The user 
manual mentions how to use LED and voice feedback, but it does not instruct or en-
courage the participant to use the feedback. After deployment, the participant is asked 
to direct the robot to go to two targets using two different methods: by the remote 
control and by a pebble button. The participant is allowed to adjust the positions of 
pebbles in case the robot cannot arrive at the target. If the participant has difficulty 
completing the task, the experimenter regards it as the participant could not under-
stand the system, and provides necessary help. 

In Task 2, the participant is asked to design a network for the robot with four target 
locations. The participant is allowed to revise their deployment. After deployment, the 
experimenter checks to see if the network is constructed so that the robot can go to all 
four of the locations. After that, the participant is asked to move the robot between 
some of the target locations, given some scenario, such as “A wife in the kitchen 
wants to deliver snacks and coffee to her husband in the living room.” 

After Task 2, we conduct a semi-structured interview with the participant to ask 
opinions about their experiences using the system and how the participant thinks the 
system should be improved. 

5.3 Participants 

Eight non-expert participants (five female and three male with ages ranging from 26 
to 62; 26 year old female (denoted as 26f), 28 year old male (denoted as 28m), 29m, 
29m, 30f, 31f, 50f, and 62f) were invited to participate. The participants received 
3000 yen, roughly 25 dollars, for taking part in the user study. 

5.4 Results 

Task 1. Six out of eight participants correctly deployed pebbles at appropriate places 
to generate navigation trails and successfully navigated the robot to the specified tar-
gets. One participant (28m) did not understand that the pebbles connected as a net-
work. He attempted to move the robot step by step using only one pebble. He placed 
one pebble at a transit point to move the robot and then took the pebble to the next 
transit point. Another participant (26f) did not notice the visibility restriction, and the 
pebble network was disconnected between the inside and outside of the meeting 
room. 
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We observed a participant (29m) who tried to use pebbles in an unexpected man-
ner. He wanted to call the robot, so he placed a pebble on the table and pressed the 
button as if he was pressing a service bell. However, because elevated communication 
is not supported by the current implementation, the pebbles on the floor did not  
receive the user request and the robot failed to come. Another participant (31f) at-
tempted to place pebbles in inconspicuous places, e.g., under chairs or at corners. She 
argued that navigation landmarks should not disturb users’ daily activities and they 
should not be placed at the center of the corridors. 

Task2. We confirmed using the voice feedback that all participants completed  
an appropriate landmark deployment without the experimenter’s help. During the 
deployment, all participants used the voice feedback feature to confirm navigation 
trails. The participants reported that it was not much more difficult to plan more com-
plicated navigation trails than the ones given in Task 1. After the deployment, eight 
participants tested a total of 21 navigation trails. In 17 of the tested navigation trails, 
the robot successfully navigated to the specified place without the participant’s help. 
In the other four navigation trails, the participants first experienced unsuccessful na-
vigations caused by loss of the target pebble location. After adjusting the pebbles, the 
robot completed the navigation in all four trials. 

We observed the participants’ tendency to reposition the navigation landmarks 
several times to find more efficient routes, for example, when trying to reduce the 
number of pebble landmarks. We observed a participant (28m) who tried to extend 
the navigation network to an additional room that was not required in Task 2. These 
observations provide evidence to support our claims that a pebble system has the ad-
vantage of being reconfigurable, which provides users more freedom when designing 
navigation routes. 

Interview. We conducted an interview with each participant. All participants were 
asked their opinions about the feedback. Overall, we obtained positive comments 
regarding the feedback that assists deployment, and seven out of eight participants 
gave a more positive evaluation of the voice feedback. One participant (30f) answered 
that she never watched the LED indicators; instead, she always checked the possible 
trails by listening to the voice feedback. We conclude that LED feedback could be 
improved in future revisions. 

Two participants gave negative feedback for the entire system. One (31f) argued, 
“it seems too costly to maintain.” In the current implementation, pebbles operate on 
battery power and require battery replacement after a certain period of time. Since 
most pebbles, with the exception of dynamic targets, are placed at fixed locations for 
a long time, we plan to revise the hardware so that power may be supplied from an 
outlet. The other (26f) did not want to have to “think where to place them to construct 
a connected network.” We, however, think that deploying devices appropriately 
should remain the user’s responsibility. A user can have all the advantages of using 
pebbles, such as explicitly marking areas to avoid and labeling locations, by the small 
work of ensuring a direct line-of-sight between each pebble, which is difficult for the 
system to do automatically. Some people may prefer an effort-saving method, but 
others may prefer a more customizable method such as the proposed method. Our 
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proposed method provides yet another way to realize environment configuration for 
robots. 

Most of the participants (26f, 28m, 30f, 31f, 50f, and 62f) mentioned, “it would  
be better if a pebble was smaller.” In the current implementation, infrared communi-
cation reaches to at least 5m, and this may be more than needed for the home and 
office environment. We thus think that with careful performance considerations, the 
device could be made smaller. We think the participants would be satisfied if we 
eventually made them small enough to be attached to home or office furniture. 

One participant (29m) commented that he would like to “call the robot using a  
mobile phone.” This is possible with our current implementation. When a pebble is 
near the user, the user just tells the system the ID of the pebble using a mobile phone. 
If the user is taking a pebble as a dynamic target as described in Section 3.2, any place 
could be the robot’s goal. As an alternative approach, a mobile phone that comes with 
infrared transmitters could work as a pebble to call the robot. 

6 Discussion and Future Work 

The proposed method provides a simple way for manually configuring an environ-
ment for robots, in particular, describing the structure of the environment and naming 
specific locations. This is, in a manner of speaking, the technique of “Simultaneous 
Labeling and Mapping.” Our method is one option for users having preferences  
as described in this paper, and we do not aim to completely replace existing methods 
with the proposed method. If a user does not care about the drawbacks of existing 
methods for mapping the environment, those techniques can be used to achieve more 
sophisticated navigation. For example, in the case where the user can receive daily 
expert assistance, more sensors can be installed to achieve finer robot localization. In 
the case where the user does not mind the robot exploring the environment, automatic 
mapping helps the robot to perform more efficient navigation. Conversely, labeling is 
fundamentally a manual process, and not well fitted for autonomous mapping. There-
fore, the proposed technique can be used to add the labels to locations in the already 
mapped environment. 

Although we proposed a simple way of mapping and labeling, non-expert but 
proactive users may prefer more flexible solutions. Seeking out different possibilities 
and providing an adequate degree of flexibility for each user’s preference is a continu-
ing topic of interest for us. One direction is to use text data for labeling. Inputting text 
may be a little more complicated than attaching physical labels on buttons, but it still 
does not require expert knowledge. If the system stores the text of the location names, 
they can be used to specify locations in various forms such as typing, drop-down 
menu, and voice input. We are now developing a smartphone interface for label regis-
tration based on text data (Fig. 12).  

Another direction is to conduct a longitudinal study that could possibly reveal more 
practical limitations than our user study, as well as uncover further research chal-
lenges. Ideas presented in this paper may be elaborated by an additional user study of 
the system. 
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Fig. 12. Labeling by Text Data. We are developing a smartphone interface to label locations. 
Labels based on text data can be seamlessly used to specify locations by typing, drop-down 
menu, or voice input. 

7 Conclusion 

We proposed a tangible user interface for designing navigation routes for robots.  
Our method is designed for non-expert users, and solves problems associated with 
existing methods, such as the technical complexity of labeling, invasion in unwanted 
areas, and complications for reconfiguration. Our user study showed that the proposed 
devices are easy to use and provide users with flexibility where planning customized 
navigation routes in simulated home and office environments. 

We believe that robots, as autonomous mobility entities, improve convenience in 
home and office environments by providing more functionality such as monitoring 
and delivery, but it is difficult to realize completely autonomous robots. In this paper, 
we demonstrated that a little help from the user improves the functionality of the  
robot as well as the naturalness in specifying locations. We also assert that, besides 
improving performance and functionality, improving usability and other human  
factors is an important topic when using robots with humans. 
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Abstract. As educational service robots become increasingly accessible, the 
demand for methodologies that generate knowledge on r-learning applicable 
to real world learning environments equally increases. This paper proposes a 
participatory design framework for involving users in the development of 
robot-supported didactic designs and discusses its applicability to existing 
educational contexts on the basis of a case study on the implementation and 
use of the therapeutic robot seal Paro at a school for children with an autism 
diagnosis. 

Keywords: Participatory design, Human-Robot Interaction, Education. 

1 Introduction 

For the educational robots of tomorrow to succeed as trainers, teachers and playmates, 
their appearance, interaction style and social behavior must match the users’ needs 
and meet the demands of a changing educational context. This call for well-
established guidelines to how such robots should be designed and in what ways 
interacting with them can support learning [1]. Thus new areas of research within 
Human-Robot Interaction (HRI) have emerged, focusing particularly on HRI in 
education, introducing terms such as r-learning [2] and Child-Robot Interaction [3]. 
Also the applicability of robots in specific educational curricula such as STEM 
teaching and language learning [4-6] and special needs education [7-10] has gained 
increased interest in recent years.  

Robots for education are often categorized by their design and functionality [11-
12] e.g. as educational robotics (or hands-on robotics) as opposed to educational 
service robots (social, anthropomorphized robots) [2]. Since hands-on robotic kits 
generally have been argued to support a constructionist approach to learning [13] 
research within educational robotics has a tradition for including users in the 
design and development of such robots through participatory innovation processes 
[14-15]. 
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Within educational service robots, on the other hand, a much clearer boundary is 
drawn between users and developers [2]. Users are usually not included in the design 
and development process and limited research has been conducted on the actual 
implementation of educational service robots in real-world learning environments [16]. 
Due to high technological complexity and cost combined with low system stability and 
usability, the majority of research on educational service robots is still based on highly 
controlled experiments in lab settings which cause certain limitations to the 
transferability and applicability of the results to real-world learning environments. 

First of all, the majority of HRI studies use the Wizard of Oz method (WoZ), in 
which the robot is fully or partially tele-operated (often without the participants 
knowing) [17]. Besides the ethical implications WoZ may have (imagine a child 
revealing his deepest secrets to a robot pet, only to find it is being remotely operated by 
a researcher, teacher or perhaps parent), the constant demand for an operator reduces the 
usability of the robot and entails the risk of unrealistic expectations and thus 
disappointment and rejection of "real" (and perhaps less impressive) autonomous robots. 
Secondly, though the need for “long-term interaction” studies is often made explicit in 
calls for papers, the notion of “long-term” is still not really well-defined and the 
majority of these studies are characterized by what one might call ”serial short-term 
interaction” in which for instance users participate in experiments once a week for a 
period of time [18]. Although these studies do explore users’ ongoing interest in a robot 
when interaction is repeated, they do not take into account contextual factors such as the 
communication and motivational structures, social dynamics or cultural values in the 
learning environment that may also affect the interaction and user motivation. In 
addition, long-term r-learning studies are often conducted in dedicated "playtime" labs 
[19] overlooking the fact that children, and particularly children with special needs, 
need familiar, predictable environments to feel safe and can behave very differently in 
unfamiliar settings. Thirdly, many r-learning experiments are evaluated by quantitative 
metrics of measurements. This means, that statistical analysis is often applied to too 
small data sets [7] and that e.g. the number of dialogues between a child and a robot 
(e.g. [19]) is given priority rather than the quality of such dialogues. Finally, the 
advantage that experimental methods are said to have over field research when it comes 
to generalization induces a predominant preference for generalizable results; completely 
overlooking the importance of individualization as stressed in technology-enhanced 
learning and special needs education in particular.  

To summarize, although r-learning experiments can indeed be of great relevance to 
the research community, knowledge produced within a theoretically construed setting 
will necessarily remain theoretical. Thus, a growing number of researchers argue that 
r-learning research, to have an impact on society, must be conducted in and in 
collaboration with society [16]. This paper is in line with this view and argues that a 
lot can be gained from the hands-on educational robotics’ constructionist and 
participatory approach to didactics when exploring and developing educational 
service robots. Thus, the paper proposes a participatory design framework for 
developing robot-supported didactic designs in close collaboration with users and 
practitioners, and demonstrates its applicability to real-world learning environments 
in a case study on the implementation and use of the therapeutic robot seal Paro in 
autism education.  
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2 Time-Space-Structure: A Participatory Design Framework 

As users are increasingly viewed as active consumers of technology and co-producers 
of technological practice, new approaches to designing, developing and testing 
technology are also emerging, requesting systematic methods for including users’ 
experiences, views and needs as resources and including users and practitioners as 
potential co-developers of future products and services. Participatory Design is 
particularly useful for this purpose [20] since it is indeed in line with the 
constructionist perspective, viewing people, social systems and technological 
development as interrelated, emphasizing the importance of stakeholder involvement 
and the value of concrete, context-dependent knowledge. This particular participatory 
design framework focuses on three components: Time, Space and Structure (TSS) as 
central to design processes with and for users and practitioners. These components are 
individually present in all user studies. However this paper proposes that particularly 
the balance between these components determines (1) the level of user participation 
and (2) the nature of the research questions that a particular user study can address.  

2.1 Time 

Time covers the length of the study in question. For studies addressing users’ first 
impressions and initial attitudes towards educational service robots time is not 
necessarily a crucial component, although the often accompanied interest in attitude 
changes over time naturally increases the importance of extending the user study in 
time. The time invested is in itself a strategic choice, since a longer case study naturally 
requires more resources from both researchers and practitioners. At the same time, 
though, it allows for more research and development iterations as well as ongoing 
adjustment of the project according to newly gained knowledge and experiences and 
thus more reliable and replicable results. Our case study extended over a period of 3 
months, which allowed users and practitioners to become familiar with the technology 
and to a certain extent include it as part of their everyday lives and practice.  

2.2 Space 

Space covers the place in which the study is conducted (e.g. field research as opposed 
to lab experiments) but do also contain several symbolic meanings. Firstly, a certain 
stability of the technology must be ensured before sending it out into ‘space’. Early 
educational service robot prototypes are not well-suited for these studies unless 
developers are present at all times, which in turn require extensive resources. 
Secondly, researchers must ensure a “creative space”, making room for ideas and 
views of users and practitioners. Participatory design is to a certain extent democratic, 
providing the opportunity for explorative and creative processes rather than dictating 
the use of the technology [20]. Finally, a “safe space” must be provided for 
participants to disclose their personal views and experiences, without the fear of being 
exposed, since dissenting views and opinions are also essential and enable the 
discovery of new aspects of the implementation and interaction with the technology.  
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2.3 Structure 

Structure covers the level of control in the study. In experiments control is crucial to 
ensure validity and generalizable results. In participatory design processes, however, too 
much control can demotivate the participants or even induce reluctance towards the 
researchers or the technology. On the other hand a total lack of control could possibly 
leave the development unfocused, participants insecure and unmotivated, and the 
technology unused. In order to provide the best conditions for creative processes, we 
argue the necessity of a structured but flexible framework for participants to navigate. In 
our case study this was done by devising a blueprint for the process in collaboration 
with the participants, by planning workshops to collect and share experiences as well as 
by introducing goal-setting as a way to facilitate direction and motivation.  

3 TSS in Practice: A Case Study 

To investigate the applicability of TSS in practice we conducted a three month case 
study on the use of the therapeutic robot seal Paro at a school for children with autism. 
The purpose of the case study was two-fold; to explore the potential of robots to 
promote motivation, communication, play and learning in autism education, to 
investigate the importance of structure in the TSS-framework as well as to identify 
additional contextual factors that both influence and are influenced by the technological 
intervention. A total of three Paros were implemented in 3 existing teaching teams of 4-
5 teachers and 6-8 students each. At the school the teaching teams are divided by age: 
T1 (6 children aged 6-9), T2 (7 children aged 10-13) and T3 (8 children aged 14-17) 
although the students are all at a similar stage of cognitive development (approx. 0-1 
years of age) in which most have no spoken language and use alternative tools for 
communication. To evaluate the importance of structure in the TSS-framework the 
groups were differentiated by the stage in which goal-setting activities were initiated 
and thus the level of structure (ranging from structured, to semi-structured and non-
structured). The research setup comprised the following three phases:  

1. A 3 week exploration phase initiated the study. In this phase the Paros were 
introduced and made available to the teachers without any limitations or restrictions 
of use. The robots were explored with all students in different setups (i.e. 
individually, in pairs and in groups) with different levels of teacher involvement 
(independent, guided or prompted interactions). During this phase we were present 
most of the time, mainly to ensure no technical issues were obstructing the 
introduction as well as to gain knowledge on the context and to create a baseline on 
the basis of the student’s immediate responses to Paro. Data collection methods 
consisted of participating and non-participating observations, in situ interviews and 
video material. The teachers in T3 defined the goals for the use of Paro in their team 
early at this stage, i.e. facilitating social interaction and supporting the transition from 
familiar to unfamiliar settings (e.g. going somewhere new, meeting new people etc.) 

2. A 3 week co-ideation phase followed consisting of a series of cross-team workshops 
for the teachers to share knowledge and ideas on the use of Paro with different 
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children for different purposes. Based on short videos and small narratives derived 
from the data obtained in phase 1 they collaborated on developing didactic designs, 
i.e. different types of use scenarios (e.g. type of practice and its context), use 
applications (e.g. type of interaction and the role of Paro) and user personas (e.g. 
student’s individual needs, preferences and communication style), which could then 
be compared across teams. The teachers in T1 defined the goals for the use of Paro in 
their team at this stage, i.e. increasing bodily awareness through sensory stimulation 
and maintaining or shifting focus in certain crucial situations.  

3. In the final co-creation phase the concepts of use were applied to systematize the 
implementation process in connection to the goals defined. At this point the 
teachers in T1 and T3 themselves restricted the use of Paro to 3-4 students, whom 
they considered were gaining the most from interacting with Paro. T2 made no 
restrictions on the use at any stage. During this phase we did follow-up visits at 
approximately one-weekly intervals, and the study was concluded with a focus 
group interview with all teachers involved in the final phase. 

4 Results and Discussion 

Results showed that the stage at which goal-setting activities were initiated did have 
an impact on participation (more teachers participated in T1 and T3 when compared 
to T2), motivation (the use of Paro was more frequent in T1 and T3 even though they 
had made restrictions on use and user personas, whereas T2 had not) and the potential 
for innovation (more didactic designs were developed in T1 and T3). When 
comparing the structured (T3) and semi-structured (T1) design processes, results 
indicate that although a structured design process can help ensure particularly ongoing 
participation and motivation, the semi-structured process seem to facilitate more 
reflection and thus innovation of the pedagogic practice, possibly since T1 had not 
decided on specific didactic designs prior to phase 2 and thus were more open to 
suggestions from the other teams. In addition to the results on participation, 
motivation and innovation we identified the four categories of contextual factors 
(knowledge, relations, values and flow) that affected the way in which Paro was 
implemented and used in practice. Thus these contextual factors should be considered 
when designing educational service robots for real-world educational settings. 

4.1 Knowledge 

In the case study we found, that the TSS framework enabled us to gain insight into how 
the technological intervention affects and is affected by the embedded knowledge in the 
environment and its traditions for sharing knowledge. For instance, one teacher’s 
reflections on a workshop session show the opportunity that TSS brings for inspiration 
across teams: "It was a really good idea to try and use Paro as a companion during the 
mandatory psychological tests as one other teacher suggested”. Another teacher 
reflected upon the time management system in the environment and how it did or did 
not support the introduction of the robot: “So far my sessions with Paro have been 
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introductory with sequences of five minutes. Maybe ten minutes. Actually it is difficult to 
estimate the time. It’s actually a little strange that I lose track of time, since we keep 
very strict time schedules”. A third teacher explained how he had gained knowledge on 
the application of new technology in his context of use: “We should not replace existing 
support systems that work. The point is to find areas where the child shows potential for 
development but where we somehow lack the tools”. These results show that the 
framework provided a platform for the participants to both share and create new 
knowledge by reflecting on their own practice. Thus, the framework not only provides 
researchers with knowledge about practice, it provides the opportunity to develop, share 
and use knowledge in collaboration with practice. 

4.2 Social Relations 

Experimental r-learning often focuses on the social relations between child and robot. 
However, in the case study we found that other social relations within the context can be 
of equal importance, i.e. child/child, child/teacher, teacher/robot or teacher/teacher 
relations. In some cases the social relation between a teacher and a child alone ensured a 
successful intervention with Paro: “We brought Paro along tobogganing and the 
student gave Paro a ride on the sledge. It has been several years since we were able to 
get him to go tobogganing with us. Of course, it was also a little stressful for him, but he 
enjoyed it. It’s also kind of a special case because I’ve known him for many years and I 
am able to see that he is experiencing something positive, even though outside viewers 
may think he’s a little stressed out”. Here the teacher’s relationship with the child 
enables her to explore the potential for Paro to motivate otherwise rejected opportunities 
for play. In yet other situations the social relationship itself was the actual goal of the 
intervention. For instance, in one case Paro was used as a social mediator between two 
children of which one was afraid of the other: “Paro has been an object of joint 
attention. During the sessions with Paro they have been able to approach each other 
while petting and grooming Paro. At one point they also briefly touched each other”. In 
another case, the goal was for a student to be able to approach new people: “We brought 
Paro when visiting the school where a student will be going next year. She introduced 
Paro to the other students and was more confident than usual”. These examples 
illustrate ways in which existing social relations can mediate the use of technology and 
affect the outcome of the intervention. 

4.3 Values 

From the case study we found that underlying values, and particularly competing 
values, in the educational environment mediated both the teachers’ attitudes towards 
the robot as well as new technology in general. For instance, issues related to both 
attending students’ individual needs and meeting outside academic standards was a 
source of frustration for some teachers: “It doesn’t really make sense that the parents 
have to apply for dispensation from the common national academic tests when these 
students’ level of cognitive development is estimated equivalent to 0-1 years of age”. 
For other teachers, this conflict of values caused an increased awareness of one’s own 
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professionalism and reflections on whether the teacher should promote independency 
or intentionality in daily activities, e.g. by continuously prompting culturally defined 
“meaningful” play as opposed to letting the children play on their own in a perhaps to 
outside viewers less meaningful way. This shows that not only the attitudes of direct 
users and the values in the immediate context of the intervention are of importance 
when implementing robots in educational environments. Also indirect and potential 
users, parents and policymakers represent a group of stakeholders whose views and 
values affect and are affected by the implementation of educational service robots.  

4.4 Flow 

Here the term flow has several meanings. Firstly, the TSS framework provided the 
opportunity to gain insight into the daily flow of people in the context which is very 
much related to the above mentioned identification of indirect users and stakeholders. 
For instance, some children were living with their parents whereas others were 
permanently placed in care, visiting their parents once a week. Secondly, it 
emphasized the advantages of true long-term interaction in comparison with serial 
short-term interactions. The accessibility to the technology in the case study created 
opportunities for both consistency and flexibility in the r-learning designs and thus 
flow in the interaction. For instance, one teacher was able to apply Paro at certain 
crucial time to create and sustain flow: "We were at the church for Christmas. One 
student was feeling uneasy, covering his ears and repeating "close the door, close the 
door". Luckily I had brought Paro, so I showed it to him and said "look who it is" and 
he took down his hands to touch Paro and smiled". Here, the teacher’s experience 
made it possible to exploit an optimal moment for intervention. Such moments occur 
spontaneously and cannot be orchestrated. Thus they are much less likely to occur in 
experimental settings where time and space are completely elided in favor of 
structure. 

5 Conclusions, Limitations and Directions for Future Research 

This paper presents work related to the development of a participatory design 
framework for involving users and practitioners in robot-supported didactic design 
processes, arguing a balanced level of time, space and structure e.g. by using goal-
setting strategically at certain stages in the process. The applicability of the 
framework to real-world educational environments was demonstrated through a case 
study in robot-supported didactic designs for children with autism which revealed 
knowledge, social relations, values and flow as important factors when developing 
didactic designs with and for users and practitioners in autism education. The case 
study focuses on special needs education and the results are thus limited to this 
particular educational context. For the framework to be applicable to different 
educational contexts, e.g. specific domain didactics it must be challenged and further 
developed in different educational contexts, using different robotic platforms for 
different educational purposes.  
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Abstract. This article examines the influence of mood feedback on different 
outcomes of teamwork in two different collaborative work environments. 
Employing a 2 x 2 between-subjects design, mood feedback (present vs. not 
present) and communication mode (face-to-face vs. video conferencing) were 
manipulated experimentally. We used a newly developed collaborative 
communication environment, called EmotiBoard, which is a large vertical 
interactive screen, with which team members can interact in a face-to-face 
discussion or as a spatially distributed team. To support teamwork, this tool 
provides visual feedback of each team member’s emotional state. Thirty-five 
teams comprising 3 persons each (with a confederate in each team) completed 
three different tasks, measuring mood, performance, subjective workload, and 
team satisfaction. Results indicated that the evaluation of the other team 
members’ emotional state was more accurate when the mood feedback was 
presented. In addition, mood feedback influenced team performance positively 
in the video conference condition and negatively in the face-to-face condition. 
Furthermore, participants in the video conference condition were more satisfied 
after task completion than participants in the face-to-face condition. Findings 
indicate that the mood feedback tool is helpful for teams to gain a more 
accurate understanding of team members’ emotional states in different work 
situations. 

Keywords: virtual teamwork, videoconference, face-to-face, mood, computer-
supported cooperative work. 

1 Introduction 

Over the past 20 years, a growing body of literature addressed the role affective states 
such as mood and emotions play in the workplace [1]. Although the interest in mood 
and emotion in organizational research is rather young, there is already a considerable 
base of knowledge indicating the importance of affect in organizations and work 
teams. The accurate perception and understanding of team members’ affective states 
for example has proved to have a positive influence on team processes and team 
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performance [2]. In consideration of the importance of an accurate understanding of 
fellow team members’ affective states for an effective and satisfactory collaboration 
in teams, a tool was developed that represents fellow team members’ current mood by 
means of a visual feedback. The visual feedback consists of an avatar that can be 
presented on a computer screen (for teamwork in distributed teams) or on a large 
interactive wall (for teamwork in collocated teams). With this study we aimed to 
evaluate the utility of such a mood feedback in two different teamwork settings – 
face-to-face teams (FTFT) and partially distributed teams (PDT). 

2 Related Work 

2.1 Mood and Emotions in Teamwork 

Mood and emotions can be distinguished with regard to their intensity. While moods 
are feelings of relatively low intensity, emotions are high intensity feelings triggered 
by certain stimuli [3]. Representing an important factor in every aspect of social 
communication, the important role of mood and emotions in the domain of 
organizational teamwork is generally not contested [4]. Various studies have already 
shown that affect influences human cognition and behavior in problem solving [5], 
motivation [6], and social behavior [7], and as such also plays a critical role in 
teamwork. Team members in a positive mood are for example more likely to be 
helpful, generous and to act with a sense of social responsibility [8]. Furthermore, 
positive emotions lead to positive relationships and sense of community in teams and 
hence have an important impact on team processes and team effectiveness [9]. 
Furthermore, emotional intelligence, defined as the specific ability to understand and 
manage moods in the self and others [10, 11], was shown to be a central factor for 
effective leadership in organizations [12], correlating highly with transformational 
leadership behavior, which is considered as being beneficial for team effectiveness 
compared to other leadership styles [13]. Emotionally intelligent leaders are leaders 
who perceive emotions accurately, understand emotions and manage emotions 
accurately [12]. The accurate perception and understanding of other team members’ 
affective state is hence an important factor for successful leadership behavior. 
Understanding fellow team member’s affective state is however not only important 
for group leaders but also for members of a team in general [14,2]. Awareness of 
fellow team members’ affective states helps to maintain effective relationships, 
contributes to better information exchange and decision making in teams and 
facilitates conflict resolution [2].  

2.2 The Influence of Videoconferencing in (Partially) Distributed Teams 

In the context of increasing de-centralization and globalization of work processes, 
there is a rising demand for organizations to use technologies that enable employees 
to communicate and work across long distances [15,16]. The following factors have 
also contributed significantly to the increasing role that videoconferencing (VC) plays 
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in today’s corporate business: time constraints, high travel costs as well as the scarce 
availability and high cost of specialized human expertise [17,18].  

VC is often considered as being equal to face-to-face communication (FTFC) with 
regard to the outcome of the communication process [19], for example by ensuring 
the use of meta-communication such as tone of voice and facial expressions. 
However, there are various aspects in which the two communication modes differ 
(e.g. body language, distancing, touch etc.). These aspects might become crucial in 
situations where the understanding of feelings and emotions of the other is important. 

Theoretical concepts such as media richness theory [20], social presence theory 
[21] or telepresence theory [22] have tried to explain advantages and disadvantages of 
different forms of computer mediated communication compared to FTFC. Previous 
research has shown that collaboration within distributed teams may have some 
disadvantage compared to co-located teams [15,16]. This might be due to the loss of 
specific communicational cues based on the media that is utilized [19]. Eye contact is 
one example for an important cue for effective interpersonal communication [23] 
which is difficult to obtain in VC due to the vertical disparity between the camera 
mounted on the top of the screen and the position of the other person’s eyes on the 
screen [24,25]. Other nonverbal cues such as body language, interpersonal distance or 
touch [26,27] as well as subtleties of affect expressions and personality appearances 
[19] are harder to discern in VC compared to FTFC. In this respect, missing 
nonverbal cues in VC play an especially important role with regard to social 
interaction, development of relationships and intimate communication [27]. 
According to Zajonc [28], emotions are a vital part of everyday social communication 
and are not only transmitted by the verbal channel but by nonverbal cues as well – 
nonverbal cues might in fact carry the main affective information. This indicates that 
the VC may impinge on recognition and interpretation of mood and emotions 
compared to FTFC. Since mood and emotions play an important role in team 
processes and team functioning [29], VC may not only influence mood detection and 
recognition among members of a team but also impinge on other factors such as team 
satisfaction and team performance. 

3 The Present Study 

The primary research question of this study addressed the influence of a tool 
providing visual feedback of each team-member’s actual mood on the process and 
outcome of group work. It was expected that such a mood feedback tool would 
alleviate the loss of information richness in partially distributed teams (PDT) with 
regard to emotional aspects of team functioning. It was of particular interest whether 
such visual feedback would be beneficial in detecting emotional states of other team 
members and whether this would influence team satisfaction and team performance. 
In the experimental setup, one of the team members was a confederate who expressed 
a negative mood throughout task completion. The use of a confederate is a 
methodological approach of particular interest. The confederate is a specially trained 
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actor who adopts a certain role in the study (e.g. expressing bad mood and showing 
withdrawal behavior during a meeting), based on the instruction of the researcher 
[30,31]. This allows the researcher to manipulate specific experimental conditions, 
such as to investigate how withdrawal behavior of one team member influences the 
functioning of a team. In addition, it also reduces the variance of team behavior since 
confederates will display only trained and fixed behavioral patterns during the testing 
procedure (e.g., only talking when being directly asked) rather than showing a wide 
range of behaviors as one would find for randomly recruited team members (e.g. 
ranging from dominating the group to being silent). A negative mood was chosen for 
this study because its influence on teamwork was expected to be stronger compared to 
a positive one. To answer our research question, an experiment was conducted in 
which 3-person teams (with a confederate in each team) completed three different 
tasks, either in a FTFT or in a PDT (video conference) situation. During task 
completion, half of the teams received feedback about the other team members’ mood 
whereas the other half did not. The following hypotheses were formulated: it was 
expected that teams receiving mood feedback would be more accurate in detecting 
other team members’ mood, that their performance would be higher and that 
subjective evaluations of team processes (i.e. team climate and team satisfaction) 
would be more positive compared to teams not receiving a mood feedback. 
Furthermore, it was also expected that the effect of mood feedback would be more 
pronounced in the PDT condition than in the FTFT condition. 

4 Method 

4.1 Participants 

Thirty-five teams (comprising three members each) took part in the study. Since one 
person in each team was a (female) confederate, a total of 70 participants (80% 
female), aged between 18 and 35 years (M = 21.56, SD = 2.91), were recruited for 
this study. All participants were students and did not know each other. The gender 
composition of each team member was at random.  

4.2 Experimental Design 

Employing a 2 x 2 between-subjects design, mood feedback (feedback vs. no 
feedback) and communication mode (PDT vs. FTFT) were manipulated as 
independent variables. In the PDT condition, one person of the team (the confederate) 
was situated in a separate room and could interact with her teammates located in the 
other room in the form of a video conference setup. In the latter room, the other two 
team members worked together on a large screen, upon which the image of the third 
team member was projected using the EmotiBoard (c.f. description below). 
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4.3 Instruments 

Participants’ mood was measured twice during the experiment (at the beginning and 
after task completion) using the Self-Assessment-Manikins (SAM) [32], a non-verbal 
instrument measuring two distinct dimensions of emotions (valence and arousal) by 
means of graphic representations of mood in the form of manikins, based on the 
circumplex model of affect [33]. While arousal refers to the degree of physiological 
activation of the mood state (e.g. aggression vs. despair), valence is concerned with 
the degree to which the mood is positive or negative. For the pleasure-displeasure 
dimension (valence), the five depictions range from a smiling manikin to a frowning 
manikin. For arousal, the five depictions range from a calm manikin with closed eyes 
to a wide awake and highly aroused manikin. In addition, participants were asked to 
rate the mood of their two teammates once after task completion by means of a 
slightly adapted SAM scale. The instruction was changed from “How much do you 
feel emotionally aroused at the moment?” to “How much does the other person feel 
emotionally aroused at the moment?”. As indicators of team performance, user 
behaviour was recorded with an event logger and different aspects of performance, 
such as task completion time, numbers of user interactions, and error rate, were 
calculated. Subjective workload was measured by means of the well-established 
NASA task load index (TLX) [34]. Team satisfaction was measured by five items of 
the team effectiveness scale [35]. 

4.4 Materials 

A large plexiglass display (1.6 x 1.2 m), suitable for back-projection, served as the 
main interface for the EmotiBoard, with which users can interact simultaneously, 
sharing the same application. In our experiment, we used the interactive screen with a 
Wii-mote for each participant and a regular PC for the remote participant as an input 
device for task completion. The system provides a visual surface for collaboration by 
capturing and transmitting pointing device positions and events (i.e. clicking, drag 
and drop, deleting) between different machines. This setting was inspired by work 
from Ishii and Kobayashi on the ClearBoard [36]. In addition, a Java library supports 
the creation of multi-user applications that can be accessed through multiple remote 
machines at the same time, using multiple types of input devices. In the PDT 
condition, the video stream of the remote team members was presented on the screen 
in half transparency, in combination with the application surface for task completion 
(c.f. fig. 1). In the FTF condition, the application surface for task completion was 
presented on the screen. 

For the mood feedback, an avatar was created and displayed in each team 
member’s toolbox on the screen throughout the experiment, allowing the other 
participants to be aware of their co-workers' emotional state (valence and arousal). 
The mood feedback was based on participant’s initial mood rating with the SAM 
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5 Results 

5.1 Accuracy of Mood Appraisal of Other Team-Members  

To evaluate the influence of the mood display on the accuracy of the rating of other 
team-member’s mood, a difference value was calculated by subtracting the mood-
assessment of the other team-members from participants’ self-rating of their mood. 
Figure 6 shows the summarized differences between self-assessment and assessment 
by others for valence and arousal. Participants in the mood feedback condition were 
more accurate (mean difference is smaller) with regard to the assessment of others’ 
ratings of valence (F = 6.28, df = 1, 64, p < .05,) and arousal (F = 24.25, df = 1, 64, p 
< .001) than participants not having mood feedback available.  

 

Fig. 6. Difference scores (self-rating – rating of others) for valence and arousal as a function of 
mood representation 

Although these results indicate that mood feedback had an important influence on 
the accuracy of the evaluation of others’ mood, test participants did underestimate this 
additional information. Interestingly, 38% of the participants in the mood feedback 
condition indicated that they did not consider the emotion representation for their 
assessment of other team members’ mood. Only 8% reported to have exclusively 
considered the emotion representation whereas 54% indicated that they used both, 
behavioral information (gestures, speech, and facial expressions) as well as the 
emotion representation to assess the other team members’ mood. 

With regard to communication mode (c.f. fig. 7), the data indicates a less accurate 
appraisal of the confederate’s mood in the PDT condition for valence and arousal 
compared to the FTFT condition (Fvalence = 5.24; df = 1, 64; p < .05; Farousal = 7.16, df 
= 1, 64; p < .01). Because only the confederate was in remote in the PDT condition, a 
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difference value was calculated exclusively with regard to her self-rating; the two 
other participants were in the same room and hence communication mode had no 
influence on the accuracy of their mutual mood ratings. No significant interaction 
between mood display and communication mode was discovered (all Fs < 1). 

 

Fig. 7. Difference scores (self-rating of confederate – rating of others) for valence and arousal 
as a function of communication mode (FTFT: face-to-face team; PDT: partially distributed 
team) 

5.2 Team Performance and System Management Behavior 

A marginally significant interaction (communication mode x mood feedback) was 
found for number of errors (F = 2.89, df = 1, 32, p < .1), indicating an increased error 
rate in the PDT condition without mood feedback compared to the same condition 
with mood feedback. In FTFT condition, effect of mood feedback was inversed: more 
errors occurred with mood feedback compared to teams not receiving a mood 
feedback (c.f. fig.8). No main effect of mood feedback on measures of performance 
was found (all Fs < 1).  

With regard to communication mode, analysis of the data indicated that 
participants in the PDT condition committed more errors compared to participants in 
the FTFT condition (MPDT = 4.88, SD = 4.47; MFTFT = 3.56, SD = 2.44; F = 4.78, df = 
1, 32, p < .05). No further effects of communication mode and mood feedback on 
performance measures (task completion time and number of user interactions) were 
found to be significant (all Fs < 1). 
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condition when no mood feedback was presented, whereas in the FTFT condition, 
temporal demand was higher when mood representation was available (F = 9.26, df 
= 1, 64, p < .01). No significant main effect of communication mode and mood 
feedback and no further interaction were discovered on the other sub dimensions of 
the NASA TLX (all Fs < 1). 

5.4 Team Climate and Team Satisfaction 

Participants in the PDT condition were more satisfied with teamwork and team 
processes than participants in the FTFT condition (MPDT = 20.38, SD = 2.60; 
MFTFT = 18.22, SD = 4.57; F = 3.98, df = 1, 64, p < .05). Furthermore, participants 
in the PDT condition expressed a stronger preference for working again with the other 
team members compared to participants in the FTFT condition (MPDT = 3.94, SD = 
0.74; MFTFT = 3.25, SD = 1.18; F = 6.95, df = 1, 64, p < .05). Mood feedback 
showed no effect on team satisfaction (F < 1). Furthermore, no significant interaction 
was found (F < 1).  

6 Discussion 

The main objective of this study was to evaluate the influence of an emotion 
representation tool in different collaborative work environments. The results indicated 
a more accurate appraisal of other team members’ emotional state when mood 
feedback was available. This implies that this tool supports teams to gain a more 
accurate understanding of team members’ emotional states in different work 
situations. Furthermore, appraisal of other team members’ mood was less accurate in 
the PDT condition, indicating that it is more difficult to discern emotions of others in 
PDT, when less information is available due to the lack of social context cues 
compared to FTF communication.  

Rather unexpected was the finding that almost 40% of test participants indicated 
that they did not consider the mood feedback for the evaluation of their fellow team 
members’ mood. This is astonishing since those participants were still more accurate 
in their mood ratings of others compared to the participants in the condition without 
mood feedback. It can be assumed hence that they perceived the mood feedback in 
some unconscious way. It is planned for future research to evaluate whether team 
members are really not looking at the emotion representation (by means of an eye-
tracking study) and why team members think or pretend that they do not consider the 
information provided by the EmotiBoard. 

With regard to measures of performance, the results reported in this study are less 
clear and caution is advisable when interpreting the results. Although only marginally 
significant, a statistical trend indicated that teams in the PDT condition committed 
more errors than teams in the FTFT condition. This might be due to the lack of social 
context cues in PDT and corroborates previous findings indicating a decrease in 
performance in teams working remotely compared to FTF teams [15]. However, this  
 



 Computer-Supported Work in Partially Distributed and Co-Located Teams 457 

difference occurred only if no mood feedback was available. When mood feedback 
was provided, error rates of teams working together in FTFT and PDT were very 
similar. This indicates that mood feedback is beneficial in PDT and leads to better 
performance. In contrast, teams working in the FTFT condition did not benefit from 
the mood feedback but committed even more errors when a mood feedback was 
available. This might be due to information overload or distraction, because team 
members in the FTFT condition, have already plenty of behavioral and non-verbal 
information about other team members’ mood. The additional information on team 
members’ mood provided by the system is largely redundant but commits additional 
attentional resources. Findings on subjective workload might be helpful to interpret 
this result. The interaction between mood feedback and communication mode for 
perceived temporal demand indicates a similar effect pattern as for the error rate: team 
members in the PDT condition felt more time pressure during task completion when 
no mood feedback was available whereas team members in the FTFT condition felt 
more temporal demand when the mood feedback was provided.  

Data on team satisfaction indicated that team members working together in the 
PDT condition were more satisfied with teamwork and expressed a stronger 
preference for being in this group than team members in the FTF condition. This 
might be due to the fact that the confederate expressing a highly aroused bad mood 
was more distant in the PDT condition and hence had a smaller negative influence on 
measures of team satisfaction. Mood feedback however showed no influence on 
subjective measures of team satisfaction and team climate. This is somewhat 
astonishing since it was expected that knowing about other team members’ mood 
would help to build and maintain positive relationships and facilitate conflict 
resolution [2]. There may be a number of reasons why the anticipated effect did not 
occur. The study made use of ad-hoc teams (i.e. team members had not known each 
other), which need some time to go through the typical processes of team building, 
such as forming relationships and mutual trust. Furthermore, the teams worked 
together on the tasks for rather a short period of time (M = 21min, SD = 12min). 
Finally, the team tasks in this study did not have a high potential for conflict. Since it 
seems that there have not been any conflicts during task completion, mood feedback 
did not facilitate conflict resolution and therefore could not have had a positive 
influence on team satisfaction and team climate. Future research employing more 
conflict-laden tasks may be needed to demonstrate that mood feedback has an 
influence on measures of team satisfaction and team climate.  

Some limitations with regard to the generalization and interpretation of the results 
are acknowledged. It is important to note that the results of this study were obtained 
in a specific experimental setup, in which a confederate was expressing explicitly a 
negative, highly aroused mood. Although this did not lead, as expected, to high levels 
of conflict within the teams, the use of a confederate might still have had some 
influence on the results of the study, e.g. with regard to subjective measures of 
satisfaction, c.f. section 5.4. It would have been desirable to include also a 
confederate expressing an explicitly positive mood as well as a control group with no 
confederate in this study to have a more complete experimental design. Due to time 
and financial constraints, this was however not possible. 
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7 Conclusion 

Overall, the results of this study indicate the usefulness of the EmotiBoard as a mood 
feedback tool, because it helped better understand other team members’ mood and 
improved other outcome measures of team work. This is a very promising first result 
obtained with a tool that is still under development. A new version of the EmotiBoard 
is currently developed, which will automatically assess team members’ mood, based 
on speech prosody and physiological data (skin conductance, heart rate variability). 
Future research still needs to determine whether such a tool would also work in a 
different cultural setting and different application areas (e.g. virtual teamwork, e-
learning or online psychotherapy), however studies using a similar tool for self-
feedback of affective states (AffectAura, c.f. [38]) or for honest signals in video 
conferencing [39] hinted already at the usefulness of such an instrument in similar 
application areas. The findings of this study are encouraging to continue the 
enhancement of the EmotiBoard to a team support system that automatically detects 
and represents moods in team work. This is because understanding mood and emotion 
is especially important within efficient teams, in particular with regard to difficult 
work situations such as intercultural teamwork [2,4]. 
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Abstract. In this paper, we study how usability professionals’ thinking about 
system use relates to that of system developers and end users. We conducted 72 
repertory-grid interviews to capture how usability professionals, developers, 
and users describe their system use. The participants in each stakeholder group 
were from China, Denmark, and India. Our results indicate that usability 
professionals focus on emotion-related aspects of system use, while users focus 
more on context in terms of utility and degree of usage. There are no 
interactions between stakeholder group and nationality, although both 
stakeholder group and nationality independently influence how participants 
think about usability and user experience. We recommend that to understand 
users’ concerns, researchers should study context more. 

Keywords: Usability professionals, UX professionals, user experience, 
stakeholder differences, cultural differences. 

1 Introduction 

In this paper, we focus on how usability professionals’ thinking about system use is 
different from other stakeholder groups, in particular system developers and end users. 
By usability professionals, we mean people with titles such as usability professional, 
user experience manager, user experience specialist, user researcher, customer-
experience architect, human factors specialist, interaction designer, usability engineer, 
and more. Differences between usability professionals and other stakeholders in their 
thinking about system use can be expected for several reasons. First, usability 
professionals’ and system developers’ thinking about system use may differ from that 
of end users, because professionals have systems as the objects of their professional 
work, whereas users apply systems to do their activities. That is, the “computer 
application, from the user’s perspective, is not something that the user operates on but 
something that the user operates through on other objects or subjects.” [1, p. 1]. 
Second, usability professionals’ thinking about system use may differ from that of 
developers and users, because usability professionals will tend to be in an evaluation 
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mode (trained to reflect explicitly about use), in contrast to system developers and 
users. Third, there are cultural differences in how people experience the use of 
interactive systems and products, and also in the way people respond to usability 
evaluation techniques, and in how they share their experiences of using a system [22]. 

The fit between the different stakeholder groups’ view of system use is a basic 
raison d'être for the usability profession. A better fit between users and usability 
professionals in their thinking about system use, compared to users and system 
developers, has been the main argument for a usability profession since the beginning 
of the profession [20]. According to Putnam and Kolko [17, p. 2021] a HCI 
professional [their term] should be able to “walk in the users’ shoes”. The usability 
profession emerged because design-oriented developers did not have such empathy 
with the users. 

Recently, two developments have made it imperative to study in depth how 
usability professionals think differently than users and developers about the use of 
systems. First, the usability professionals’ identity has expanded into a much broader 
User Experience (UX) professional identity [3]. According to Dumas [3], some 
usability professionals with backgrounds in psychology and human factors perceived 
this development as a degradation of the skills of the profession, while other usability 
professionals accepted it as an expansion of the profession. To reconcile such 
incompatible beliefs, more knowledge about what distinguishes the thinking of a 
usability professional from that of developers and users is much needed. 

Second, the globalization of the interactive systems industry has led to a worldwide 
quest for locally available usability and UX skills. The tasks of a global UX team can 
include designing a new interactive system for global users, localizing an existing 
system for national users, designing completely new system concepts for the local 
users, providing UX management for local developers, and more [19]. In such 
projects, the geographical location of stakeholders and the availability of specialized 
UX skills in a particular geographical location are important. UX skills are not 
distributed evenly across geographical locations but depend, among other things, on 
the mix of multidisciplinary university and professional training available locally 
[19]. According to Rosenberg and Kumar [19], local UX professionals may be needed 
to study domain specific requirements, while general issues like UI patterns and 
guidelines might be shared across countries. It appears to be a best practice in the 
computing industry to hire local professionals because they are assumed to be in some 
way different from professionals in other countries. 

In this paper, we investigate differences between usability professionals, users, and 
developers in how they think about system use. We do this based on 72 repertory-grid 
interviews. We also examine whether nationality (China, Denmark or India) affects 
the differences between the three stakeholder groups. We use four UX classifications 
to make a content analysis of the interviews. This paper contributes with insights into 
the unique operational constructs held and used by usability professionals, compared 
to the operational constructs used by other stakeholder groups in systems 
development. These insights are important to usability professionals’ practices when 
they design and evaluate UX. The insights should also improve communication about 
UX between stakeholder groups in systems development. 



Usability Professionals Think about User Experience in the Same Way 463 

2 Background 

Redish and Barnum [18] stated that from the late 1990s the usability profession opened 
up to technical communicators, information architects, interaction designers, content 
strategists, and others who were not part of the human factors or software engineering 
traditions from the beginning of the usability profession. As a part of this evolution, the 
usability profession gradually became a broader UX profession, culminating with 
Usability Professionals’ Association (UPA) changing its name to User Experience 
Professionals Association (UXPA). Dray [2, p. 5] described how it became more 
difficult to identify a usability professional as one who practiced the usability test 
methodology: “In the past, usability could lay claim to a professional identity based on 
a particular set of practices or methodology—usability testing.”. So what is it that 
distinguishes the usability professional from other IT professionals? Putnam and Kolko 
[17] proposed that we should study the differences between professionals who bear 
user-oriented job titles such as usability engineer and those who have design-oriented 
job titles such as developer. In a pilot study, they identified three professional groups: 
(1) design-oriented such as developers and designers, (2) UX oriented such as UX 
architects and usability professionals, and (3) management oriented. They found 
significant differences between the groups in their use of a range of methods to study 
and communicate about end-users, for example, the UX group reported a higher 
average use of contextual inquiry methods. They also found that the design-oriented 
group showed more empathy in how they considered users, compared to the UX 
oriented group, as measured by scales of emphatic concerns and personal distress  
[17]. However, the differences in empathy were not significant. Putnam and Kolko 
[17] concluded that we need to study differences, including regional differences, 
among the professionals who create products and those who conduct user research.  

According to Lindgaard [15], usability professionals traditionally had their basic 
training in the behavioural and social sciences. Shackel [20] described the  usability 
profession  as being particularly focused on the evaluation of users’ task completion 
with interactive tools in specified environments.  Thus, while being a part of the 
design process, usability professionals’ work was from the beginning of the 
profession defined as having to do with the analysis of user tasks and needs, and  
the forwarding of the resulting knowledge to developers. According to Lindgaard  
[15], the focus was on performance measures all the way from usability metrics of job 
task effectiveness and efficiency to broad business-level concerns. To the extent that 
the users’ emotions have been in focus, the efforts have been directed toward helping 
the user avoid frustration, see for example [14]. Among others, Dumas [3] and 
Lindgaard [15] point out that although the concepts of attitude and satisfaction toward 
an interactive system were part of the classic understanding of usability, the broader 
field of user experience was still to come.  

Early in the history of the profession, ‘user’ was the term used to denote the 
stakeholder group that interacted with the system to obtain some goal, and who did 
not have much interest in, or knowledge about, the technology itself. As Shackel [20, 
p. 339] put it: “For many users the informatics system is essentially the terminal or 
workstation which they are using, and that is the central computer as they see it”. 
Thus, although the user was not attending to the system as such, s/he was acutely 
aware that she or he was using a system. In contrast, Shackel [20] claimed that 
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developers tended to forget about the user and focus on the technological artefact. 
Shackel [20, p. 342] describe this: “Too easily this [setting goals and specifying 
attributes of the design] may be seen solely as the work of the designers… [but] to 
achieve usability in the ultimate design it is essential that users and managers are fully 
involved”. The stakeholder groups of user, developer, and usability professional were 
thus defined as being different in their relation to each other and to the technology. 

Irrespective of the recent efforts of the HCI community to define usability and 
institute UX standards [10], people relate to systems through their personal 
experience and concepts. Hertzum, Clemmensen,  Hornbæk, Kumar, Shi and 
Yammiyavar [9] analysed 48 repertory-grid interviews with developers and users to 
see how their personal usability constructs were affected by nationality (Chinese, 
Danish, or Indian) and stakeholder group (developer or user). For stakeholder groups, 
a significant overall difference between developers and users was found. The 
differences included that users associated ease of use with leisure and, conversely, 
difficulty in use with work-relatedness, while developers expressed the reverse 
associations. There was no significant overall difference across nationalities in 
participants’ thinking about usability.  

Hertzum and Clemmensen [8] analysed how 24 usability professionals’ thinking 
about usability fitted with analytic usability definitions, and found that usability 
professionals made use of more utilitarian than experiential, i.e. UX related, constructs. 
This indicates that goal-related performance was central to usability professionals’ 
thinking about usability, whereas they had less elaborate sets of experiential constructs. 
The usability professionals tended to construe usability at an individual level, rather 
than at organizational and environmental levels. However, the usability professionals’ 
constructs went considerably beyond what was captured by the ISO 9241 definition of 
usability, thereby indicating a discrepancy between this definition of usability and the 
thinking of the professionals concerned with delivering usability. 

We are unaware of studies in which usability professionals are compared 
systematically with other stakeholder groups. Thus, it remains unknown whether 
usability professionals think more like users than developers do. We need to know more 
about the usability constructs of usability professionals and other stakeholder groups, 
and in particular, how they may differ in the way that they think about user experience. 

3 Method 

In this paper, we merge the data from our two previous studies [8, 9] and, for the first 
time, provide an analysis of how usability professionals’ thinking about user 
experience compare to that of developers and users. As described above our previous 
studies have analysed usability professionals in isolation [8] and compared developers 
and users [9]. While the data in the current paper are re-used from the two previous 
studies, the analysis of the data is completely new.  

We analyse repertory-grid interviews with 72 people to capture how they described 
their system use. The repertory-grid technique was developed by Kelly [11] as part of 
his personal construct theory. It has been successfully used in many studies of 
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systems development, design, and use [7, 21]. We used local interviewers in the three 
involved countries to help make the data collection cross culturally valid.  

3.1 Participants 

The 72 participants were 24 usability professionals, 24 system developers, and 24 end 
users. Within each of these three stakeholder groups there were eight participants from 
China, eight from Denmark, and eight from India (see Table 1). To ensure that the 
participants were representative of the general cultural context of computer use in their 
country, participants from each country had to be a resident of the specific country and 
have been raised in the country. We recruited through our personal networks, and the 
participants were thus a convenience sample. All participants had good English skills. 
All participants used text-processing, web applications, and email every day, or nearly 
every day. They all stated that their computer hardware was sufficient, that they were 
comfortable with computers, and that they felt neither anxious nor relaxed/indifferent 
when they ran into a problem with a computer or application. 

Table 1. Demographic information about the 72 participants 

Group Gender Age (years) IT experience 
(years) 

 Male Female      M SD    M SD 

Chinese usability prof. 5 3 26.6 ±3.2 9.8 ±2.4 
Chinese developers 5 3 31.5 ±1.9 10.6 ±1.7 
Chinese users 5 3 27.3 ±1.9 8.4 ±1.9 

Danish usability prof. 3 5 32.5 ±4.6 18.6 ±6.1 
Danish developers 5 3 36.6 ±5.8 19.3 ±5.8 
Danish users 5 3 36.8 ±6.2 16.9 ±3.6 

Indian usability prof. 7 1 29.9 ±1.6 9.5 ±2.7 
Indian developers 8 0 29.6 ±1.7 9.9 ±2.5 
Indian users 5 3 29.0 ±4.0 7.0 ±2.1 

3.2 Procedure 

The procedure was similar to the procedure proposed by Kelly [11]. Participants were 
interviewed individually at their workplace by a local interviewer; that is, a person 
with the same nationality as the participant. Participants filled out a questionnaire 
about their background and tried to elicit constructs with the repertory-grid technique 
on a couple of training tasks. Then the actual repertory-grid interview was conducted. 
It consisted of two steps: selection of systems and elicitation of constructs. 

In selecting systems, the participant was asked to consider “the array of computer 
applications you use for creating, obtaining, revising, managing, and communicating 
information and documents in the course of your day-to-day activities.” We 
maintained a focus on the participants’ work by interviewing them at their workplace 
and by encouraging them to look for candidate systems at their workplace computer 
(in the start menu). Participants had to select a system within each of six categories: 
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my text processing system, my email, a useful system, an easy-to-use system, a fun 
system, and a frustrating system.  

To elicit construct-contrast words, the participant was given groups of three of the 
selected systems and asked: “Can you think of some important way in which your 
personal experience using these three systems makes two of the systems alike and 
different from the third system?” Having indicated the two similar systems, the 
participant wrote down a short phrase that explained how these two systems were 
alike – the construct – and another short phrase that explained how the third system 
differed – the contrast. Then, a seven-point rating scale was defined with this 
construct/contrast pair as its end points, and the participant rated all six systems 
according to this rating scale. The construct-elicitation step was repeated for all 
twenty combinations of three systems, in random order, or until the participant was 
unable to come up with a new construct for two successive combinations. In this way, 
each participant elicited his or her personal grid of constructs.  

Following local customs, Danish and Indian participants received no compensation 
for their participation in the study while Chinese participants were paid a small 
amount in RMB for their participation. Each interview lasted about 1.5 hours. 

The repertory-grid interviews were conducted by three local interviewers: a 
Chinese, a Dane, and an Indian. The interviewers were all HCI researchers. We 
followed closely the prescriptions from Kelly [11] for doing repertory grid interviews. 
After a pilot interview, we met for sharing experiences and creating consensus about 
how to do the interviews, while maintaining the benefits of having local interviewers. 

3.3 Data Analysis 

Microsoft Word was the dominant choice of text-processing system among the 
participants, and Microsoft Outlook was the most frequently selected email system. For 
the four other types of system, there was more diversity among the selected systems. 
Most of the selected systems were software that is used all around the world. The 
selection of these systems did not appear to be biased by the participants’ nationality. 

We analysed the elicited constructs by categorizing them according to four UX 
classifications, Table 2. The first classification distinguished between system, user, 
and context of use. The ISO standard for UX [10] lists these three factors as those that 
influence the subjective UX. The second classification contrasted subjective and 
objective experiences, by following the suggestion in Han [5, 6] that objective 
performance and subjective image/impression are both important dimensions. This 
classification was chosen because it gave detailed definitions of the two categories 
and could be expected to capture broadly any UX related constructs [5, 6]. In 
addition, the classification seemed to reflect the utilitarian/experiential dimension 
used by other researchers. The third and the fourth classifications were chosen to 
maximize the differences among the four classifications. We included Kujala, Roto, 
Väänänen-Vainio-Mattila, Karapanos, and Sinnelä [12]’s classification of UX into 
general relation to the system, attractiveness of the system, ease of use, utility, and 
degree of usage because all of these categories were defined with a focus on the IT 
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system. In contrast to this system-oriented UX definition, we chose McCarthy and 
Wright [16]’s four threads of experience: compositional, sensual, emotional, and 
spatio-temporal, because they focus on human experience in general. 

Table 2. The classifications used in categorizing the constructs 

Classification Category definitions 
ISO 9241-210 user experience  
System-related All components of an interactive system that provide information 

and controls for the user to accomplish specific tasks with the 
interactive system 

User-related Emotions, beliefs, preferences, perceptions, physical and 
psychological responses, behaviours and accomplishments that 
occur before, during and after use. 

Context of use-related Other people, tasks, equipment, and the physical, social, temporal, 
organizational and cultural environments in which a product is used 

Objective vs. subjective UX 
Performance How well users perceive and interpret the interface of a system, 

how fast the users get used to the product and how well they 
remember it, and the users control activity and its results;  

Image/Impression Basic sense (the primitive and direct image/impression stemming 
from the design characteristics), description of image of a system, 
and evaluative feeling  

System-oriented UX 
General relationship and 
user experience with the 
system 

Any experience with systems that users find meaningful and 
important 

Attractiveness of the 
system 

General attractiveness (appeal) of the product in the users’ own 
eyes and those of their friends; more than users’ rational or 
practical experiences 

Ease of use of the system Product is easy and effortless to use 

Utility of the system Product serves an important function for the user 

Degree of usage of the 
system 

Degree of usage which affects user experience over time, related to 
quality of experience 

Human experience of technology 
Compositional The way that different elements of experience form a coherent 

whole; the narrative structure, action possibility, plausibility, 
consequences and explanations of actions 

Sensual The concrete, palpable (to take in your hand), and visceral (in flesh 
and blood) character of experience that is grasped pre-reflectively 
in the instant situation 

Emotional Value judgments (e.g., frustration and satisfaction) that ascribe 
importance to other people and things with respect to the user’s 
needs and desires 

Spatio-temporal  What draws attention to the quality and sense of space-time that 
pervades experience 
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We categorized all constructs according to the first classification before we 
proceeded to the second classification, then categorized all constructs according the 
second classification, and so forth. For each classification, the categorization of  
the constructs involved five steps. First, the first author thoroughly discussed the 
classification with to the two coders, authors three and four, in order to ensure a 
common understanding of the classification. Second, a randomly selected training set, 
consisting of 20% of the constructs, was categorized by each coder independently. 
Each construct was assigned either to one of the categories of the classification or to 
an ‘other’ category. Third, all disagreements in the coders’ categorizations of the 
training set were discussed to reach consensus about the categorization of the 
constructs. The rationale for the second and third step was to create a shared 
understanding of how the classification was used. Fourth, the remaining 80% of the 
constructs were categorized by the two coders independently to be able to assess the 
quality of the categorization. Fifth, all disagreements in the coders’ categorizations of 
these 783 constructs were discussed and a consensus was reached, in order to arrive at 
the final classification. used in the analysis. 

The Kappa values of the agreement between the coders in their coding of the 783 
non-training constructs were 0.55, 0.62, 0.61, and 0.68 for the ISO 9241-210 UX, 
objective vs. subjective UX, system-oriented UX, and human experience of 
technology classifications, respectively. Whereas all four Kappa values indicate 
statistically significant agreement, the value of 0.55 for the ISO 9241-210 UX 
classification is below the minimum threshold of 0.60 recommended by Lazar et al. 
[13]. Since this classification was important, and the agreement was approaching the 
threshold, we decided to keep the classification in the analysis. 

4 Results 

The 72 participants elicited a total of 977 construct/contrast pairs, corresponding to an 
average of 13.57 pairs per participant. The minimum number of construct/contrast pairs 
elicited by a single participant was three, the maximum 20. Below, we first analyse the 
constructs for effects of stakeholder group, then look into effects of the participants’ 
nationality, and finally investigate interrelations across the classifications. 

4.1 Differences between Stakeholder Groups 

To analyse whether usability professionals had different user experiences than 
developers and users Table 3 gives, for each stakeholder group, the average 
percentage of constructs in a category across the participants in that stakeholder 
group. We used multivariate ANOVAs to test for stakeholder differences in the 
distribution of constructs across all categories in a classification and univariate 
ANOVAs for the individual categories. The statistical analysis was performed on the 
percentage distributions of the constructs (columns 2 to 4 of Table 3); this was done 
to assign equal weight to participants, irrespective of the number of constructs elicited 
by a participant. Before conducting the statistical analyses, the percentage values for 
each participant were arcsine transformed because percentages cannot be assumed 
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normally distributed [4]. All pair-wise comparisons reported below were Bonferroni 
adjusted to compensate for multiple comparisons. 

For the classification of the constructs into system-, user- and context-related ISO 
9241-210 UX there was a significant effect of stakeholder group, Wilks’ λ = 0.77, F(8, 
132) = 2.35, p < 0.05. While there were no differences across stakeholder groups for the 
percentage of system-related constructs (e.g., “Address register/No address register”), 
F(2, 70) = 0.99, p = 0.38, and other constructs (e.g., “Copyright protected (license 
needed)/Download from the internet for free”), F(2, 70) = 0.19, p = 0.83, there were 
significant differences across stakeholder group for user-related constructs (e.g., “Lot of 
fun to use/Hard job”), F(2, 70) = 5.55, p < 0.01, and for context- related constructs (e.g., 
“Communication tool/Work tool“), F(2, 70) = 6.36, p < 0.05. Pair-wise comparisons 
showed that usability professionals had a higher percentage of user-related constructs 
than both developers (p < 0.05) and users (p < 0.01); developers and users did not differ 
significantly from each other. In contrast, usability professionals had a lower percentage 
of context-related constructs than users (p < 0.001). 

For the classification of the constructs according to objective vs. subjective UX 
there was a significant effect of stakeholder group, Wilks’ λ = 0.81, F(6, 134) = 2.47, 
p < 0.05. While there were no differences across stakeholder groups for the 
percentage of performance constructs (e.g., “"Efficiency/Productivity”), F(2, 70) = 
1.79, p = 0.18, and other constructs (e.g., “Environment driven...peer group team 
members involved in its usage/Personal, self-driven“), F(2, 70) = 2.06, p = 0.14, there 
was a significant difference across stakeholder group for image/impression constructs 
(e.g., “Overwhelming interface [means that the interface has too many 
features]/Enjoyable, rich interface”), F(2, 70) = 5.60, p < 0.01. Pair-wise comparisons 
showed that usability professionals had a higher percentage of image/impression 
constructs than developers (p < 0.05) and users (p < 0.01); developers and users were 
not significantly different from each other. 

The classification of the constructs according to system-oriented UX showed a 
significant effect of stakeholder group, Wilks’ λ = 0.63, F(12, 128) = 2.82, p < 0.01. 
We found significant differences for the categories of attractiveness (e.g., “Nice-
looking UI/Ugly UI”), F(2, 70) = 7.83, p < 0.01, and utility (e.g., “For playing 
movies/Do scientific analysis“), F(2, 70) = 6.87, p < 0.01. Pair-wise comparisons 
showed that usability professionals had a higher percentage of attractiveness constructs 
than developers (p < 0.05) and users (p < 0.01); developers and users were not 
significantly different from each other. In contrast, usability professionals had a lower 
percentage of utility constructs than users (p < 0.01). There were no differences across 
stakeholder groups for general relationship and user experience (e.g., “Bright and fluid 
[means good to look at…organic]/Static [means very rigid in structure…not 
organic]“), ease of use (e.g., “Demands more clicks/Demands fewer clicks“), degree of 
usage (e.g., “Frequent use/Seldom use“), and other (e.g., “Install package is small/Size 
is too large“), Fs(2, 70) = 2.35, 1.50, 0.94, and 0.94 respectively (all ps > 0.1). 

For the classification of the constructs according to human experience of technology 
there was a significant effect of stakeholder group, Wilks’ λ = 0.76, F(10, 130) = 1.95, 
p < 0.05. While there were no differences across stakeholder groups for the categories 
compositional (e.g., “Can be used independent of other applications/Have to be used 
with other applications“), sensual (e.g., “Complex/Simple“), spatio-temporal (e.g. 
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“Available everywhere/May not be available everywhere“), and other (e.g., ”On 
cd/Downloaded“), Fs(2, 70) = 1.15, 1.33, 0.65, and 1.01, respectively (all ps > 0.2), 
there was a significant difference in the percentage of emotional constructs (e.g., 
“Live, active/Dead“), F(2, 70) = 5.80, p < 0.01. Pair-wise comparisons showed that 
usability professionals had a higher percentage of emotional constructs than developers 
and users (both ps < 0.05). 

Table 3. Frequency (N = 977 constructs) and percentage (N = 72 participants) of constructs 
within each classification, averaged across participants from the same stakeholder group 

Category 
Frequ-
ency 

Usability 
profs Developers Users Total 

 M SD M SD M SD M SD 

ISO 9241-210 UX *          
System-related 306 33 ±18 34 ±14 27 ±20 31 ±17 
User-related** 204 30 ±19 19 ±15 16 ±12 22 ±17 
Context-related** 427 33 ±18 44 ±20 52 ±19 43 ±20 
Other 40 4 ±5 3 ±6 4 ±6 4 ±6 

Objective vs. subjective UX *  
Performance 414 38 ±14 47 ±21 44 ±13 43 ±17 
Image/impression** 353 44 ±13 34 ±16 31 ±14 36 ±15 
Other 210 18 ±10 20 ±15 25 ±14 21 ±13 

System-oriented UX **  
General relationship and user 
experience with the system 

77 11 ±8 7 ±9 6 ±8 8 ±9 

Attractiveness of the system** 75 14 ±13 6 ±6 4 ±6 8 ±10 
Ease of use of the system  178 22 ±11 17 ±16 16 ±13 18 ±14 
Utility of the system** 405 30 ±16 41 ±23 54 ±20 42 ±22 
Degree of usage of the system 46 3 ±4 7 ±7 4 ±4 5 ±5 
Other 196 20 ±14 22 ±17 16 ±15 20 ±16 

Human experience of technology*   
Compositional 547 53 ±14 59 ±17 57 ±14 57 ±15 
Sensual 95 12 ±8 10 ±9 8 ±7 10 ±8 
Emotional** 94 15 ±11 7 ±6 7 ±9 10 ±9 
Spatio-temporal 178 15 ±11 18 ±14 20 ±11 18 ±12 
Other 63 5 ±6 5 ±8 7 ±9 6 ±8 

*p < 0.05, ** p < 0.01, indicate significant differences between stakeholder groups. 

4.2 Nationality Differences 

We tested for interactions between nationality and stakeholder group using multivariate 
ANOVAs, but found no overall interactions between nationality and stakeholder group 
for any of the four classifications. Stakeholder group and nationality appeared to be 
two independent factors, each influencing how participants think about UX. Regarding 
nationality, Table 4 gives, for each nationality, the average percentage of constructs in a 
category for a single participant.  
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The international standard for UX lists three factors as those that influence 
subjective UX (system-, user-, and context-related). For the classification of the 
constructs into these three ISO 9241-210 UX categories there was a significant effect 
of nationality, Wilks’ λ = 0.54, F(8, 132) = 5.88, p < 0.001. There were significant 
differences across nationality in the percentage of system-related constructs, F(2, 70) 
= 12.44, p < 0.001; user-related constructs, F(2, 70) = 3.63, p < 0.05; context-related 
constructs, F(2, 70) = 3.30, p < 0.05; and other constructs, F(2, 70) = 5.68, p < 0.01. 
Pair-wise comparisons showed that Chinese participants had a higher percentage of 
system-related constructs than Indian and Danish participants (both ps < 0.001) and a 
lower percentage of user-related (p < 0.05) and, tentatively, context-related (p = 0.05) 
constructs than Indian participants. Chinese participants had a higher percentage of 
other constructs than Indian participants (p < 0.01). 

Table 4. Percentage of constructs in the categories of each classification, averaged across 
participants with the same nationality, N = 72 participants 

Category Chinese Danish Indian 

M SD M SD M SD 

ISO 9241-210 UX ***      

System-related*** 44 ±16 26 ±12 25 ±17 

User-related* 15 ±11 24 ±13 27 ±22 

Context-related* 35 ±17 46 ±14 48 ±26 

Other** 6 ±6 4 ±6 1 ±3 

Objective vs. subjective UX  

Performance 44 ±17 38 ±14 47 ±18 

Image/impression 40 ±16 39 ±11 30 ±17 

Other 16 ±8 24 ±12 23 ±18 

System-oriented UX *** 

General relationship and user experience 6 ±7 11 ±9 8 ±9 

Attractiveness 7 ±6 8 ±9 10 ±13 

Ease of use  22 ±12 13 ±10 20 ±16 

Utility* 32 ±16 44 ±19 50 ±27 

Degree of usage*** 5 ±6 7 ±5 2 ±4 

Other*** 29 ±15 17 ±14 12 ±12 

Human experience of technology*  

Compositional*** 59 ±14 49 ±13 62 ±16 

Sensual 12 ±10 11 ±6 7 ±7 

Emotional 8 ±6 11 ±9 11 ±12 

Spatio-temporal** 13 ±9 24 ±13 16 ±12 

Other 9 ±9 5 ±7 4 ±7 

*p < 0.05, ** p < 0.01, *** p < 0.001. 
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The classification of the constructs according to objective vs. subjective UX 
showed no effect of nationality, Wilks’ λ = 0.85, F(6, 134) = 1.84, p > 0.05. Thus, 
Chinese, Danish, and Indian participants did not display a different distribution of 
their constructs. The percentages of performance and image/impression constructs 
tended to be roughly similar. 

The classification of the constructs according to system-oriented UX showed a 
significant effect of nationality, Wilks’ λ = 0.55, F(12, 128) = 3.73, p < 0.001. 
Significant effects were found for three categories: utility, F(2, 70) = 4.36, p < 0.05, 
degree of usage, F(2, 70) = 6.88, p < 0.01, and other F(2, 70) = 9.71, p < 0.001. Pair-
wise comparisons showed that Indian participants had a higher percentage of utility 
constructs than Chinese participants (p < 0.05), and that Danish participants had a 
higher percentage of degree-of-usage constructs than Indian participants (p < 0.01). 
Chinese participants had a higher percentage of other constructs than Danish (p < 
0.05) and Indian (p < 0.001) participants. As much as 29% of the Chinese 
participants’ constructs were not covered by the system-oriented UX classification. 

For the classification of the constructs according to human experience of technology 
there was a significant effect of nationality, Wilks’ λ = 0.72, F(10, 130) = 2.38, p < 0.05. 
There were significant differences in the percentages of compositional constructs, F(2, 
70) = 5.00, p < 0.01, and spatio-temporal constructs, F(2, 70) = 5.32, p < 0.01. Pair-wise 
comparisons showed that Indian participants had a higher percentage of compositional 
constructs than Danish participants (p < 0.01), and that Danish participants had a higher 
percentage of spatio-temporal constructs than Chinese participants (p < 0.01). 

As stated above, we did not find any overall interaction effects between 
stakeholder group and nationality. Since this was an interesting and surprising result, 
we decided to analyse whether the influence on UX of stakeholder group and 
nationality were also independent for each category of the classifications. We found 
only two interaction effects when looking at the individual categories of the UX 
classifications. First, for the ISO 9241-210 classification, there was a significant 
interaction effect between nationality and stakeholder group for system-related 
constructs F(4, 68) = 2.95, p < 0.05. Chinese users and Chinese usability 
professionals used more system-related constructs than the same stakeholder groups 
from India and Denmark, while for developers there was no difference. Second, for 
the objective vs. subjective UX classification, there was a significant interaction effect 
between nationality and stakeholder group for other constructs F(4, 68) = 4.16, p < 
0.01. Users from India were quite different from developers and usability 
professionals in the degree to which they construed UX in terms categorized as 
“other”. The objective vs. subjective UX classification was more exhaustive for all 
Chinese and Danish stakeholder groups. 

4.3 Interrelations of Constructs across Classifications 

To analyse the interrelations between categories in different classifications, Table 5 
shows the ISO 9241-210 classification crossed with the three other classifications.  

Comparing the ISO 9241-210 classification with the Objective vs. subjective UX 
classification, the differences across stakeholder groups were unevenly distributed 
across the Objective vs. subjective categories. The usability professionals had overall 
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most subjective image/impression constructs (139/105/109), and had in particular more 
user related (55/26/32) subjective image/impression constructs, compared to the other 
stakeholder groups. They had fewer context-related constructs in the performance 
(35/73/58) and other (46/78/61) categories, compared to users and developers.  

Comparing the ISO 9241-210 classification with the system-oriented UX 
classification, the usability professionals had more user-related constructs, in particular 
about attractiveness (36/13/17) and ease of use (32/20/26). The usability professionals 
also had fewer context-related constructs, in particular about utility and degree of usage. 

Comparing the ISO 9241-210 classification with the human experience of 
technology classification, the usability professionals had more user-related emotional 
constructs. Again, the usability professionals had fewer context-related constructs, in 
particular compositional constructs, compared to the other stakeholder groups. 

Table 5. Cross-tabulation of stakeholder groups’ ISO 9241-210 and the other UX classifications 

 
Subjective vs. 
Objective UX System-oriented UX 

Human experience 
of technology  Total 

 

O
bjective perform

ance 

Subjective im
age/im

pression 

O
ther 

G
eneral relationship 

A
ttractiveness of system

 

E
ase of use 

U
tility 

D
egree of usage 

O
ther 

C
om

positional 

Sensual 

E
m

otional 

Spatio-tem
poral 

O
ther 

 

 

ISO 9241-210 UX  

Usability professional   

 System 48 55 3  16 2 24 29 0 35  76 24 0 3 3 106 
User 31 55 4  14 36 32 5 0 3  35 9 42 2 2 90 
Context 35 26 46  4 2 8 63 11 19  55 3 2 45 2 107 

Other 5 3 5  0 0 4 1 0 8  2 1 0 0 10 13 

Total 119 139 58  34 40 68 98 11 65  168 37 44 50 17  316 

User    
 System 44 49 1  5 0 24 33 0 32  63 18 0 2 11 94 

User 27 26 2  11 13 20 8 1 2  22 3 22 2 6 55 

Context 73 27 78  3 1 5 138 11 20  106 1 3 61 7 178 
Other 10 3 3  1 0 6 4 1 4  7 2 0 2 5 16 

Total 154 105 84   20 14 55 183 13 58  198 24 25 67 29  343 

Developer     

 

System 57 49 0  10 4 21 24 1 46  74 22 1 6 3 106 
User 23 32 4  8 17 26 5 1 2  25 6 21 4 3 59 

Context 58 23 61  4 0 5 94 19 20  81 1 3 50 7 142 
Other 3 5 3  1 0 3 1 1 5  1 5 0 1 4 11 

Total 141 109 68 23 21 55 124 22 73 181 34 25 61 17 318 

Total 414 353 210 77 75 178 405 46 196 547 95 94 178 63 977 
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5 Discussion 

5.1 Usability Professionals Differ from Other Stakeholder Groups 

We find three main differences between usability professionals and the other 
stakeholder groups in their thinking about usability and UX: Usability professionals 
focus more on user-related constructs and subjective UX than developers and users, 
and they focus less on context-related constructs than users, as illustrated in Fig. 1 
which shows selected information from Table 3. Below we discuss these differences. 

 

    

Fig. 1. Usability professionals focus more on users and subjective UX, less on context 

Usability professionals focus more on user-relatedness and subjective UX than 
developers. This supports the main rationale behind the profession, which is that 
usability professionals compared to developers have more empathy with users and 
their situation [20]. The implication of this is that while developers might need to be 
convinced to become more user centred, usability professionals are ready for more 
advanced theory and techniques that go beyond simply being user centred. 

Usability professionals focus more on user-relatedness and subjective UX than 
users. This finding is somewhat against the idea of usability professionals having the 
same view on system use as users. Usability professionals may focus more on 
subjective UX, emotions, attractiveness and so forth than users, because they as 
professionals have a greater range of constructs to describe and distinguish between 
UX-related emotions. The distinction between objective performance and subjective 
image/impression by Han [5] appears on the surface to be similar to a distinction 
between utilitarian and experiential constructs. However, in this study usability 
professionals attended a lot to subjective aspects of UX, whereas Hertzum and 
Clemmensen [8] found that usability professionals made use of more utilitarian than 
experiential constructs. A utilitarian/experiential distinction divides usability into a 
utilitarian factor concerned with goal-related performance and an experiential factor 
concerned with satisfaction [8]. Satisfaction is, partly, about freedom from 
discomfort, that is, when there is no frustration there may be satisfaction [14]. In 
contrast, in the objective/subjective classification, the subjective dimension was 
inspired by Kansei-engineering and focused on the emotions actually experienced by 
the user: “…collecting the subjective feelings of a product in words, extracting the 
key feelings…” [5, pp. 478-479]. Furthermore, the subjective dimension covers both 
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the immediate image/impression that the user gets from interacting with the product 
in that moment, the user’s description of impressions of an interaction, and their 
judgment and attitude toward this interaction [6]. Thus, a different set and range of 
emotional processes involved in interacting with computers may be covered by the 
subjective image/impression category, compared to an experiential dimension.  

Usability professionals focus less on context-related constructs than users. We 
speculate that the difference in focus on context-relatedness may be related to the 
difference in focus on subjective UX. Users may be concerned with getting the work 
done, a context-related concern, to a larger extent than usability professionals, who in 
contrast focus more on the emotions experienced during use, a less context-related 
concern. According to Hertzum et al. [9], users associate ease of use with leisure and 
difficulty in use with work-relatedness, while developers express the reverse 
associations. The usability professionals in the present study rarely distinguished 
between work use and other use (e.g., “Working Tools/For Fun“). Only three of the 
107 context-related construct/contrast pairs elicited by usability professionals 
concerned a work-leisure distinction. A possible explanation for the near absence of a 
distinction between work and leisure in the usability professionals’ constructs may be 
that they consider UX-related emotions relevant to leisure as well as work. If a system 
is sufficiently mature in that most performance and utilitarian issues have been taken 
care of, the way to improve the system further may be to focus on the emotional 
aspects of the user experience, irrespective of whether the system is for work or 
leisure. This explanation may apply to our study because most of the systems selected 
by the participants were mature products, such as MS Word and Outlook. In addition, 
usability professionals may be more business-oriented than users in their thinking 
about usability and UX. Though we did not find any direct evidence of this, usability 
professionals may tend to think about how the user experience can give a product a 
competitive edge on the market, and therefore value emotional over context-related 
constructs. 

5.2 Global Software Development and Inclusive UX Definitions  

Stakeholder group and nationality independently influence how people think about 
UX, as illustrated in Fig. 2. This means that usability professionals are different 
from the other stakeholder groups, irrespective of nationality. The lack of 
significant interaction effects between stakeholder group and nationality suggests 
that the ways in which usability professionals differ from local user groups will be 
somewhat similar across national borders. This result is promising for the global IT 
industry because it indicates that usability professionals’ competences may be 
globally applicable, thereby meeting a need pointed out by the global IT industry, 
see [19]. However, since we found clear main effects of nationality – people from 
different countries think differently about their system use – it seems to vary from 
one cultural context and country to another what exactly usability professionals do 
when they, paraphrasing Putnam and Kolko [17, p. 2021], “…walk in the [local] 
users’ shoes”. 
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Fig. 2. Effects of stakeholder group and nationality on the ISO UX classification (%) 

The present study confirms that UX is an inclusive concept. In the ISO definition, 
UX is a broad concept that aims to capture most, if not all, of what people experience 
when interacting with computer systems. ISO [10, p.3 ] defines the user experience as a 
“person's perceptions and responses resulting from the use and/or anticipated use of a 
product”. The four UX classifications were all good or very good at capturing the 977 
constructs used by the 72 participants to describe their everyday system use. All four 
UX classifications had better coverage (average 87%) compared to the coverage found 
in an earlier study [8] for the ISO usability definition (average 53%). This study 
provides empirical support that selected UX classifications, including the ISO definition 
of UX, match the variation in how core stakeholder groups think about their system use. 

5.3 Limitations 

Three limitations should be remembered in interpreting the results of this study. First, 
the stakeholder groups of developer, user, and usability professional evolve over time. 
In particular, the usability profession may be evolving into a UX profession with a 
broader or different focus. Hence, we characterize usability professionals’ thinking 
about system use at a time when their profession is in a process of discussing its 
identity. Second, the Danish participants were older than the Chinese and Indian 
participants were, and the Indian participants were gender skewed toward males. The 
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age difference may reflect that in Denmark people are relatively older when they 
finish their education. However, we acknowledge that these issues related to the 
sample and recruitment of participants could have affected our results. Third, with 
respect to the developers and usability professionals there may be a gap between their 
personal constructs and their professional knowledge. While we asked participants for 
their personal constructs, their descriptions of their user experiences might be 
influenced by explicit definitions of usability and UX, learned during their education 
rather than experienced during the use of the selected systems.  

6 Conclusion 

We find differences in how usability professionals think about their user experiences, 
compared to developers and users. Therefore, if the usability/UX profession in the 
future wants to continue to claim that they are the users’ advocate, it may be 
worthwhile to review the profession’s key constructs. To meet users’ concerns, it may 
be time for HCI researchers to revisit the context of use and focus more on the 
physical, social, temporal, organizational, and cultural environments in which a 
product is used. In addition, people’s nationality influences all stakeholder groups’ 
thinking about system use, according to our study of a sample of Danish, Chinese, and 
Indian people. Finally, the four UX classifications used in this study have emerged as 
inclusive concepts that captured nearly all the ways in which our participants thought 
about system use. This inclusiveness is encouraging from the point of view of 
devising analytic UX conceptualizations that encompass most of the variability of 
different stakeholders’ actual user experiences. 

Future research may investigate how varying levels of professional experience 
influence usability professionals’ thinking about UX. The usability professionals 
participating in this study were intermediate-level to experienced usability 
professionals. Their thinking about UX may gradually have moved away from that of 
users and developers. Novice usability professionals may think more like users, or 
they may more directly apply textbook definitions of usability and UX. 
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Abstract. The many challenges of distributed communication and the many 
challenges of intercultural collaboration have been researched and discussed at 
length in the literature. What is lacking is a combined approach that looks at 
both issues of distance and diversity in collaboration. We conducted research in 
a large, multinational technology company to better understand team configura-
tional factors in transnational work. In this case study, we found that the devel-
opment of social capital is impacted by whether a person is in their home  
context or transplanted and their expectations based on that context. This has 
implications for the development of intellectual capital in the team. We high-
light factors in the creation of social capital as well as some mechanisms that 
may mitigate cultural difference. In addition to bringing into focus the  
challenges that arise in various configurations, this study contributes to the 
transnational literature by highlighting the importance of local context in  
diverse collaborations.  

Keywords: Transnational collaboration, team configuration, social capital. 

1 Introduction 

Many organizational structures today are truly global. Companies find talent all over 
the world, place employees in all sorts of geographic locations, and coordinate teams, 
both distributed and co-located [1]. This sort of transnational work requires crossing 
all sorts of important boundaries, including temporal, spatial, and cultural. Much has 
been written about the multitude of issues in working across spatial and temporal 
distances [2-6]. And a great deal of research has focused on transnational or cross-
cultural differences as they related to the workplace [7-9]. Yet, given the prevalence 
and significance of transnational work in today’s globalized world, there appears to be 
a lack of empirical studies that focus on the variety of ways such collaboration can be 
structured and the consequences of different configurations [10-13]. Global organiza-
tions can choose to configure and structure their teams in a wide variety of ways, and 
it is important to look at the costs and benefits associated with these choices. 

First, why might you want to have diverse cultural configurations? Research that 
has focused on the value of diversity in groups illustrates that, for many tasks, diversi-
ty trumps homogeneity [14] by allowing for a diversity of perspectives, which aid in a 
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number of ways, such as problem solving, information aggregation, and prediction. 
Other studies have indicated that cultural diversity leads to increased creativity and 
satisfaction of experience [15], and with the right mechanisms in place, can result in 
better cohesion, trust, and innovation [16]. Most work in this area suggests, however, 
that the net benefits of such diversity must account for the costs related to differences 
in cognitive, behavioral, and affective aspects [13]. Diversity can most certainly be an 
asset, but it can also a liability if not structured and managed well.  

Second, from an organization’s perspective, why might you choose to have a team 
distributed over continents and time zones as opposed to co-located in one area? As 
Castells and others have suggested, today’s knowledge-based workforces are defined 
by their flexibility and adaptability [17], and it is quite possible to configure teams in 
many ways [18]. Benefits to globally distributed collaboration include garnering ex-
pertise in local markets, cost reductions, and a 24-hour development cycle [19, 20]. 
But, there are still many challenges for distributed teams in terms of processes, tools, 
and structuring [1, 21]. And, there are particular difficulties for distributed teams that 
cross cultures [13, 22].  

With all the permutations possible, it is important to understand the implications of 
various transnational team configurations. In our research, we found that the most 
salient implications are related to interpersonal relationships. Thus, we use the theory 
of social capital in framing our findings. This theory highlights the importance of 
interpersonal relationships, which serve as a valuable resource for social action within 
a network [23]. Nahapiet and Ghoshal’s work on social capital in the organization 
shows that social relationships within a firm, which are the foundations of social  
capital, are intricately tied to the firm’s ability to create new intellectual capital, or 
knowledge [23]. This theory serves well as a lens to investigate the transnational  
configurations within firms, enabling insight into interpersonal relationships at the 
individual level as well as insight into overall team and organizational functioning. 

In this paper, we contribute to the transnational literature by examining how the 
configuration of global teams and the context of an individual’s location within that 
team impact social capital. We seek to examine how distributed and co-located  
configurations of transnational teams are similar and different in terms of the social 
relationships that are developed, and in turn, how that impacts the individual and the 
team. We recognize, as others do [11, 24], that one’s culture is not static, and that 
although culture influences one’s behavior, behavior is also influenced by the situa-
tion. Over time people adapt to their context, either converging toward the local cul-
ture or diverging. Thus, we focus on these central ideas of location and configuration. 

2 Method 

We conducted research within a large, multinational high-technology company, which 
we will refer to by the pseudonym PrimaTech. PrimaTech is headquartered in the US, 
but has offices in more than 40 countries worldwide. The structure of the organization 
is complex and dynamic, with many teams distributed all over the globe.  
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2.1 Participants 

We specifically chose to focus on participants from India and China, as a significant 
portion of PrimaTech’s employees come from these two countries. Participants were 
independently recruited at multiple work sites using a purposive sampling methodol-
ogy [25]: we broadcast our study requirements on various listservs, and when people 
responded, we selected them according to their background, work situation, and 
availability for interview. Among the 22 we selected, nine of whom were female, all 
were of Indian (13) or Chinese (9) national origin currently working in either the US 
or offices in their home country, and all participants had previously or were currently 
collaborating in a transnational team. Thirteen were based currently in the US, nine in 
offices abroad (Bangalore, Beijing, and Hyderabad). Six had spent two or more years 
in the US offices, eight less than two years, and eight spent no time at US offices. 
Table 1 shows these participant aspects in more detail.  

2.2 Interviews 

Prior to data collection, we conducted extensive background research to better under-
stand common cultural characteristics amongst the various national cultures we  
considered for the study. In all, we created a bibliography of 88 sources. From this 
meta-analysis, we created an informational table that included aspects of culture in the 
US, China, India, Japan, Korea, and Singapore along 29 dimensions, including  
behavioral elements, cognitive and perception differences, and macro-level social 
conventions. This table was used to inform the interview script. We conducted pilot 
interviews with contacts of Chinese and Indian origin and refined the scripts accord-
ing to their feedback, which included areas for further inquiry as well as suggestions 
on how to approach certain delicate topics.  

The interviews themselves were conducted in a semi-structured format to encour-
age participants to openly discuss their perspectives and reflect on experiences. We 
collected information on participants’ backgrounds and their work at PrimaTech, 
including team collaboration methods and tools, their cross-cultural experiences, and 
perspectives on differences in communication and social conventions. We visited the 
company’s US headquarters and conducted a portion of the recruiting there, but all 
interviews were conducted remotely via video-conferencing. Interviews lasted from 
around 45 minutes to over an hour. Participants were not compensated. 

2.3 Teams 

Teams at PrimaTech are often comprised of people of many nationalities, so partici-
pants were not necessarily working primarily with American-born colleagues, but 
truly transnational teams. We use the term transnational here to indicate that the teams 
were composed of two or more nationalities, indicating diversity that goes beyond just 
different cultures, which can occur within nations [13]. In this research, we look both 
at transnational teams with participants in their home countries of India and China 
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Table 1. Characteristics of Participants 

 

* T=Transplant, R=Remote;  **Team size (L = 20+, M = 11-20, S = 4-10) 

 
working remotely with those in the US and other countries and transnational teams in 
which Indian and Chinese participants moved to the US to be co-located with their 
teammates. We label these participants in two groups. Since the terminology of mi-
gration is often problematic and inaccurate [26], we use the term “Transplants” for the 
latter. Borrowed from the language of ecology, this term indicates a move from one 
environment to another, making it more contextually appropriate. By contrast, “Re-
motes” refer to participants working from their home country, in these cases, based in 
Bangalore, Beijing, or Hyderabad. 

Some structural differences between these two groups should be noted at the ouset. 
First, the average number of team members was somewhat different between the two 
groups. Remotes reported around ten members being involved in their current team, 
whereas Transplants frequently reported much larger team sizes. However, there was 
not a discernible difference in the number of team members with whom participants 
worked directly. Most worked closely with five or fewer colleagues. Second, Trans-
plants reported quite varied tenures with their current teams, ranging from two months 
to over five years, while Remotes had all worked with their current team for a year or 
less. This is representative of recent growth in PrimaTech’s workforce. The number 
of offices with which they regularly collaborated was also variable. Transplants typi-
cally worked across more than four offices, but all had some co-located colleagues. 
Remotes, on the other hand, worked across three or fewer offices on average. Moreo-
ver, they were often the only member of their team based in their office. So, while 
Transplants were mostly part of the hub in a hub-and-spoke or hub-to-hub model, 

T/R* Gender Nation Loc. 
Yrs at 
Co. 

Yrs US 
Office Role

# Offices 
work  
with

Time 
on 
team 
(yrs)

Team 
size** 

Some 
Members 
Co-located 

T1 M India US 3 0.5 Manager 4 < 1 L Y 
T2 F China US 8 8 Infrastructure 7 > 1 L Y 
T3 M China US 6 6 Engineer 1 > 1 S Y 

T4 F China US 6 0.25 Consumer 
Operations 5 < 1 L Y 

T5 M China US 6 6 Engineer 2 < 1 L Y 
T6 M India US 5 2 Engineer 3 > 1 M Y 
T7 M China US 6.5 6.5 Analyst 2 < 1 S Y 
T8 M India US 4 0.25 Engineer 3 < 1 L Y 
T9 M India US 6 1.5 Manager 6 > 1 L Y 
T10 F China US 1.25 1.25 Engineer 5 > 1 M Y 
T11 F India US 6.5 3.5 Manager 5 > 1 L Y 
T12 M India US 3.5 0.1 Manager 5 < 1 L Y 
T13 M China US 4 1.25 UX 10+ < 1 L Y 
R1 F India India 1 0 Planner 2 < 1 S N 
R2 F India India 6.5 0 Optimizer 2 < 1 S N 
R3 M India India 1.6 0 Planner 3 < 1 S N 
R4 F India India 1 0 Optimizer 3 < 1 S N 
R5 M India India 0.75 0 Planner 3 < 1 M N 
R6 M India India 5.5 0 Manager 4 < 1 L Y 

R7 M India India 1 0 Consumer 
Operations 3 < 1 S Y 

R8 F China China 6 0.25 Analyst 2 1 M Y 
R9 F China China 2.5 0 Engineer 2 < 1 S Y 
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Remote participants were often spokes in this sort of model [27]. These structural 
differences further distinguish the two configurations, but we focus primarily on the 
context of location, as it had a more important impact on social relationships. 

2.4 Analysis 

Although we were interested in comparing Transplants with Remotes, we did not 
have strong hypotheses about what differences would emerge. Therefore, we used 
grounded methods [28] in our initial analyses. We used the software Dedoose to aid in 
data analysis while engaging in an abductive, iterative process of comparing data and 
relevant research literature and theory. We began with open-coding to discover pat-
terns and recurring themes in our initial round of interviews, then created memos to 
refine our ideas. This guided data collection as well as our targeted sampling. We then 
conducted closed coding, applying lower-level codes to categories to identify  
emergent concepts. We found that much of what emerged related to differences in 
expectations involving social relationships, and thus we used Nahapiet and Ghoshal’s 
theory of social and intellectual capital in framing our findings [23].  

3 Social Capital and Configuration 

Many points of interest emerged from our interviews, but most salient were interperson-
al relationship differences among Transplants and Remotes. In our findings, we discuss 
the elements of social capital, which Nahapiet and Ghoshal decompose into three di-
mensions: the structural, the cognitive, and the relational dimensions. These dimensions 
of social capital in turn impact the conditions for exchange and combination of intellec-
tual capital [23]. It was out of the scope of this research to investigate the structural 
dimension within PrimaTech. The structural dimension is concerned with network con-
nections between actors, which would require social network analysis. Thus, we focus 
primarily on the cognitive and relational dimensions. First, we touch on the differences 
in expectation between participants in the two configurations. Then we highlight the 
factors that play a role in shaping cognitive and relational social capital, respectively, 
and discuss how these impact the ability of the team to create new intellectual capital. 
We also discuss implications of social capital at an individual, team, and organizational 
level. Finally, we introduce some mechanisms that appear to mitigate these challenges. 

3.1 Configurations and Expectations 

Transplants to the US noted very different experiences with team colleagues than 
Remotes. The ways in which the two different groups of participants perceived their 
interpersonal relationships with colleagues were, in part, predicated upon their expec-
tations. In turn, those expectations were based upon their location and the team confi-
guration. Those who had moved to the US generally noted disappointment in their 
lack of social bonds with teammates. On the other hand, remotes approached these 
relationships with a pragmatism that showed reserved expectations.  

Transplants. Those who moved to the US came for a variety of reasons, personal and 
professional, but amongst the various expectations, social relationships were a priority. 
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But as other narratives of migration [29] have shown, lived experiences often do not 
meet expectations, especially when it comes to a sense of social belonging. One reason 
for this is that social relationships at work are often strong in India and China, but are 
much more compartmentalized in the US [30]. Thus Transplants often experience mov-
ing from a situation with close relationships and strong social capital to one in which 
there seems to be a void. One participant, who had worked first in her home country of 
India before coming to the US highlights this differentiation: “When I used to work in 
India, work relationships were much more friendly. The demarcation between work 
colleagues and friends is a lot fuzzier…Here, it’s just that they are not friends- we don’t 
meet up as families and don’t socialize.” (T11) While this is typically recognized befo-
rehand, as one prepares to move, it still serves as a shock to many Transplants. They 
move from having quite rich social relationships with coworkers to having much weaker 
social capital, regardless of their tenure, as we discuss below. Though this difference in 
work/life compartmentalization is usually known before a Transplant arrives, there is 
still an expectation of building work-based social relationships. Expectations may be 
dimmed a bit, but they are still there. The transplants we interviewed did work to culti-
vate relationships, yet many noted tribulations with creating social relationships, even 
after years at the same location. The troubles of expatriates integrating into host com-
munities is not a new concept [31]. But it is worthwhile to note that even with the know-
ledge of work/life difference and even after attempts at trying to create stronger social 
relations, expectations still led to disappointments.  

Transplants desired stronger relationships, but were unsure of how to do it: “It’s 
difficult to get along with the rest of the team as well as I could.” (T11) And often, 
this led to feelings of distress or regret:  “I should do more. I go out and have dinner, 
but sometimes it feels like it’s really hard to fit in, no matter how hard I try.” (T2) In 
many instances, this led to feelings beyond a desire for social engagement, into a 
deeper level of identity. One participant, who had Anglicized his Chinese name, felt 
as if colleagues did not know who he is: “They only see the way I work. They see 
‘working [name].’ My Chinese name is hard to pronounce… So, they don’t know my 
name. They don’t see my social aspect, so they are not comprehending me. Work is 
just one slice of me.” (T13) For those who have just moved, this struggle to create 
interpersonal relationships is especially salient. But, notably, this lack of social capital 
does not appear to improve with time spent at the US office. One participant, who has 
been in the US for over 20 years and working at PrimaTech’s US headquarters for 
over eight (T11), indicated a high level of frustration with this aspect of her work. 

Remotes. In contrast, Remote participants indicated that while they realize they cannot 
fully socialize with distributed colleagues, they felt that they do have close enough rela-
tionships. This highlights an adjustment in expectations; distance tempered expectations 
of social relationships. Employees working on distributed teams at PrimaTech typically 
meet all colleagues with whom they work closely within the first three to four months of 
being on a project, so most Remote participants had had the opportunity to meet their 
colleagues, either through travel to other offices, or through their colleagues visiting the 
office in India or China. Participants cited that these visits gave them a better sense of 
their colleagues. Beyond the bonds created through visits, information and communica-
tion technologies (ICTs) served as the way through which they maintained social con-
nections. Several participants said they talk informally with distributed colleagues over 
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collaborative technologies such as chat or in the first minutes of a video conference: 
“We do a lot of that- talking about movies, what we’ve been doing over the weekend. I 
feel like I know them as colleagues.” (R3) These participants generally felt that their 
distributed colleagues had accurate perceptions of them as colleagues, though nothing 
approaching deep connections as “friends.”  

In sum, expectations based on team configuration and location within that  
configuration played a role in perceptions of social relationship. Transplants expected 
deeper friendships than they got; Remotes found a shallower but sufficient sense of 
friendship. Next, we take a look at factors that play a role in whether social capital is 
developed and how that impacts intellectual capital. 

3.2 Social Capital Factors and Intellectual Capital in Transnational Teams 

When working across cultures, some behaviors will converge, some will diverge. As 
Hinds et al. note, there must be some degree of convergence for collaboration to work 
[11]. In our research, a few factors stood out as limiting convergence, particularly for 
Transplants. We highlight these factors through the framework of social capital, first 
focusing on the cognitive dimension, then the relational, though both are interrelated 
to an extent. In delineating these factors, we investigate how they impact conditions 
necessary for exchange and combination of intellectual capital in the organization. 

Cognitive Social Capital. Nahapiet and Ghoshal describe the cognitive dimension of 
social capital as shared cognition that is facilitated through shared codes and language 
as well as shared narratives [23]. Shared codes and language are important for the 
establishment of social relations and thus the ability to exchange information, but 
beyond that, they also influence perception, meaning the perceived value in sharing 
information and the ability to combine it meaningfully. Similarly, shared narratives 
impact interpretability of information.  

Small Talk/Topics of Interest. “Small talk,” as Goffman explains, is a bracket to larger 
social affairs that has bearing on the overall relation of participants in an interaction 
[32]. Thus, it is an important mechanism for establishing stronger capital. Engaging in 
small talk is a ritualistic interaction that quite easily occurs within groups that have a 
shared cognitive base. However, engaging in small talk can be quite difficult across 
cultures due to lack of shared codes and narratives. In our interviews with PrimaTech 
employees, many Transplants reported difficulties with small talk, noting that they 
often don’t understand the topics at hand. One participant explained: “People go out 
to lunch every day and have a lot to talk about. It’s hard to get it all if it’s not work 
related.” (T10) She went on to explain she realizes that her different background  
influences the perception of what is interesting, so she finds it easier to chat with oth-
er Chinese, rather than struggle to find interesting topics to discuss with her American 
colleagues. For this participant, the lack of common topics was so salient that it  
influenced her to end lunchtime socializing, further isolating her from her teammates.  

In contrast, many Remotes reported not only engaging in small talk in the begin-
ning moments of a video conference, but finding enjoyment in it. So, while  
Transplants reported finding topics of conversation and small talk difficult, Remotes 
generally reported small talk as a great way to engage with colleagues for a few  
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moments at the beginning or end of a meeting. This difference relates back to expec-
tation issues, particularly with regard to the length of time one must socialize; having 
a short chat at the beginning of a video conference does not create a burden, whereas  
sustaining small talk for an hour of lunch may appear daunting. Similarly, Remotes 
frequently noted that they talked about movies, travel, and weekend plans as topics of 
conversation, which are fairly general and not highly location-specific, whereas 
Transplants had higher expectations placed upon them. Transplants noted pressure to 
know more about local sports or politics, both of which require more of a shared cog-
nitive framework. It may also be the case that Transplants have to engage in this talk 
with many more people, potentially from many various backgrounds, feeling more 
pressure yet. One Transplant (T12) noted that so many people ask how his weekend 
was on Mondays that he plans out what he wants to say in advance, on his way to 
work. Thus, it appears that whether one only occasionally chats with teammates  
versus having regular, extended contact with them affects one’s perception of whether 
small talk is a problem or a benefit in building social capital. 

Cultural References. Whether part of small talk or part of general work discussions, 
culturally-specific references can impact one’s ability to understand or engage in con-
versation. This can cause disengagement from social interactions, and, worse, can 
impact the ability to participate fully in meetings. Cultural references can create mi-
sunderstandings of the message itself, but beyond that, they can create confusion 
about tone. Several Transplants noted that technical conversations were typically fine 
until cultural references were applied within them, such as a person referring to an 
idea being “out in left field.” This participant elaborates: “I think they tend to use  
examples from games or football references, so sometimes can’t tell if they’re being 
sarcastic or not. It becomes difficult.” (T12) 

On the other hand, Remotes generally used cultural references as a kicking-off 
point for understanding their colleagues better. One participant explained: “What is 
nice and what is fun for us —watching cricket here—is like baseball, basketball there. 
So watching sports connects people. When someone talks passionately about a match, 
I understand because I go equally bonkers over cricket.” (R2) These Remotes reported 
that if they do not understand a cultural reference, this allows them to then ask  
questions to get to know each other better. One possibility for these different attitudes 
toward the use of cultural references is that there may be an implicit assumption that 
people will understand most references if they are living in the same location. On the 
other hand, when talking with someone who lives halfway around the world,  
individuals may hold fewer assumptions of what others do or do not know about 
another’s culture. Remotes, it seems, are expected to not know everything; Trans-
plants, however, are co-present and expected to know what other locals know. 

This may be intensified by the fact that those in the US headquarters typically 
work with a higher number of distributed offices. So, as one participant points out, 
you must know about many more cultures: “I didn’t socialize so much this past year 
just because I myself haven’t fully plugged in to American culture. And my work and 
my mind’s resources have limited me from doing that. I have to be distributed in 
many places with all the offices we work with, so I didn’t spend much time to figure 
out local things here.” (T13) This highlights that, beyond transnational context, the 
configuration of the team and the participant within the team really does matter in 
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terms of creating social capital. Expectations from others and from oneself are shaped 
by location, and in turn, location influences the development of social capital. Lack of 
shared language, codes, or narrative can serve as a kicking-off point for sharing, 
which enable conditions for exchange, while assuming these are shared closes off the 
possibility for exchange. 

Humor. Humor is an intensely social experience that provokes strong emotions [33]. 
As such, it can serve as a building block for social capital. But, humor is notoriously 
difficult to understand across cultures. One Transplant explained: “The most difficult 
thing here is to make a joke... It connects to many things out of the workplace…But a 
joke is very important for people’s emotional connection. And I cannot connect that 
way. That is most difficult.” (T13) Both Transplants and Remotes reported difficulties 
with humor, but Remotes had a more generally positive attitude about its impact. 
Several Remotes explained that joking around became easier for them to handle once 
they had met their colleagues in person: “Sometimes I don’t know how to respond if 
someone is sarcastic… but everything is easier once you meet- like jokes. Because 
I’ve met him and know he’s doing it for fun, that barrier gets broken.” (R7) Thus, this 
lack of shared cognition impairs both configurations, but to a different degree. While 
humor is still difficult for both, it appears that Transplants, being located together, 
may attempt to understand humor on a deeper level, while Remotes seem satisfied to 
identify only when humor is being used, as it helps to understand context and tone. 

Relational Social Capital. The relational dimension of social capital centers on the 
interactional and behavioral elements between parties. Nahapiet and Ghoshal describe 
this dimension in terms of trust, norms, obligations, and identification. They illustrate 
how these impact intellectual capital by influencing access to parties, perceived value 
and the motivation to exchange and combine information [23]. 

Trust. There has been much research on basic trust differences across cultures [34, 
35]. Core values play a significant role in base levels of trust as a cognitive factor, but 
trust is also a dynamic property of relationships in context. Rocco et al., for instance, 
found a positive relationship between non-work communication and trust [36]. So, 
trust both shapes and is shaped by interpersonal relationships; when ties with work 
colleagues are not strong, a strong level of trust is not manifest and vice-versa. Thus, 
we found trust to be an issue both before and after a relationship has been established. 

Despite trust being an oft-cited component of PrimaTech’s organizational culture, 
trust among colleagues was complicated. One Transplant explained the differences in 
levels of trust with colleagues in the US versus India in the following way: “The 
meaning of a relationship here is different… In India you don’t distinguish between 
social friends and professional ones. You trust all friends equally. Here it is very pro-
fessional… I won’t trust any friend here as I would in the Indian office.” (T12) From 
this perspective, it appears trust can be gauged a priori. But others mentioned that 
trust requires rapport, thus it is also impacted a posteriori. 

These complexities of trust fundamentally affect group work, whether co-located 
or distributed. However, trust issues were mentioned more frequently among Trans-
plants than Remotes. One school of thought indicates that this might be due to “swift 
trust.” Jarvenpaa and Leidner found a lack of cultural effects in looking at trust in 
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global virtual teams [37], and they suggested these teams can rely upon trust that is 
based more on categorical expectations than interpersonal relationships, known as 
swift trust [38]. For Transplants, other factors impact interpersonal relationships, 
which then impacts trust a posteriori. For Remotes, though, trust is based more on 
team members’ work effort and less on personal factors and is only expected to be 
sufficient, not deep. This is enhanced by visits in which brief contact allows  
for a sense of good rapport. While this does not mean that trust from Remotes is nec-
essarily stronger in any sense, it may serve as less of an impediment as compared to 
co-located teams that may struggle with interpersonal issues. 

Speaking Up: Norms of Openness. PrimaTech’s organizational culture is often de-
scribed as being very “bottom-up.” Being “bottom-up” means that change is often 
initiated in a very democratic, communal way. As such, being involved in discussions 
and decisions means embracing the norms of openness and speaking up. This social 
norm of openness is noted as a key feature needed in knowledge-intensive firms [39].  

“Speaking up” was the most frequently self-cited focus of behavioral change for 
participants in both groups and a repeated piece of advice they would give to others. 
One participant, coming from India noted: “It’s difficult to get your head around it 
because if you’ve never worked in place like [PrimaTech], it’s engrained into you to 
pay attention to social strata or not to speak up.” (T11) This general lack of “speaking 
up” in meetings creates a disparity in being involved. While this happens for both co-
located and remote due to different macro-level social conventions, Transplants have 
the opportunity to speak up more often. But, being in a new location and not having 
strong social relations in other ways impacts that. One Transplant even noted her 
move had a negative effect on speaking up, despite it being a norm at PrimaTech: “I 
have been less outspoken, more quiet since coming to [US office]. Part of that is be-
cause I’m transferring to a new location and I don’t know people that well, so my 
confidence level isn’t as high. I think more before I speak...” (T4)  

For Remotes, speaking up is also an issue, but due to constraints, teams often struc-
ture formal conversations differently. For instance, in video conferences, distributed 
teams focus more on rotating participation and feedback from the various parties, as 
large video conferences with spontaneous input from simultaneous audio streams can 
become chaotic. In the same vein, there is an expectation in remote meetings that 
people may hold back a bit more; one manager noted that he makes a point of specifi-
cally asking what others think in making decisions, noting that often that person 
would have “a brilliant point of view that was missed.” (R6) Remotes tended to  
recognize speaking up as a potential issue in advance and address, while Transplants’ 
co-located teams perceived no barriers to speaking up, and thus didn’t address it. 

Notably, outside of formal conversations, those who are co-located also have the 
opportunity to communicate through a variety of informal channels that are beneficial 
to being involved in decisions, such as side conversations, hall talk, and “meetings 
over the water cooler” [8]. But when social relationships with colleagues are not 
strong, Transplants will miss out on such opportunities to hear and to have their  
opinions heard informally, which leads to less knowledge exchange.  

Feedback. Within these transnational teams, lack of communication sometimes led to 
less access and motivation to exchange and combine knowledge. In particular, many 
participants noted how they often do not know when they have made mistakes  
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because colleagues are hesitant to provide negative feedback. These behaviors are in 
contrast to the literature, which indicates that Americans are direct, while Chinese and 
Indians use indirect speech in order to promote harmony [40]. An Indian participant 
explained how this is impacted through social relationships, not just hierarchy issues: 
“This is confounded based on how close you are with colleagues. People get more 
direct negative feedback in India. Here, with a lot mistakes, you don’t get direct feed-
back. I’ve had to seek it out. But one reason might be that I’ve only been here going 
on four months, so I don’t have those relationships yet perhaps.” (T1)  

Additionally, some participants expressed an inability to understand when their 
colleagues needed help and feedback. Weak social relations with colleagues made it 
difficult to know when a team member needed help, unless it was directly requested: 
“If you want to help a coworker, it’s not easy…I don’t know how much they need 
help. . . I wish I had the conception to see when help can be appreciated or accepted.” 
(T13) Again in this instance, there is not necessarily an advantage for Remotes, but 
communication among Remotes and their colleagues was more explicit, so there were 
fewer issues and less confusion related to implicit communication norms. 

Meals. Breaking bread together is a meaningful social bonding activity. Yet this is a 
difference for those in the US offices in two ways. First, those who had worked in 
their home country before moving to the US cited that lunch is quite social in India or 
China, so it was a surprise to see colleagues in the US eating at their desks: “A lot of 
people eat lunch alone and keep working here. In China, I would always go out of the 
way to meet other people for lunch. It’s a much more social experience there. You 
never eat at your desk.” (T4) This highlights one of the unmet expectations of Trans-
plants, who sought more social engagement with teammates, but did not always find 
it. Moreover, when these participants did go out to share meals with colleagues, some 
were disappointed with the food choices as well as the focus on drinking, which  
discouraged them from joining. One participant explained that team dinners were 
uncomfortable because he did not eat meat or drink alcohol. Yet, teammates would 
often choose restaurants for team dinners based on a good wine list. He noted this 
limited his participation in team dinners: “You want to give them company and build 
a relationship, build your network, but you’re hungry.” (T12)  

By comparison, dinners are always part of the agenda when Remotes visit their 
teammates, or when teammates visit them. While less frequent, everyone typically 
attends, precisely since opportunities to do so are limited, and several Remotes cited 
good experiences getting to know their distributed counterparts this way.  

Families. Finally, getting to know colleagues’ families was a significant difference. 
Most Transplants cited their US-based colleagues’ strong work/family divide, noting 
how different this was from their home culture. This supports the literature on this 
topic, which references how familial collectivism is more common in Asian cultures 
and is expressed in business relationships through socializing with families, among 
other things [11]. Participants based in the offices in India and China often mentioned 
socializing with colleagues’ families. While it is not possible for this to be much of a 
part of distributed teammate bonding, several Remotes did cite introducing visiting 
colleagues to their own families, a point of difference based on distance limitations.  
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3.3 Impact on the Individual 

When transnational teams work together, they face many issues that may impede 
success. As we have seen so far, lack of social capital impacts a team’s information 
exchange and knowledge creation. But importantly, it also impacts the individual 
dramatically, which in turn can also affect the team.  

Career Development. PrimaTech has a promotion process that is heavily influenced 
by one’s peers, which is a unique aspect of the company that all employees encounter. 
Though most people appreciated the fundamental idea of this process, many partici-
pants expressed some level of concern about the importance of relationships. The idea 
of colleagues, rather than just managers, having a significant impact on career ad-
vancement is of much greater concern when one feels he or she does not have strong 
social capital with colleagues. This was understandably more of a concern for Trans-
plants, who had difficulties building these relationships. One participant remarked: 
“Making friends is relevant to career growth. It’s very difficult to do. You have to talk 
about children’s soccer games and golfing, and I’m not interested… but in order to 
get people to help and evaluate you, you have to.” (T2)  

This policy is employed company-wide, so those at international offices review 
and are reviewed by not only their co-located peers, but their distributed teammates as 
well. Interestingly, Remotes did not indicate strong concerns with this process, indi-
cating that anxiety about this process is perhaps induced by the local context of 
Transplants. Remotes may not have developed very strong social capital with col-
leagues abroad, but expectations for this remain low, and thus they feel their work, 
not their relationships, is what is being evaluated. Moreover, Remotes straddle differ-
ent social worlds and arenas and thus have strong social capital in their home location. 
Even though their US-based colleagues may have more weight in reviews, these local 
relationships perhaps provide some reassurance in terms of feeling social cohesion, 
and thus less anxiety about the process. Transplants, in contrast, have major ties with 
their US-based colleagues, which lead to different expectations and different things 
expected of them.  

General Satisfaction. Ostensibly, participants’ enjoyment of their job was also influ-
enced by local contexts. Previous research has shown mixed results in terms of satis-
faction in diverse teams [15], but in general supports the claim that distributed, virtual 
teams have lower satisfaction [41]. Despite this, Remotes seemed more satisfied in 
certain ways, likely due to better social circumstances. Remotes, who unanimously 
noted close friendships with colleagues in their home country office, mentioned that 
they would hang out and socialize more in the office. They were more willing and 
interested in staying around the office for a while, even though they often worked 
long hours to accommodate distributed teammates on other continents. 

In contrast, Transplants often cited the challenges of their local context. One partic-
ipant gave this report of dissatisfaction through this solemn advice: “Be prepared that 
people will misunderstand you. And though you’re in [PrimaTech] for five years in 
India, you have to prove yourself again over here… You don’t think of how hard it 
can be. If you are not used to staying alone or fighting alone, don’t join.” (T12) 
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4 Mechanisms That May Aid in Convergence 

What emerges from the findings of this study is the importance of focusing on the 
local in global work. Team configuration and the context of location play important 
roles in transnational collaboration and have significant implications for teams and 
individuals, particularly in how a team maintains social cohesion and a sense of 
community. This in turn impacts the conditions necessary for the exchange of intel-
lectual capital. But, as Hinds et al. note, there must be some degree of convergence 
for collaboration to work at all [11]. Despite the many points of difference, there are 
mechanisms that did help teams collaborate. Here, we present ideas as to what might 
help develop social capital in these transnational collaborations. Emerging from our 
interviews, we find that an organizational “cultura franca” may help create stronger 
bonds, and that hiring practices may influence the possibility of convergence. In other 
words, organizational culture may mitigate some effects of different national cultures. 

4.1 A Cultura Franca 

The idea of a “cultura franca” is an inchoate idea that emerged in this study. It is 
based on the concept of a lingua franca, or bridge language, used to communicate 
between parties with different mother tongues. We use the term cultura franca, rather 
than organizational culture, to indicate that the strong, distinctive culture of Prima-
Tech serves as a bridge across diverse global cultures and creates a space for common 
goals and values. Like a lingua franca, it serves as a vehicle for mutual intelligibility-- 
in this case, of practices and priorities, rather than language. Additionally, just as 
pidgin languages based on a lingua franca evolve in certain locales, the term cultura 
franca indicates that the culture is not completely uniform across all the geographies; 
it becomes imbued with attributes of the location. 

Throughout PrimaTech, the cultural values of the organization are evident. All par-
ticipants had very similar ideas about the organizational culture and frequently used 
the same, or similar, terms to describe it. The most oft-cited descriptors were “open” 
or “transparent,” followed by “democratic,” “independent,” and “trusting.” Many also 
described the culture in terms of things being “data-driven” and people being “smart” 
and “friendly.” While these were considered to be universal qualities of the organiza-
tion, there were mixed indications as to how similar the culture is across offices. Be-
cause PrimaTech’s offices are very similar in physical environment, structure, and 
character across the globe, many referenced these as indications of uniformity. So, 
many believed that the culture was quite uniform: “They have done an amazing job of 
spreading the culture all over the globe…It’s pretty much the same.” (T9) 

But on the other hand, many others indicated that, while the culture is promoted the 
same way across the globe, the way it is actually exhibited in different offices is not 
necessarily the same: “From people I’ve met, the [PrimaTech] culture is the same. 
Although the way we go about it is completely different.” (R7) It appears that, though 
the values that permeate PrimaTech are fairly universal, the way in which they impact 
work relationships depends more on the location and local culture therein. The social 
environment is often adapted to fit better with the local culture. For instance, partici-
pant R2 noted that, unlike in the US, alcohol is not involved in office activities in 
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India. One participant describes these variations: “The basic things are similar across 
the geographies, but it’s a bit different because of other cultural differences… But in 
work ethic, it is the same... ” (R4) The cultura franca, then, serves as a mechanism to 
bridge what might otherwise be major differences in values. It seems that the cultura 
franca of the organization may perhaps ease some factors that negatively impact  
collaboration, while still enabling diverse perspectives, but to what extent it enables 
convergence remains a question.  

4.2  Selection in Hiring 

The development of this sort of organizational culture is in part predicated upon the 
population that is initiated into it. A factor that clearly emerged from our interviews 
was how the organization selects for those who embody the qualities that PrimaTech 
promotes. This is a fairly obvious factor in mediating intercultural difference—
selecting people who are similar in certain ways—but from our research, the impor-
tance of this process was quite distinctive at PrimaTech, enabling the organization to 
more readily mitigate intercultural challenges. While most participants did not indi-
cate that they considered the organization to be culturally American or Western, one 
participant explained that the company chooses people who are more culturally 
aligned to certain values, and that this enables easier collaboration: “At [PrimaTech], 
it is very different from other Indian companies. I have friends in [other companies], 
… and they have a lot more issues. I think this is due to [PrimaTech’s] interview 
process. Each person is specifically selected for how they will match...” (R3) While 
this selection may or may not be explicit—or true on a broader scale—the process of 
choosing certain qualities is quite explicit, at least internally. One participant ex-
plained how there were “unwritten rules” in the hiring process, noting the importance 
of the social: “Can you sustain a two-hour layover at an airport and not get bored and 
want to talk to this person?” (R6) He noted that this creates a basis –“the common 
denominator”—for having somewhat similar employees throughout PrimaTech’s 
global locations. Thus, while not necessarily being specific, there is a template for 
what is sought out socially in an employee. And since this process is held worldwide, 
it contributes to cultivating a workforce that reflects the values of the company,  
irrespective of national culture or other cultural traits. 

5 Discussion and Conclusions 

We conducted research within a large multinational technology company to better 
understand the mechanisms by which people conduct transnational work. While 
common sense says that presumably co-located work is easier and better for teams, 
the issues are more complex, especially in intercultural collaborations. From our in-
terviews we found that social capital is, in part, impacted by whether the person is in 
their home context or transplanted, which in turn impacts the individual, the team, and 
the organization.  

As our results show, location and configuration played a significant role in creating 
expectations, so it is also important to discuss how these expectations relate to lived 
experiences. Stronger and richer social capital were expected by Transplants; this led 
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to disappointment when those expectations weren’t fulfilled. This brings up issues of 
adaptation. In the literature on migration, it seems that findings generally indicate that 
the adaptations are made to accommodate the host culture. This was only supported to 
some extent in our interviews. Transplants adapt at some surface level, but not neces-
sarily at a deeper level: “For myself, I have changed a bit over time. When I came to 
US, I still had the typical way Chinese do things. But now it is probably more mixed. 
To do many things, I do things closer to the Western way. But in thinking, I am still 
pretty Chinese.” (T5) While we found only minor evidence of adaptation in terms of 
social bonding, it remains unclear to what extent participants’ colleagues adapted to 
their behavior, clouding the issue further.  

Previous research on immigrants has shown that surface-level adaptations may be 
made through the use of “relational templates” and that people may maintain multiple 
templates in engaging in intercultural work. [42] This concept works fairly well in 
explaining Remotes’ interactions with distributed teammates: they maintain their 
capital with colleagues in their home office and colleagues in distributed offices in 
systematically different ways. So, you work with your colleagues in Bangalore in one 
way, but when you call the London office, for instance, you use a different behavioral 
pattern. While participants did not heavily cite cultural training provided by the or-
ganization, it seems that this may be another mediating factor—being able to clearly 
select and apply appropriate relational templates. Templates seem to be a useful con-
cept in thinking about distributed work. However, with the case of Transplants, it is 
difficult to see how a template structure would hold, making adaptation more diffi-
cult. As indicated in the interviews, the US offices are quite multicultural, unlike of-
fices such as Bangalore or Beijing, which tend to be quite nationally homogenous. 
When constantly surrounded by a local, heterogeneous team, it is impossible to have a 
single template that is appropriate for everyone. It is beyond the scope of this study to 
evaluate the degree of adaptability or co-adaptability of the team; however it seems 
the field of transnational research would greatly benefit from a more micro-level, 
longitudinal analysis of changes in behaviors based on the context of location. 

Implications. Our results raise interesting questions for the configuration of teams. 
Are the social costs of moving around the globe more than the coordination costs of 
working at a distance? This has interesting implications for organizational structure, 
individual choices, and seemingly, technology. 

A team is not merely a division of labor, so it is important to be reflective about 
organizational structure. Distance issues in teams are well known, but with the highly-
systematic methods of interaction in distributed team, one wonders whether Remotes 
and these teams are reaching their full potential in such configurations. On the other 
hand, you have situations where workers cross borders to be close to their team. This 
may ameliorate many of the issues that arise with distance, but it does not mean that 
conditions for the exchange of intellectual capital will necessarily improve. As we 
have seen, the interactions that create strong social capital within a team do not  
necessarily change with proximity. Solid social relationships are the substrate-- the 
basis on which a team can thrive. When looking at issues of dispersion—temporal, 
spatial, configurational—it is necessary to also heavily consider how this interacts 
with cultural differences.  
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Beyond this, though, it seems more emphasis could be placed on organizational 
culture and human resources practices. On a practical level for the individual, it could 
be that, despite all its challenges, distributed collaboration provides a more optimal, 
structured format for intercultural work in that it requires less adaptation and concern 
for divergent cultural challenges. The limited contact inherent in distributed collabo-
ration means that workers in their home country may experience more satisfying so-
cial interactions than those who move across borders to other offices. Put another 
way: consider, for a moment, PrimaTech’s headquarters to be Rome, and how it 
might be easier to act like a Roman for short chunks of time than to try to become a 
Roman. But is this better for the team and the organization? If diversity is important, 
we want to embrace diverse perspectives. Maybe everyone should not have to act like 
a Roman. Or, maybe Romans should be expected to act differently. These factors 
would best be addressed through organizational culture and human resources training.  

Finally, what are implications here for ICTs? It seems that, for Remotes, technolo-
gy provided a solution that went “beyond being there” [43] in certain ways. The use 
of ICTs helped mitigate issues and supported the development of sufficient social 
capital. In this sense, perhaps what is needed is a return to Hollan and Stornetta’s 
focus on creating technologies that meet needs that cannot so easily be met “in the 
medium of physical proximity.” The realm of social capital is comprised of structural, 
cognitive, and relational dimensions. Ostensibly, ICTs can aid in structural social 
capital through the development of networks that connect people, but it seems they 
can aid in less obvious ways. From this work it is clear that ICTs can also play a role 
in cognitive and relational aspects of social capital. Moving forward, research in this 
area would benefit by considering the ways in which technologies can and cannot 
support development of social capital—distributed or co-located. In being sensitive to 
these possibilities and limitations, designers, individuals, teams, and organizations can 
seek more creative ways to build and nurture social bonds in transnational work. 

Limitations and Future Work. Several limitations of this work should be noted. 
This study focused on Indian and Chinese participants in transnational teams; we did 
not include other nationalities nor the teammates with whom these participants work. 
Also, while we did visit the US headquarters, we did not visit international sites, and 
all interviews were conducted via video conferencing. Thus, our findings may be 
limited by interviewees not talking as openly as they might in person. By relying on 
interviews alone, we may also be assessing perceived, rather than actual, social capi-
tal. Including other teammates (non-transplant, non-remote) and conducting fieldwork 
that goes beyond a case study of single firm would certainly aid in further investigat-
ing these social capital phenomena. This could be a useful starting point for develop-
ment of a survey instrument that can operationalize and validate some of these con-
structs, particularly in teasing apart perceived social capital and actual social capital. 
Future research should focus on creating a better framework for looking at behavioral 
dynamics in transnational teams, taking the context of location into account. This line 
of research should also look at whether these effects hold when the dominant culture 
is non-Western. On a broader level, such research could have broad implications for 
individuals, team structuring, and organizational mechanisms for co-adaptability.  
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Abstract. Previous research has shown that low-literate users have difficulty 
using hierarchical information architectures and that a list design showing all 
items at once on a PC screen works best for search tasks. However, the limited 
screen space on phones makes it impossible to show more than a few items at 
once on a single screen. Does a hierarchical UI work better on a phone? In this 
study, we compared the performance of non-literate users from Bangalore, 
India, on a search task using a hierarchical UI (four levels deep) and a multi-
page list that had forty items across seven pages of a touch-screen phone. Our 
results show that participants using the multi-page list perform better both in 
terms of time taken and percent correct even when the list UI design requires 
them to browse through multiple pages of items on the phone.  

Keywords: Non-literate users, list design, hierarchy, mobile phone. 

1 Introduction 

Traditional computing software is structured in information architectures (IAs) 
designed in the form of hierarchies, to enable navigation of enormous information 
systems by concentrating on a few issues at a time. One of the principle benefits of 
hierarchical IAs is that space needed for navigation can be reduced by nesting. 
However previous research has shown that hierarchies can be difficult to use [1, 7, 9] 
particularly for low-literate people [3, 6]. Low-literate users have trouble 
understanding the concept of nesting or how a top node in a hierarchy represents a 
group of pages. Prior work showed that in the context of a search task of 40 items, a 
list UI that displayed items in a grid all at once on a PC screen worked best [6]. But 
displaying all selections at once is frequently not an option – for example, on a phone 
UI where screen real estate is constrained. What happens when it is not possible for 
items in a search task to be visible all at once on a list?  

Do low-literate users have challenges with paging, or with hierarchies? Is their 
challenge cognitive organization and understanding ontologies and representations, or 
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is it that paging itself is the challenge? And, is it ultimately easier for low-literate 
users to navigate multi-page lists or hierarchical IAs when screen space is limited? 

To answer the above questions, we conducted a controlled experiment with 20 
non-literate users in Bangalore India, on a search task on a touch-screen phone. Ten 
of the participants used a multiple-page list UI (where items are listed across seven 
pages), while the remaining ten used a hierarchical UI (4 levels deep). Both groups 
were asked to find five out of a total of forty household items. Our results show that 
participants using the multi-page phone list perform better both in terms of time taken 
and percent correct even when the list UI design requires users to traverse through 
multiple pages of items on the phone. As design recommendations in UIs for non-
literate users, we suggest keeping navigation linear to the extent possible and to 
minimize hierarchical depth.  

2 Related Work 

A previous study showed that low-literate users performed poorly when using 
hierarchies in a search task [6]. This study compared a single-page list, a shallow 
hierarchy and a deep hierarchy on a PC. Participants performed best on the single-
page list where all search items were visible all at once on the PC screen. Other 
studies have questioned the suitability of menu-based navigation for low-literate 
novice users in the developing world context [3, 4, 5]. However, these studies are 
more qualitative and anecdotal in nature. Studies with literate users have shown other 
problems related to the usability of hierarchical menus [1, 7, 8, 9]. Particularly 
relevant for this work, a study based on PDAs compared linear, hierarchical and 
cross-linked navigation performance in the context of a search task [2]. Results 
indicated that users performed best when navigating a linear structure, but preferred it 
mostly because of the ability to go to the ‘Home’ screen from any page since it 
allowed them to “start over”. However, paging between subsequent screens was 
actually found to be difficult. Note, that in contrast with the current work, this study 
[2] was conducted in a Western context with a higher literate group (with 10-14 years 
of formal education), half of who had previous experience playing computer games or 
browsing the internet occasionally.  

3 Study Methodology  

The methodology of our study below closely follows that of [6] for the sake of 
comparison. The reader is referred there for more detail. 

3.1 UI Prototypes 

The domain of choice for this study was commonly occurring household items. These 
items: a) allowed for graphical representation for the target non-literate population; 
b) were widely understood and did not require any domain specific knowledge; c) 
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were gender neutral; and d) allowed for extensive categorization. Forty common 
household items were selected that included items of clothing, jewelry, utensils, 
electronics, games and sports, etc. We considered two instantiations for comparison: a 
list and a hierarchy of items. Each of these UI prototypes were displayed on a 
Samsung GT-I8350 running Windows Phone 7.5. 

List. A list UI of 40 items, distributed continually over a total of 7 pages on the 
mobile phone; there were 6 items per page up to the 6th page (in a 3X2 matrix; 3 
columns, 2 rows), and then 4 remaining items on the 7th page (in a 2X2 matrix). We 
took the layout of the PC list from the previous study [6] and divided up the items into 
groups of 6 to be placed on consecutive individual pages on the phone UI (the 7th 
page had the remaining 4 items). This resulted in loose categories of items per page 
sometimes flowing into subsequent pages. There were forward and backward arrows 
that had to be tapped to traverse between the pages of the list. To select any item, the 
test participant had to point to the item with his/her finger. 

  

Fig. 1a. 1st page of the list UI on phone with 
a forward arrow 

Fig. 1b. 5th page of the list UI on phone with 
a forward and a backward arrow 

Hierarchy. A hierarchy UI of 40 items (4 levels deep and average branching factor of 
3). The items in the hierarchy were organized in a top-down navigation tree based on 
four levels of organization: first level is how the item is used (e.g. things you wear, 
things you use), second is item category (e.g. Clothes, electronics, jewelry, etc.), third 
is item sub-category (Men’s clothes, living room electronics, hands jewelry, etc.) and 
fourth is type of item (all 40 items such as shirt, TV set, bangles, etc.). Figure 2 shows 
the IA of the hierarchy. On the UI, each node of the organization was represented by a 
photograph that best depicted that node. To ensure that any cultural biases affecting 
the hierarchy were consistent with those of target participants, the previous study [6] 
conducted a validation of categories with members of the target community.  

To select any given search item, test participants had to make four choices down 
the navigation tree to arrive at a given item. The interface was completely graphical 
with no text. Tapping on a certain graphic would take the user to the next level (sub-
ordinate categories) of the hierarchy. There was the provision to go back to the 
previous page in the hierarchy by clicking on a “back” button at the bottom on any 
given page (Figure 3).  
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Fig.2. Hierarchy UI architecture on phone 

 

Fig.3. Screenshot of a page from the deep hierarchy UI 

 
Process of Administering the UI Test. Every participant was randomly assigned one 
of the prototypes (list / hierarchy). Participants were asked to carry out five tasks: 
each task required them to find a given household item on the UI that was allotted, 
such as set of bangles, water pot, a football, a pair of shorts and a mixer-grinder. 
There was a time limit of 2 minutes for every task. Consecutive tasks were announced 
only after the previous task was over. There was a standard script of verbal 
instructions provided at the beginning of the test by the experimenter. We used the 
timing in the UI test solely as a mechanism for making progress with participants; the 
fact that participants were timed was not announced to them. This was done so 
participants did not feel that they were under time pressure – what they experienced 
was that occasionally, we would simply move onto another task.  

Before using the UI prototype, for both the phone list UI and the phone hierarchy, 
like in the previous study [6] participants watched an instructional video on how to 
use the UIs on the touch-screen phone interface (of 1 min 58 secs for the list UI video 
and 2 min 8 sec for the deep hierarchy UI video). The hierarchy UI required more 
time to explain the concept of nesting. Both the instructional videos also had details 
about how to tap on the phone screen to go to the other pages by clicking on the 
arrows, or in the case of the deep hierarchy, on a given graphic (or back arrows). 
Participants could watch the video as many times as they wanted, up to a maximum of 
three times. The time taken to watch the video was not accounted for during 
performance evaluation on either of the UIs. The domain for the instructional video 
was animals-birds kingdom instead of household item, so there was no learning effect 
on the actual tests. There was no assistance provided by the experimenter during use 
of the UI. 
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3.2 Experimental Procedure 

For consistency, the same researcher acted as experimenter for all participants and 
followed a standard script. Participants came in one by one. The researcher first 
gathered information about the participant such as their age, and asked if they had any 
formal education and technology experience, particularly with touch-screen phones. 
Then, each participant took a UI prototype test. The dependent variables that we 
measured are: number of correct tasks (maximum 5), total time taken for correct 
tasks, total time taken (maximum 10 minutes for incorrect and correct tasks 
combined). The search items that participants had to find on the multi-page list ranged 
between pages one to seven such that the average number of page selections was 4, so 
as to have an equivalent comparison with the hierarchy where the user had to make 4 
choices down the navigation tree to arrive at any search item.  

We conducted a between-subjects experiment design with a total of 20 participants. 
There were 2 kinds of UI prototypes-- list and hierarchy. First we paired the 20 
participants by age, gender and mobile phone experience and then flipped a coin to 
decide who uses which UI prototype. This resulted in 10 participants each for the list 
and the hierarchy. The experimental design is illustrated in Table 1, together with 
mean and median ages and gender break-up.  

Table 1. Between-subjects experimental design with 20 nos. of participants (m=male, f=female) 

List Hierarchy 
10 nos. (5 m, 5 f)  
Mean age: 38.8 yrs 

10 nos. (5 m, 5 f) 
Mean age: 38.2 yrs 

Median age: 36.5 yrs 
4 nos. phone users 

Median age: 38.5 yrs 
5 nos. phone users

3.3 Participants 

Test participants were drawn from two urban slum communities in Bangalore, India. 
They were recruited through an intermediary organization doing developmental 
activities in the slum areas. Most people that were recruited were in informal sector 
jobs: construction workers, vegetable vendors, domestic workers, motor mechanics, 
etc. The household income of participants was less than about INR 6500 (USD 120) 
per month. The age range was 18-65 years. None of the participants had any formal 
education and could not read or write, though all of them were numerate and could 
recognize Indo-Arabic numerals. Their primary language of communication was 
Kannada. Apart from this, a few people also spoke Tamil and Hindi. None of the 
participants had any previous experience using touch-screen phones. Most male 
participants owned and used personal mobile phones for making voice calls only, 
dialing numbers from scratch every time. None of the participants with mobile phones 
used the phone book. In terms of other technology use, TVs, DVD players and CD 
players were common items in participant households.  
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4 Results  

4.1 Quantitative Findings 

Figure 4a illustrates the mean time taken for correct responses for each of the UIs. 
Results show that the multiple-page phone list UI required significantly less time to 
navigate than the deep hierarchy phone UI (average of 25 vs. 65.5 seconds) t(18)=4.6, 
p<0.001. This finding is corroborated when we take mean % correct tasks as the 
dependent measure of performance. Refer Figure 4b. Participants completed more 
correct tasks on the multiple-page phone list UI than on the deep hierarchy phone UI 
(average of 100 vs. 80), t(18)= -3, p=0.0077.  
 

 

Fig. 4a. Mean time taken across UIs (±SEM) Fig. 4b. Mean % correct tasks across UIs 
(±SEM) 

4.2 Qualitative Findings 

We had a number of qualitative observations during the phone UI tests and follow-up 
informal conversations with the participants, some of which are consistent with the 
observations from the previous study [6] with respect to use of the hierarchy: First, 
some participants who could not complete tasks correctly or took more time on the 
hierarchical UI did not seem to understand the concept of nesting, or that the top 
graphic in a hierarchy represented a group of pages. The video instructions shown 
before the use of the hierarchy explained how (subordinate) items were “contained 
within” (super-ordinate) item categories, represented by a related graphic. It further 
explained how selecting that graphic would take the participant to the items contained 
within that category. But during the UI tasks, some participants seemed to guess 
randomly. They selected unrelated graphics on any given page in the hierarchy in 
efforts to find an assigned item.  

Second, some people did not remember how to navigate back to higher levels once 
they had gone down the incorrect path in the hierarchy. Follow-up conversations 
revealed that they had forgotten the use of the “back” button from the instructional 
video. This could be because of problems with short-term memory, inattention during 
the video instructions, lack of understanding about how “back” corresponds to 
moving up a level in the hierarchy, or the challenge of the additional cognitive load 
that navigating a hierarchy imposes. However, our study does not allow us to 
distinguish between these possibilities.  



 A Comparison of List vs. Hierarchical UIs on Mobile Phones 503 

In the case of the list UI, however, participants seemed to understand the “back” 
button better. When participants needed to go to the previous page, they pressed the 
button without much hesitation. We suspect the recall was helped by the placement of 
“back” right beside the “forward” button (refer Fig. 1b) that they already had to use in 
any given task (except in the final task where the item was on the first screen and 
neither the forward or back button had to be used). The difference between the two 
arrows was indicated by their directionality.  

On the phone list UI, we observed that even though the items were spread across 7 
pages and not all of the items were visible at once, participants did not hesitate to 
move about quickly through the pages. Once they realised that the task item was not 
available on the first screen, unlike in the hierarchy UI they seemed to remember 
instructions from the video; they would promptly press the arrow (“forward” in  
this case) to move to the next page to find the task item. Even though none of  
our participants had any previous experience using a touch-screen phone, they  
seemed comfortable using this device. We suspect this could be because of general 
familiarity with the form factor of a phone, even though the interaction was through 
the touch-screen.  

5 Discussion  

In general, we had expected the test participants on the multiple-page phone list to 
perform poorly since, unlike a single-page list, not all items were visible at once. 
Finding task items on the phone list required participants to traverse through multiple 
pages (total 7 pages). But we found that test participants, despite having no previous 
experience using touch-screen phones, seemed fairly comfortable moving about the 
pages using the forward and back buttons. After watching them use the phone list 
with such comfort, we suspect a multiple-page list design might work better than a 
single-page PC list UI as it can be overwhelming to scan all 40 items listed at once. 
Further work is needed to determine if a multi-page phone list is in fact better than a 
single-page PC list. If the multipage phone list performs better, it would be interesting 
to investigate the reasons: fewer items for scanning per page, general comfort with 
form factor of phone versus a PC, etc.  

Since this work, unlike the previous study [6], shows that it is not the paging itself 
that causes the problems, there seems to be something inherent in hierarchical 
navigation that poses a challenge. Further work is needed to investigate why this 
might be. We suspect it is because list navigation really does not require a user to 
remember much – it is just moving back and forth. At most, the user has to remember 
where he/she is along a single line. Hierarchical navigation seems more complex – the 
user has to remember that he/she is in a hierarchy, and has to hold the hierarchy from 
the root in their thinking. It is possible that literate users also would perform relatively 
poorly on the hierarchical UI, given the circumstances of our trial. But our study does 
not allow us to deduce this given there was no control group of literate users; we 
recognize this is a potential limitation of our study.  
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6 Conclusions 

Previous research has shown that in the context of a search task, a list UI design that 
displays all items at once on a PC screen works better than a UI where items are 
categorized under a top-down navigation tree of a hierarchy. But displaying all search 
items at once on a screen is frequently not an option for devices such as mobile 
phones where screen space is limited. We investigated the trade-off of paging through 
multiple pages of a list UI on a touch-screen phone, compared to a hierarchy where all 
of the items at a given level are all visible at once. 10 non-literate users used the 
multi-page list while another 10 non-literate users used the hierarchical UI. They were 
asked to search for five out of forty household items. Our results showed that both in 
terms of time taken and percent correct, non-literate users using the multi-page list UI 
perform better even when the list design required them to browse through multiple 
pages of the phone. Based on this, we suggest keeping navigation linear to the extent 
possible and to minimize hierarchical depth in UIs for non-literate users.  
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Abstract. Web-based graphical user interfaces (GUIs) are mostly not tailored 
for small devices with touchscreens, such as smartphones. There is little 
scientific evidence on the conditions where additional taps for navigation are 
better or scrolling. Therefore, we conducted a user study in which we evaluated 
different ways of tailoring a GUI for a smartphone. Each participant performed 
the same task with two different layouts of the same GUI. We collected 
quantitative data through measuring task completion time and error rates, as 
well as qualitative data through subjective questionnaires. The main result is 
that minimizing the number of taps is important on a smartphone. Users 
performed significantly better when they could scroll (vertically), instead of 
tapping on widget elements (tabs). This preference was also reflected in their 
subjective opinions. 

Keywords: Usability, device-tailored GUI, small touchscreen, user study. 

1 Introduction 

Schmiedl et al. showed in an experiment that users completed tasks on small mobile 
devices 30–40% faster on Websites tailored for such devices than on Websites 
designed for desktop PCs [1]. Smartphones and PCs have two major differences in 
this respect: size and input method (i.e., touch vs. fine-grained mouse pointing). What 
is then the best approach for tailoring Web-based GUIs for touch-based smartphones? 
Web-based usability guidelines typically agree that unnecessary scrolling [2, 3], and 
in particular horizontal scrolling [4], should be avoided on desktop devices. Recently 
published guidelines for touch-based devices, in contrast, state that scrolling is part of 
such a device’s user experience and, therefore, not bad at all [5, 6]. The different user 
experience originates in the more “natural” swiping gesture, in comparison to 
dragging a scroll-bar with a mouse, or turning its scroll-wheel. These guidelines, 
however, do not contain hints on whether vertical scrolling is preferable to tabs. 

Since we are not aware of any empirical studies that investigate these questions, we 
designed and performed a user study evaluating an intentionally simple Web-based 
GUI using different layout approaches for a process-oriented application (flight 
booking). Our focus is on vertical scrolling vs. tapping, while two-dimensional 
scrolling and horizontal browsing is out of scope. Based on the collected data, we 
present both a statistical and a subjective evaluation of the results. 
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2 Related Work 

Different GUI designs and input methods for touch-based mobile phones are 
investigated in [7], focusing on overall interface layout (scrollable vs. tabbed GUI), 
input mode (keyboard vs. tapping through a modal dialog) and menu access (device 
menu vs. context menu). The two GUIs under study in [7] differed in all these 
characteristics, which were investigated through an assigned task. Nevertheless, it is 
hard to prove that only the investigated characteristic accounts for slower 
performance and that there is no influence from other characteristics. Our study, in 
contrast, is based on GUIs that differ only in one characteristic – the layout. In 
addition, our GUIs are HTML pages rendered on Web browsers, which display them 
similarly on different devices. This helps to minimize the influence that familiarity 
with specific devices may have on users’ perceptions of usability and correlated time-
on-task [8]. 

Recently, Lasch et al. investigated touchscreen scrolling techniques and their effect 
on car driver distraction [9]. Their results indicate that swiping was less distracting 
while driving than traditional scroll buttons or kinetic scrolling. The latter uses the 
same gesture as swiping, but it accelerates the menu. The menu stops automatically 
after deceleration or if the user taps on the screen. So, this work investigates three 
different ways of scrolling in a context where distraction is a safety risk. Our primary 
concern, in contrast, is to achieve good usability in a context where the user 
concentrates on a specific task. Therefore, we investigated whether scrolling was 
preferable to tabbed panels, or vice versa. Nevertheless, the results of both studies 
complement each other. 

Comparable user studies have also been performed in the past, but only with 
desktop devices [10–12], old cell-phones [13] or PDAs [14], so their results are not 
necessarily valid for current smartphones. Previous user studies on touch-based 
devices (e.g., PDA or smartphone) assumed that the user does not like to scroll and, 
therefore, primarily focused on investigating strategies to avoid or minimize scrolling 
[15–17]. Jones et al. [18] found that users preferred vertical over two-dimensional 
scrolling on small screens. Our results extend these findings for current touch-based 
devices through the comparison of two different layouts tailored for smartphones. 

3 User Study Design 

In order to evaluate the different GUIs, we combined quantitative data (task 
completion time and error rate) with subjective data (user questionnaires) like Jones et 
al. [15] and Buchanan et al. [13]. 

In our study setup, we tested two different layouts for an otherwise identical user 
interface. Both layouts were tailored for a small device each (a 320×480px iPod 
Touch / iPhone up to version 4S, which all show the GUI in the same way), more 
precisely in portrait mode. However, they followed different approaches (tabs vs. 
vertical scrolling). The application was a simplified flight-booking scenario consisting 
of HTML pages as follows: 
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GUIs, not the skill of the participants. We asked them to fill in some background data 
and to give their consent to filming their hands operating the iPod Touch (for 
subsequent video annotation) and recording their voices. We fixed the iPod Touch to 
the table, setting it in portrait mode for the following reasons: the GUIs have been 
tailored for this mode; we wanted all the participants to use the same mode; filming 
would have been difficult if the participants were holding the iPod Touch.  

We gave the following scenario description to the participants: 
“Imagine it is Tuesday 14/02/2012, 11:55am and your boss Mr. Huber tells you to book a 

flight ticket for his wife as quickly as possible. Mrs. Huber is already waiting at the airport! 
Book a flight from Munich to Atlanta on 02/14/2012 at 1pm for Mrs. Anna Huber (age 47). 

Pay for it using her husband’s (Max Huber’s) VISA Credit Card with the number: 1258 8569 
7532 1569 (validation code: 354) and the expiration date 12/14.” 

We left a printed version on the table, where it could be easily seen, so that 
participants did not have to remember the information. We emphasized the urgency of 
the task, so that the participants would concentrate on the task and finish it quickly 
and realistically. 

After the participants completed both tasks, we collected their subjective opinions 
on several usability-related issues through a questionnaire and finally asked them if 
they had further comments, in which case we made a brief interview. 

For our analysis, we were primarily interested in the correlations between task 
time / error rate and the type of layout. An independent variable was the GUI, with 
these possible values: tab-based (T-UI) and vertical scroll-based (V-UI). This variable 
is dichotomous, as we only compared two GUIs per run. A second independent 
variable was the order in which the two layouts were tested. The dependent variables 
were adjusted task completion time and error rate. For the adjusted task completion 
analysis, we measured the total time spent on a screen. We also measured the time 
needed for text input, screen loading, form submission, validation alerts and  
error messages, which are all layout-independent and may introduce bias into the 
results. Therefore, we subtracted all these times from the total time, resulting in 
adjusted task time. 

For the error rate analysis we measured the number of errors each participant 
made on a given screen. Errors in our study occurred when the participant hit 
“submit” without entering some required information. 

As the type of GUI is dichotomous and the calculated time is on an interval scale, 
we calculated the point-biserial Pearson correlation coefficients. Our tests also 
showed that the variables are nearly normally distributed and thus satisfy the 
prerequisites of the point-biserial Pearson correlation. Note that the difference to the 
more common t-test is that the correlation covers coherence, while the t-test deals 
with differences of means. The corresponding null hypotheses are correlation 
hypotheses as follows: 

• NHVT,T: There is no statistically significant correlation (p-value = 0.05) between 
the adjusted task time and the type of GUI: V-UI and T-UI. 

• NHVT,E: There is no statistically significant correlation (p-value = 0.05) between 
the error rate and the type of GUI: V-UI and T-UI. 
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In order to extract task completion times and error rates from our video recordings 
of the tests, we used the video-annotation tool Anvil1, and converted the files to CSV 
in order to analyze the data with SPSS. 

The participants were also given a subjective usability questionnaire for 
collecting information on how they perceived usability. With some adaptations, our 
definition of usability was based on [19], which aims to synthesize the best-known 
usability definitions in the literature. We discarded those usability characteristics that 
were either not relevant or identical on all layouts (e.g., security) and tried to phrase 
the usability criteria as short and self-explanatory questions, for which we also 
consulted the USE Questionnaire 2 , the W3C’s WAI 3 , the Software Usability 
Measurement Inventory4 (SUMI) and the Cognitive Dimensions framework [20]. 

For each question, the participant had to state the preferred layout on a Likert scale 
with preference being “extreme”, “strong”, “moderate”, and “equal”. The participants 
were explicitly asked to focus on the differences between layouts, rather than evaluate 
the usability of each layout independently. The reason is that for our study, which 
compares different layouts, their difference is relevant. Measuring usability on an 
absolute scale is more difficult and not necessary for our study. 

4 Results 

Table 2 summarizes the statistical results for the adjusted task time analysis. The 
positive correlations in Table 2 show that vertical scrolling performs better than the 
tab-based layout, with highly significant results. The sum of times for all screens 
(minus typing time, etc.; see above) is on average 25.81 seconds for the vertical 
scroll-based GUI (V-UI) and 36.79 seconds for the tab-based GUI (T-UI). 

Table 2. Correlation between adjusted task time on a screen and its layout 

 Pearson Corr. Sig. (1-tailed) V-UI av. time T-UI av. time 
Time Screen1 × GUI 0.35 0.003 12.79s 17.98s 
Time Screen2 × GUI 0.12 0.189 8.17s 9.50s 
Time Screen3 × GUI 0.43 0.000 4.85s 9.31s 

The null hypothesis NHVT,T can be rejected for this experiment, i.e., the adjusted 
task time using V-UI is significantly smaller than using T-UI in Screen 1 and Screen 
3. In fact, it took 54% longer to operate T-UI. 

Table 3 shows the correlation between the error rate and the two layouts (V-UI 
and T-UI), together with the average number of errors for each screen. For Screens 1 
and 3, the error rate is significantly smaller. On Screen 2, however, there were no 
errors, thus no correlation could be calculated. So, the null hypothesis NHVT,E can also 
be rejected for this experiment. That is, the error rate for V-UI is significantly smaller 

                                                           
1 http://www.anvil-software.org/ 
2 http://www.stcsig.org/usability/newsletter/ 
 0110_measuring_with_use.html 
3 http://www.w3.org/WAI/EO/Drafts/UCD/questions.html 
4 http://sumi.ucc.ie/en/ 



510 D. Raneburger et al. 

than that of T-UI in Screens 1 and 3. Actually, there were no errors for V-UI – all the 
errors can be attributed to the participants hitting “submit” before changing tabs, so 
this could be an argument against using tabs. 

Table 3. Correlation between the number of errors on a screen and its layout 

 Pearson Corr. Sig. (1-tailed) V-UI av. errors T-UI av. errors 
Errors Screen1 × GUI 0.363 0.002 0 0.23 
Errors Screen2 × GUI - - 0 0 
Errors Screen3 × GUI 0.285 0.014 0 0.2 

 
Table 4 presents the results of the subjective questionnaire. In their overall 

assessment (i.e., the last questionnaire item), the majority (60%) of the participants 
preferred the vertical scroll-based GUI, but 30% preferred the tab-based GUI. The 
answers to the other questions varied much. There was only one criterion for which T-
UI was widely preferred: visual attractiveness. 

The error rate result was confirmed by participants in interviews, where they stated 
that it is easy to forget to switch tabs before hitting “submit” even when they were 
aware that there were two tabs. As for V-UI, the questionnaire shows that it was 
considered much more intuitive to navigate and to interact with, and slightly less 
demanding and more efficient to use in general. However, opinions were sharply 
divided on which GUI made information more visible and which GUI lent itself more 
to how the participants like to work. It is worth noting that, whenever opinion was 
divided, analyzing the data showed no clear relationship between the answers and the 
background of the participants, including whether they owned such a device or not. 

5 Conclusion and Future Work 

This paper reports on a user study with GUIs specifically tailored for smartphones. 
We used task time analysis, error rate measurement, subjective questionnaires and 
interviews. Participants performed significantly better when scrolling vertically, as 
opposed to tapping on widget elements (tabs). This preference was also reflected in 
their subjective opinions. The study also suggests that minimizing the number of taps 
is important on a smartphone. 

We conjecture that our study results are not limited to such a simplified flight-
booking application as the one used for two reasons. First, we defined a scenario that 
reduced the user task to entering pre-given data, without having to decide about 
actually booking a particular flight or not. Second, we used a very simple prototypical 
application that allowed only for exactly the interaction that was required to complete 
the given task, without alternatives. This also helped to keep the user focus on the 
interaction and allowed all users to complete the task successfully. 

In future work, we plan to investigate related issues, and e.g., to study variable-
sized lists, since it is not clear if vertical lists of any length are necessarily better than 
a tab-based layout. There may be a balance involved between motor performance and 
understanding the content. 



 A User Study with GUIs Tailored for Smartphones 511 

Table 4. Subjective Questionnaire Results 

Question V-UI preferred equal T-UI preferred 

extreme strong moderate moderate strong extreme 

Which interface makes 
information more visible? 

3.33% 33.33% 10% 6.67% 30% 13.33% 3.33% 

Which interface makes 
interaction more intuitive? 

13.33% 26.67% 26.67% 30% 3.33% 0% 0% 

Which interface makes it 
easier to figure out what to 
do next? 

20% 36.67% 20% 10% 10% 3.33% 0% 

Which interface makes it 
clearer how to use it? 

0% 13.33% 30% 53.33% 3.3% 0% 0% 

Which interface lends itself 
more to how you like to 
work? 

13.33% 23.33% 13.33% 23.33% 10% 13.33% 3.33% 

Which interface requires 
less manual interaction? 

6.67% 20% 26.67% 26.67% 13.33% 6.67% 0% 

Which interface demands 
less precision on your part? 

3.33% 13.33% 16.67% 56.67% 10% 0% 0% 

Which interface demands 
less time from you? 

13.33% 10% 26.67% 33.33% 10% 6.67% 0% 

Which interface makes 
interaction more efficient? 

10% 6.67% 26.67% 33.33% 16.67% 6.67% 0% 

Which interface is more 
visually attractive? 

0% 0% 6.67% 10% 40% 23.33% 20% 

Overall, which interface 
would you use to book a 
flight? 

16.67% 20% 23.33% 10% 10% 13.33% 6.67% 
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Abstract. Layout managers are used to control the placement of widgets in 
graphical user interfaces (GUIs). Constraint-based layout managers are more 
powerful than other ones. However, they are also more complex and their 
layouts are prone to problems that usually require direct editing of constraints. 
Today, designers commonly use GUI builders to specify GUIs. The complexi-
ties of traditional approaches to constraint-based layouts pose challenges for 
GUI builders.  

We evaluate a novel GUI builder, the Auckland Layout Editor (ALE), which 
addresses these challenges by enabling GUI designers to specify constraint-
based layouts via direct manipulation using simple, mouse-based operations. 
These operations hide the complexity of the constraint-based layout model, 
while giving designers access to its benefits.  

In a user evaluation we compared ALE with two other mainstream layout 
builders, a grid-based and a constraint-based one. The time taken to create  
realistic sample layouts with our builder was significantly shorter, and most 
participants preferred ALE’s approach. The evaluation demonstrates that good 
usability for authoring constraint-based layouts is possible. 

Keywords: GUI builder, layout editing, layout manager, constraint-based 
layout, layout preview, evaluation. 

1 Introduction 

Graphical user interfaces (GUI) are widespread, even on web and mobile platforms. 
WYSIWYG GUI builders facilitate the creation of such GUIs by developers and de-
signers. In GUI builders, the user can drag & drop widgets from a palette onto a GUI 
canvas and adjust their properties. 

Today’s applications are used across a wide range of screen sizes, and users often 
use multiple applications concurrently on the same screen. Thus users expect that 
GUIs can be resized and that widgets use the space allocated to an application judi-
ciously. Early drag & drop GUI builders enabled only the creation of static layouts 
that are unable to adapt to window resizing or other changes to the distribution of 
screen space. In order to create resizable GUIs with dynamic layouts, a layout manag-
er has to be used, which implements a layout model. The latter defines how objects in 
a layout, the widgets, can be arranged and how their resize behavior can be specified.  
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Constraint-based layout models are naturally powerful: with the notable exception 
of flow layouts, many other layout models including gridbag layout [15] can be re-
duced to constraint-based layouts, see also Figure 1. Many other layout models rely 
on a hierarchy of nested layouts to define more complex layouts. Within nested 
layouts, widgets typically cannot be aligned across different levels of the hierarchy. In 
contrast, constraint-based layouts can align widgets that are situated in completely 
different parts of a layout [10], which greatly reduces the need for nested layouts.  

 

Fig. 1. Example of a constraint-based layout. When resizing, the middle row moves indepen-
dently of the top and bottom rows. This layout is impossible to achieve with a single gridbag 
layout, e.g. as the radio button is not constrained to a column. 

While constraint-based layouts are more powerful, their creation may be more 
complex and poses challenges. General constraints are difficult to visualize and even 
harder to manipulate directly. Specifying individual constraints can be tedious and 
error-prone, as they are situated at a low level of abstraction. Moreover, specifications 
may become over-constrained, i.e. have no solution, or permit widgets to overlap each 
other. Presumably it is for such reasons that support for constraint-based layouts in 
GUI builders is less developed than for other layout models. This makes it harder for 
GUI designers to leverage the advantages of constraint-based layouts.  

In this paper we evaluate the use of simple drag & drop operations for the manipu-
lation of constraint-based layouts. These operations are sufficient to create a wide 
variety of constraint-based layouts, including layouts where widgets are aligned to 
other widgets and no additional constraints exist between them. Our operations are 
designed to prevent situations where widgets can overlap. To test these operations 
with regard to their usability, we created a novel GUI builder – the Auckland Layout 
Editor (ALE) – that implements these operations. In ALE there is no need for the 
designer to know about the underlying constraint-based layout model.  

In two controlled experiments we compared ALE with two state-of-the-art GUI 
builders. The experiments target the question if ALEs operations are effective for 
editing of constraint-based layouts. The first experiment compares ALE against a GUI 
builder that uses the gridbag layout model, which is currently one of the most fre-
quently used layout models. The second experiment compares ALE against a GUI 
builder that supports constraint-based layouts. The evaluations show the promise of 
our new approach, with significantly shorter completion times for typical layout crea-
tion and editing tasks, and a strong preference from most of the participants for ALE.  

Section 2 reviews related work. Section 3 presents ALE and Section 4 the edit  
operations used in ALE. The evaluation that compares ALE to a gridbag-based and  
a constraint-based GUI builder is described in Section 5. Section 6 finishes with  
conclusions. 
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2 Related Work 

There are various non-constraint-based graphical GUI builders. Myers [11] summa-
rized various techniques to create GUIs, including graphical tools to place interface 
objects on screens. IBuild [14] enabled the creation of complex GUIs in a 
WYSIWYG manner. It already supported nested layouts and spring-like “glue” layout 
elements. Moreover, IBuild enabled interactive testing of the resize behavior.  
Druid [13] predicted the intended alignment and spacing of a widget during editing, 
facilitating widget placement. FormsVBT [1] supported simultaneous editing of a 
textual and a graphical representation of a layout.  

Some graphical GUI builders permit manual constraint editing. Lapidary [16] sup-
ported editing of constraint-based layouts with rich editing functions for constraints. In 
the constraint-based Gilt system [6], widgets could be aligned relative to user-specified 
tabstops or other widgets. In contrast to ALE, users had to manage tabstops themselves. 
In the Intui GUI builder [12] layout constraints can be edited directly by toggling  
between struts (fixed-size constraints) and springs (variable-size constraints) defined 
between and inside of widgets. However, only one constraint per widget side is sup-
ported. Finally, Rockit [9] automatically infers constraints from static drawings, using 
hard-coded rules and heuristics. These approaches require the user to edit or handle 
individual constraints. In contrast, ALE makes it possible to create constraint-based 
layouts without knowledge of the (somewhat complex) underlying constraint system.  

Today, there are many open-source GUI builders, such as WindowBuilder Pro1, 
Matisse/Swing2, and Qt Designer3. There are also many commercial GUI builders, 
such as MS Expression Blend4, Visual Studio5, and the Apple Xcode Interface Build-
er6. Most of them support aligning widgets via snapping. With the exception of the 
Xcode Interface Builder, where Apple added support for constraints in 2012, none of 
them support the interactive construction or maintenance of constraint-based layouts. 
In Xcode widgets can be placed “freely” onto the editing canvas, and constraints can 
be added between the widgets. However, common GUI design guidelines such as [5], 
which guide designers towards appropriate layouts, generally emphasize that it is not 
desirable to place widgets completely “freely”, i.e. at an arbitrary position in a layout. 
Aligned layouts are more compact and easier to understand [7]. ALE automatically 
keeps widgets aligned, which can lead to a faster layout creation and editing process.  

Supple is an automated system that can adapt layouts to changes in display size, in 
particular to different devices. The system supports discrete changes of widgets, i.e. it 
changes the controls that are used within an input form depending on the available 
space [4]. However, the designer has less influence on the actual layout.  

A previous usability comparison between constraint-based and grid-based layout 
models [19] used printed screenshots and sketching. This comparison found that the 
constraint-based layout model is a competitive alternative to the grid-bag layout model 

                                                           
1 eclipse.org/windowbuilder 
2 netbeans.org/features/java/swing.html 
3 qt.nokia.com 
4 microsoft.com/expression/products/Blend_Overview.aspx 
5 microsoft.com/visualstudio/en-us 
6 developer.apple.com/technologies/tools 
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and performs better for editing existing layouts. The current paper compares con-
straint-based and grid-bag layout model editing directly in interactive GUI builders. 

3 The Auckland Layout Editor (ALE) 

Similar to other GUI builders, ALE’s user interface consists of a component palette 
and an editing canvas (Figure 2). New widgets can be dragged from the palette into 
the editing canvas, where the designer can change the layout using a rich set of edit 
operations, as described in the next section. Here we first define the terms used to 
describe ALE.  

In the underlying constraint-based layout model, each widget has a minimum, a 
preferred and a maximum size, also called intrinsic sizes. A widget should assume its 
preferred size if there are no other constraints for it, similar to the behavior of a 
sponge. By default, widgets are surrounded by a small margin, as visible in Figure 1.  

There are two common types of linear constraints: hard constraints, which have to 
be satisfied, and soft constraints, which may be violated if necessary. When inserting 
a widget into a layout, some constraints are automatically derived from the intrinsic 
sizes of a widget: a hard inequality is created for the minimum size, and soft equali-
ties for the preferred and the maximum size. These constraints are added in both the 
horizontal and vertical direction. As ALE inserts these constraints automatically, us-
ers do not need to manage the constraints for intrinsic sizes manually. The preferred 
size of each widget can be fine-tuned, which is comparable to changing the “weight” 
of a row or column in a grid-bag layout.  

 

 
Fig. 2. Screenshot of the ALE GUI builder. New widgets can be inserted into the editing canvas 
(left) via drag & drop from the component palette (right).  
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Variables in a constraint are called tabstops and represent horizontal or vertical 
grid lines. Other frequently used names for the same concept are aligners, guides, 
snap lines or anchor lines. The edges of each widget are always connected to two 
horizontal (top and bottom) and two vertical (left and right) tabstops, which form a 
rectangular area. Connecting widgets to the same tabstop aligns them. Figure 3 shows 
a simple layout and its tabstops. Each GUI container, such as a panel or a window, 
defines tabstops for its four borders.  

     

Fig. 3. Widgets are aligned to tabstops. In the picture there are four outer tabstops (L, T, R and 
B) and two inner tabstops (x1 and y1).  

If all widgets are connected to at least one horizontal and one vertical tabstop, the 
whole layout can be computed directly. The reason for this is that the intrinsic sizes 
determine the size and the tabstops the x and y position of each widget. The chosen 
constraint solver controls how soft constraints are handled, which determines the final 
visual appearance of the layout. In our GUI builder and in the final applications, the 
quadratic active set method is used for solving [3]. In contrast to a linear approach, 
this leads to unique and aesthetically more pleasant layouts [17]. An overview of 
different solving techniques can be found in other works [2, 8].  

The minimum size of widgets is guaranteed by a sufficiently large minimum size 
of the outermost container, e.g. the window. With this, a layout always stays solvable 
as only a soft inequality constraint is used for the maximum size. If a maximum size 
constraint is violated, then more space is allocated than a given widget is able to use. 
In this case, the widget is by default aligned in the center of its allocated space. The 
right side of Figure 1 illustrates this. The two buttons at the top share the full window 
width, and the maximum width constraints of the buttons are violated here. Thus, the 
buttons are centered in their allocated space, as visualized by the light gray areas.  

4 ALE Layout Edit Operations 

Ideally, a GUI builder should make the creation of a layout easy to learn, simple to 
achieve, and quick to perform. ALE’s edit operations for constraint-based layouts 
automatically keep widgets aligned to each other as far as possible, by connecting 
them to existing tabstops. This makes it easier to rearrange widgets while keeping the 
layout consistent. Furthermore, the edit operations leave a widget connected to at least 
one horizontal and one vertical tabstop. This ensures that the position of a widget is 
always well-defined. The edit operations provided are moving, swapping, resizing, 
inserting, and removing of widgets. These operations enable the user to create com-
plex layouts without manual constraint authoring.  



518 C. Zeidler et al. 

As in most GUI builders, a GUI can be created and edited by drag & 
drop operations. Edit operations are started by dragging an already placed widget or 
the border of a widget. Then, ALE checks at each mouse position if an operation can 
be applied and gives corresponding visual feedback (Figure 4). For this, the operation 
is applied tentatively in the background. If an operation is appropriate, the user can 
commit the operation by “dropping” the dragged item and the result becomes visible. 
In general, edit operations can affect multiple widgets and a layout may differ in sev-
eral places after an operation. To help the user understand such changes, a short ani-
mation visualizes how the affected widgets are changed.  
 
Moving a Widget. While dragging a widget, its shape is visualized as a dotted rec-
tangle. We limit the size of the dragged outline to a reasonable size to avoid problems 
with very large widgets. Two cases need to be considered when moving a widget 
from one position to another.  

First, a widget can be inserted into an empty area (Figure 4). To identify the correct 
empty area, we attempt to snap the dragged rectangle to existing tabstops. If the wid-
get can only be snapped on one side in a certain direction, horizontally or vertically, a 
new tabstop is inserted at the opposite side. If a widget cannot be snapped to any tabs-
top in a certain direction, then two other suitable tabstops have to be found. These are 
the respective tabstops of the largest empty rectangular area at the pointer position.  

The combination of snapping widgets to existing tabstops and placing them into 
the largest empty area at the pointer makes the move operation quite versatile. For 
example, it is possible to place a small item accurately into the corner of an empty 
area by snapping it on two borders. Dropping a widget roughly in the middle of an 
empty area will fill the area with the widget. Furthermore, a widget can, e.g., be 
placed in the left half of an empty area by moving the item’s left border close to the 
area’s left border midway between top and bottom. ALE visualizes the location where 
a widget will be placed when “dropped” with a green rectangle (Figure 4).  

 

     

Fig. 4. Move operation: Dragging the button to the bottom-right of the empty area. The area 
where the button will be inserted when dropped is highlighted in green. 

Second, a widget can be placed between an existing tabstop and a widget adjacent 
to that tabstop. This happens when a widget is dropped close to an existing tabstop 
and on the adjacent existing widget (Figure 5). In the following, only the insertion at a 
vertical tabstop is described; the horizontal case works analogously. When dropping 
the dragged widget, it is inserted so that its top and/or bottom are connected to those 
of the existing widget, using the same rules as in the first case: if the top or bottom of 
the dragged rectangle is close to the top or bottom of the existing widget, then they 
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are snapped together. If only one side is snapped, either top or bottom, a new tabstop 
is created at the opposite side. If the dragged rectangle is not close enough to the top 
or bottom of the existing widget, then the dragged widget is connected to both the top 
and bottom of the existing widget. In Figure 5, the string view is snapped to the bot-
tom of the right button. The left and right tabstops of the moved widget are then set so 
that the widget is placed between the vertical tabstop and the existing widget.  

 

Fig. 5. Move operation: Moving a string view between two buttons 

Swapping Two Widgets. This operation is triggered by dropping a widget onto 
another existing widget. It simply swaps the position of the two involved widgets. 
Here it is sufficient to connect the moved widget to the tabstops of the other widget, 
and vice versa.  

 
Resizing a Widget. Dragging one of the borders or corners resizes a widget and al-
lows the user to connect the dragged borders to different tabstops. During resizing, all 
relevant tabstops are visualized as light blue lines to aid alignment. A resize operation 
is aborted if an enlarged widget would overlap other widgets.  

There are two cases to consider for resizing. First, a widget can be resized to an ex-
isting tabstop, by dragging and snapping it to said tabstop (Figure 6). Second, an item 
can be resized to match its preferred size when a dragged border is released without 
snapping it to a tabstop. In this case, a new tabstop is inserted for the dragged border 
and its position is calculated so that the widget gets its preferred size. Finally, the 
resize behavior of widgets can be controlled manually via the preferred size settings 
in a properties window (see right side of Figure 2).  

 

Fig. 6. Resizing the top of the list widget to the bottom tabstop of the string view 

Inserting and Removing Widgets. Inserting a new widget is practically identical to 
the move operation. A widget can be removed from the layout by dragging it outside 
of the layout and dropping it.  
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4.1 Filling Gaps 

A move, resize or remove operation can disconnect adjacent widgets that were only 
connected through the one widget that was edited. In this case, a gap may appear in 
the layout (Figure 7) and the position of some widgets may become undefined in the 
constraint system; the widgets are “floating”.  

ALE avoids such situations by checking for disconnected widgets after move, res-
ize and remove operations. If the layout contains widgets or groups of widgets that are 
disconnected, then these widgets are moved one after another into the direction of the 
removed or resized widget. If a group was connected to the right side of the removed 
or resized item, the group is moved to the left, and similarly for other directions (Fig-
ure 7). All disconnected groups are moved until they are connected directly or indi-
rectly to at least one horizontal and one vertical layout border.  

 

     

Fig. 7. Filling gaps: Upon removal of the list widget (left), the two buttons are both “floating” 
vertically. Moving the group of the two buttons to the top fills the gap. The top of the buttons is 
now connected to the bottom tabstop of the combo box (right). 

4.2 Non-overlapping Layouts 

ALE guarantees that all created layouts are non-overlapping. In other words, widgets 
do not intersect each other, regardless of the window size. This ensures that all wid-
gets are completely visible and accessible at all GUI sizes. Non-overlap for a layout 
also implies that no widget intersects the boundaries of the GUI. Note that we need to 
differentiate between concrete layouts, as they are rendered on a screen, and layout 
specifications, which can be rendered at many different sizes and hence lead to many 
concrete layouts. For example, the layout in Figure 8 is non-overlapping, but as the 
layout size is reduced, the check boxes overlap the buttons due to a missing con-
straint.  

ALE’s operations are designed to avoid overlap. For this, the layout is tested after 
each operation for possible overlap. If necessary, additional constraints are added. For 
example, if the user resizes the layout in Figure 8 during the build process as shown, 
ALE would add a constraint that keeps a positive distance between the checkbox and 
the buttons.  
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Fig. 8. The constraint-based layout on the left appears sound. Yet, when decreasing its size, as 
shown on the right, overlap between widgets occurs due to a missing constraint. The used con-
straint-based GUI builder, Apple Xcode, gave no indication of this issue. 

5 Evaluation 

We considered two hypotheses, addressed in the following Experiments 1 and 2: 
 
H1  ALE makes it easier to create layouts from scratch compared to other available 

GUI builders.  
H2  ALE makes it easier to edit existing layouts compared to other available GUI 

builders. 
 

Experiment 1 compared layout creation in ALE with a popular gridbag GUI build-
er (H1). Experiment 2 compared ALE with a modern constraint-based GUI builder, 
considering both creation of new layouts and editing of existing layouts (H1 and H2).  

5.1 Experiment 1: Comparison with a Gridbag GUI Builder 

In the first experiment, we targeted H1 by investigating how our approach performs 
in comparison to a state-of-the art GUI builder. For this comparison we chose the GUI 
builder in MS Visual Studio 2010 (VS) as a representative for the state of the art, 
since it was popular at the time of the study. A prior study compared the usability of 
the gridbag and the constraint-based layout model, finding that the gridbag layout 
model has advantages in the creation of new layouts [19]. This supports our choice of 
a gridbag GUI builder such as VS for comparison with ALE when investigating H1. 

16 participants, mostly software engineering students with experience in GUI de-
velopment, were asked to perform four GUI creation tasks, each either with ALE or 
with VS. In each task, they were asked to rebuild a realistic GUI layout from a sample 
screenshot. Figures 9, 10 and 11 show the four tasks. We measured task completion 
time as an indicator of efficiency, and used a post-questionnaire to determine partici-
pants’ preferences.  

With the VS GUI builder it is not easy to modify the row- and column-span in a 
gridbag layout, since this cannot be done visually. It can only be achieved by opening 
a properties dialog. Thus, participants were instructed to nest multiple gridbag 
layouts, permitting users to recreate the target layouts more easily.  
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For both ALE and VS, a training task was given before the respective main tasks to 
ensure a reasonable amount of training with both tools. To counteract potential learn-
ing effects, half the participants were allocated to a group which first performed the 
training and tasks I and II with ALE, and then the training and tasks III and IV with 
VS. The second half used the tools in the opposite order.  

If there were errors in the layout after the participants had finished a task, e.g. a 
widget was placed erroneously, the experimenter indicated the errors to them. After-
wards, timing continued and the participants had to fix these errors. In this way, all 
participants were able to succeed in all tasks.  

     

Fig. 9. Experiment 1, Task I: VS on the left and ALE on the right side 

     

Fig. 10. Experiment 1: Task II for VS on the left and Task III for ALE on the right side 

     

Fig. 11. Experiment 1, Task IV: VS on the left and ALE on the right side 

Results and Discussion. The measurements were not normally distributed. The  
medians of ALE and VS were 74 and 188 seconds, respectively. A Wilcoxon  
signed-rank test identified a significant effect of the GUI builder (Z = -5.31,  
p < 0.0001), which supports H1. Pairwise Wilcoxon signed-rank tests show that ALE 
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was significantly faster than VS for every task, with p < 0.01 or better. Figure 12 
shows the individual times broken down by task. According to the post-questionnaire, 
11 of the 16 participants preferred ALE over VS. A separate study is necessary to 
determine what exactly made ALE perform better than VS. It was not the aim of our 
current work, as we only aimed to evaluate how ALE competes with the gridbag-
based VS builder at the task level. 

One potential threat to validity is the fact that in VS participants did not use a sin-
gle gridbag layout, but a nested gridbag layout with a column- and row-span of one. 
According to observations during the experiment, many participants had difficulties 
when nesting multiple layouts to create the desired outcome with VS, even though 
this was easier in the VS GUI builder compared to creating a single gridbag layout. A 
possible explanation is that a gridbag layout specification has to be understood more 
thoroughly upfront, and cannot easily be developed on the fly during the design 
process as with a constraint-based layout approach.  

Note that for this experiment, a slightly older ALE version was used [18] than for 
Experiment 2. Although this version was less polished and had some small usability 
problems, all operations discussed here were available. It is possible that the different 
versions of ALE would differ slightly in their performance. 

 

Fig. 12. Boxplot of the task completion times for all four tasks of Experiment 1 

5.2 Experiment 2: Comparison with a Constraint-Based GUI Builder 

In a second experiment, we tested both H1 and H2. Apple’s Xcode offers currently 
the only easily available GUI builder for constraint-based layouts. Xcode’s layout 
model is similar to ALE’s layout model, supporting simple linear hard and soft con-
straints. Also, Xcode permits free placement and resizing of widgets on the editing 
canvas. Consequently, we compared ALE with Xcode in this experiment.  

The evaluation involved two main tasks (Task V and VI), preceded by a training 
task that was similar to the main tasks. Each participant performed all tasks once with 
ALE and once with Xcode. To eliminate order effects, half of the participants started 
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with ALE, the other half with Xcode. Each task was divided into a layout creation 
subtask and three editing subtasks.  

The first editing subtask (a) required swapping two widgets; the second editing 
subtask (b) required moving a widget to a position between two other widgets (see 
Figure 5). For these two subtasks, we expected ALE to perform better because users 
need only a single operation, while in Xcode multiple operations are necessary. With 
the free placement approach of Xcode, moving a widget between two other widgets 
requires the user to first move at least one of the other widgets aside to make room for 
said widget. Furthermore, it is necessary to manually fill the empty space that the 
moved widget has left behind. The last editing subtask (c) was more complex and 
required a combination of multiple edit operations. Figure 13 shows the layout for the 
creation subtask for Task V, and Figure 14 shows the editing subtask (c) for Task VI. 
In Xcode, participants were asked to align widgets as well as possible via the snap-
ping functionality provided by the builder. As with the previous experiment, after 
each task, timing stopped, the experimenter pointed out layout errors to the partici-
pants, timing continued and participants had to fix the errors.  

After finishing the tasks using Xcode and ALE, the participants were given a Li-
kert-scale questionnaire to gather general information and to analyze their prefe-
rences. Furthermore, they were asked for comments in an open-ended question.  
 

 

Fig. 13. Experiment 2, Task V: Xcode on the left and ALE on the right side 

 

Fig. 14. Experiment 2, Task VI (c): The complex editing subtask 



 Evaluating Direct Manipulation Operations for Constraint-Based Layout 525 

 

Fig. 15. Results for the general Likert-scale questions of Experiment 2 

Results and Discussion. For this study, 14 participants were recruited, mostly gradu-
ate Computer Science students. All of them stated that they had understood the tasks. 
Most participants had experience with user interface design and were familiar with 
creating GUIs using a GUI builder. Four participants had used Xcode before, while 
only one participant had used ALE before (see Figure 15).  

Overall, the measured task completion times were not normally distributed. The re-
sults for the creation tasks are shown in Figure 16.  

The medians of all creation times for ALE and Xcode were 66 and 80 seconds, and 
for all editing times 9 and 38 seconds, respectively. Figure 17 depicts the results for 
the editing subtasks of Task V. The results for the editing subtasks of Task VI are 
shown in Figure 18. A Wilcoxon signed-rank test identifies a significant effect of the 
GUI builder for creation (Z = -2.05, p < 0.05), which supports H1. There is also a 
significant effect for editing tasks (Z = -9.19, p < 0.0001), which supports H2. For 
layout creation and layout editing, ALE was clearly faster for Task V and Task VI. 
Pairwise Wilcoxon signed-rank tests show that ALE was significantly faster than 
Xcode for every creation and editing subtask, with p < 0.01 or better. The swapping 
(a) and the moving (b) subtasks were much faster using ALE.  
 

 

Fig. 16. Task completion times for layout creation in Experiment 2, Task V and VI 
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Fig. 17. Task completion times for layout editing in Experiment 2, Task V 

 

Fig. 18. Task completion times for layout editing in Experiment 2, Task VI 

The results from the post-experiment questionnaire show a consistently positive re-
sponse (Figure 19). Most participants preferred ALE and found it easier for creating 
and editing layouts. Furthermore, participants enjoyed ALE more than the Xcode 
builder.  

 

Fig. 19. Results for the Likert-scale usability questions of Experiment 2 
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Several participants commented in the open-ended question that they liked the 
swap operation and that layout editing was easier. Other comments pointed out that 
“one first had to get used to the different concepts of ALE, e.g. that [a widget] cannot 
be placed freely.” Another stated: “I would imagine that ALE may perhaps be very 
efficient when acquainted with.” This is consistent with our observations that partici-
pants needed more time to get used to ALE. However, after the training phase most 
participants were able to perform all tasks without problems. 

One noteworthy observation is that with the free placement approach of Xcode it 
was more difficult to align items precisely. Participants made many erroneous align-
ments or seemed to be unaware of misalignments in the layout. Another observation 
is that when using Xcode, participants often first aligned a newly inserted or modified 
widget precisely to some other widgets, and realized only later that they had to align 
said widget again to achieve the target layout. ALE avoids this problem by automati-
cally keeping widgets aligned, which is one contributor to the much shorter comple-
tion times. A threat to validity is that in Xcode, resizing a text or list widget was 
sometimes difficult, as users had difficulties clicking the resize handles. However, 
users also experienced similar minor usability problems in ALE.  

Another threat is that layouts in both experiments were relatively small. Since the 
evaluation took already about an hour we tried to keep the layouts small. However, 
we believe that the layouts have a reasonable size because for larger layouts one 
would naturally start to use nested layouts.  

6 Conclusion 

We presented ALE, a GUI builder that makes it possible to quickly create and  
edit constraint-based layouts with simple mouse operations. ALE defines a set of 
layout edit operations that hide much of the complexity of constraint-based layouts 
from the designer. These edit operations are moving, swapping, resizing, inserting and 
removing of widgets. All operations maintain alignment and establish appropriate 
constraints automatically.  ALE automatically aligns widgets to each other when plac-
ing a widget. It also moves other widgets aside if necessary. Swapping of widgets 
does not require manual resizing or moving of the adjacent widgets. Additionally, 
ALE automatically keeps layouts non-overlapping.  

In two comparative evaluations, we found that ALE permitted participants to con-
struct several realistic layouts significantly faster than with current commercial solu-
tions, both for a gridbag and a constraint-based layout. Furthermore, we found that 
editing existing constraint-based layouts is also significantly faster with ALE. Partici-
pants enjoyed using ALE, and once familiar with the new edit operations, found it 
easier to use.  

This evaluation demonstrates that it is feasible to utilize the power of constraint-
based layouts in graphical GUI builders. The encouraging results from the experi-
ments illustrate also that operations that automatically keep widgets aligned can result 
in a substantial boost in productivity. Overall, we see this as an indication that there is 
ample potential for improvements in today’s GUI builders. 
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Future Work. Ideally, a GUI builder should be able to guarantee that all created 
layouts are non-overlapping, regardless of window size. ALE addresses this by auto-
matically adding constraints when potential overlap is detected. We will describe this 
functionality in more detail in future work.  

ALE’s edit operations are already powerful enough to create many common 
layouts. However, a constraint-based system can be used to create far more complex 
layouts. For that, general constraint editing has to be integrated into ALE. We will 
investigate this in the future as well.  
 
Acknowledgements. We would like to thank Rishika Mukerjee and Keerthana  
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Abstract. Filling forms is a common and frequent task in web interaction. 
Therefore, designing web forms that enhance users’ efficiency is an important 
task. This paper presents a tool entitled KLM Form Analyzer (KLM-FA) that 
enables effortless predictions of execution times of web form filling tasks. To 
this end, the tool employs established models of human performance, namely 
the Keystroke Level Model and optionally the Fitts’ law. KLM-FA can support 
various evaluation scenarios, both in a formative and summative context, and 
according to different interaction strategies or modeled users’ characteristics. A 
study investigated the accuracy of KLM-FA predictions by comparing them to 
participants’ execution times for six form filling tasks in popular social net-
working websites. The tool produced highly accurate predictions (89.1% 
agreement with user data) in an efficient manner. 

Keywords: Web form design, task efficiency, user performance time,  
automated tool, human performance models. 

1 Introduction 

Usability of interactive web forms is a critical aspect of the overall user experience. 
Form filling is a data entry task, and thus user efficiency is of particular importance  
in the design of web forms. Current design practices are mostly empirical and rely  
on guidelines derived from experimental studies comparing alternative designs  
and usability experts’ experience or observations. For instance, the type of form  
elements as well as their positioning in the form layout significantly affect users’ 
performance [1].  

One may argue that theoretically-based approaches have had a limited impact on 
web form design practices. Unlike desktop [2] or mobile interfaces [3-4], GOMS [5] 
and its simplified version Keystroke-Level Model (KLM) [5-6], have been rarely used 
to guide web form design or evaluation. In addition, if field size and position on the 
form layout are not taken into account in such model-based techniques, superficial 
results may arise. For instance, interaction with a dropdown menu theoretically takes 
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longer than interaction with radio buttons. This is due to an additional point and click 
needed to open the dropdown menu. However, in one study the latter hypothesis was 
confirmed [7] and in another it was rejected [8]. 

As a result, there is a need to bridge HCI models, such as KLM, with design and 
evaluation practices. Previous research [9] resulted in the development of CogTool, a 
tool that can produce quantitative, model-based predictions of skilled performance 
time from tasks demonstrated on storyboard mockups of a user interface. CogTool-
Explorer [10] builds upon CogTool to predict a user’s goal-directed exploratory inte-
raction with a website. Currently available model-based tools require non-trivial ma-
nual work to examine forms. In addition, if a large scale summative evaluation is 
needed, the evaluator has to repeat the same process without any particular assistance. 
Furthemore, the plethora of available functions and generic modeling nature of exist-
ing tools can overwhelm and discourage practitioners who, in most cases, need a sim-
ple tool focused on the problem at hand.  

To tackle the aforementioned problems, in this paper a novel tool entitled KLM 
Form Analyzer (KLM-FA) is presented. KLM-FA extends the capabilities of existing 
modeling tools for practitioners by focusing specifically on automating the analysis of 
web forms. The paper is organized as follows: The tool functionality and usage is 
delineated in the next section, along with its internal architecture and reasoning. Fi-
nally, a validation study comparing KLM-FA results to human performance data is 
presented and discussed. 

2 The KLM Form Analyzer Tool 

The main objective of KLM-FA (available at http://klmformanalyzer.weebly.com) is 
to support design and evaluation of web forms in an effective and efficient manner. 
The tool employs web parsing algorithms, coupled with KLM and Fitts’ modeling to 
estimate the time required to fill a web form according to different interaction strate-
gies (e.g. using tab to move across the elements) or users’ characteristics (e.g. age and 
typing expertise). Figure 1 presents the main interface and functionality of KLM-FA. 

2.1 KLM-FA Typical Usage Scenario 

First, the evaluator inputs the URL of the web form to be evaluated or selects a pre-
viously evaluated form. Next, the evaluator selects a set of analysis preferences re-
lated to the modeled user profile (typing ability, age), usage (or not) of Fitts’ law in 
the calculations, and hypotheses about the interaction, such as initial cursor position 
and whether the user moves across form elements using the mouse or the keyboard. 
The evaluator can also assign a predefined field type to text elements (e.g. username, 
email) to easily specify their number of keystrokes. The tool provides an editable list 
of field types that covers most of the elements used. The default typical field entry 
lengths rely on empirical data available in the literature (e.g. mean password length 
[11]) and a dataset of our own with 839 registered web users’ personal data. 
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Fig. 1. Overview of the KLM-FA interface and functionality: (a) Mass scale evaluation, (b) 
Analysis rules and parameters, (c) Analysis preferences, (d) Tooltip explaining KLM modeling 
for the selected field, (e) Semantic mapping of a text-entry element to a number of keystrokes 

Next, KLM-FA runs an algorithm which parses the evaluated form, produces the 
sequence of predicted user actions (KLM operators) based on the evaluator’s selected 
analysis preferences and estimates task completion time based on a set of analysis 
parameters related to KLM and Fitts' law calculations. Based on empirical data [12-
13], the tool provides a set of default values for the analysis parameters, which can be 
easily modified through appropriate dialogues. The internal architecture and algo-
rithms employed by the tool are delineated in the next section. 

The output of the tool is an interactive web form preview synchronized with a re-
sults list: when an element is selected in the web form preview it is highlighted in the 
results list and vice versa. Depending on the evaluation scenario, mental operators can 
be added or any element can be excluded from the analysis by simply unchecking it 
from the results list. In all cases, the tool updates the results in real time. Furthermore, 
KLM-FA provides an option that elaborates the underlying KLM modeling for each 
element in a tooltip. In this way, one can trace step-by-step the KLM modeling analy-
sis by simply selecting the sequence of the form elements either in the web preview or 
in the list. Each evaluated form can be saved and/or subsequently modified. In addi-
tion, KLM-FA can employ mass scale summative evaluations by selecting a set of 
saved projects. Then, the tool runs an analysis of all the selected forms using the same 
settings for all projects and saves the results in an XML file. 

2.2 Internal Architecture and Reasoning 

The KLM-FA internal architecture comprises two conceptual layers: the user inter-
face layer, responsible for the interaction with the tools’ user, and the KLM analysis 
layer (named KLMKernel). The latter handles the elements identification through 
webpage parsing and the KLM modeling calculations. The fundamental data structure 
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of the KLM-FA is the Element class, which is used to represent each element. Table 1 
presents its main data members. The KLMKernel first parses a given form to produce 
a structured list of Elements (named ElementList) and then performs the KLM analy-
sis and updates the ElementList with the results. 

Table 1. Data members of the Element class, the fundamental data structure of KLM-FA 

Data member  Brief Description 

TagName HTML form tag (e.g. <select>) or special KLM-FA tag (e.g. tabholder)  
Type HTML type of <input> tag (e.g. password, text, radio etc.) 
Name Value of the HTML name attribute 
Choices Number of choices for radio buttons and drop-down lists  
MappedField Semantic mapping of a text-entry element to a number of keystrokes 
Position X and Y coordinates of the element position in the form layout 
Size Width and height of the element 
MentalExtras Mental operators manually added or removed 
Active Flag to denote whether the element is included in the calculations 
ReachTime Predicted time required to reach the element 
ManipulationTime Predicted time required to manipulate the element 
KLMexplanation Explanatory text describing the rationale of the derived KLM operators 

Parsing Module. It is responsible for parsing a provided webpage to identify existing 
forms and their elements. To this end, it employs two separate algorithms: a) form 
identifier, and b) element identifier. The form identifier parses the HTML DOM 
loaded in the internal browser and finds all forms. It filters out forms that cannot be 
eligible for analysis (hidden) and presents a “select form” dialogue if two or more 
forms are found. Then, the element identifier parses the selected form, identifies and 
stores visible fields in the internal ElementList. Currently, the tool cannot identify 
fields when either Flash or AJAX is used. However, KLM-FA provides support to 
manually add fields and specify their properties in a straightforward manner (e.g. 
clicking on unidentified field registers its position and size). The following pseudo-
code sketches the element identifier algorithm which produces an updated Element-
List. 

GetFormElements(FormNode, ElementList){ 
 foreach Element in FormNode.Elements 
   if (validate_element(Element))  
    if (Element.Type == "radio") 
     calculate_middle_Element(formNode, Element) 
    else 
     if (Element.Type == "select") 
      calculate_select_options(formNode, Element) 
   ElementList.Add(Element) 
   Element.Active = isElementInsideHiddenDiv(Element) 
} 
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Analysis Module. This module performs the KLM modeling and related calculations. 
It takes as input the ElementList along with the following parameters:  

• evaluator-defined preferences concerning modeled users’ typing proficiency and 
age, mouse or keyboard usage for navigation and manipulation of the elements, 
Fitts’ Law activation, and initial position of the user’s hands and cursor,   

• predefined time values for KLM operators and Fitts’ constants, 
• paired list of [fieldname-keystrokes] that is used for text entry calculations, and 
• set of KLM analysis rules regarding placement of mental operators, and other spe-

cific modeling assumptions (e.g. manipulation of dropdown lists with keyboard).   

For each form element the algorithm produces the sequence of required actions  
(KLM operators) to first reach it (ReachTime) and then manipulate it 
(ManipulationTime). This distinction enables flexible modeling of various user 
interaction strategies (e.g. tab-based navigation). In addition, the algorithm creates an 
explanatory text of the KLM modeling rationale which can be displayed as a tooltip in 
the web preview form.  

Concerning Fitts’ law, the analysis module calculates the pointing operator by stor-
ing the previous position of a simulated mouse cursor and updating it whenever the 
modeling process requires its movement to a new position. The MacKenzie-Shannon 
formula and constants [2] for Fitts’ law are the default selection for modeling pointing 
device movement time. However, given the lack of consensus on the Fitts’ formula 
[14], the tool offers additional options (e.g. Welford’s formulation [2]) and it is also 
easy to add further formulas or modify constants values.  

Finally, KLM-FA sums up the results and produces a sequence of operators and the 
predicted form completion time for the provided analysis preferences and parameters. 
The entire form analysis concludes to an updated ElementList that can be saved, rea-
nalyzed with a different set of parameters or exported to an XML file. In addition, the 
form analysis algorithm can be executed for a set of saved forms (ElementLists) to 
rapidly produce massive KLM modeling results for the same set of analysis parame-
ters. The following pseudocode sketches the form analysis algorithm. 

Analyze(ElementList){ 
 TypeElement prev_el; 
 foreach element in ElementList 
   if (is_active(element)) 
    prev_el = ElementList.GetPreviousActiveElement   
                  (element, nav_using_mouse()); 
    if (Fitts_Law is_enabled() and nav_using_mouse())  
      estimate_FittsP_Reach(element); 
    analyze_element_reach(element, prev_el); 
    analyze_element_manipulation (element); 
} 
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3 Validation Study 

The aim of the study was to investigate the accuracy of the results obtained by using 
KLM-FA. The study compared the KLM-FA predictions with user testing data for 
three signup forms of popular social networking websites: facebook, twitter, and 
myspace. For each form, two interaction strategies were investigated: a) mouse-based, 
in which a user is assumed to interact with the form using the mouse, except for input 
in text entry fields, b) keyboard-based, in which form fields are reached using the tab 
key and manipulated only through the keyboard. In both interaction strategies, users 
were assumed to fill the fields following the form layout. All in all, times for a total of 
six form-filling tasks (3 forms x 2 interaction strategies) as calculated by KLM-FA 
and measured through user testing were compared. 

Fifteen University students, 12 male, with a mean age of 27 (sd=5.8), a mean of 14 
years of QWERTY keyboard usage (sd=4.2) and a mean typing speed of 42 corrected 
words per minute (sd=16) took part in the study. First, participants completed a short 
online demographics questionnaire and a typing speed test. Next, they were asked to 
perform 10 trials for each of the six tasks and their behavior was monitored by an in-
house web-based software developed for the needs of the study. Ten trials have been 
used in similar studies [15] to allow users’ to reach skilled performance. In this study, 
participants were allowed to perform additional trials if their tenth trial was not error-
free (max number of trials observed = 12). Task execution times were derived from 
participants’ last error-free trial. 

In each trial, participants were first presented with an instructions webpage, fol-
lowed by the actual form which appeared when they clicked on a link. In the instruc-
tions page, they were asked to familiarize themselves with the form registration data 
and were instructed to strictly employ a specific interaction strategy (i.e. mouse-based 
or keyboard-based) in order to fill the form as fast and correct as possible. In the form 
webpage, participants were first required to press a start button located in the top-left 
of the screen, which started logging of actions and ensured the same starting cursor 
position for all. The presentation order of both the forms and interaction strategies 
were counterbalanced to avoid serial order effects. Participants used an HP standard 
keyboard, an HP 3-button optical mouse and a TFT 17" screen with a resolution of 
1280x1024. User sessions lasted about 75 minutes. 

In KLM-FA, the following assumptions were used: a) the user was a poor typist 
(40 wpm) and aged below 40, b) system response time was negligible, c) the cursor’s 
initial position was at the top–left corner of the page, d) tool defaults for all analysis 
parameters were used, apart from field entry lengths that were appropriately adjusted 
for each task, e) the user’s hand began on the main device of each interaction strategy, 
and f) Fitts’ law calculations were enabled in KLM-FA. KLM-FA analyses were also 
conducted on a TFT 17" screen with a resolution of 1280x1024. The process to eva-
luate all six tasks using KLM-FA required approximately 10 minutes. 

Table 2 presents participants’ task execution times and KLM-FA calculated times 
for each form and interaction strategy combination, along with the KLM-FA error 
rate. The error rate was calculated as the participants’ mean task time minus the 
KLM-FA predicted time, and this difference divided by the participants’ mean task 
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time. Results show that the mean error of KLM-FA predictions was 10.9% 
(sd=6.4%), which is well within the 20% margin of error reported in the literature for 
KLM predictions in other contexts [6], [16]. The lowest and highest KLM-FA error 
rate values were 4.5% and 17.6% respectively. In general, KLM-FA tended to slightly 
overestimate (16.7% on average) and underestimate (5.1% on average) task time in 
the mouse-based and keyboard-based interaction strategies respectively.   

Table 2. Study results showing means and, in parenetheses, standard deviations 

Signup 
form 

Interaction 
strategy 

Participants’ 
task time (ms) 

KLM-FA predicted 
time (ms) 

Error rates of KLM-
FA predictions (%) 

Facebook Mouse-based 30739 (6742) 35320 14.9% 
Facebook Keyboard-based 27306 (7752) 25640 6.1% 
Myspace Mouse-based 33201 (6341) 39050 17.6% 
MySpace Keyboard-based 29641 (9310) 28320 4.5% 
Twitter Mouse-based 22478 (5146) 26420 17.5% 
Twitter Keyboard-based 23144 (6108) 24240 4.7% 

4 Conclusions 

This paper presents KLM-FA, a tool that employs predictive models of human per-
formance to estimate execution times of web form filling tasks. In addition, a study is 
presented that demonstrates the accuracy of KLM-FA predictions by comparing them 
to human execution times for the same six form filling tasks. 

KLM-FA extends the capabilities of existing general modeling tools for practition-
ers, such as CogTool [9], by focusing specifically on web form interaction. In this 
way, KLM-FA increases automation of evaluation tasks, minimizes the required ef-
fort and achieves increased simplicity and flexibility, thus increasing the chances of 
its adoption in actual practice. As a result, practitioners can rapidly evaluate alterna-
tive web form design approaches using a variety of scenarios. In addition, the ability 
of KLM-FA to evaluate keyboard-based interaction with web forms can be valuable 
in automated accessibility testing. KLM-FA can also be used to produce benchmark 
data of form completion times for specific web domains, such as social networking or 
e-commerce. Finally, the tools’ step-by-step tracing of the KLM modeling supports 
learning through examples and thus can be valuable for both educators and students. 

Investigating the effect of KLM-FA adoption on the learning outcome, while edu-
cating students in KLM, constitutes a future research goal. In addition, we plan to 
conduct additional studies that compare KLM-FA predictions with human perfor-
mance data. An additional future research goal is to incorporate enriched models of 
KLM [17] in order to support design of web forms that enhance users’ efficiency in 
mobile interaction contexts.  

Despite the advantages of the presented automated approach, it only addresses task 
efficiency which is one aspect of the web user experience. Other tools that automate 
different aspects of web design are also available [18]. However, all such approaches 
should be used in conjunction with user-based methods. 
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Abstract. This paper details a user study to investigate serial digit entry on ana-
logue and digital input platforms and the errors associated with them. We look 
specifically at the case of entering eleven-digit telephone numbers without a de-
cimal point. The telephone is used as a platform for comparison, due to its clear 
evolution from a rotary dial to a pushbutton keypad and more recently, touch-
based input. Thirty participants took part in a user study, which concluded that 
the touch interface was four times less accurate than the pushbutton and rotary 
dial interfaces. The latter two interfaces performed with similar accuracy; how-
ever, users were more than three times faster on the pushbutton keypad and  
recognized almost twice as many errors on the rotary dial. We have extended 
previous error taxonomies to include some errors relevant to sequences of num-
bers and built upon task-based guidelines found in the literature to suggest  
context-based design considerations. 

Keywords: Number Entry, Interaction Design, Usability, Telephone Interfaces. 

1 Introduction 

The design of interactive systems has evolved over time in hopes of making them 
easier to use. Errors are typically blamed on a human factor, forgetting that the system 
should have been built to take them into account and attempt to minimise these types 
of problems [4]. The goal of interaction design is to aid the user in completing a task 
with a minimal number of errors or no error at all.  An interaction that fails to accom-
plish this has likely failed at various levels.  

Number entry is a task that is performed daily with little conscious thought. These 
number entry tasks seem trivial, but we still experience problems when performing 
them. Consider how many times we dial a phone number. It is rare to dial a wrong 
number, but it does happen occasionally and the results are potentially embarrassing. 
Similar problems occur with alarm systems where the wrong code results in a blaring 
sound or with personal identification numbers (PIN) for bank accounts that lock us 
out if entered incorrectly too many times in a row. All of these systems use a simple 
input method, such as a knob or keypad, laid out with either buttons or a touchscreen. 
In these cases, inputting a single wrong digit does not get us close to what we in-
tended - it is instead entirely wrong. A wrong digit in a telephone number will result 
in speaking to a different person all together. This specific category of numbers,  
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Fig. 1. The evolution of the telephone [5] 

which includes telephone numbers, PIN numbers, and credit card numbers  
do not have a decimal point. The telephone gives us a good vehicle for exploration 
because it demonstrates a clear evolution from one input device to another, as shown 
in Figure 1. 

2 Related Literature 

This section details literature that has influenced this case study of the telephone by 
looking at errors and their taxonomies as well as number entry interfaces. 

2.1 What is Error? 

James Reason [3] defines two major categories of error: slips (or lapses) and mis-
takes. Slips result from the incorrect execution or incorrect planning of a correct se-
quence of actions, so an error is made even though a person has the knowledge 
needed to perform the number entry task. In contrast, mistakes occur when a person 
has incorrect or absent knowledge of the task they are aiming to complete. In other 
words, mistakes result from the correct execution of an incorrect sequence of actions. 
For example, consider the misinterpretation of feedback: Reading “121” as the  
expected value “12.1” could be a slip, whereas thinking a symbol signifies “On” when 
it signifies “Start” is probably a mistake. 

2.2 Taxonomies of Error 

Zhang et al. [7] proposed a cognitive taxonomy to categorise medical errors at  
the level of individuals, based upon Reason's taxonomy. Wiseman et al. [6] built on 
Zhang et al.'s taxonomy by focusing on number entry errors - errors that occur when a 
series of digits is being entered. In the medical domain, an example could be specify-
ing values for an infusion pump, such as rate of infusion or the total volume to  
be infused. The study in [6] consisted of 20 participants each entering 30 numbers, 
where the length of numbers ranged from two to five digits. Half of the numbers  
entered were integers and the other half contained decimal points. A total of 350 er-
rors were gathered and categorised into 21 classes of error, based on Zhang et al.'s 
taxonomy. 
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2.3 Number Entry Interfaces 

Oladimeji [2] identified three categories of number entry interfaces: 

o Serial digit entry – number is entered sequentially from left to right, e.g. tele-
phones, ATMs or calculators, 

o Independent digit entry – user controls the digits that make up the number sep-
arately, e.g. using up/down buttons to change the digit (0-9) and left/right but-
tons to change the position of the digit being entered, and 

o Incremental number entry – user increases or decreases a number analogous to 
scrolling through values on a number-line, e.g. using up/down buttons, sliders 
or knobs. 

There are certain trade-offs to consider when selecting a number entry interface, in-
cluding speed of entry, severity of errors and space required for the interface. Oladi-
meji et al. [1] compared keypad interfaces to up/down button interfaces (press and 
hold to increase or decrease values) and showed a factor of two fewer unnoticed er-
rors with up/down buttons. Fixation experiments showed that users are less likely to 
notice errors on the display when using keypads, as they fixate twice as much on the 
keypad itself (compared to the up/down buttons). 

We focus our research on serial digit entry and the errors associated with these 
types of interfaces, when not using a decimal point. We focus on three types of serial 
digit number entry interfaces: the rotary dial, the pushbutton keypad and the touch 
display. The telephone was chosen as a platform for comparison due to its clear evo-
lution from analogue interfaces to digital interfaces.   

3 Experimental Setup 

Existing studies on number entry research focus on a specific domain, for example 
entries on infusion pumps in the medical domain [2, 6]. The focus of this study was 
on more everyday interaction - serial digit number entry without a decimal point. This 
is the type of number entry we perform almost on a daily basis, for example entering 
PIN numbers or telephone numbers, where one wrong digit invalidates the whole 
number being entered. 

A user study was performed to compare a rotary dial interface, touch interface and 
a keypad interface (Figure 2). A total of thirty participants completed the user study 
task. All were recruited through emails sent to the students and staff at the university 
and were affiliated with the university in some way. Most were postgraduate students 
and staff, 14 were male and 16 were female. Three participants were between 17 and 
20 years old, 19 participants where in the 21-30 age group, four participants were 
between 31 and 40 years old, and four participants were between 41 and 50 years old. 
Participants were fluent in English for questionnaire purposes and were compensated 
for their time with a £5 shopping voucher. Before the sessions, the order of interfaces 
was randomly assigned and 50 11-digit numbers were randomly generated to allow all 
30 users to enter the same 50 numbers on all three interfaces.  

Participants were allowed five practice runs to familiarise themselves with the inter-
face before the 50 11-digit numbers that were then recorded. The time it took to enter 
each number was recorded, along with the number entered compared to the number  
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Fig. 2. The three telephone-style interfaces used by participants: the rotary dial (left), pushbut-
ton keypad (middle) and touchscreen keypad (right) 

given to the participant. Participants were not provided with a display to see what di-
gits they had entered, so they had to rely on the inherent tactile and visual feedback 
provided by the input devices. This was done to maintain consistency between the 
three interfaces, as a visual display would not have been used on older interfaces.  

Participants were not allowed to correct their entries. If they perceived that they 
made an error, they were asked to notify the researcher and continue entering the rest 
of the number. This made it possible to determine how many errors would have been 
recognised, for a given number being entered.  To alleviate fatigue, participants re-
ceived a five-minute break before using the next interface. After thirty user sessions, 
data was collected from a total of 4,293 numbers, amounting to 46,807 digits in total, 
including digit additions and omissions due to errors. These results were analyzed in a 
variety of ways, detailed in Section 4. 

3.1 Hardware Setup 

A rotary dial interface from an early 1960s telephone was used as the analogue input 
device. When the dial spins, a cog inside moves the same number of clicks as the 
number selected, opening and closing a switch. For example, moving the number “6” 
around and letting go will cause the cog to engage a switch six times. An Arduino 
Uno microcontroller was used to count the number of pulses and each digit was out-
putted to the computer along with a timestamp. 

A button interface for a FEZ Spider Kit1 was used as the digital input device. The 
interface consisted of membrane buttons laid out as a traditional 3x4 keypad and was 
connected to the kit. An SD card module was used to store the numbers entered on the 
device, along with a timestamp for each digit. 

The touchscreen interface was created on a resistive touchscreen with the FEZ 
Spider Kit. A 3x4 keypad was created on the touchscreen to look like the physical 
keypad. The LCD, touch-capable screen was attached to the mainboard and USB-
powered modules of the kit. An SD card reader was utilized in the same way as on the 
pushbutton interface. 
                                                           
1 The FEZ Spider Kit is a .NET Gadgeteer electronic set produced by GHI Electronics, consist-

ing of a mainboard and a number of attachable modules. 
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Table 1. Total incorrect digits and correlation of error rate and order of interfaces 

Interface Total Incorrect Digits Correlation 
Rotary 190 (1.19%) 0.344 
Button 180 (1.12%) 0.615 
Touch 896 (5.81%) 0.046 

 
A small button labelled “Next” was placed next to all three interfaces, which the 

user pressed to indicate that he/she was ready to enter the next number. The interfaces 
were mounted on platforms (Figure 2) to allow users to interact with the devices in 
the manner that they were the most comfortable.  

4 Results  

A digit-by-digit analysis was conducted of each number entered to determine what 
types of errors were made. Table 1 summarizes the total number of digits that were 
incorrect in each interface. 

We used a subset of the error taxonomy of Wiseman et al. [10] to classify the er-
rors made in our user study. Wiseman’s taxonomy included numbers with decimal 
points, so some categories did not apply to our study. The following definitions were 
used: 

• Digit(s) wrong – a different digit was entered from what was intended (e.g. ‘1’ 
instead of ‘4’) 

• Digit missing – a single digit was omitted (e.g. ‘14’ instead of ‘124’) 
• Digit added – a single digit was added (e.g. ‘124’ instead of ‘14’) 
• Anagram – digits were reversed (e.g. ‘14’ instead of ‘41’) 

Based on observations during in our study, we have added the following error 
classes to more fully understand user errors when entering whole numbers: 

• Repeat digit missing – a single digit the same as the previous one was omitted 
(e.g. ‘14’ instead of ‘144’) 

• Repeat digit added – a single digit the same as the previous one was added (e.g. 
‘144’ instead of ‘14’) 

• Repeat n digit pattern – a pattern n digits long was repeated (e.g. ‘1414’ instead 
of ‘14’) 

Table 2 shows the total number of each type of error on each interface, as well as 
the frequency of errors on the interfaces. In the tables, n represents the number of 
errors made and r is the frequency, calculated to be 100n/N percent to represent the 
frequency that particular error occurred on that interface.  

The most common error on the rotary dial interface was entering an incorrect digit. 
Missing digits were the next most common error, but they were almost eight times 
less likely than entering the wrong digit. A total of 180 digits were entered incorrectly 
on the button interface, slightly less than the rotary dial and more than five times less 
than the touch interface. The most common error on the button interface was adding 
one repeat digit. This may have occurred because users held down a button for too 
long hoping to make sure that it registered, but instead resulted in multiple instances 
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Table 2. Rotary Errors (R), Button Errors (B), Touch Errors (T) 

Error Type nR rR (N=15928) nB rB (N=15906) nT rT (N=15389) 
Wrong digit 120 0.75 33 0.21 150 0.97 
Digit missing 28 0.16 34 0.21 509 3.31 
Added 1 repeat digit 19 0.12 94 0.59 30 0.19 

Added 1 digit 13 0.08 8 0.05 87 0.57 

Added 2 repeat digits 4 0.03 - - - - 
Anagram 3 0.02 3 0.02 19 0.12 

Repeat digit missing - - 6 0.04 96 0.62 

2 digit pattern missing 2 0.01 - - 4 0.03 
Repeated 2 digit pattern - - 1 0.01 - - 

Repeated 3 digit pattern 1 0.01 1 0.01 1 0.01 

 
of the same digit. A missing digit was the next most common error. The most com-
mon error on the touchscreen was a missing digit, likely a result of the user not tap-
ping the screen hard enough to register their selection. A wrong digit and missing a 
repeat digit were the next most common errors but were roughly four and five times 
less common, respectively, than the omission of a single digit. 

We conducted a mixed model analysis for each interface to determine if learning or 
fatigue affected the user as they completed the number entry task (Table 1). The anal-
ysis was performed by comparing the order that the interface was given to that partic-
ipant and the error rate. Performance when the participant used the touchscreen first 
had a significance of 0.046 compared to a value of 0.022 when used second. No sig-
nificant difference was observed for performance on two other interfaces. 

Figure 4 shows a binary representation of all of the errors made on each interface, 
where each row represents a participant and each column represents a number being 
entered. Effects of learning would suggest that errors were concentrated at the begin-
ning, while effects of fatigue would suggest errors concentrated at the end. Based on 
visual analysis of the figure, it appears that the rotary interface may have caused fati-
gue because there was a slightly higher concentration of errors at the end. In contrast, 
the touchscreen interface looks like it may have benefitted from learning as the user 
progressed through the task because the errors occurred slightly more often at the 
beginning. The button interface does not appear to have been affected by either be-
cause the errors look evenly spread across the use of the device. 

5 Discussion 

There are trade-offs to consider when selecting a number entry input device, as dem-
onstrated by the data collected in our experiment. Our results showed that the button 
interface is only 0.07% more accurate than the rotary dial. Because the error rate is 
very close between these two interfaces, other factors such as the recognized error rate 
or the speed of entry may become important factors in selecting the most appropriate 
input device. Based on our results, the button interface is slightly more accurate may 
not always make it the right choice, because the recognized error rate was 13.80% 
higher on the rotary dial.  
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Fig. 3. A binary representation of all errors made on each interface: rotary (top), button (mid-
dle) and touch (bottom). The rows represent the thirty participants and columns are 50 numbers. 

The most common errors on each interface vary and show that the errors must be 
dependent on the interface and therefore, independent of the user. This kind of analy-
sis is important because we can note that some errors only occur on certain interfaces, 
or some occur on all interfaces at the same rate, such as ‘Anagram’, the reversal of 
two digits. This means that although it may not be possible to select an input device to 
reduce ‘Anagram’ errors, selecting the rotary dial will likely reduce ‘Repeat digit 
missing’ errors since they did not occur on the interface when tested in our study. By 
knowing what kinds of errors are common on each interface, it is possible to design 
devices that should work best for the objectives of that task.  

One important observation from our study came from users’ interaction with the 
resistive touchscreen. Most touchscreen mobile phones and tablets on the market 
today use capacitive screens, which only require a tap of the fingertip to register the 
selection. Our resistive screen is more similar to the types of touchscreens used on 
other types of devices, such as ATMs, PIN pads and GPSs. The error rate in our study 
may have been so high on the touchscreen because users simply tapped the screen 
expecting the digit to register and did not watch for the visual feedback provided by 
the button on the screen to confirm the correct number. This would explain why the 
most common error was ‘Digit missing’, because users did not tap the screen hard 
enough, even if they thought they had entered the number correctly. 

6 Conclusions and Future Work 

In this paper we focused on analysing the number of errors that occurred during inte-
raction with three number entry interfaces on a telephone platform. Telephone inputs 
are not outdated; on the contrary we use numeric keypads everyday at cashpoints. 
Although physical rotary dialers are nearly gone, they are available as smartphone 
apps.  
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From our study, it is evident that multiple trade-offs need to be considered when 
selecting an input device, with the type of task not being the only design criterion. 
There are a number of contexts where the most appropriate design for the user may be 
different than what is best for the task, so a compromise must be made. Instead of 
compromising to sacrifice usability for one group, considering the context could in-
stead create a successful design. Many users have memorized a certain position of 
their fingers on a PIN pad to quickly enter their code, so if the layout was changed 
from the usual ‘1’ at the top to having the ‘1’ at the bottom, many users would enter 
their PIN numbers incorrectly in the context of paying at the till in a busy shop filled 
with distractions. 

By considering learning and fatigue as factors in a device’s use, an informed deci-
sion can be made about the most appropriate input device for the task. Since one  
device may have shown learning, one fatigue and one neither, we assume that the 
interfaces themselves caused the errors. This suggests that the interface choice is  
critical to the usability and performance of a device. 

As future work we would like to repeat this study using other platforms of number 
entry, such as capacitive touchscreens, to find out if the touchscreen error rates are 
still so much higher than the other two interfaces. We would also like to compare 
these results with the errors caused by continuous input method of entering numbers 
such as knobs. This would lead to providing generalised recommendations for number 
entry interfaces. Devices could also be fine-tuned to offer more intuitive interaction 
for users. For example, incorporating real-world physics into an input device’s re-
sponse could assist users, such as a rotating wheel on a touchscreen that mimics the 
effects of friction when slowing down.  
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Abstract. This paper describes the design of an authoring tool, ISISS (Improv-
ing Social Interaction through Social Stories), for supporting practitioners using 
social stories to enhance social interaction in children with Autism Spectrum 
Conditions (ASC). The goals of the research are: 1) to determine practitioners’ 
current procedures when working with social stories; 2) to discover how tech-
nology can better support such practitioners in the development and use of  
social stories that focus on improving children’s social communication skills. 
An exploratory study was conducted with experienced practitioners, resulting in 
a number of design principles. Two low-functioning prototypes were devel-
oped, and explored in a second study. Further work is discussed.  

Keywords: Paper-based Interfaces, Design, Autism, ASC, Educational Tool, 
Assistive Technology for Children with ASC, Authoring Tool. 

1 Introduction 

Children with Autistic Spectrum Conditions (ASC) frequently have difficulties with 
social interaction [19]. These can be addressed through the use of social stories. The 
concept of social story was devised by Carol Gray as “a short story—defined by spe-
cific characteristics—that describes a situation, concept, or social skill using a format 
that is meaningful for people with ASD” [7]. It is written from the student’s point of 
view and is a guide to follow when they have difficulties with a social situation (see 
Fig. 1). They are used to help the child acquire appropriate behaviour, reduce inap-
propriate behaviour, teach routines, teach skills, or cope with transitions and novel 
situations. Meta-reviews of social story interventions [11, 16] focus on their effec-
tiveness and on the impact of variables such as goal addressed, length of intervention, 
or participant characteristics. They conclude that social stories are promising, though 
it is not clear what variables are crucial to their efficacy.  

                                                           
* Corresponding author. 
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The aims of this research are: 1) to determine practitioners’ procedures when 
working with social stories, and 2) to discover how technology can better support 
such practitioners. The longer term goal is to evaluate if computer-based technology 
can support and enhance the writing, presenting and assessment of social stories. 

 

Fig. 1. Example of social story 

Section 2 of this paper presents a short review of social stories and their impor-
tance for children with ASC. Section 3 describes a study which aimed to uncover 
practitioners’ procedures and practices in order to see what support they need. The 
implications for design are considered in section 4. Section 5 assesses current tools 
for social stories in relation to the design principles and requirements elicited from the 
study. The design of an authoring tool to support practitioners in developing social 
stories is proposed. Section 6 presents the formative evaluation of the initial proto-
types. Section 7 includes conclusions and future work. 

2 Background 

Psychological research has identified three dominant cognitive theories of autism: 
theory of mind, weak central coherence, and executive dysfunction [15]. Individuals 
with ASC frequently have impaired Theory of Mind: they have difficulty understand-
ing what other people think, feel, or intend to do [2, 6, 13]. A social story can provide 
information about how other people think and behave in a specific social situation, 
using perspective sentences that refer to other people's thoughts, feelings, actions and 
motivation. In this way a social story might reduce or remove the confusion and ame-
liorate the deficit in Theory of Mind. 

The weak central coherence theory describes the inability to build higher level 
meaning. An individual with ASC may be too focused on detail and miss the ‘whole 
picture’ [9, 15]. Social stories are helpful in guiding individuals with ASC to identify 
the relevant details for a specific event and to correct mistaken assumptions; provid-
ing logical connections can help the individual to grasp the bigger picture. 

Executive Function is a generic term for functions such as: initiating, sustaining, 
shifting and inhibition actions [24]. It is thought to be responsible for handling  
novel situations where the routine is insufficient for optimal performance [15]. Social  
 

Taking my temperature 
  Sometimes if I am sick I get very hot. 
  The doctor needs to know how hot I am. 
  He will take my temperature with a thermometer. 
  He will put the thermometer in my ear. This will not hurt. 
  I might hear a beep or click noise, and this will not hurt. 
  The doctor can see if I am sick. Then he can help me get better. 
  The doctor will be happy and mum will be happy.
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stories seem to be useful in reducing or removing the deficit in executive functions, 
by providing an individual with ASC with planning and organizing strategies in spe-
cific social situations, with initiation and impulse control. 

Gray [8] suggests that social stories (SS) should be customized to meet the distinct 
needs and skills of the child, such as reading and comprehension skills, learning style, 
interests and attention. She provides criteria and guidelines to support the develop-
ment of SS, including use of the first person; sharing social information in a simple, 
literal way; answering “wh” questions (who is doing, what, where, when and why?) 
and how questions, and use of positive language, with reference to positive rather 
than negative behaviour. Illustrations should be used when appropriate.  She defines 
different sentence types to be used, including descriptive sentences (factual state-
ments); perspective (describing a person’s internal state, thoughts, feelings, beliefs); 
cooperative (identifying what others will do to help); directive (identifying a sug-
gested response or a choice to a situation); affirmative (enhancing the meaning of 
previous statements), and control sentences (identifying strategies for recalling or 
applying information in SS). Descriptive, directive, perspective and control sentences 
may be either complete or partial (e.g. “Mom and Dad will feel _____ if I finish all 
my dinner”).  She recommends a ratio between sentences of 0-1 directive and control 
to 2 or more descriptive, perspective, affirmative and cooperative.  

3 Exploring How Practitioners Develop Social Stories 

The approach taken in this research is primarily a Participatory Design approach, with 
practitioners as the main stakeholders. A study was conducted to better understand the 
following: 1) the process of developing SS; 2) the challenges encountered by practi-
tioners in doing so; 3) to collect examples of SS developed, and typical content; 4) the 
tools currently used to support social story development. This study involved 4 practi-
tioners who worked in special schools and had considerable experience in developing 
social story interventions for children with ASC. The practitioners were invited to 
participate in the study, and informed of its purpose.  They were asked to think about 
their procedures and practices in SS, in advance of participation. The 2 hour study 
session took place outside of the school setting.  

Each practitioner was asked to write a social story.  Practitioners were invited to 
express their thoughts aloud ('think aloud' protocol) while building the social story. 
Following this, semi-structured interviews were used to better understand the practi-
tioners’ experience and challenges when using SS with children with ASC. Both ac-
tivities were recorded and video transcripts analysed qualitatively, using open, axial 
and theoretical coding [17] to build a conceptual framework of social story interven-
tion. Further literature was reviewed and incorporated into the framework. The results 
suggested that practitioners would value support for developing SS using a special-
ised computer tool, as an alternative to pen-and-paper or word processing methods 
currently used. The outcomes led to design principles and initial requirements for a 
'social stories authoring tool', described below.  
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4 Supporting Practitioners in Developing Social Stories 

The study revealed that a tool for supporting practitioners in developing SS might 
help them organise their work, and address the main challenges they face, including 
re-using resources developed based on individuals' profiles. Design should also  
consider Gray’s guidelines and best practice.  The steps that practitioners use are 
identified and elaborated, along with other core concepts, in Fig. 2: the exterior ar-
rows suggest that challenges and content are determined by steps and goals, while the 
interior arrows suggest that the four concepts are part of social story intervention. 
These led to functional requirements including being able to create new stories; ex-
tend and edit existing ones; browse and search a library of stories and related images; 
annotate story sentences; present them in various forms; create and edit child profiles; 
manage social story development through the use of status display, reminders, etc. 
and to record progress through and manage assessment of SS.  

Fig. 2. The conceptual framework of social story intervention 

SOCIAL STORY  
INTERVENTION 

        Workload

        Customiza-
ti

CHALLENGES 

Engagement

STRUCTURE 

Format 

Content 
Length 

GOALS

Improving appropriate behaviour

Reducing inappropriate behaviour

Teaching routines

Teaching skills

Supporting in transition & novel situations

STEPS

Identifying the problem

Finding the cause

“Getting to know the child” 
Finding alternatives/reinforcers

Writing the story 

Monitoring the story

Assessing the impact

Presenting the story

Checking comprehension

Sharing the story with others
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A number of challenges were identified, and these are incorporated in design prin-
ciples to guide the design of tools to support social story development. 
 
Ease the Practitioners’ Workload. A major challenge that practitioners encounter is 
the time spent in preparing educational materials. Although SS seem to be less de-
manding than other educational strategies, the whole process of preparing, writing, 
presenting and assessing a social story is labour intensive. To address these problems, 
any support tool needs to be simple, intuitive and must help practitioners organise 
their work, and support the steps in the development process. The practitioners identi-
fied that the tool should allow them to reuse SS, symbols and photographs and to 
monitor the impact of SS on children. Data about the child’s progress should be ac-
cessed and presented in various ways, enabling practitioners to get new insights into 
the child’s behaviour and assess the success of the social story.  

Design for Customizability. A common desire is to quickly customize newly created 
or re-used SS.  Users should be allowed to create resources for each child, to add their 
own SS, symbols, photographs, rewards, as well as interests and strengths (which 
should be accessible from the child’s profile). The stories should also be customizable 
to the story topic content, be re-usable and sharable with other practitioners and chil-
dren. Text to speech capabilities should be added to accommodate children with read-
ing difficulties. Options to choose between various layouts should be provided. 

Design for Engagement. This could be met by customization to the child’s interests 
and familiar context (e.g. images of familiar people). Practitioners could add rewards 
at the end of SS (e.g. animated characters, songs) adapted to each particular child. 
Social stories with partial sentences check comprehension, but may also make the 
system more interactive, potentially improving the child’s engagement with the tool. 

5 Current Tools for Social Stories 

Applications for Creating Social Stories. e.g. Story Builder [21], Story2Learn [22], 
Sandbox Learning [18], Pictello [14],  Social Stories [20], and StoryMaker [23], were 
considered in relation to the need to support the steps proposed for story development, 
and the design principles and requirements, as above. These applications focus pri-
marily on building, editing and presenting SS, but do not generally support checking 
the comprehension, monitoring the story, or assessing SS. None of the applications 
provides an option to annotate the type of sentences, as Gray defines them. The appli-
cations are presented as allowing customisation, but this consists largely of changing 
font sizes and colours, background and the type of voice (when using text to speech 
technology, e.g. Pictello). None permits change of the story layout, nor provide the 
option to create resources for a particular child (e.g. favourite pictures, symbols or 
rewards) or for their reuse when creating new stories for that child. None permit the 
creation of a profile of the child, or storing information about the SS created, or their 
progress. 
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The limitations identified means these applications are not viable as the basis for a 
computer-based application to support practitioners in developing SS. Anecdotal evi-
dence shows that practitioners sometimes use generic tools to create SS: Communi-
cate: In Print [5], Boardmaker [3], or Comic Life [4], though these do not satisfy the 
requirements. This research suggests that, to better support practitioners, research is 
needed to investigate whether a computer based tool could be developed that satisfies 
more of the requirements and principles identified through studies with practitioners.  

Authoring Tools. enable users to author material using an intuitive interface. In his 
analysis of the state of art of authoring intelligent tutoring systems (ITS), Murray [12] 
argues that authoring tools:  a) reduce the effort used in creating ITS; b) reduce the 
necessary skill threshold for developing ITS; c) support the author in articulating or 
organizing her work; d) scaffold good design principles; e) facilitate rapid prototyp-
ing. Many of these arguments agree with the principles and requirements defined 
above, and support the use of an authoring tool to help practitioners in their work, 
enabling rapid customization, flexibility and requiring no programming skills.  

6 Formative Evaluation of Initial Prototypes 

A second study was conducted with practitioners. The goals of this study were: 1)  
to explore design alternatives; 2) to discover usability problems and solutions to  
overcome them; 3) to generate new ideas to include into the systems’ features and 
interaction, and 4) to refine the system specification. Two versions of low-functioning 
prototypes were created using Balsamiq Mockups [1], according to the requirements 
and design principles (see screenshots examples in Fig 3: a & b). They were explored 
with ten practitioners having experience in using SS with children with ASC. In each 
two-hour session constructive interaction was applied, a version of the thinking aloud 
protocol which requires two practitioners at a time [10]. The practitioners were pre-
sented with four scenarios and invited to follow each scenario using each prototype, 
by pressing on buttons and menus, and simulating typing. A researcher playing the 
“computer” role changed the screens according to the users’ actions. The main re-
searcher, acting as a mediator, encouraged the practitioners to express their opinions 
and preferences for various features of the prototypes. Brainstorming was then used to 
find solutions for the problems encountered and to generate new ideas. Qualitative 
analysis of session recordings was used to determine practitioners’ preferences, us-
ability problems and solutions, and to extract new ideas for design. 

The problems found were categorized into five groups: 1) page layout; 2) naviga-
tion/workflow; 3) concepts and terminology; 4) content, and 5) functionality. Based 
on these, the system interfaces and specification were refined. 

Figure 3 shows the revised working prototype. The tab navigator containing pic-
tures, symbols, layouts and resources (for a child) was preferred on the left side 
(Fig.3:d). The navigation buttons were placed in left and right bottom corners of the 
story panel. The option to annotate the sentences was considered of high importance 
for practitioners and included in the working prototype (Fig.3:e).  
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Fig. 3. The Prototypes: a) initial prototype 1; b) initial prototype 2; c) working prototype; d) tab 
navigator for customization; e) annotate sentences; f) navigation button 

7 Discussion and Future Work 

This paper reports on research that informs the design of an authoring tool for writing, 
presenting and assessing SS for children with ASC. This research has been guided by 
the methods of Participatory Design.  The first study uncovered practitioners’ proce-
dures when developing SS. The focus was on the core concepts and themes that could 
be translated into design principles and system requirements. Although practitioners 
were aware that tools for social story interventions exist, most of them preferred paper 
and pencil to write SS, existing tools being either too complex to use or not flexible 
enough. They sometimes use tools not specific for SS, in order to access the library of 
symbols (in [5] and [3]) and because of the simplicity of the interface (in [4]). 
Through the second study the requirements were clarified, different design strategies 
explored, and interfaces and specifications refined. In both studies the practitioners 
contributed in creating knowledge and showed interest and enthusiasm for the project. 

These are the first steps in a project aimed at better scaffolding for practitioners in 
developing SS. In turn this may increase the positive impact of SS on social commu-
nication skills of children with ASC. The results have been incorporated in an evolu-
tionary prototype authoring tool, which will be further evaluated with practitioners.  
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Abstract. This paper reports on a qualitative study of the use of social technol-
ogies, explored in the context of an intensive 650-hour Greek language course. 
Qualitative content analysis of instructors’ field notes, students’ and instructors’ 
reflections, interviews and a focus group was employed aiming at identifying 
the use of social technologies as a platform for constructing an online artifact. 
To triangulate the findings, the study also collected data by observing students’ 
activity with social technologies. A code scheme was developed which mani-
fests the use of social technologies as a social constructionism platform identi-
fying its major dimensions: exploration of ideas, construction of online artifact 
and evaluation of the constructed artifact. Actions within each dimension  
that indicate the manifestation of social constructionism are identified and  
discussed. This study revealed results in favor of the use of social technologies 
as social constructing platforms suggesting a new framework for their use.   

Keywords: social technologies, web 2.0 technologies, social constructionism, 
online artifact. 

1 Introduction 

The emergence of social technologies transformed the way we communicate, learn 
and interact with others. Among other tools, social or Web 2.0 technologies received 
substantial consideration from instructional designers, researchers and practitioners. 
Each stakeholder explores these technologies from different angles aiming at describ-
ing and explicating how these technologies are used, by whom and for what purpose.  

The potentials of these technologies have also expanded the possibilities of teach-
ing and learning and several projects have evolved which exploit blogs and wikis as 
social writing platforms. As [2] points out, “social writing platforms appear to be 
logistically useful tools for a variety of campus needs, from student group learning  
to faculty department work to staff collaborations”. However, the potentials of  
these technologies are not limited to this framework. This study aspires to widen  
the applicability of these technologies drawing on the theoretical framework of  
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constructionism [21-23]. The essence of constructionism can be summarized in its 
conviction that individual learning occurs more effectively when learners understand 
the world around them by making tangible objects. Thus, the main aim of this study is 
to explore the potential that social technologies offer in facilitating teams of learners 
in order to socially construct an online artifact.  

2 Objectives and Related Work  

2.1 Objectives 

Social technologies have been widely researched, however little work has been done 
on their use as social constructing platforms. In this study, we exploit this possibility 
by providing insight to the use of social technologies in a longitudinal Greek as a 
second language (L2) course. The aim of this study is broken down in the following 
objectives:  

1. Explore the potential that social technologies offer in facilitating teams of learners 
in order to socially construct an online artifact  

2. Develop a code scheme that captures the core dimensions of social technologies as 
social constructing platforms 

3. Explore the role(s) adopted by students and instructor within a social constructing 
environment 

In the sections that follow an overview of the relevant literature is provided related 
to Computer Assisted Language Learning, Social Technologies in CALL and Papert’s 
theoretical framework.  

2.2 Computer Assisted Language Learning (CALL)  

Gamper and Knapp [7] define Computer Assisted Language Learning as “a research field 
which explores the use of computational methods and techniques as well as new media 
for language learning and teaching”. The popularity of the field of CALL has increased 
incrementally, especially with the advent of recent technological developments.  

The question of CALL effectiveness is brought forward repeatedly in CALL  
research [1], [9], [12], [34-35], [37], [39]. However, this is not a simple yes or no 
question as often other parameters need to be considered. Zhao [39] in his literature 
review and meta-analysis for assessing the potential of technology for improving 
language education, showed that the use of technology in language learning is at least 
as effective as teacher-delivered instruction. However, he points out that these find-
ings should be interpreted with caution due to the limited number of studies that pro-
vided satisfactory data for his meta-analysis; journals’ tendency to publish studies 
with positive gains; the fairly small samples and rare employment of random sam-
pling in the studies and the fact that all of them were carried out with college students 
and adult learners. Moreover, in most cases teachers were implementing the technolo-
gy use, thus adventuring the possibility of the “Pygmalion effect”. Zhao [39] also 
exploits four issues that need to be addressed in order for information and communi-
cation technologies to significantly improve language learning. First, curricula and 
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course content needs to be developed with an eye to include a wide range of available 
technologies that drive pedagogical solutions. Second, further research needs to be 
conducted in order to exploit effective ways of technology use. Third, since technolo-
gy use and research has not expanded to K-12 classrooms, technology needs to be 
promoted and research needs to be encouraged in K-12 language classrooms. Lastly, 
there is a need for large scale systematic empirical assessment of technology uses to 
support language learning. Taking these into consideration, the question of CALL 
effectiveness, needs to be refined to examine how technology is being used, by 
whom, in what context and for what purpose [12]. As [39] acknowledges it is not the 
technology per se that can be classified as effective or ineffective, but the specific 
way in which the technology is used.  

2.3 Social Technologies in CALL  

Unlike the traditional Web 1.0, Web 2.0 changed the direction in communication on 
the internet [11]. With the reception of texts, sounds and images being the dominant 
activity, the readable Web 1.0 was followed by Web 2.0, the ‘writable web’, where 
the dominant activity is the creation of new content. Several studies indicate that these 
technologies provide fertile ground for collaboration, active participation, creative 
thinking, connectivity, and sharing of information and ideas among users, engaging 
learners in authentic, real-world situations and interactive communication [8], [10], 
[17], [24], [30]. Social collaboration in tagging and annotating documentation for 
navigation support is also highlighted by several studies, emphasizing the importance 
of social collaboration and its added value in learning environments [40-41].  

Social software came into view as a major element of the Web 2.0 movement [2]. 
Prevalent software of this movement are blogs, wikis, podcasting, videoblogs, Mys-
pace, Twitter and Facebook. These types of software differ significantly from static 
web-pages in the sense that they are open to the world and editable by everyone. Re-
search conducted exploring the use of this software in the field of CALL focused on 
its effectiveness in supporting language learning, often in comparison with traditional 
instruction. For example, [3] studied the effects of blog-centered writing instruction 
vis-à-vis in class instruction on students’ writing performance. The results indicated 
that learners who used blog software in their writing courses performed better than 
those who received only in class instruction in specific areas of writing, such as con-
tent and organization. In another study, [28] explored the development of meaningful 
interactions on a blog used by English as a Foreign Language (EFL) Master’s students 
in France. The aim of this study was to measure the potential added value of a blog 
for the purpose of language learning, and more specifically for the development of 
learners’ written expression. Findings demonstrated positive results in respect of par-
ticipation and development of meaningful interactions, although the blog is not per-
ceived as a “real life” one but a pedagogical one. Lee [14] provided a new insight into 
the practicality of implementing Web 2.0 tools in L2 teaching and learning. More 
specifically, this study explored the effectiveness of combined social networking  
applications, such as blogs and podcasts, for an intercultural communication and 
awareness between Spanish and American university students. The results of this 
study yielded that the use of blogs and podcasts offered promising benefits to both 
American and Spanish students who afforded unique opportunities to explore the 
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target language and culture using digital technologies. On the same line, [15] explored 
the effectiveness of using a wiki for collaborative writing. The results indicated that 
wikis had a positive impact on students’ writing through collaborative engagement. In 
another study, [16] reported on a study using blogs as out of class assignments for 
developing learners’ language competence. The results showed that regular blogging 
impacts positively on learners’ writing fluency and increases their motivation for 
writing for a broad audience. Moreover, peer feedback on the content incites further 
discussion, whereas feedback from the instructor on linguistic elements promotes 
focus on form for language accuracy. The study concluded by indicating two essential 
elements for the implementation of blog projects in L2 instruction, namely learners’ 
critical thinking and technological skills. In another study, [6] also evaluated the use-
fulness of blogs for peer feedback on L2 writing. This study’s findings demonstrated 
that blogs can be a valuable tool for peer feedback, however issues of students’ and 
tutors’ training as well as the aptness of tool against other learning technologies needs 
to be taken into consideration.  

Furthermore, researchers explored how the features of Web 2.0 tools could be ex-
ploited so as to improve many aspects of traditional teaching. For example, a study 
that reports the experience of blog integration into an advanced Italian course by [18] 
showed that blogs not only offer a useful tool for practicing reading and writing skills, 
but can also promote learners’ interaction and raise a sense of class community. For 
this to happen, however, careful attention to two key aspects is required: the way in 
which the use of the blog is integrated into the course content and structure, and the 
teachers’ role in moderating and facilitating blog interaction.  

Learners’ interaction in a Web 2.0 environment is also under the microscope of re-
search. Bradley, Lindström and Rystedt [5], for example, explored what interaction is 
developed in the wiki and how written interaction promotes language learning. Re-
sults revealed that there are different types of posted interaction among group mem-
bers on the wiki. Students co-operate, namely they post individually on a common 
theme, but they also collaborate, they produce joint texts and then make alterations 
and additions. On the same line, [13] focused on collaborative construction of mean-
ing among 40 Non Native Speakers (NNS) pre-service EFL teachers in a long-term 
wiki-based activity. Their results showed that students benefit from opportunities to 
practice autonomy in flexible learning environments. Their research also shed light on 
students’ collaborative autonomous language learning abilities, and on the nature of 
students’ individual and group behavior when attending to meaning. In another study, 
[33] turned to the use of voice blogs and explored them as a platform for an extensive 
study of language learners’ speaking skills. The study demonstrated that a series of 
blogging stages were adopted by learners, including conceptualizing, brainstorming, 
articulation, monitoring and evaluation, as well as a series of strategies to cope with 
difficulties related to blogging. Additionally, learners did not only perceive blogs as a 
learning platform, but also as a means of self-presentation, information exchange and 
social networking. Finally, this study suggested blogging as a dynamic forum that 
enhances extensive practice, learning motivation, authorship and development of 
learning strategies [33].  

Turning to the challenges faced in the use of wiki in the language classroom, [20] 
pointed out that the integration of wiki in the learning and teaching process does not 
necessarily guarantee learning outcomes, but the key to success are the well-designed 
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activities blended into the curriculum. On the same line, [19] suggest further  
research to be conducted to identify the impact of ICT towards teaching and learning  
outcomes.  

2.4 Constructionism  

The present study draws on the theoretical framework of constructionism as it is  
developed by Seymour Papert [21-23]. Constructionism can be summarized in its 
evoking idea of learning-by-making [22]. Papert [22] unwraps his theory by  
highlighting its difference and similarity from Piaget’s constructivism:  

Constructionism--the N word as opposed to the V word--shares constructivism's 
connotation of learning as “building knowledge structures” irrespective of the cir-
cumstances of the learning. It then adds the idea that this happens especially felici-
tously in a context where the learner is consciously engaged in constructing a public 
entity, whether it's a sand castle on the beach or a theory of the universe [22]  

Papert’s theory can be summarized in his vision of a new educational environment 
in which learners build meaningful knowledge artifacts by taking advantage of the 
ubiquity of new technologies around them. The constructed artifact can be exposed, 
discussed, explored and admired, it is “‘in the world’ –a sand castle or a cake, a Lego 
house or a corporation, a computer program, a poem, or a theory of the universe” 
[23]. Papert’s [23] constructionism is based on the assumption that knowledge is 
gained when students find this knowledge for themselves and formal or informal edu-
cation can promote knowledge attainment by providing moral, psychological, material 
and intellectual support. In addition to having students finding knowledge by them-
selves, Papert supports that computers are needed, as an environment through which 
rich activities can be developed, so called “microworlds”. 

Papert [23] sets as a main principle of constructionism the necessity for “‘objects to 
think with’, objects in which there is an intersection of cultural presence, embedded 
knowledge and the possibility for personal identification” [23]. For Papert, a con-
structed computational object-to-think is a computer-controlled cybernetic animal 
(Turtle) within the LOGO computer language. Within the LOGO environment, the 
Turtle is an abstract object that can be made to move by giving commands. However, 
the role of Turtle is not to replace thinking but to enable learners to think with. In the 
environment of LOGO, programming is introduced when children experience pro-
gramming by having the Turtle programmed to act in response to new commands [23]. 

The linkage between Distributed Constructionism and CALL has been established 
by [38] who explored the implementation of Distributed Constructionism through a 
Participatory Design methodology for an Online Learning Community. Throughout 
this study, the learners collaborated in developing the content of an online Modern 
Greek language course, peer reviewed and published content contributions, and parti-
cipated in participatory design teams. In this study the Participatory Design was im-
plemented as a four step process, namely: (a) build bridges with the intended users; 
(b) define user needs and recommendations to the system; (c) develop a prototype  
and (d) incorporate feedback and carry on the iteration. Additionally, Distributed 
Constructionism was employed to enhance the learning experience and community 
development. The findings revealed that Distributed Constructionism enhanced the 
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learning experience of both the passive users and the Participatory Design team, 
whose contributions included replying to other students’ language enquiries, helping 
out students to cope with technical problems and helping them explore resources to 
enhance their learning of the Greek language.  

In another study, [29] provoke the need for a fundamental change in approaching 
teaching and learning. Thus, they attempt to contribute to the ongoing debate by pre-
senting some key principles of constructivism as a new learner-centered paradigm for 
learning. Moreover, they consider Papert’s constructionism as a basis for putting 
theory into practice for language learning, as a formula that could serve in the future 
“as the guiding principles for curriculum design, materials development, and classroom 
practice” [29]. Taking this as a stepping stone, the current study explores the applica-
bility of Papert’s theoretical framework in the use of social technologies in CALL.  

3 Setting  

This paper presents the results of a longitudinal inquiry of social technologies as  
social constructing platforms, in learning and teaching Greek as an L2. Social tech-
nologies were integrated in a one-year foundation course at a Greek speaking public 
university in the Republic of Cyprus. The course lasted for the academic year 
throughout September 2011 till May 2012. The class met face-to-face every day for 
five hours, in a total of 650 hours. In-class activities were held face-to-face and on-
line, as well as out-door activities in order for students to practice the language in 
authentic, real-world situations. The course was particularly designed to meet the 
needs of university students who planned to study nursing. In the first semester, the 
language and content were drawn from students’ experiences and other key learning 
areas such as nursing. In the second semester, the language and content were drawn 
exclusively from nursing. The course and the materials were tailored to meet the  
academic and professional needs of the nursing students. 

All material related to the study was collected during an intensive 650-hour Greek 
language course at a newly established public university in Cyprus. The university 
accommodated approximately 2500 undergraduate and postgraduate students. The 
official language of the university is Greek. At the time of the research, 94% of the 
students attending the university were of Greek Cypriot ethnicity, 4.45% Greek, 0.3% 
Kenyan, 0.25% Ugandan, and the remaining 1% were made up of numerous other 
ethnicities, including British, Russian, Albanian, Bulgarian, Serbian, Iranian and  
Rumanian, according to university records.  

3.1 Students 

The participants in the intensive course were four male students from Kenya and 
Uganda, who came to Cyprus, for five years, on full scholarships. Students enrolled in 
the Greek course upon their arrival in Cyprus, had sessions every day for five hours. 
Despite the small sample, this study aimed to explore students’ use of social technol-
ogies in depth. This study’s horizon is to go in detail and in depth, despite the small 
sample, having participants work with social technologies in a long-term course, and 
collect data rich in detail about the use of social technologies.  
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The students’ age ranged from 19-23 years. All students were fluent English 
speakers; none of them had any knowledge of Greek upon arrival in Cyprus. Their 
computer skills were in general at basic to intermediate level. Three of them were able 
to turn the computer on and off; all of them had difficulties in advanced functions 
such as sending emails and attachments; document processing and use of keyboard. 
Additionally, they had minimal knowledge of social technologies, two of them 
created a Facebook account upon arrival to Cyprus, and none of them had any pre-
vious knowledge of blogs, wikis, Google documents or Dropbox.  

3.2 Instructor 

The instructor was a female, with four years experience in teaching Greek as an L2. 
The instructor was both participant and observer and her role provided access to as a 
wide-range of data as possible. 

3.3 Social Technologies  

Participants utilized five social technologies throughout the course: wikis, blogs, Fa-
cebook, Google documents, and Dropbox. The use of all technologies is explained in 
the following sections. The instructor set up two class wikis, Greek4Practice wiki and 
Lexicon wiki. Wikispaces was employed for creating the course wiki because of its 
simple, user-friendly interface that allows page layout to be easily changed. It is free 
and password-protected, easy to create and update. It uses open editing functionality 
and lets users create unlimited internal wiki pages and links. Users can also add other 
multimedia features including images, audio and video files to support the content. 
Wikispaces is currently available in many languages, including Greek, which enabled 
students to develop their site in the target language. Basic functions within the wiki 
include file or picture uploading, editing, creation of links and view of the history of 
pages. Wikispaces also allows its users to monitor the activity of the wiki and com-
pare the differences between any two versions of the page.  

The instructor created a Facebook group in which all participants were invited to 
join. Only members of the group were able to see the group information and content. 
Students were allowed to freely post anything of their interest on the Facebook group 
and make comments using the target language.  

Following [4], the instructor set up one blog for the course, as it is more likely for 
classmates to interact with each other in one space. The blog allowed students to post 
and comment, upload material ant track the history of blog entries. For the instructor 
interface, the class blog tracked all posts and comments history.  

Google documents were developed for sharing material related to the course. The 
instructor created and shared a folder of Google documents with students, who were 
allowed to view and edit. Google documents allows users to share, open and edit the 
document simultaneously. The Google service also enables users to view the revision 
history, additions made to a document, with each author distinguished by color.  

Finally, all participants shared a Dropbox folder which included photos taken 
throughout the outdoor activities held. Dropbox enables all member of a shard folder 
to edit and re-post files. The version history is kept for 30 days.  
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4 Methodology  

The linkage between constructionism, social technologies and CALL and thereafter 
the generation of theory will emerge from the data collected throughout the intensive 
course of Greek described in the section above. This study’s horizon is to go in detail 
and in depth, despite the small sample. Throughout the intensive Greek course, the 
students are involved with social construction of artifacts within social technologies, 
including wiki, Facebook, Blogger, Google Documents and Dropbox.  

4.1 Data Collection 

The data was collected using a variety of methods: a questionnaire, in class observa-
tions and daily field notes kept throughout the course by the researcher-instructor, 
instructors’ and learners’ weekly reflective diary kept on the wiki. Interviews were 
also conducted which allowed us to elicit qualitative data about the process that  
participants followed within social technologies. 16 interviews (4 per student) were 
conducted aiming at capturing students’ overall impression and challenges of their 
learning process. A protocol was followed to explore students’ opinions on overall 
experiences throughout the course. Each interview lasted approximately 45 minutes to 
one hour. The interviews were tape recorded and transcribed verbatim. Finally, stu-
dents participated in a focus group which lasted approximately 30 minutes, and writ-
ten notes were taken during the focus group. Table 1 briefly describes the types of 
data collected. To triangulate the findings, the study also collected data by observing 
students’ activity within social technologies.  

Table 1. Overview of Data Collected 

Data Purpose 
Questionnaire Insight into students language and computer 

literacy 
Students’ Reflections 
 

Self evaluation of their activities outcomes 
and process adopted 

Instructors’ reflections Reflection of activities outcomes 
Instructors’ field notes Overview of the process adopted and activi-

ties held 
Interviews Reflection on activity process and outcomes 
Focus group minutes Overview of process adopted by the group 

4.2 Development of Code Scheme  

In order to become acquainted with the data, we first read all the data set thoroughly. 
This enabled us to acquaint a holistic view of the course development during analysis 
and take its context into account. Also, reading the course outline and profiles of the 
participants helped us to gather peripheral information about the course. Throughout 
this process, insights and ideas emerging from the data have been reported as memos 
within the Qualitative Research Software Nvivo. The purpose of this stage of analysis 
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is “to ensure that the theoretical ideas which have emerged in the first round of coding 
can be systematically evidenced in the data, thus addressing the validity of the  
research results” [36].  

In our code scheme, consecutive sentences that construct the same meaning  
are taken as one text unit and coded into a single code. This ensures that each coded 
segment captures the essence of described events in detail and it is still seen within  
its context [26]. The aim of this process is to classify and elucidate telling the story of 
the data [25]. A shortcoming of this approach is that the decision of what constitutes a 
meaning can be very subjective. To address this issue, we followed [26] approach, 
which developed a procedure as a guide for determining the unit of analysis. An inter-
coder reliability test with a sample of the data set revealed that two independent  
coders agreed on the segmentation in 81% of the cases.  

In the second step, we analyzed the data set within the Qualitative Research Soft-
ware Nvivo, extracting key words and themes observed. When we had a collection of 
themes and patterns that described the data, we sorted and grouped the codes and used 
them to develop the code scheme. Data was coded based on the target of an activity, 
for example when participants mentioned that they collected material from real situa-
tions in order to build their artifact within social technologies, we coded the segment 
under social technologies.   

In the third step, we examined the code scheme by sensitizing concepts from  
Papert’s theoretical framework [25]. This procedure was repeated iteratively, until a 
final code scheme was developed. Saturation was reached, when no new codes could 
be found and the data set could be sorted into the existing codes without any discre-
pancies. To make the code scheme as objective as possible, a codebook was devel-
oped, which clarified the description of the codes further. This codebook includes 
characteristics that distinguish the codes from each other and facilitates analysis 
process. To measure the inter-coder reliability, the codebook was given to another 
independent researcher who coded 10% of the data set. Cohen’s KAPPA was calcu-
lated to be 0.72 which according to [32] is considered to be substantial.   

5 Results/Discussion  

Over the two semester course (26 weeks), the four participants and the instructor 
made a total of 1096 edits on the first wiki and 2086 edits on the second wiki. On 
average, each participant made 219 edits on the first wiki and 417 on the second wiki. 
On the Facebook Group the four participants and the instructor made 301 posts and 
495 comments. On the blog a total of 26 posts and 40 comments were made and 1158 
files were uploaded by the four participants and the instructor in the shared Dropbox 
folder.  

5.1 Social Technologies as Social Construction Platforms  

In this section the code scheme that manifests the use of social technologies as social 
construction platforms or as “objects-to-think with” is presented. Overall, three cate-
gories emerged: exploration of ideas, construction of artifact and evaluation of con-
structed artifact.  
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Exploration of ideas 
Orientation: Text units which refer to setting up the goals of an activity, providing 
objectives for a specific task (often the instructor challenges the students to identify 
why a specific activity takes place and how it should be formed).  
Brainstorming: Text units which refer to making a list of ideas or content that could 
be used in the constructed artifact. Text units also refer to sharing notes and ideas 
within social network channels.  
Material exploration: Text units which refer to exploration and collection of material 
by taking photos from real situations that learners experienced and by searching the 
web. The issue of cultural information exchange is prominent here since students 
often conducted activities out of class in order to collect material.  
 

Construction of artifact 
Outlining: Text units which refer to translating material from English to Greek, map-
ping the main and supporting ideas (before moving to putting the ideas down). 
Editing material: Text units that refer to editing material, during the construction of 
the artifact. Editing material includes adding links and other multimedia material. 
Editing the material is rather a social than an individual task.  
 

Evaluation of artifact  
Revising: Text units which refer to the process in which the participant corrects pro-
duction-errors. Spell check and automatic correctors are used. Revising is rather an 
iterative than an instantaneous process.  
Peer reviewing: Text units which refer to peer reviewing the artifact in terms of or-
ganization, content and language usage. Comments were also employed for providing 
feedback within social technologies as a method for monitoring and evaluating a cer-
tain activity.  
Instructor reviewing: Text units which refer to the instructor reviewing the con-
structed artifact in terms of organization, content and language usage. 
Presenting/Publishing: Text units which refer to students presenting the constructed 
artifact to their classmates. Publication of the constructed artifact was done also via 
social communication channels (Facebook).  

In the following sections we report the three dimensions that manifest social con-
structionism. We structure our discussion around the aforementioned dimensions, 
along with the actions occurring within each dimension that indicate the manifestation 
of constructionism within social technologies.  

5.2 Exploration of Ideas  

The first stage involved orientation towards the tool and the idea. In this stage,  
goals and objectives are set and the instructor often challenges the students to take 
preliminary decisions for exploring their and other’s ideas. In the case of Papert’s 
constructionism within the LOGO environment learners contact free with the learning 
environment; however in the case of applying constructionism within social technolo-
gies the exploration of ideas facilitated by the instructor is a vital step in the process. 
During this phase, the instructor introduces the tool to the learners through tutorials  
 



564 A. Parmaxi et al. 

and step by step workshops. Students that participated in the course had difficulties in 
coping with the tools; however, the use of computer enabled them to enhance their 
language literacy:  

Fred 4th interview: When we started to work on wikispace writing, logging in 
and all those stuff I realized that it needs more practice because it is not easy 
as such. We need to go after links inside the wikispace and the good thing 
that I like in wikispace is that I realize that it helps a lot mostly when you 
write something in Greek.  

Students need to explore a great deal before gaining mastery of how the technology 
works. However, the task is engaging and carries students through the learning 
process: 

Nelson reflections: I really enjoyed this week, I learned how to put the voki 
in the lexicon, and I also learned a lot of things by adding new verbs in the 
link related to Nursing.  

A major theme in constructionism is that the computer is seen as a “carrier of  
cultural ‘germs’ or ‘seeds’ whose intellectual products will not need technological 
support once they take root in an actively growing mind” [23]. Taking this a step 
forward, social constructionism assumes that learners can socially exchange “germs” 
or “seeds”, throughout the brainstorming phase. In the framework of social construc-
tionism, learners interact and exchange material throughout social communication 
channels. Facebook has been used as a tool for listing resources related to a specific 
topic. As it is shown in figure 1, an orientation task has been set by the instructor on 
Facebook requesting from students to search for material related to a specific topic. 
Participants have been listing related material by posting comments with material 
related to the specific topic.  

The last action of this phase includes exploration of the material gathered, as well 
as out of class activities for photographing and collecting material in tasks that partic-
ipants decided to include material from real situations.  

 
 

 

 

 

 

 

 

 

Fig. 1. Screenshot of social brainstorming in Facebook group 
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5.3 Construction of Artifact 

Learners begin their construction experience by translating material from English to 
Greek and mapping the main and supporting ideas: 

Instructor’s reflections: Students tried to read the material they found sentence by 
sentence and with the use of the translator to understand the basic information be-
fore start working on their own material.  

Having the material understood, students move to more advanced commands. Students 
worked together in building an online dictionary which “can be shown, discussed ex-
amined, probed and admired” [23]. To this aim, during the exploration phase students 
focused in finding the topics that would be included and moved on in the construction 
phase, first by simple text editing and then by executing more complex actions such as 
picture uploading, adding plug-ins, videos, or other multimedia material (see fig. 2). 
Throughout this phase, learners are challenged to go through the artifact and enrich 
their computational and linguistic competences. The examples vary, but in each case 
learners practice in the use of language in a rich “object-to-think”.  

 
 

 

Screenshot 1: Lexicon page November 
17, 2012 

Screenshot 2: Lexicon page November 
18, 2012  

 

  
Screenshot 3: Lexicon page November 
23, 2012 

Screenshot 4: Lexicon page November 
23, 2012 

Fig. 2. Screenshots of the process of constructing the online dictionary 
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Participants viewed this process of constructing the artifact as highly iterative and 
powerful since learners had to involve systematically in problem solving and explain-
ing the constructed artifact to their potential audience: 

Saul 3rd interview: This procedure helps me because when you stick on doing 
something maybe you learn more. I have not been knowing how heart transplanta-
tion is called in Greek but I think I will not forget it, because when you look a cer-
tain word maybe once you can forget it easily but this one I will not forget it. I 
have just got it right now and many other words I have been working on.  

5.4 Evaluation of Artifact  

A central theme in constructionism is that “people seldom get anything exactly right 
on the first try” [23]. Within this framework, the construction of an artifact is seen as 
an iterative process that includes several modifications and revisions. The actions that 
participants followed in this stage include presentation of the constructed artifact to 
their peers either face to face or by publishing an artifact into social network channels. 
Participants during the presentation of their artifact receive feedback from their peers: 

Saul reflections: In class I tried to do my best in presenting my work on the 
wiki and from the mistakes that I made I learned the correct.  

Additionally, peers’ and instructor’s comments enable them to identify and correct 
their mistakes: 

Siraj 4th interview: In the blog we were discussing and exchanging views, so 
through those discussions we could see the mistakes of one another, written 
mistakes by reading through one another’s posts. 

Moreover, participants were monitoring the constructed artifact regularly, thus the 
evaluation of the artifact is seen as an iterative process. In the stage of revision, partic-
ipants moved back and forth within the constructed artifact, making iterations in terms 
of organization of material, content and language usage: 

Siraj interview: When I go to the Wikispaces I may write something wrong 
but after two or three weeks I go back and read through and I realize that I 
made a mistake. Maybe I did not know about that thing before and then I get 
to know. As I am passing through that text I see that I made a mistake and I 
correct it. And if I correct is not very easy to forget it.  

Additionally, the instructor often challenged participants by highlighting their mis-
takes within the wiki or by providing comments in Facebook. As participants were 
reviewing what they have written they were challenged to think till they find the cor-
rect answer:  

Instructor field notes: I tried to point out their mistakes on the wiki by hig-
hlighting incorrect sentences and also pointing out orally their mistakes. 

In social constructionism environment, students are not criticized for errors but are 
rather encouraged to proceed on, and build on their mistakes.  
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5.5 Role(s) Adopted by Students and Instructor  

Instructor’s role in the social constructionism framework can be marked as facilitator, 
supporter and reviewer. The instructor facilitates the orientation phase and reviews 
the constructed artifact. However, the instructor acts more as a member of the con-
struction team rather than a judge. To this aim, the instructor supports students emo-
tionally by giving advice and encouragement related to their progress:  

Instructor’s reflections: Remember that in every fight the first step is to believe 
in yourselves. What you have done so far proves your potentials.  

Students act primarily as active constructors and reviewers of the artifact. Typical-
ly, in a language class the aim is to memorize as much information as possible,  
however in the social constructionism platform learners are encouraged to focus and 
understand their errors and involve in the process of correcting them.  

6 Conclusion and Future Work  

The current study explored social technologies from the perspective of construction-
ism. The three dimensions that emerged along with the respective actions that accom-
pany each dimension reveal further dynamics of social technologies as social  
constructing platforms or in Papert terms “object-to-think”. A social constructionism 
action model that takes into consideration the dynamics of social technologies could 
be represented in the triptych: exploration of ideas, construction and evaluation of 
artifact. This triptych captures the actions that take place throughout the social con-
struction of an online artifact process. The learner is an energetic part of the whole 
process starting from exploration throughout the evaluation of the artifact. Peers and 
instructor are also involved in the process in multiple actions. The instructor acts as 
facilitator in orienting the ideas in the exploration phase; supporter for participants in 
the construction phase and reviewer in the evaluation phase. Peers are involved in co-
forming decisions in the whole process. Social technologies are an integral part of the 
process; however the essence of social constructionism lies in the artifact itself that 
produces understanding through construction of an explicit representation. 

In our view these actions provide a view of different aspects of how the construc-
tion of an online artifact manifests in practice. From the perspective of knowledge 
creation, the construction of an online artifact within social technologies allows learn-
ers to think and understand abstract scenarios by linking them with a tangible artifact. 
From the perspective of design, this paper views constructionism as a fertile ground 
for learners to experience the design of an online artifact not as learners but as design-
ers and researchers. Although we frame social constructionism within the limits of 
CALL, we believe that the emergent dimensions can serve future efforts to support 
learning, collaboration and problem solving.  

The results of this study reveal that social constructionism demands a series of ac-
tions, including orientation, brainstorming, material exploration, outlining, editing 
material, revising, instructor reviewing, peer reviewing and presenting. These actions 
are expected to supply designers, instructors, researchers and practitioners with a 
better understanding of the affordances of social technologies, leading to a new pers-
pective of their use. 
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We encourage future research to explore the validity and applicability of our code 
scheme in areas other than language. Moreover, an overall framework needs to be 
developed that will reveal theoretical and methodological aspects of social construc-
tionism. Taking into consideration the intertwined relationship between language and 
culture, further research will be conducted exploring whether cultural scenarios can 
provide an exemplary framework through which social constructionism can be im-
plemented. Finally, we seek for further studies that explore the components of con-
structionism in other environments and learning subjects, online or offline, which 
could result in its wider applicability as a means for enhancing knowledge.  

Future research could be conducted in applying social constructionism in social 
and 3D environments as well as mobile applications in order for learners to construct 
their “objects-to-think”. The framework and the actions that are described in this 
study may also inform several stages of research in HCI, enabling the analysis, de-
sign, development and evaluation process within a social environment following the 
aforementioned actions of social constructionism. Moreover, the actions that take 
place throughout social constructionism could inform designers to refine the devel-
opment of social platforms so as to facilitate the construction of online artifacts.  

From the perspective of practitioners, social constructionism can inform curricu-
lum design, materials development and classroom praxis. Research on the possible 
contributions of social technologies as social construction platforms is still in its in-
fancy. More research on different artifact types and different subjects could clarify 
aspects of constructionism and help create better pedagogical approaches for various 
instructional purposes.  
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Abstract. This study examines the work of usability specialists in a multiparty 
research project producing an open source learning application for children, 
with children. Children as a user group has been acknowledged decades ago and 
methods for involving them have been devised, but there is a lack of research 
examining what happens to children’s input in practice, when integrated with 
actual development. The paper contrasts the empirical findings with the existing 
research on the usability specialists’ roles and with the knowledge management 
literature on boundary spanning, which argues that for successful knowledge 
sharing and arriving at shared understandings there needs to emerge boundary 
spanners and boundary objects and a new joint field of practice within which 
the experts involved can collaborate. This paper argues for the boundary  
spanner position to be acquired by usability specialists. Instances of successful 
boundary spanning are described and conditions for successful boundary  
spanning are discussed.  

Keywords: Usability specialist, boundary spanning, boundary object, children. 

1 Introduction 

This study examines the work of human computer interaction specialists (HCI), 
whose work practice has been studied under the varying labels such as usability pro-
fessional [7, 13], usability specialist [4, 6], usability practitioner [25] and HCI practi-
tioner [12, 15]. Here, these experts will be called usability specialists [in line with 3, 
13], as this is a widely known and accepted job role in industry and there already is an 
association for usability professionals. This choice naturally makes usability as the 
main goal of their work, even though they may place their emphasis also or actually 
even more on usefulness or high quality user experience.  

However, even though the importance of usability specialists’ work has generally 
been accepted in the industry, there also are pertinent problems in their work. One of 
those has been their work of not having impact on the solution under development 
[e.g. 4, 7, 15]. Usability specialists, if not totally ignored, may be in informative or 
consultative roles, meaning that they may only be allowed to provide information or 
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to comment on predefined design solutions, without having decision-making power or 
ability to directly impact the design solution [15]. Also studies in open source soft-
ware development have shown that usability specialists, when trying to contribute to 
the development, tend to remain isolated and alienated and their work not necessarily 
having any impact on the actual solution [e.g., 1, 26, 27]. However, it is recommend-
ed that usability specialists should be in participative role, actively taking part in the 
design process, having decision-making power regarding the solution [15, 27] if  
not acting as the designers having authority to make the important design decisions 
concerning the product quality [e.g. 8].  

This paper will examine what kinds of roles usability specialists adopt in multi-
party, distributed IT development settings. The case inquired in this paper is a  
multiparty, distributed research project developing an open source application for 
children, with children. This study thus truly represents a multicultural setting for 
HCI: the project participants are located in different countries, working in different 
organizations (companies or universities) and represent different disciplines (infor-
mation technology, human computer interaction, educational science) and genera-
tions. Children, i.e. the future users of the application, are important participant 
group who possess valuable knowledge on what being a kid entails [11] that should 
be utilizable during the development, among other expertise. Although there has 
been extensive research interest in the means enabling children to take part in IT 
development [e.g. 10, 24], there is a lack of research on the participation of children 
in large-scale multiparty development efforts. The literature on global, distributed, 
open source and multiparty development efforts reveals that nowadays there might 
be multiple organizations, professions, areas of expertise, disciplines, and nationali-
ties involved in IT development, making collaboration challenging [1, 5, 19, 21, 22, 
26]. To make sense of the work of the usability specialists in such a complex set-
ting, indeed involving multiple organizations, professions, areas of expertise, dis-
ciplines, nationalities as well as generations, we will rely on theoretical framework 
on boundary spanning [22]. This framework maintains that to be able to successful-
ly span the boundaries of different organizational and professional settings, there 
needs to be people acting as boundary spanners as well as common, shared objects 
acting as boundary objects [22]. The conditions for such to emerge are discussed in 
this paper. 

The paper is structured as follows. The next section discusses the existing body 
of knowledge related to the work of usability specialists, pinpointing areas in need 
of future study. The existing categorizations of usability specialist roles are dis-
cussed and the theoretical framework of boundary spanning is introduced and com-
bined with the role repertoire presented. The third section introduces the empirical 
case of this interpretive case study as well as the research methods used in relation 
to studying the case. The fourth section presents the empirical findings, the fifth 
section discussing their implications and limitations as well as paths for future 
work. 
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2 Theoretical Framework 

Even though user interface design has aroused researchers’ interest already during 
1980s, empirical studies on the work of usability specialists are more recent. During 
2000s, there has been increasing interest in this topic. Gulliksen and his research 
group have reported numerous studies, mostly concerning public authorities in Swe-
den [e.g. 3, 12, 13], while Iivari has analyzed usability specialists work practices in 
product development in Finland [15, 16]. These are qualitative inquiries on the matter, 
but there is also some survey research carried out [6, 12, 37]. Moreover, one can iden-
tify recent HCI journal issues empirically addressing usability work in organizations 
(see e.g. Interacting with Computers 18(4), International Journal of Human-Computer 
Interaction 21(2), International Journal of Technology and Human Interaction 5(3)). 
Furthermore, there also are some studies addressing usability specialists’ work in 
recent development settings such as in distributed open source software development 
[e.g. 26, 27], reporting on usability specialists’ ways of working when face-to-face 
contact is impossible. However, the literature remains silent of multiparty develop-
ment efforts, where there are numerous stakeholder groups with which usability spe-
cialists have to cooperate. On one hand, the HCI literature has touched upon the issue 
in the sense that it maintains that usability specialists have to act as usability cham-
pions and evangelists inside their organizations and try to seduce and convince nu-
merous stakeholder groups, i.e. developers, managers, sales, marketing and documen-
tation, to buy into usability [2, 8, 13, 15, 16, 25, 37]. On the other hand, the literature 
on multiparty IT development efforts reveals that there nowadays are parties from 
numerous organizations and even countries involved, representing different kinds of 
areas of expertise: not only technology, marketing and business, but also strategy, 
manufacturing, education, curation, meteorology etc. [5, 19, 20, 21, 22]. In this kind 
of a design team collaboration is a true challenge [e.g. 20].  

2.1 Usability Specialist Roles  

There already are studies that have defined a set of roles for usability specialists to 
adopt during development. Iivari [15] has identified four of those: informative, con-
sultative, participative and designer roles. In the informative role, usability specialists 
provide information to developers about users based on their empirical studies con-
cerning the actual or potential users or on their general state-of-the-art HCI know-
ledge [15, 16]. However, this role is problematic as it does not necessarily have any 
effect on the actual design solution [15]. In the consultative role, usability specialists 
provide feedback to the already made design decisions, again either relying on the 
user feedback gathered through empirical evaluations or on the expert evaluations 
utilizing the general HCI knowledge [15, 16]. This role may not have any impact on 
the actual design solutions either and another problem is that this role may position 
usability specialists as police, only pointing out negative issues that may hinder their 
possibilities to have any impact even more [15]. In the participative role, furthermore, 
usability specialists are accepted as active participants in the design process, having 
some decision-making power regarding the solution among the other team members 
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[15, 16]. In this situation usability specialists indeed can contribute, but it is a  
challenge to involve a usability specialist in every relevant design situation [15]. 
Moreover, in the designer role, usability specialists are given the authority to make 
the important design decisions concerning the product quality based on their expertise 
[3, 8, 15, 16]. However, this may actually remove the job role of the usability special-
ist altogether that has also proven out to be problematic as in the situation in which 
every designer should be also an expert in usability; usability may end up in being 
taken care of by nobody [15].  

Finally, also a facilitator role has been identified in the HCI literature [4, 7, 13, 16, 
17, 30]. Either it is emphasized that usability specialists should orchestrate design 
session and facilitate collaboration among developers and users [4, 7, 13, 16, 17, 30] 
or usability specialists are positioned as evangelists that should advocate usability 
inside their organization even more broadly, targeting the management, sales, market-
ing and documentation [2, 8, 13, 15, 16, 17, 30, 25, 37]. The developers, in particular, 
should perceive usability specialists as team members and allies [25, 37], but also the 
other stakeholder groups should be addressed [2, 8, 25, 37].  

2.2 Usability Specialists as Boundary Spanners 

In multiparty design teams, in which there are experts representing different discip-
lines, professions, organizations and nationalities cooperating, it has been reported 
that communicating, collaborating, and arriving at shared understandings are very 
challenging [5, 19, 20, 21]. However, knowledge sharing and the creation of shared 
understandings are also postulated as vital for successful multiparty design teams. For 
these reasons, in addition to the existing HCI literature on the work practice of usa-
bility specialists, this paper relies on the theoretical framework on boundary spanning 
[22], which focuses on a successful knowledge sharing.  

Within this framework, important is the emergence of boundary spanners, boun-
dary objects and a new joint field of practice, within which the agents involved can 
share knowledge [22]. The emergence involves that the boundary spanners achieve at 
least a peripheral understanding of each involved practice as well as legitimacy as 
negotiators on behalf of the parties whose interests they are attempting to represent. In 
addition, they need to transform their own practices so that they accommodate the 
interests of the other parties. [22] They also need to create and use boundary objects, 
which in turn need to attain local usefulness and common identity from the viewpoint 
of each involved party [22, 29]. The boundary objects may be existing ones or they 
may be created or modified by the boundary spanners specifically for the purposes of 
boundary spanning [22]. 

Boundary spanners and particularly boundary objects have been extensively dis-
cussed in the literature and shown to contribute to knowledge sharing and to the de-
velopment of shared understandings among various experts [20, 22, 23, 29] as well as 
to mobilizing for design action and to legitimizing design knowledge [23]. While 
boundary objects are not the main focus of this paper, they will be touched upon in 
the empirical analysis. The notion of boundary spanners, on the other hand, will spe-
cifically be used, to give more depth to the analysis of the roles assigned for usability 
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specialists. It will enable making sense of how usability specialists can act as facilita-
tors in a distributed multiparty design team: how they can enable knowledge sharing 
and the creation of shared understandings among the various experts. According to 
Levina and Vaast [22], this involves 1) gaining at least a peripheral understanding of 
each involved practice; 2) gaining legitimacy as negotiators on behalf of the fields 
whose interests they are trying to represent 3) transforming their own practices so that 
they accommodate the interests of the other fields; 4) producing boundary objects, 
which need to gain local usefulness and common identity from the viewpoint of each 
involved practice. With this analytic lens, the empirical case will be examined.  

3 Research Design 

The case examined in this paper is a research project that develops a learning applica-
tion for children, with children. The overall idea for the application came from re-
searchers within the field of educational science, and the justification for the specific 
features of the application are derived from educational science research. These re-
searchers had earlier been involved in creating an initial version of this application 
and this project was to produce an enhanced version of it. The other parties—IT ex-
perts, usability experts, and additional educational science experts, representing dif-
ferent research institutions and two IT companies—became involved in the project 
ideation later on. The project participants were located in four countries, two IT com-
panies, and five research institutions; the children involved were from numerous 
schools and kindergartens from different countries.  

The project was to last for three years. The first year was about specifying the re-
quirements for the forthcoming application and designing the application, including 
both educational, usability and software design. The second year was to be mainly 
about implementing the application, while the third year was to be about evaluating 
the application from the viewpoint of project goals. The contribution of the usability 
specialist was significant especially during the first year of operation on which this 
analysis will concentrate. During the first year, work related to following aspects was 
to be carried out: requirements specification, usability and design. In addition, devel-
opment work was to begin during the last two months. The work was distributed and 
involved multiple project partners. The project partners extensively relied on email 
and a shared data repository for knowledge sharing and communication. In addition, 
video conferencing and voice chat solutions were used and two face-to-face meetings 
organized during the year. The responsibility of the work to be carried out was a 
shared responsibility of multiple partners of different disciplinary backgrounds, work-
ing in different institutions and countries. For all major project deliverables, however 
one specific institution was nominated as the responsible leader. 

The usability specialists had as their task to take care of usability and child-
centeredness. They worked extensively with children during the year. Numerous 
children were involved in two different countries. The work involved different 
kinds of experiments connected with evaluating certain design ideas, empirical user 
testing, paper prototyping with children, interviews, observation, and different 
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kinds of design sessions [see e.g. 10, 11, 24]. The children acted as testers, infor-
mants, and design partners [see 10], drawing, talking to researchers, using the earli-
er version of the application or the new version presented as a paper prototype, and 
playing games or creating prototypes of the application of art craft materials, among 
other activities.  

This paper reports an interpretive case study on the work of usability specialists in 
this multiparty, distributed open source development effort [see e.g. 18, 31]. In this 
study, in line with Klein and Myers [18: 69], it is assumed that “our knowledge of 
reality is gained only through social constructions such a language, consciousness, 
shared meanings, documents, tools, and other artifacts” and the study does not try to 
identity independent and dependent variables, but instead to understand the complex 
case and human meaning making in it in more depth. My role can be characterized as 
“involved researcher” – I had a direct personal stake in the outcomes and interpreta-
tions, but on the other hand I was able to get a direct sense of the field from the inside 
[31]. I was involved in the project already during the funding application preparation 
and I acted as a manager and supervisor of more junior researchers working on the 
project. Therefore, I acted both as a participant and as an observer in the project. I 
represent one of the usability specialists in the case. 

The research material consists of documentation produced during the project. The 
material consists of official project documents, project deliverables (of particular 
interest are the requirements specification and design documents), different kinds of 
memos and unofficial documentation (e.g., different kinds of sketches, scenarios and 
drawings) and email correspondence among the project participants. The documenta-
tion was created independently of my research interest for the purposes of the project, 
but they were collected to form the research material to be examined.  

During data analysis, I first reviewed the project activities from the viewpoint of 
usability specialists: I identified the instances in the empirical material that could be 
connected with their role in the development. After collecting this huge amount of 
evidence together, I started to make sense of it within the analytic framework devel-
oped. I identified the boundaries that needed spanning in this case. Levina and Vaast 
[22] consider organizational and professional boundaries which apply quite well to 
the usability specialists’ interaction with the educationists and developers in this case. 
Afterwards, I identified successful cases of boundary spanning: I looked for situations 
in which the usability specialists had succeeded in facilitating collaboration and 
knowledge transfer across the identified boundaries – the identification was based on 
actual evidence of the impact of the usability specialists’ work or on the other parties 
acknowledgement of the usability specialists success in creating a new joint field of 
practice where the experts successfully shared knowledge and created shared under-
standings. After identifying such cases, I also gathered data on whether the usability 
specialists had aimed at 1) gaining at least a peripheral understanding of each in-
volved practice; 2) gaining legitimacy as negotiators on behalf of the parties whose 
interests they are trying to represent 3) transforming their own practices so that  
they accommodate the interests of the other parties; 4) producing boundary objects 
that have local usefulness and common identity from the viewpoint of each involved 
practice.  
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4 Empirical Insights 

In this section two differing types of successful boundary spanning will be presented. 
In the first type the usability specialists succeed in influencing the designs and proto-
types created by the educationists and the developers, making them to integrate into 
their work objects issues that the usability specialists considered important after work-
ing with children. In the second case, the usability specialists succeed in facilitating 
shared understandings among the educationists and the developers related to specify-
ing the software requirements for the project, the other parties thanking the usability 
specialists as a useful ‘link’ between the developers and the educationists.   

4.1 Usability Specialists Impacting the Educationists’ and the Developers’ 
Work Objects  

As mentioned, the usability specialists used different kinds of methods for working 
with children, i.e. with the future users of the application. The children took part as 
informants, testers and design partners [10], Through all the usability activities, one 
can conclude that the usability specialists become relatively well informed of their 
users. The usability specialists also seriously tried to take into account that they were 
working with children, carefully planning all their sessions with children, including 
play and singing, for example: “We implemented the program as planned. As a start 
and addition, [a usability specialist] sang with the children a [song] to remind the 
children who we were.” (Usability specialist, memo) 

The educationists started the project work by identifying requirements for the ap-
plication. First they sent their ideas through email, but soon they captured them into a 
lengthy PowerPoint presentation on the matter. Afterwards, they started to capture 
their ideas into hand drawn scenarios of use. Later on, they delivered the requirements 
in a table format. All these requirements documents were sent to the other project 
partners through email. Especially the educationists wished for the developers’ feed-
back to the ideas presented, while also the usability specialists were free to comment.  

The usability specialists, on the other hand, started planning their empirical work 
with children. Before carrying it out, they asked for input from other parties. The 
educationists hoped for children’s feedback to some icons and design ideas as well as 
children’s ideas relating to some features planned for the application. Based on their 
empirical work with children, the usability specialists informed the other parties of 
their results. They also created two formal project deliverables: Usability Require-
ments and Usability Design. The first one described the evaluation results concerning 
the earlier version of the application, user feedback to some initial design ideas of the 
educationists as well as children’s own ideas and designs. The usability specialists 
had also carried out expert evaluations on the earlier version of the application and on 
the scenarios, the results of which they presented as well as some general state-of-the-
art HCI knowledge on interaction design and children. The Usability Design  
document, on the other hand, described the screen contents, the functions available, 
possible user actions and system responses. All in all, the usability specialists were 
positioned in informative, consultative and designer roles, as they were providing 
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information and feedback to the other project parties as well as making important 
design decisions themselves [see 15]. 

The educationists, then again, created their own Educational Requirements and 
Educational Design deliverables. The usability specialists had taken the educationists’ 
scenarios as a basis and evaluated and refined them together with children, based on 
which they had created their usability design. The educationists, however, had contin-
ued their work with the scenarios; hence, those that the usability specialists had eva-
luated were not the most current ones anymore. The educationists had then based their 
designs on the refined scenarios that neglected some of the results of the usability 
specialists’ work. While producing their documents, neither party carefully examined 
the other party’s documentation to prevent conflicts and overlapping work. Instead, 
both parties, when delivering their documents, mentioned that there might be some 
overlap between their and the other party’s documents, and asked others to check that. 
Unfortunately, the educationists’ and the usability specialists’ design documents were 
scheduled to be delivered at the same time, even though the usability specialists doc-
ument was expected to create ‘usability on top’, which naturally was impossible as 
they did not have the educational design at hand when creating their own design. 
These two designs ended up in being in conflict with each other and the educationists 
and the usability specialists had to negotiate the designs (adding the participative role 
to the usability specialists’ role repertoire [see 15]).  

The usability specialists critically reviewed the educationists’ design from the 
viewpoint of children and pointed out, based on their empirical data, many issues that 
should be modified to better suit the target user group, e.g.: ”We are wondering here 
together with [another usability specialist] why the user interface for the younger age 
group has been done anew and our findings from last spring neglected? In the 
project, feedback was gathered and ideas generated based on the scenarios produced 
[by the educationists]. Now it seems that this feedback has been ignored but instead 
the work has been continued based on the own scenarios (for instance the door, 
house, and the pictures of (…) and (…) children have been left out …). I would say 
that one should prefer already evaluated designs.” (Usability specialist, email)  Brief-
ly related to some central functional elements (…) 1) House and home in general was 
a central and important element for the 5 to 6 years old and it should be kept in the 
main menu. (…)The [tutor] should also be kept in the same place, for instance in the 
upper right corner. (…) the same place in every screen was found to be good for 5 to 
6 years old in the prototyping; (…)” (Usability specialist, email) 

Related to the many of the suggestions, the educationists made changes to their de-
sign documents. However, this did not happen related to all suggestions, instead the 
educationists referred to certain project goals or to their authority to settle the educa-
tional aspects when keeping certain issues as they were. The educationists and the 
usability specialists sent their design documents to each other and exchanged numer-
ous emails on the matter. In addition, the usability specialists created a document 
called a List of concerns, in which they in a table format listed all the problems they 
identified from the educationists’ design. In addition to the issues that according to 
the usability specialists were to be changed in the educationists’ design due to their 
user data, the usability specialists also identified unclear or inconsistent issues from 
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the document. Afterwards, the educationists made some changes to their designs, but 
ignored other issues. They listed their responses in the List of concerns document, 
pointing out what they had changed, what they hadn’t changed and reasons for the 
decisions, marking their response in a different font color. 

The developers also received the usability specialists’ requirement and design doc-
uments. The developers seemed to value those, especially some documents that were 
produced before creating the formal project deliverables on the matter. An informal 
Usability Requirement document, which the usability specialists started by graphical-
ly outlining the possible use cases of the application, was thanked: “UI group re-
quirements will be sent later (remark: [a usability specialist] sent within [software 
requirements] writing process …), extremely helpful for getting use cases).” (Devel-
oper, memo) In addition, a developer reminded other project parties related to the 
initial Usability Design document: “[A usability specialist’s] students have sketched 
quite detailed design for [parts of the application]. It is based on your scenarios and 
have been usability tested (paper prototyping) with 5-6 years old children. The stu-
dent group has made magnificent work! (…) I hope you can continue from that. (Just 
to remind to make sure that you are not doing overlapping work)” (Developer, email) 
The developers were not very happy with the adopted waterfall development model 
but instead relied on the development of prototypes, into which they integrated the 
usability specialists design as soon as it was sent: “The project is following waterfall 
model where only one cycle from requirements analysis to design, to implementation, 
and finally to testing and experimenting is done. (…) Thus, our process is far from 
ideal in a research project where results are unclear beforehand. (…) We have tried 
to overcome this limitation by using different process and schedule internally (…). 
For example, we have already built prototypes and framework for (…) user interface, 
and produced an initial user interface design. We will then modify those according 
 to the requirements and design when the corresponding documents are ready.”  
(Developer, email) Thus, the usability specialists’ initial usability design became 
implemented very fast into the developers’ prototypes. 

4.2 Usability Specialists Facilitating Shared Understandings in the Design 
Team  

The usability specialists also facilitated shared understandings among the design team 
during some occasions. For instance, in a situation in which a developer needed to 
know the maximum amount of files a child should be able to save during a use ses-
sion, first an educationist replied, giving the answer from the perspective of educa-
tional science research, but also indicating that the question actually belongs to the 
field of the usability specialists. A usability specialist replied, indicating that studies 
with children should be carried out to be able to answer the question, but offering still 
some initial guesses. On the other hand, she also indicated that there is not only the 
question related to the amount of files to be saved, but also a question of versions as 
the idea was that children should be able share files as well as to continuously update 
them. The question of how to represent these versions to children should be  
considered. Additionally, she pointed out that handling this could be a nightmare for 
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developers but anyway this was a logical problem that had to be solved. Here, the 
usability specialist reflects on her knowledge gained through working with children as 
well as indicates how these kinds of questions are dealt with by usability specialists, 
i.e. by empirically inquiring them. Interesting is that the usability specialist also  
started to consider the question from the viewpoint of versions and even from the 
viewpoint of coding – clearly indicating she had some understanding also of the  
developers’ practice, not only of that of HCI.  

Another case during which the usability specialists were acting as facilitators  
between the worlds of developers and educationists was when producing software 
requirements. There was a formal project deliverable related to which extensive col-
laboration between the project parties and different disciplines was expected. One 
educationist was, though, positioned as responsible for this deliverable. However, it 
was very difficult for her to gain input for this document from the project partners. 
The educationist sent numerous emails requesting other parties to contribute. Finally, 
other educationists sent some user characteristics descriptions, asking: “I am very 
unsure what else you need. Could you please specify?” (Educationist, email) A devel-
oper informed her: “There are no requirements at the moment. So, we know who our 
users are, but not what to do with them or for them. (…) The document should be such 
that it could be given to a person who has not participated in the project and he could 
start to design or implement the (…) functionality based on the detailed requirement 
descriptions.” (Developer, email) The educationists were expected to produce the 
main part of the document, i.e. the functional requirements. They had created their 
Educational Requirements deliverable and also an early version of Usability Re-
quirements document sent by a usability specialist was available. In addition, the 
educationists had a template provided by the developers, even though the developers 
criticized the template as being too formal for the purposes of this kind of a research 
project and warned of not producing useless content just for the sake of it: “I was not 
sure if that level of formality was needed in a research project (…) I have suggested 
that the sections with non-relevant information and empty content (mainly those non-
functional requirements) can be omitted. (…) I see no practical reason to generate 
dummy content if it does not serve research purposes.” (Developer, email) 

The educationists, based on the information presented above, specified the re-
quirements and sent the document to the other project partners to comment. At this 
point of time a usability specialist critically reviewed the document. She pointed out 
that the document confused design solutions with software requirements as well as 
missed some things that are usually included in software requirements documents. 
There emerged a lengthy discussion between the project partners concerning this mat-
ter, the educationists pointing out that they were not educated for creating this kind of 
documents. The developers criticized the division of work that had led to this situa-
tion; all project parties agreeing that the division of work should have had been dif-
ferent: “So, the deliverables were originally meant to be written by non-software 
professionals/researchers. We (SW persons) have participated in many video confe-
rences and physical meetings where the requirements were discussed. However, it 
was not exactly clear to us what non-software people really wanted software to do, 
nor we had enough time to decipher that.“ (Developer, email). A usability specialist 
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offered to go through the document with her team and to improve it. The project par-
ticipants happily accepted the offer: “The project plan (…) was as argued by [a de-
veloper], mostly constructed by non-software focused people, who created the entire 
research idea. We [the educationists] only had some tiny little background experience 
on developing the (…) application. We were not familiar enough what a project like 
this could bring in front of our eyes. (…) [The usability specialists] are working on 
[the software requirements document] and trying to find a consensus with [the educa-
tionists] in the software requirements” (Educationist, email). At this time, the educa-
tionists thanked the usability specialists as a highly useful “link” between them and 
the developers. The usability specialists later delivered the Software Requirements 
Specification document for other parties to review. The educationists went through 
the revised document and modified it further. Also a developer commented on some 
requirements and priorities. Afterwards, the educationists informed that they had 
checked the priority ratings when finalizing the document. All in all, this incidence 
again shows that the usability specialists possessed not only understanding of HCI, 
but also of software engineering and through their work, they clearly helped the  
design team to move towards a shared understanding of the software requirements.  

5 Discussing the Conditions for Successful Boundary Spanning 

The framework utilized in this paper maintains that to be able to successfully span the 
boundaries between diverse organizations and areas of expertise, there needs to be 
people acting as boundary spanners as well as common, shared objects acting as 
boundary objects [22]. Two forms of successful boundary spanning were identified 
from the case: 1) the usability specialists informing the educationists and the develop-
ers about their user data and succeeding in impacting the actual application design, 
there emerging a new joint field of practice between the usability specialists and the 
educationists or between the usability specialists and the developers, within which 
these experts could share knowledge and arrive at shared understandings about the 
appropriate application design; 2) the usability specialists facilitating shared under-
standings among the design team, all parties taking part within the new joint field of 
practice within which they could arrive at a shared understanding of the software 
requirements. In both cases a new joint field of practice emerged for the usability 
specialists, educationists and developers, but not involving the children. All these 
instances involved also the use of certain kinds of objects that succeeded at least par-
tially to act as boundary objects that gained local usefulness from the viewpoint of 
each involved practice and that ultimately succeeded in transferring knowledge  
across the boundaries. Next, the findings of this study are discussed in relation to the 
conditions of successful boundary spanning as described by Levina and Vaast [22]. 

1) Gaining at least a peripheral understanding of each involved practice; This 
refers to the usual usability specialists’ activity involving field studies and empirical 
evaluations together with the actual or potential users. In this case, the usability spe-
cialists interviewed and observed children, carried out different kinds of empirical 
evaluation sessions as well as organized several design sessions. Through all this 
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work, one can say that the usability specialists likely gained at least a peripheral un-
derstanding of children: their needs, skills and preferences relevant from the view-
point of the forthcoming application. On the other hand, the usability specialists also 
succeeded in showing that they possessed some IT skills and education, as they indi-
cated of knowing how software development ought to proceed with associated docu-
ments (use cases. software requirements) as well as what is involved in designing 
software (cf. the versioning problem). This likely has happened already though their 
education, as usability specialists are many times educated in some sort of an IT de-
partment that includes also other courses than HCI. This enables the usability special-
ists to have at least a peripheral understanding of the practice of the developers, too.  

The educationists were likely the most exotic group for the usability specialists in 
this project but no specific effort was placed on understanding their practice. Of 
course, some insights were gained almost naturally during the whole year of collabo-
ration. The educationists sent the educational requirements material and wishes for 
the usability specialists’ empirical work with children soon after the project started. 
Later on, more formal Educational Requirements and Design documents were sent 
and through those the usability specialists could again educate themselves. However, 
if aiming at adopting the boundary spanner position in multiparty IT development 
efforts, this is one place for the usability specialists to improve their practice: to con-
sciously try to gain at least a peripheral understanding of each involved practice, not 
only of that of the users, straightaway when the collaboration is to begin. 

2) Gaining legitimacy as negotiators on behalf of the fields whose interests 
they are trying to represent: The main responsibility of the usability specialists is to 
‘represent the users’, the ignored group in systems development and computer science 
[9]. However, related to ‘representing the users’ there is a wide-spread problem of 
usability specialists not having any actual legitimacy to act as these ‘representatives’, 
as users usually are not even aware that there is this kind of a specialists group in the 
development speaking on behalf of them [16]. This applies especially in the product 
development context, in which users are not working inside the same organization or 
inside a specific customer organization for which the solution is developed; in these 
cases users might even be aware of usability specialists and their representation work. 
In the case examined in this paper the children did not see the usability specialists as 
their representatives in the development, as this would have involved an explicit effort 
of informing the children of that matter that did not happen. Moreover, the developers 
and the educationists were not informed of the position of the usability specialists as 
boundary spanners either, due to which the developers or the educationists unlikely 
viewed the usability specialists as negotiators trying to represent their interests. On 
the other hand, the educationists independently pointed out that the usability special-
ists were equipped to act as a link between them and the developers that indicates that 
this kind of role was still given to the usability specialists, therefore granting some 
legitimacy to their work, nevertheless. Despite that, more explicit positioning into this 
role is needed. Usability specialists should also become better informed of those 
whose needs they are to represent and on behalf of whom they are to speak. 

3) Transforming their own practices so that they accommodate the interests of 
the other fields; The usability specialists have a repertoire of usability methods to use 
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when carrying out their work. Related to children, there also is a body of work pub-
lished on the matter [see e.g. 10, 24]. Related to working with children, furthermore, 
the usability specialists placed extra effort on finding suitable ways of engaging the 
children and for creating a nice atmosphere for the joint sessions. Likely this contri-
buted to the success of the design and evaluation sessions in which valuable feedback, 
insights and design ideas were gained concerning children and the application. On the 
other hand, the usability specialists seemingly also tried to please the developers, e.g. 
through including some notations widely used by the developers (i.e. the use cases). 
No specific evidence related to the usability specialists trying to transform their own 
practice to better suit the interests of the educationists was encountered, however, if 
not counting the educationists being allowed to express wishes for the empirical work 
to be carried out by the usability specialists with the children. 

4) Producing boundary objects, which need to gain local usefulness and identi-
ty from the viewpoint of each involved practice; In this case there were some ob-
jects used that can be argued of having gained local usefulness and common identity 
from the viewpoint of several parties. These objects were the Usability Requirements 
and Usability Design documents, the List of concerns created related to the conflict-
ing designs produced, some emails negotiating the conflicting designs and the  
Software Requirements Specification document. The Usability Requirements and 
Usability Design documents were thanked by the developers as providing useful in-
formation. It might be that especially the use cases presented in the Usability Re-
quirements document helped the developers in their work and made them to thank the 
usability specialists’ documentation. On the other hand, the Usability Design docu-
ment, describing the screen contents, available functions, possible user actions and 
system responses, enabled the developers to finalize their early prototypes and for that 
reason proved out to be highly useful as well. At that point the developers, due to 
their preference on early prototyping and iteration, needed as exact specifications as 
possible and the usability specialists succeed in providing such during a convenient 
time. The design documents provided by the educationists and the usability specialists 
later on contained the same information, while they were delivered too late from the 
viewpoint of the prototype development. In addition, the Educational Design docu-
ment; even though very extensive description was not very exact on all details that 
might have made it less useful for the developers. All in all, one can conclude that the 
quite traditional usability specialists’ documents were appreciated in this case by the 
developers. The results are also in line with studies that argue that the developers 
value redesign proposals and elaborate problem descriptions [14], even though in this 
study the documents did not only present usability problems and their redesign  
proposals, but also totally new requirements and designs. Nevertheless, the design 
provided by the usability specialists was very concrete and directly utilizable by the 
developers, which has been reported of being valued by developers [14]. In more 
theoretical terms one can argue that these boundary objects succeeded in transforming 
design knowledge between two different worlds and mobilized for design action, i.e. 
they enabled the developers to progress along the design path [see 23]. 

The educationists and the usability specialists did not utilize each other’s documen-
tation as should have been the case. When finalizing their design documents, both 
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parties mentioned that there might be some overlap between these design documents. 
It seems that those documents were mainly used for legitimizing the design know-
ledge of the each party [see 23], not for creating shared understandings. These design 
documents therefore cannot be conceptualized as boundary objects transferring know-
ledge between these two practices, while one can say that the detailed emails on the 
matter and the List of Concerns document that both parties modified acted as such 
and enabled negotiating the design on a detailed level. In both cases, the descriptions 
were sent back and forth, each party adding comments and modifying text. These very 
mundane and rather dry and abstract textual descriptions served as boundary objects 
in this case. They enabled negotiating the designs at detailed level and exchanging 
opinions before reaching a consensus. They evidently allowed finding a common 
language across these different social worlds as well as acceptable common solutions 
[see 23]. These kinds of mundane tools, e.g. email messages and word processing 
software documents with tables and multiple font colors, were successful in this mul-
tiparty design effort. The main requirements for such boundary objects may be easy 
modifiability and support for negotiations involving multiple voices. The lack of con-
text in these descriptions necessitated, however, more lengthy descriptions that would 
have been the case if the comments had been added to the design documents itself. 
Additionally, numerous advanced groupware systems would have been available to 
support this task, but were not considered in this project. 

The Software Requirements Specification document, furthermore, enables an inter-
esting analysis of the collaboration between these three parties. One of the usability 
specialists critically reviewed the document, pointing out many unclear issues, con-
troversies as well as design solutions that should have been avoided at this point of 
time. The usability specialist also revised the document. At this point the position of 
the usability specialists as a link between the developers and the educationists was 
pointed out. Afterwards, the educationists critically reviewed the document and made 
their own modifications, not accepting all suggested by the usability specialists. In 
addition, the developers entered the discussion by requesting prioritization of the 
requirements and some progress was also achieved. While the template for software 
requirements specification as such was not perfect and a software requirements speci-
fication document, altogether, is not recommended to be used as a boundary object in 
multiparty projects, it, and maybe its limitations as well, enabled the usability special-
ists to acquire the facilitator position in the project, translating the educationists’ ideas 
into more formal language and at the same enabling the developers to relate the de-
scriptions more easily to their own specifications. A joint effort relating to defining 
the requirements is suggested also for other multiparty efforts, while there clearly is a 
need for boundary spanners, be they usability specialists or other kind of experts, to 
create a joint field of practice within which different parties can express themselves in 
their own language while at the same time somehow make their language, or at least 
allow others to transform their language, understandable to the other parties. In this 
kind of a situation a facilitator is needed to make sense of the requirements and to 
enable the different parties to comment on and to negotiate further the requirements. 
The boundary objects supporting this work would thus need to promote shared repre-
sentational means among the participants and to transform diverse design knowledge 
towards a common solution [see 23].  
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6 Conclusions 

This paper empirically examined what kinds of roles usability specialists adopt in 
multiparty, distributed IT development setting sand contrasted the empirical findings 
with the existing research on the suitable roles for usability specialists to take in the 
development and with the theoretical framework on boundary spanning [22] that out-
lines the conditions for successful knowledge sharing and arriving at shared under-
standings in collaborative settings involving numerous organizations, disciplines, 
areas of expertise and nationalities [5, 19, 21, 22], and maybe even generations [10]. 
The paper argues for HCI research to acknowledge that it would be useful for usabili-
ty specialists to view themselves as boundary spanners, facilitating knowledge sharing 
and arriving at mutual understanding among multiparty design teams, involving at 
least users and developers in addition to usability specialists, as well as possibly sales, 
marketing, management and documentation [2, 4, 7, 8, 13, 15, 16, 25, 28] and perhaps 
even numerous other areas of expertise, disciplines, nationalities and generations  
[5, 10, 19, 20, 21, 22, 24, 26]. 

Theoretically, this paper shed light on the role repertoire usability specialists rely 
on in IT development. Findings from knowledge management research were utilized 
for scrutinizing and enriching the usability specialists’ role repertoire. The data 
showed that the informative, consultative, participative and designer roles were all 
adopted by the usability specialists in the case project [in line with e.g. 3, 13, 15, 16]. 
The usability specialists were providing information about users based on their empir-
ical work with children and on their general state-of-the-art HCI knowledge, as well 
as offering both empirical user feedback and feedback based on their expert evalua-
tions [see 15]. They were also allowed to produce their Usability Design, offering 
them the designer position, while the later negotiations with the educationists settled 
them more into the participative role, acting as active participants, having some deci-
sion making power among other design team members [see 15]. Regarding the facili-
tator role, furthermore, even though the usability specialists were not orchestrating 
joint design sessions in which the developers and the educationists collaborated with 
the children [see 4, 7, 13], they nevertheless facilitated collaboration inside the design 
team including themselves, the developers and the educationists.  

In this case the novel aspect is related particularly to this: to the ways the usability 
specialists contributed inside the design team. The analysis offers insights on how to 
develop the facilitator role of usability specialists further to enable usability special-
ists to act as usability evangelists and advocates inside their organization [e.g. 1, 2, 8, 
13, 15, 16, 25, 37]. Although the whole HCI practice of ‘representing the user’ can be 
considered as a mediating practice between design and use [17, 30] and along these 
line the HCI methods as mediating information between divergent worlds, the frame-
work of boundary spanning contributes by targeting the focus on the design team 
members as well as by requiring the objects and methods used to be modified to suit 
the needs and interests of the particular groups with whom the usability specialists are 
to collaborate. Moreover, the importance of gaining legitimacy as a representative of 
the other parties as well as truly advocating the interests of all these other parties were 
brought up. The usability specialists in this case did not try to represent the interests 
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of the educationists. They were thus acting as user advocates [cf. 13], speaking on 
behalf of the users to the developers and the educationists, as well as developer advo-
cates, speaking on behalf of the developers to the educationists, but it seems that they 
did not try to gain a peripheral understanding of the practice or to change their  
methods or tools to accommodate the interests of the educationists [cf. 22]. If the 
usability specialists were to acquire this position, they should, nevertheless, try take 
into account and negotiate on behalf of all the involved parties. Furthermore, gaining 
legitimacy as a representative of all the involved parties should be sought for.   

The boundary objects identified in this case were of various kinds. The Usability 
Requirements and Usability Design documents thanked by the developers likely 
provided something concrete enough at a convenient time [cf. 14], transforming 
design knowledge between different social worlds and mobilizing design action [cf. 
23]. The same documents, however, did not work for coordinating the efforts of the 
educationists and the usability specialists, in which case they seemed mainly to be 
used for legitimizing the design knowledge of each party instead [cf. 23]. On the 
other hand, plain emails and word documents sent as email attachments and stored 
in the shared data repository served a successful boundary objects through the use 
of which the parties negotiated a shared understanding of the appropriate applica-
tion design. The Software Requirements Specification and the work involved in its 
creation also succeeded in creating a joint field of practice within which a mutual 
understanding of the functional requirements for the application could be reached. 
These very dry and abstract descriptions and the distributed way of working relying 
very heavily on email succeeded in serving the purpose. However, HCI research 
could figure out more appropriate tools for boundary spanning work, this including 
likely not only documentation support but some procedures for their production  
as well.  

The boundary spanner position should be valuable for practitioners working as 
usability specialists in industry. This role could be utilized in multiparty, distributed 
and global development efforts where people representing numerous fields of ex-
pertise, organizations, nationalities or generations should together contribute to a 
common goal. In such cases the usability experts could consider how they could 
gain at least a peripheral understanding of each involved practice, not only of that 
of users. In addition, they could try to gain legitimacy as negotiators of the other 
parties’ interests. Moreover, they could consider how they could transform their 
own practice so that it better accommodates the interests of the other involved prac-
tices. Finally, they could consider their work objects as potential boundary objects 
that should gain local usefulness and identity from the viewpoint of the other parties 
involved.  

There are some limitations concerning the results. Those have been gained only 
from one case that is very specific in many ways. More cases should be included in 
the analysis. This case was a research project, while industrial cases would enrich the 
analysis. This analysis also considered distributed design. Face-to-face setting would 
offer additional opportunities for the usability specialists to accomplish the job of a 
boundary spanner. Another area of future work would be to devise novel or enhanced 
methods and tools for usability specialists acquiring this position. 
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Abstract. The Internet today provides a plethora of applications to assist 
anyone wanting to learn a new subject, language or a concept. Resources 
available include dictionaries, translation engines, downloadable e-books, 
tutorials, online courses etc. The rapid proliferation of smart phones has 
further provided richer visual applications that assist the user in learning on 
the go. However, all these applications are dependent upon the availability of 
Internet and/or an expensive computing device such as a smartphone or a 
computer. This puts them out of reach for a large section of society that 
consists of underprivileged people (economically or literacy-wise) and who 
probably need such tools the most. Also, many learning applications are pull-
based and depend on the user’s motivation to keep coming back for more. We 
present Vimprint - a system that offers an alternative mode of learning 
through telephony voice applications over any touchtone phone with a push-
based interaction module. We present its design in the context of vocabulary 
building. Application of Vimprint system in the field is a work-in-progress 
and we present the results of a preliminary study conducted to assess its 
effectiveness.  

Keywords: Social Computing, Developing regions, Voice Applications, 
Education, Diversity, Inclusiveness. 

1 Introduction 

The Internet has revolutionized the way learning can happen today. Online 
resources form a critical part of the learning process for any concept. Interactive 
web and smartphone applications engage the learner making it a fun experience. 
However, barely 35% of the world’s population has access to Internet [1]. This 
makes all the rich online resources out of bounds for a vast majority of its potential 
users. Even for those who do have access to the Internet, illiteracy or English 
illiteracy acts as another major deterrent as most learning tools are offered in 
English. 

In India, ability to converse in English not only improves chances of 
employment, it also elevates one’s social image [4]. To address this demand from 
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users in addition to classroom coaching and school based courses, books are 
published in local languages to teach English, cable TV operators provide simple 
English lessons [19] daily among other popular tools for language learning. While 
books are not interactive, cable TV based learning programs are broadcast in nature 
and do not offer an interactive experience. Classroom coaching is still the best 
option available but is expensive for many and skilled teachers are hard to find. 

Recent research has attempted to introduce ICT in education in developing 
countries with the aim of providing a good supplementary channel to classroom 
teaching. Educational games [8, 5] to encourage math skills, improving vocabulary, 
learning shapes and colors etc., have been created and tested in primary schools in 
developing countries and have been found to be beneficial. While these games have 
been shown to be effective, they require a mobile, either a smart phone or a feature 
phone, or a computer where the game can be downloaded. Even though the mobile 
penetration has improved phenomenally, mobiles are often a shared resource in a 
family and its primary use is to make and receive phone calls. Users are barely able to 
use basic mobile phone features such as address books and the Short Messaging 
Service (SMS). 

Among various technology solutions proposed to empower the underprivileged [3], 
telephony voice based systems have been particularly successful. Such applications 
break the barrier of illiteracy and make technology accessible in local language even 
to those who cannot read or write. Examples of scenarios where such telephony voice 
applications have been deployed include educational services in rural India [12], 
game based learning [18], voice based community knowledgebase [6], information 
dissemination and online discussion for farmers [9], healthcare [11] and job 
matchmaking [16].  In the context of learning, BBCs Janala1 is a popular service in 
Bangladesh where users can access 3 minute English tutorials for 5 Taka (0.01 USD). 
The pervasive access to phones along with low call costs has driven the success of 
this service.  

However, most of the work done for this user segment, in learning space, focuses 
primarily on delivering the content. A pull model is adopted relying on the learner’s 
own interest and enthusiasm to revisit the content for retention. In the absence of a 
push mechanism, the less motivated learners tend to drop off thus defeating the 
purpose. In a classroom setup, the push based interaction is somehow enforced  
by the teacher through prompt repetitions in class or through assignments and  
tests. In this paper, we present a telephony voice based learning tool - Vimprint, 
focusing on the design of its vocabulary building module. Vimprint adopts a push 
based interaction method to increase retention of words accessed. It employs an 
adapted version of PimSleur’s Graduated-Interval Recall method [10]. We believe 
that an active push based approach would simulate the aspect of a teacher that 
ensures retention of concepts taught, and hence result into more effective learning 
applications.  

                                                           
1 http://www.bbcjanala.com/ 
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2 Related Work  

A few SMS/MMS based systems have been employed to teach a language [15, 13]. 
However, SMS based learning is an impractical option for many who are not literate 
enough to read and understand SMS content. For others, lack of spoken content leaves 
out the important elements of language teaching such as pronunciation, accent, etc. 
MMS on the other hand, does not work on most low-end phones which dominate in 
the developing world.. Telephony applications have been tried in the context of 
teaching English through multi-lingual story playback [2, 14] but they are pull based 
and depend upon learner’s own motivation to pick up the concepts taught. Kumar et al 
[8] use application installed on the phone and mention about the possibility of 
indicated teaching over telephony voice as an explorable alternative. 

3 VIMPRINT: Vocabulary Building 

Vimprint is a learning system accessible through voice interaction over any touch 
tone mobile phone (including a landline). In this paper, we specifically focus on its 
vocabulary building module that aims to promote word literacy by enabling users to 
lookup words they have heard from others or read somewhere. On placing an 
ordinary phone call to the application, user is prompted to speak the word he wants 
to lookup. Vimprint retrieves and plays a list of words sounding similar to the 
user’s utterance.  
 

 

Fig. 1. User Interaction with Vimprint System for learning new words 

For example, if the user says ``cereal” the API will return ``serial” and ``cereal”. 
Along with every word it also plays its meaning to enable the user to identify the 
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intended word. Figure 1 shows the interaction of a user with the Vimprint system for 
learning a new word.  

Once the user identifies and selects the intended one, it’s pronunciation, it’s 
spelling and it’s usage in a sample sentence are played. Vimprint focuses on enabling 
users to retain the words by following Pim Sleur’s Graduated-Interval Recall method 
[5] for learning.  

Graduated-Interval Recall 
Typically, a number of techniques are used to improve the stickiness of a word in 
memory. These include using sample sentences from learners’ day-to-day scenarios, 
synonyms or antonyms, repeating the word several times etc. Pim Sleur method is a 
popular method for learning a foreign language. The method follows the principle of 
recalling words at progressively increasing intervals to increase the possibility of 
moving the word from user’s short term memory to long term memory. This is also 
known as the spacing effect. Pim Sleur’s 1967 memory schedule is as follows: 5s 25s 
2min 10 min 1hr 5hrs 1 day and so on. It follows the equation: 
 T1,T2 = 5 x T1, T3 = 5 x T2, ... Tn = 5 x T(n-1) 
 

 

Fig. 2. User Interaction for Revision calls 

In Vimprint, word recall is facilitated by proactively placing outbound calls to 
users to revise words previously seen. A user profile is created for each caller into the 
application. The user’s preferred time for receiving revision calls; words accessed by 
the user, and actual calling times are maintained in a database. Since receiving a call 
requires a user’s immediate attention, we adapted the Pim Sleur’s method to take into 
account user’s preferred time slots for receiving reminder calls. Figure 2 depicts the 
user interaction for revision calls. At each recall, a multiple choice quiz is rendered 
where user is asked to select the correct meaning of the word from multiple choices. 
While this method has been used to teach languages through books and audio courses, 
none of them are push-based in nature. The figure shows revision for a single word 
only, but a single revision call is generated on a scheduled day for all the words that 
need to be revised for that user. 
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4 VIMPRINT - Implementation 

The Vimprint application is a Java based voice application platform that runs on an 
application server and generates Voice XML (VXML)2 at runtime. These VXML 
pages are then rendered by a Voice Platform (Cisco voice gateway as shown in Figure 
3). We use the Nuance Automatic Speech Recognition (ASR) Engine (i.e. Nuance 
Recognizer v9) for word recognition.  
 

 

Fig. 3. Vimprint Infrastructure Setup 

For each word the user speaks, we use the Nuance’s API to return a list of similar 
sounding words and allow the user to select the word he wants to access. The selected 
word is then fed into a Vocabulary lookup module which fetches and plays back the 
details for that word. At the same time, that word is also scheduled for revision calls 
as per the schedule described above (refer Section 3).  
 

 

Fig. 4. Vimprint System Design 

                                                           
2 http://www.w3.org/TR/voicexml20/ 
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Our voice application platform that forms the core of Vimprint system has been 
tested to scale to 200 simultaneous calls on an 8-core cpu, 4 GB RAM Intel machine 
running Linux and hosting Vimprint system on Apache Tomcat application server and 
MySQL database server. Nuance was hosted separately on a similarly configured 
machine.  

5 Preliminary User Study 

Deployment and evaluation of Vimprint’s Vocabulary learning module is a work-in-
progress. Before going all out and recruiting users from the actual end segment who 
are often too busy in earning a livelihood, we conducted a preliminary user study with 
users outside the target segment. The aim was to test the effectiveness of the 
technique rather than fine tune the user interface for the actual target user group. 

The preliminary study was conducted with 9 subjects over a period of 3 days. 
Since this is a preliminary test, we recruited users from our social network who are 
not native English speakers but have undergone formal education in English. Given 
their educational background, users were exposed to 10 pre-selected English words 
having good difficulty level. None of the users were familiar with these words nor 
were these words used in their day to day conversations. Of the 10 words, revision 
reminders were set for only 5 words. Instead of scheduling reminders for them, the 
researchers simulated the scheduler by calling the subjects and requesting them to call 
into the system at the intervals of 1 hr, 5 hrs and 24 hrs from the time they accessed 
the system the first time. During each revision call, the users were quizzed by the 
system for meanings of words they had learnt. They were prompted to select the 
correct option for the word meaning from multiple choices. After the last revision 
call, the users were quizzed on all the 10 words – 5 for which revision calls were 
scheduled and 5 for which no revision call were done. Words which were revised 
were recalled with 93.3% accuracy while the words without revision were recalled 
with 55.5 % accuracy. 

These preliminary results are encouraging and suggest that the classroom effect of 
regular prodding by teacher on a subject can probably be simulated through a push 
based mechanism over the phone. This motivates further investigation. Given the 
limiting nature of this study, an extended user study is being planned to obtain 
statistically significant results, with our target user group i.e. non-English speaking 
users with little access to web based learning tools. Although an incoming revision 
call can be intrusive, but if the learner is comfortable with it, such push mechanism 
can instill discipline and ensure continuity of learning which is missing from 
traditional web based learning tools that rely on pull model. Similar model of 
structured pull cum push based learning is now also being explored and deployed in 
the web world through the concept of massive open online courses (MOOC) [17]. 
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6 Conclusion 

This paper presented Vimprint, a system for exploring telephony voice applications as 
an alternative means for enabling effective learning and memorization for 
underprivileged in developing countries where numerous people have no or limited 
access to internet. It employs a push based interaction over outbound calls in addition 
to initial pull from the learners, to assist users in memorizing and to keep them 
disciplined and engaged in the learning process. The paper presented design and 
implementation of its Vocabulary building module along with the results of a 
preliminary study that encourages us to explore further with underprivileged users. 
While we tested the system for learning English,  Vimprint itself is language agnostic 
and can be used to offer vocabulary building for other languages supported by Nuance 
Speech recognition engine. 

Going forward, we are extending this application with additional learning modules 
and conduct a full scale study towards establishing telephony voice applications as a 
potential vehicle for structured learning for the underprivileged. For that purpose, we 
have tied up with an English learning school in the area who take everyday classes for 
students who may not have had the luxury to study in expensive English medium 
schools. With this user set, we intend to compare how Vimprint’s vocabulary building 
module fares against classroom based vocabulary building methods. 
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Abstract. While various recommender approaches are increasingly considered 
in e-learning, lack of studies of actual use is hindering the development. For 
several years, we have used non-algorithmic recommender features on an 
undergraduate course website to help students find pertinent study materials. As 
students earn credit from adding and evaluating materials, some have chosen to 
evaluate materials dishonesty, i.e. without actually reading them. To improve 
honesty, in 2012 we coupled 5-star ratings with commenting (previously 
uncoupled) to increase the cost and complexity of evaluating and gave students 
individual presence with nicknames (previously anonymous) to increase social 
presence and enable reputation formation. Our results show that high enough 
cost of evaluating together with high enough social presence can lead to 
complete honesty in evaluations and enhance both user experience and student 
involvement. In effect, designing such e-learning systems includes not only 
designing the features but also their use, as the two are intertwined. 

Keywords: e-learning, recommenders, ratings, social presence, honesty, design. 

1 Introduction 

Today, plenty of potential study materials can be found on the Internet, ranging from 
expert columns and scientific papers to video presentations. However, the material 
quality varies greatly. Also, even if a material is of high quality, it may be too 
advanced or too elementary for a student at a specific stage of his or her studies [1]. 

The authors teach an undergraduate-level course on user-centered design (UCD) at 
a local university. Given that a large majority of college/university students already 
use online resources to augment course materials and profess readiness to share them 
[2], the first author (course lecturer) programmed in 2007 the first version of LSRM 
(Lecture Slides and Reading Materials) for the course website (requires login) and has 
continued to develop it based on system use and student feedback. 

LSRM harnesses the collective intelligence and efforts of the course student 
community by allowing them to add additional reading materials to complement the 
materials added by the instructors (the lecturer and the teaching assistant (TA), the 
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second author). In addition, over the years LSRM has provided students with various 
non-algorithmic recommending features for evaluating the materials as a community 
of peers to allow the community to guide its members to the most pertinent materials. 
In a sense, the system functions as a repository of high-quality material links that are 
annotated with recommending features (tags, ratings, and comments). 

The purpose of LSRM is to encourage students to read more widely on UCD to 
augment learning and to develop a habit of following the field. UCD is a large topic, 
and it is practically impossible to cover all of its facets exhaustively on a course. 
LSRM gives students an opportunity to read more on the facets that they find 
interesting instead of forcing all to read the same materials. Reading these additional 
materials is voluntary in the sense that students are not examined on them but since 
2009, online activity has affected the course grade. Since 2010, students have been 
required to add two materials and evaluate five to earn full credit for online activity. 

A further goal is to help students develop information literacy, i.e. the skills to 
locate, select, evaluate, and use information from various sources [3]. Information 
literacy is considered a survival skill in today’s information intensive working life and 
a foundation for life-long learning [3]. By selecting items from the Internet and then 
getting feedback on them from the evaluations by others, and by evaluating materials 
others add, students get to hone their information literacy skills. 

The design of LSRM has from the start been driven by such contextual factors as 
short period of use (one semester) and low number of students (below 60 students) 
and items (below 150 materials). This has rendered such algorithmic approaches as 
collaborative filtering (CF) impractical [4]. Instead, LSRM has used recommender 
features that provide value to the community from the first contribution and that allow 
students to see their contribution to the community immediately. This is grounded on 
the notion that making visible to users the value of their contributions to the group has 
positive social outcomes [5]. In 2011, LSRM employed tagging, 5-star rating and 
commenting, all of which make the contribution immediately visible and 
useful/usable. 

In the past, the system has been plagued by dishonest ratings, i.e. students 
evaluating materials without even viewing them. While not common enough to 
cripple the system, as discussed in [6], perceptions of other students not doing their 
work properly has harmed the user experience. In 2011, the previously used binary 
rating feature (Yes and No buttons to respond to the question Did you find this 
material useful?) was replaced with a 5-star rating feature to increase evaluation cost 
in order to reduce dishonesty. The change almost halved the percentage of dishonest 
ratings but at the cost of the overall number of ratings falling. 

In 2012, evaluation cost was further increased by coupling rating and commenting 
into a unified evaluation (evaluation title, 5-star rating, and text justification for the 
rating). The goal was to further increase honesty and to improve the user experience 
by increasing trust on evaluations, in part by making the thinking behind the rating 
transparent. Moreover, while in 2011 the system use had been anonymous, in 2012 
nicknames were employed to give students individual presence in the system in order 
to increase social presence—and thus social pressure to add pertinent materials and 
evaluations—and to enhance the user experience through sociality. 
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Based on log data, student questionnaire replies, and student interviews, both 
measures were successful. There were no dishonest evaluations in 2012 and the 
perceived social presence increased significantly, resulting in positive behavioral 
changes and enhanced user experience. Also, students reported having had learning 
and information literacy benefits from the system to a much larger extent than 
previously. 

In addition to discussing how increasing social presence and cost of evaluations 
can be used to enhance user experience and significantly reduce dishonesty in e-
learning, our study contributes to the field by providing a view of actual use by 
authentic users of a system employing recommender features. While various 
recommender approaches are today widely considered in e-learning, there is currently 
a dire need of actual experiences of such systems to guide the development efforts [7]. 

2 Related Work 

Recommender systems (RS) help us deal with large numbers of items in two 
somewhat overlapping ways, by helping us find salient items (e.g. books we might be 
interested in) and by helping us make decisions (e.g. which book to buy) [4,8]. RS 
consist of one or more recommending features, varying from such non-algorithmic 
approaches as reviews and ratings to heavily algorithmic prediction-computing [4,6]. 

Recently, the potential of RS has attracted increasing interest in the e-learning 
research community (e.g. [2,8,9]). However, various domain-specific differences 
make transferring RS from one domain to another challenging [10], e.g. user interest 
is not the only determining factor in e-learning, as pedagogical aspects are also an 
important consideration [1,8]. Significantly, learners recognize this and are also ready 
to read uninteresting materials that are important for learning [1]. 

The ability of a recommender system to establish trust with its users is recognized 
as crucial to the system’s success [11]. For this reason, RS have enjoyed more success 
in low-risk domains; users lack confidence to act on recommendations in high-risk 
domains [12]. Speculations and examples of dishonest users skewing 
recommendations have not helped in establish trust in RS [12,13]. In e-commerce the 
goal for dishonesty is typically to distort recommendations favorably or unfavorably 
for an item, often for financial profit, whereas in e-learning dishonesty has other 
motives, such as getting credit without earning it [6,14]. 

While having users explicitly rate items is a common approach to gathering user 
preferences, there are few guidelines to selecting rating scales, despite the fact that 
some scales tend to produce higher and some lower ratings on the same item [9,15]. 
In e-commerce, contributions appear to come mainly from highly opinionated users, 
resulting in an unrepresentative sample of user views [13]. Hu et al. [16] suggest that 
when benefits are not clear, user motivations for contributing can be explained with a 
brag-and-moan model. Similarly, it has been suggested that strongly negative or 
positive consumption experiences may lead to expressing positive emotions or venting 
negative feelings [17]. Consequently, while ratings and reviews have become an 
important information source in e-commerce, their ability to reflect actual item 
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quality has been questioned [13,16]. Still, altruism and concern for others also appear 
to be important motivations for contributing in e-commerce [17]. 

Social presence has been shown to have a positive impact on number of 
contributions and user behavior [18,19]. However, while RS can provide social 
texture that can lead to perceptions of others being present, different users require 
different interface cues to perceive a system as having social presence [18]. 

While accuracy metrics are important, there is a growing recognition that user 
experience is, in fact, more decisive [12,20].  RS need to be not only useful and 
accurate but also pleasurable to use [20]. Consequently, when evaluating 
recommenders, evaluating user experience is essential [12]. In e-learning, measuring 
satisfaction is important, as it is closely related to motivation [10]. The problem for 
researchers is that measuring user experience requires “field studies with long-term 
users of the system … measuring behavior in a natural context” [12]. Finding or 
building up and maintaining user communities for research is not easy while 
commercial systems tend to guard their trade secrets jealously [12]. This has resulted 
in a dire need for case studies of actual users in a real use context to guide employing 
RS in e-learning [7]. 

3 Study Setting and Data Collecting 

The 2012 UCD course was lectured in fall semester, and consisted of seven 2-hour 
lectures (Sept.) and fourteen 2-hour practice sessions (Sept.–early Dec.). The grade 
was based on design assignment (70%), ten smaller assignments (20%), and online 
work (full credit required adding two materials and evaluating five) (10%) plus extra 
10% for high attendance. In 2012, the student community consisted of 36 students (18 
female) while in 2011 there were 37 students (8 female). 

In 2012, twenty students (56%), of whom 12 were females, filled out a 
questionnaire on LSRM. Movie tickets were raffled among the respondents. The 
questionnaire consisted of five sections: 1) Materials and adding them, 2) Evaluating 
materials, 3) Tagging materials, 4) Tools, and 5) Other aspects (e.g. social presence). 
Each section contained evaluative statements using a 7-point interval scale (1= 
strongly disagree; 7=strongly agree) and open-ended questions. Virtually all 
evaluative statements allowed commenting, which students frequently did. In 2011, 
19 students (51%) filled out the questionnaire that consisted of six sections, as 5-star 
ratings and commenting had not been coupled and so the questions about them were 
in separate sections. 

The 2012 students who filled out the questionnaire were on average more diligent 
and motivated than their peers (Table 1). However, the two groups were not that 
different when it came to viewing materials. Importantly, one student who added no 
materials or evaluations filled out the questionnaire, thus giving us a view into the 
thinking of these students, too. Students who filled out the questionnaire represent 
well the majority of students (81%) who made at least the required number of 
contributions. In fact, removing respondents who made no contributions (7) 
eliminates the differences between the groups. The trends for 2011 are similar. 
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Table 1. Students who filled out the questionnaire vs. students who did not (2012) 

 G
rade 

M
otivation 

A
dded 

m
aterials 

A
dded 

evaluations 

M
aterials 

view
ed 

Students who filled in the survey (avg.) 4.3 4.55 2.6 4.95 22.7 
Students who did not (avg.) 3 3.81 1.25 3.13 12.44 

Statistical significance of difference Yes Yes Yes Yes No 
p-value (unpaired t-test) .0001 .0041 .0012 .0071 .0756 

 
In addition, we interviewed three students (8%) in 2012 to gain deeper 

understanding of student motivations and views concerning the system and its use. 
The second author conducted the semi-structured interviews that lasted 30–45 
minutes per student, as the first author had designed and built LSRM, something that 
the students were aware of. When a quote is from an interview, we mention it; 
otherwise, quotes are from questionnaire replies. In 2011, no interviews were 
conducted. 

As the system collected virtually click-by-clack data of individualized student 
activity on the LSRM page, we are able to contrast saying (questionnaire and 
interview data) with doing (actual activity data), thus reducing the potential of say-do 
problems. 

4 LSRM System Description 

The LSRM system was implemented with PHP, JavaScript, and HTML. As most 
interactive parts were implemented with AJAX (Asynchronous JavaScript and XML), 
most interactions took place within the current use context. Changing views and 
navigating by tags, however, reloaded the page. Clicking a material link opened the 
link in a new browser window. 

The LSRM interface in 2012 consisted of a web page that gave different views to 
the material available (Figure 1). The interface was originally in Finnish, and has been 
translated into English for relevant parts for this paper. 

Because we often compare the student behavior and perceptions in 2012 to those in 
2011 to see how the changes in the system affected them, we also discuss to some 
extent the 2011 design. Moreover, the 2011 design and experiences are relevant 
because the changes in the system are largely based on student feedback on it. 

In 2011, there were no separate views except for navigating with tags. All 
materials were added to and listed under lectures (most recent lecture on top). Also, 
while in 2011 all actions had been anonymous, in 2012 all material additions, 
evaluations, and comments were identified by student (or instructor) nickname. 

In 2011, the system allowed students to add materials, rate (5-star scale) materials 
others had added, comment (Title and Text fields) all materials (also their own to 
enable discussing), and tag all items. Rating and commenting were decoupled. In 
2012, rating and commenting were coupled into an evaluation (evaluation title, star  
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Fig. 1. LSRM interface in 2012—the content is authentic (student nicknames and texts blurred) 
but the order of the materials has been adjusted for illustrative purposes 

rating on 5-star scale, and text explanation for the rating). Stars were given at the 
precision of full stars while star averages were displayed at the precision of half-stars. 
Evaluating one’s own material addition was impossible. To enable discussing, 
evaluations could be commented (voluntary in the sense that commenting did not 
affect grade). 

While in 2011 comments were hidden by default and had to be opened for viewing 
for each material to keep the page length at bay, in 2012 evaluations and comments 
were displayed by default as a result of student feedback. Tagging materials was also 
possible, and unlike in 2011, students were asked to tag the materials they added. 

4.1 Working Hypothesis behind the 2012 LSRM Design 

We based the current design of LSRM on working hypothesis grounded on our 
experiences and student feedback from the earlier versions of the system. 
Accordingly, we decided to 1) use nicknames instead of anonymity to increase 
sociality and trust on both evaluations and materials, and 2) increase the cost and 
complexity of evaluating materials by coupling five-star rating with a title and 
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comment to increase trust on evaluations and perceived quality of evaluations. 
Furthermore, with materials getting evaluated more comprehensively, we expected 
the pressure on students to add good materials to increase and result, in turn, in 
increased perceived quality of materials. 

4.2 LSRM Tool Usability 

According to questionnaire responses, the tools LSRM offered were considered easy 
to use (M=5.60; SD=.82). In 2011, the ease-of-use was evaluated slightly lower 
(M=5.06; SD=1.16) but the difference is not statistically significant. Consequently, 
we conclude that usability problems were few and did not significantly color the 
student perceptions. Also, there were no year-on-year differences in tool usability. 

5 Results 

The number of material additions and evaluations followed closely what was required 
for the full credit. Seven students evaluated no materials, 25 students evaluated the 
required five materials, and four evaluated six (M=4.14; SD=2.09). The lecturer 
evaluated three. Likewise, eight students added no materials, 17 added the required 
two, seven added three, three added four, and one added five (M=2.00; SD=1.31). The 
instructors added 36 materials. The number of materials added and evaluations made 
correlated strongly, r(103)=.71, p=.01, meaning that students who contributed in one 
way also contributed in the other. Only two students commented evaluations made by 
others (each once) while the instructors commented five. 

The average number of honest evaluations per student almost doubled from 2.09 
(SD=2.65) in 2011 to 4.14 (SD=2.86) in 2012. The difference is statistically 
significant, t(71)=2.28, p=.026. However, this did not come at the cost of activity; the 
average numbers of evaluations were not statistically different from 2011. Thus, 
increasing evaluating complexity did not reduce the number of evaluations in 2012. 

In 2012, students viewed on average 18.1 materials (range=0–70, SD=17.25). This 
represents a clear and statistically significant increase from 2011 at t(71)=3.61, 
p=.001 when students on average viewed only 7.1 materials (range=0–29; SD=7.06). 

5.1 Additional Reading Materials 

Students perceived being able to add additional reading materials positively both in 
2012 (M=5.70; SD=1.17) and 2011 (M=5.11, SD=.99). Student comments also 
indicate that the majority of students saw the feature very positively. They especially 
appreciated how the materials complemented and added to the lectures, giving more 
information on the topics that interested them and covering a wider spectrum of topics 
than possible in the lectures: “You found materials that had not been discussed in the 
lectures. …you had an opportunity to read on topics you were interested. Also, you 
could share with others interesting and useful materials that had inspired you.” 
Students also emphasized that nobody can find all the good materials alone. Several 
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students also mentioned that having to add materials instilled a good habit of 
following the field. 

When viewed numerically, students perceived the added materials in 2012 much as 
in 2011. In 2012, students rated the quality of the materials at 5.40 (SD=.60) and in 
2011, at 5.21 (SD=.79). The difference is not statistically significant. However, other 
differences support the idea that students viewed the materials more positively in 
2012. While in 2011, some students suspected that others had added materials without 
selecting them carefully, in 2012 only one student questioned the quality of materials. 
Most comments saw material quality in positive terms: “The materials covered a very 
wide spectrum … It felt that the people who added materials had really wanted to add 
the articles and not just find quickly 2 articles….” 

In fact, many students reported having read numerous articles to find links that 
they felt were worth adding in the sense of being “genuinely interesting and useful” to 
other students: “I wanted to find as high-quality materials as possible, materials that I 
felt had taught me something so that others also could learn from them.” Many 
students professed altruistic motives and wanted others to benefit from their work: 
“Even though, as far as I know, the evaluations that the added links got didn’t affect 
the grade, I didn’t feel it proper to add a material that I would not have reviewed 
positively myself.” At the same time, at least some students were acutely aware that 
others would evaluate the links they add: “Of course, there also was something of a 
‘social pressure’ since I knew that others would later evaluate my materials….” 

When selecting links to add, students considered what was useful and relevant for 
oneself—“But the good thing was that I had to learn to find articles that are pertinent 
for me”—and others: “It taught me to search for information on a topic and be 
critical towards it.” Students felt that selecting items “forced me to read the materials 
with care and at the same time think about their good and bad aspects. …it helped 
learning.” As one student put it nicely, “…adding materials in and of itself was 
beneficial because looking for a suitable article made you reflect on the concepts 
taught on the course and appraise the relevance of the articles according to them.” In 
effect, many student comments show that they had to work on their information 
literacy skills, learning to locate, select and evaluate materials [3], and that they were 
aware of learning these skills. These aspects were much less discussed in 2011 
comments. 

However, not all students went through the trouble of finding pertinent links to 
add. Two students admitted having taken the easy way out: “…adding materials was 
‘compulsory chore’…. I thought that all I’ve got to do is find some relatively sensible 
piece of text that has something to do with the course….” While getting all the 
students to work hard on finding good materials is probably impossible, using social 
presence and high-cost evaluations appears to have resulted in most students taking 
adding materials seriously and thus reaping benefits from it. 

5.2 Selecting Materials to View in LSRM 

Students viewed on average 18.1 materials in 2012, slightly more than 2.5 times the 
average in 2011 (M=7.1). Instructor-added materials were on average viewed 5.56 
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times (SD=2.63) and student-added ones 6.67 times (SD=3.57). The difference is not 
statistically significant. The most important selecting criterion was the content of the 
link, the “interestingness” of the article. There were two sources for judging this, 1) 
the title of the link—“Interesting topics, interesting title in particular. The title should 
tell what it’s all about.”—and 2) the evaluations: “I browsed materials and their 
evaluations to form an impression … and decided based on the impressions of the 
interestingness of the topic and the quality with which the topic was covered.” 

Also, both the existence and number of evaluations functioned as important 
heuristics “A material with evaluations stood out from the mass and I was more likely 
to check them out.” The number of evaluations was a heuristic for interestingness of 
the link for many students quite independent of their valence. Being part of the 
communal activity appears to be part of this: “If the evaluations by others repeatedly 
referred to some aspect [in the article] or brought up an interesting thing, you also 
wanted to read it. It wasn’t just the good evaluation that affected; I also read ‘worse’ 
ones.” In fact, selecting already evaluated materials had social aspects: “Evaluated 
materials appeared more attractive…. The good thing about them was that you get to 
compare your viewpoint to that of the evaluator.” This is something that making 
commenting a compulsory part of evaluations enabled. Interestingly, some students 
also mentioned having viewed unevaluated materials on purpose so that their 
evaluations would be useful to others, bringing an altruistic aspect to sociality. 

In 2012, students judged the impact of evaluations on which materials they read to 
be on average 5.05 (SD=1.73). While the 2011 average was lower (M=4.00; 
SD=1.97), the difference is not statistically significant. Still, in 2012, students tended 
more towards feeling that evaluations had an impact, as 75% rated the effect at 5-7 
while in 2011 only 53% did so. In 2012, the question concerned evaluations while in 
2011 only ratings. Since there was no statistical difference between the averages of 
star ratings given in 2012 and 2011 at t(294)=1.17, p=.24, we conjecture that coupling 
the star-rating with a comment is the main reason for proportionally higher ratings of 
effect. 

We identified three facets of evaluations that had an appreciable impact on the 
process of selecting a material for further investigation: The star rating averages, 
evaluation valence, and the number of evaluations. While star rating averages clearly 
affected the equation—rating averages correlated positively with the number of 
viewers, r(103)=.52, p=.01—some students felt that star ratings did not necessarily 
tell much while the textual reviews did: “I don’t trust the star ratings, as everybody 
has their own rating scales in their heads. Comments and reasonings, on the other 
hand, give you hints about why the article might be worth reading.” Perhaps 
consequently, star averages became more important as a selection heuristic towards 
the end of the course: “At the beginning there weren’t so many materials, so you 
could read them all or at least glance at them. … Towards the end I browsed the ones 
with most stars and opened the link if the evaluations aroused my interest 
sufficiently.” 

The valence of the evaluation also affected the equation for many: “I selected for 
reading materials when the title aroused my interest. The ratings and reviews affected 
if I opened an article or not. If somebody had commented that rather superficial and 
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circumspect, then no need to think twice if I opened it or not :)” In turn, praising 
evaluations attracted viewings: “I selected materials based on topic… The evaluations 
also influenced what I selected; if the article was highly praised, I took a look.” 

However, according to student comments, the existence and the number of 
evaluations was at least as significant a selection criterion as valence. In fact, the 
correlation between the number of ratings and the number of students viewing the 
item is higher at r(103)=.64, p=.01 than between the average of evaluations for the 
materials and the number of students viewing it. 

That a material ended up being opened did not, naturally enough, mean that it was 
carefully read. Opening the material was only a step in the process. The next step was 
to glance at the material, to decide if it really was worth reading. If the article passed 
this impression-forming glance and the students started to read it, the judging process 
continued: “I only bothered to read the article to the end if it gave me some new 
information or a new viewpoint, i.e. I felt it to be useful.” 

5.3 Evaluating Materials 

In 2012, evaluating a material involved an in-depth evaluation (title, star-rating, and 
text justification) while in 2011, compulsory evaluating consisted of simply giving a 
star rating while commenting was voluntary. Students viewed the possibility to 
evaluate materials positively, on average at 5.55 (SD=1.15) in 2012 and at 5.11 
(SD=1.59) in 2011. The difference is not statistically significant; increasing the cost 
of evaluating did not reduce the positivity of student views. As reasons for liking 
evaluations, students mentioned social aspects and possibility for expressing opinions 
in addition to evaluations helping in selecting materials for reading. 

Many students especially liked the text part of the evaluation: “…the possibility of 
textual evaluation was very good, and it was also good that you could comment 
evaluations! It even led to some discussing.”  However, one student mentioned a 
negative aspect concerning the text comment: “You saw what others had praised so 
you read it with interest, too, but I myself didn’t like to evaluate. Especially since I’m 
not a professional or somebody who knows a lot, so my comments may have appeared 
pretty bad for somebody who knew more.” Two interviewed students touched the 
same theme, noting that it was easier to comment in LSRM than on the Internet 
because there are so much more knowledgeable people on the Internet. For them, a 
smaller community with the members more or less at the same level of knowledge 
made it easier to comment. Consequently, a small, closed community of peers can 
create a safer environment to encourage participation. This finding is in line with the 
idea that the sense of community is connected to a feeling of membership that 
includes boundaries that provide members with emotional safety [21]. 

Star-ratings were seen in a more problematic light: “Comments enrich and give 
new viewpoints, stimulate discussion. Star-ratings I found somewhat unnecessary.” 
One reason for disliking star-ratings was the difficulty in deciding the appropriate 
ratings: “Occasionally it was hard to give stars because even if the material was 
really useful for me, it’s not necessarily that for everybody so you don’t want to rate it 
too highly, either.” The problem was exacerbated by the fact that students were not 
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told which specific aspect to rate. This was a clear design mistake; the interface 
should have made the rated aspect clear. 

Although students in 2012 viewed on average slightly over 2.5 times more 
materials than in 2011, the number of evaluations on average was statistically the 
same in 2012 (M=4.14, SD=2.09) as in 2011 (M=3.89, SD=2.75). Also, on average 
materials had statistically as many ratings/evaluations in 2012 (M=1.45, SD=1.54) as 
in 2011 (M=1.8, SD=1.96). In effect, in 2012, students therefore read more materials 
but evaluated fewer in relation to the number read than in 2011. However, 
significantly, on average students made more honest evaluations, i.e. viewed the 
material before evaluating it, in 2012 (M=4.14, SD=2.09) than in 2011 (2.86, 
SD=2.65). The difference is statistically significant, t(71)=2.28, p=.026. 

In fact, in 2012, not a single dishonest evaluation was made: The use log data 
shows unequivocally that on each occasion, the student had opened the link before 
evaluating it. Increasing social presence and the cost and complexity of evaluations 
removed dishonest attempts to get points without earning them entirely. Also, since 
the number of evaluations per student did not decrease, increasing the cost of 
evaluating did not reduce the number of evaluations. In effect, more students were 
motivated to do the required work when the 2012 design was used. 

Not only did increasing cost and complexity of evaluations in comparison to 
ratings result in complete honesty but it also resulted in perceptions of honesty. Not a 
single student mentioned suspecting dishonesty in the 2012 feedback while such 
suspicion was entertained in the 2011 feedback (when dishonest rating in fact took 
place). While social presence likely played a significant role in this, too, given that 
changing the rating scale from binary (2010) to 5-star (2011) reduced dishonest rating 
almost by half (from 43% in 2010 to 26% in 2011), we conjecture that needing to 
write a textual justification for the rating made cheating simply too difficult: “You had 
to read the materials to be able to evaluate it.” Since student perceived others as 
doing the required work, they also ended up reciprocating by doing their own share. 

The care with which materials were read before they were evaluated increased 
clearly. When we look at the time periods that passed between opening the link and 
adding the evaluation (when evaluating took place within the same session, as it 
typically did) for honest ratings/evaluations, we notice that the reading times almost 
doubled in 2012. If we examine the reading times that were shorter than 15 minutes 
(to filter out sessions that may have included other activities), there is still a clear 
statistical difference between 2012 (M=409 seconds, SD=242.33) and 2011 (M=231 
seconds, SD=203.94), t(164)=5.133, p < .001. The materials were clearly read longer 
in 2012 before they were evaluated. In fact, in 2012, only in two cases (1.8%) did a 
student evaluate a material after reading it for less than a full minute while in 2011, 
there were 21 (23.3%) such cases. Still, having to write a textual evaluation in 
addition to clicking a rating must also have been a partial reason for the increased 
time between open a link and evaluating it. 

In 2012, only four students (21%) said that they had rated all the materials they had 
read while in 2011, eight students (42%) said the same. In both years, the main reason 
for not rating a viewed material was the same; students felt that they had not read the 
material carefully enough to rate it. 
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While in 2011 some students did refer to social factors as a rationale for not 
evaluating, it was in 2012 that social aspects were mentioned repeatedly in this 
context. Sociality inherent to the system clearly affected evaluating behavior: “There 
were social aspects to evaluating, so I did not want to write an evaluation that just 
said ‘nice one’ or ‘interesting article’ but something more. For this reason I wanted 
to evaluate only articles on which I had a clear opinion and something a bit deeper to 
say—something that might inspire others to comments and something that others 
could comment.” Besides a certain social pressure, there also was a sense of moral 
duty towards others: “…I would have felt wrong about evaluating a material that I 
had not read entirely.” In effect, as with material additions, certain altruistic 
motivations were evident in many student comments concerning evaluations. 

Also, a few students mentioned that they did not evaluate some materials they had 
read “because I had nothing new/significant to add to the comments by others.” While 
no student in 2011 mentioned thinking twice about rating a rated item, coupling 
ratings and comments made students feel that they had to have something significant 
to say, something that had not already been said: “Somebody else might have already 
said what was essential in his or her comment.” 

Another reason for students not to evaluate a material they had read in 2012 was 
that “the materials had not aroused any big emotion.” Mediocre, bland articles simply 
did not garner evaluations: “I evaluated materials based on whether they stirred up 
thoughts or not. I selected for evaluating only materials on which I had some kind of 
an opinion. In the evaluating phase I simply skipped lackluster articles altogether.” If 
students did not have something to say about the material, they did not evaluate it. 

Consequently, students read articles based on personal interests and need. If they 
read the whole article and felt that it was “useful” and “interesting” and they had 
something to say about it (that somebody else had not already said), they probably 
evaluated the material. As a result, students largely ended up evaluating good articles: 
“I didn’t really bother to read materials that I found worthless with the first glance, 
so I ended up choosing for evaluation only good materials.” 

Usefulness was the most important criterion for students when they evaluated 
materials. However, how clearly written and presented and how illustrative the article 
was also affected the evaluation. Moreover, students appreciated learning something 
new from the material. “Usefulness and practicality, can I use the material in future 
in studies and at work. Also if I learned something new and if the materials was 
relevant to the course and its content.” 

The above factors largely explain why over 50% of the star-ratings were four stars 
and 70% 4–5 stars in 2012. There is no statistical difference between the average star-
ratings in 2012 (M=3.82, SD=.83) and 2011 (M=3.70, SD=.86), t(294)=1.17, p=.244 
(Table 2). 

Table 2. Distributions of star ratings in 2012 and 2011 

 1 star 2 stars 3 stars 4 stars 5 stars 

2011 0 (0%) 13 (9%) 42 (29%) 64 (44%) 25 (17%) 

2012 4 (3%) 1 (1%) 41 (27%) 79 (52%) 27 (18%) 
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In 2012, three students gave 1-star evaluations (two once and one twice). Two 
materials ended up having one star as the average of its ratings (both had two 1-star 
evaluations). Based on the evaluation texts, it appears that the students giving the 1-
star evaluations felt that the materials should not have been added to the system. 
Interestingly, it was only when nicknames were used that 1-star ratings were made; in 
2011, no 1-star ratings were made. We conjecture that a heightened sense of social 
presence/sociality resulted in people showing disapproval for substandard materials. 
Most appeared to have communal, even altruistic motivations, and they probably 
expected the same in return from the other members of the community. Thus, while 
students mostly ended up selecting good materials to evaluate, when the experience 
was strongly negative, they were ready to vent negative feeling [17], even if the 
comments connected to 1-star evaluations were still quite polite and matter-of-fact in 
tone. 

Several student comments underline that students were aware of the benefit they 
got from reading materials and that they understood that evaluating materials did 
make them to read them more carefully: “evaluating materials involved reading a lot 
of materials when 5 evaluations were required. 5 felt a lot but afterward I felt it was 
useful that it made me read so many articles.” Students were also clearly aware of the 
information literacy benefits that evaluating materials and reading evaluations by 
others brought: “Evaluating materials increased the teaching value of the articles. By 
reading the evaluations by others we got good feedback on how to apply scientific 
texts in studying. Also, finding and reading articles in our field is very important, 
especially for working life.” This contrast with the 2011 comments where students 
focused on the ability of rating to guide them to better materials and to warn them 
against bad ones but did not discuss much the benefits of reading and evaluating. 

Another social aspect of evaluations was curiosity of how others evaluated the 
materials one had added: “Of course I checked out what kinds of evaluations the 
materials I had added had gotten.” One interviewed student in fact mentioned she had 
just before coming to the interview (interviews took place after the course) checked if 
there had been any new evaluations on her materials. Another interviewed student 
said that the system gave him a feeling that the materials he had added were useful to 
others and that one of them had had “a fair amount” of evaluations. What others said 
clearly mattered to and interested students. 

5.4 Perceived Social Presence and Its Impact 

While contributions had previously been anonymous, in 2012 students were asked to 
choose a nickname for LSRM when registering to the course. The purpose was to 
increase perceived social presence and to allow reputation formation by giving 
students individual presence in the system. In effect, there was a significant effect for 
social presence, t(36)=2.06, p=.047, with students reporting on average higher social 
presence in 2012 (M=3.53, SD=1.22) than in 2011 (M=2.75, SD=1.15). 

Given that we were using a 7-point scale, average perceived social presence of 3.53 
might not seem very high. However, LSRM is in a sense competing against such 
popular social systems as Facebook and instant messaging when it comes to how 
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social students perceive it. In that sense, the seemingly low average of 3.53 may in 
fact actually indicate a relatively high perceived social presence for a system that does 
not support real-time presence. In fact, some comments from students who professed 
not to have felt others as present emphasized the slow rhythm of interaction: “I didn’t 
find much [social presence] because there wasn’t that much activity and I didn’t get 
announcements of e.g. that my materials had been evaluated etc. The thought of there 
being other students affected so that I wondered what others thought about my 
evaluations….” One interviewed student encapsulated the general perception by 
saying that the feeling of sociality was clear but not very strong and that the level was 
appropriate to the system, as it was about as much as can be archived “unnaturally.” 

Student comments indicate that the perceived social presence had a clear and 
positive impact on behavior: “Sociality in the service affected my actions 
significantly: It affected so that I wanted to select as suitable articles as possible to 
add to the page and that I wanted to say something more deep than just ‘quite nice’ in 
the evaluation.” Repeatedly, students mention having tried to find materials that 
would be useful to others and making evaluations that would help others. While there 
were similar trends also in 2011, altruistic aspects are more emphasized in the 2012 
comments. 

Some comments clearly connected nicknames to reputation: “When adding 
materials I thought that I can’t add just any odd stuff … because all the other students 
see them. The fact that my name was connected to the materials and evaluations I 
added also made me think twice what to say.” Students appear to have felt that 
through the nickname they had an individual presence and reputation in the system, 
and that affected their behavior positively. Having an individual presence in the 
systems also made students consider their self-image in relation to the community, as 
one interviewed students explained: “Also, building my self-image influenced it; I 
didn’t feel it satisfactory for myself to put there something that I wouldn’t want to 
read myself.” The student comments indicate that most wanted to be responsible 
members of the community, and in this sense, the achieved social presence was high 
enough. 

While some students professed not having felt the presence of others, their 
comments show that their actions were nevertheless influenced by awareness of 
others, e.g. “I didn’t really feel others to be present that much. Still, the thought that 
others see what I add there affected what materials I added and what kind of 
evaluations I made. I.e., I did my job with care.” The impact of this awareness on 
student behavior appears to have been larger than the numeric evaluation of social 
presence indicates. 

Social presence had both activating and experience-enhancing impact: “…the 
presence of others there activated me, too, and it was great to see that others actually 
read and evaluated materials.” In particular, student comments underline that 
perceiving others as present improved the user experience, e.g. “The presence of other 
students affected positively because [that way] you knew that somebody else is also 
reading these comments and not just the teacher alone.” 

The positive effects of increased social presence appear at least partially 
attributable to increased social pressure that drove students to do more than just bare 
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minimum for earning points: “[I read the materials I added] very carefully indeed 
exactly because of the sociality connected to evaluating materials. There was some 
‘social pressure’ involved in evaluating articles because other students could read 
your evaluations, respond to them, disagree and comment, respond to the 
evaluation…” 

The effects of social presence are likely intertwined with the effects that the 
emerging sense of community had. Besides membership, using LSRM also had many 
other elements that McMillan and Chives [21] suggest as contributing to the sense of 
community, including personal investment (added evaluations and materials), bi-
directional influence (students affecting the community and vice versa) and 
integration and fulfillment of needs. 

5.5 Social Presence of Instructors and Its Impact 

Students felt that the lecturer’s presence had a positive impact in two ways. First, he 
maintained a feeling of activity in the system, e.g. “A lot of added materials and 
evaluations on materials [by the lecturer]. I feel that it was good that the lecturer kept 
the page active when it occasionally got silent.” Second, the lecturer’s presence 
brought positive social pressure: “The presence of the lecturer did encourage 
investing in the materials. I didn’t have the nerve to add just any old dude’s blog 
there and added instead content by recognized sites or known experts.” 

Some students mentioned having been nervous about evaluating materials added 
by the lecturer. In fact, student-added materials (M=1.88, SD=1.54) did get on 
average more evaluations that instructor-added materials (M=.61, SD=1.18), 
t(103)=4.34, p < .001. Interestingly, there was no statistically significant difference 
between the average star ratings given to instructor-added materials (M=3.95, 
SD=.72) and student-added materials (M=3.79, SD=.84). The scale, in a sense, was 
the same, meaning that the 16 students who evaluated instructor-added materials (in 
contrast, 30 students evaluated student-added materials) did not give the materials 
special treatment. 

Comments and evaluations from the lecturer were warmly welcomed: “I especially 
liked how the lecturer commented on some evaluations and gave his own examples 
(e.g. on a material that I had added).” The evaluations and comments that the 
instructors added were mainly positive or, in one case, only mildly challenging. 

6 Discussion 

Using Nicknames Increases Sociality and Trust on Materials and Evaluations. 
Using nicknames clearly increased social presence, as evidenced by the statistically 
significant increase in student evaluations and student questionnaire replies. Even the 
students who did not feel others as present described how the idea of other users 
affected their behavior positively. Many students reported altruistic motivations, and 
their comments show that they felt a certain sense of duty towards others. Also, 
students had a sense of individual presence in the system, which created social 
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pressure that also affected their actions positively. Overall, students perceived others 
as taking online activity seriously, and this motivated them to approach it with due 
diligence. 

Increasing Evaluation Cost Engenders Trust on Evaluations. Students clearly 
trusted better that student evaluations were properly made than in 2011. How much of 
this is attributable to nicknames and how much to increased evaluating cost is an open 
question, but considering that in 2011, increasing the rating cost resulted in a 
significant improvement in honesty, we conjecture that coupling commenting and 
rating affected it significantly and also encouraged reading materials more carefully. 

Requiring More thorough Evaluations Increases Pressure to Add Good Materials. 
There was less questioning of the motives of the students adding materials in 2012, 
indicating that at least some aspects of the perceived quality had improved. Also, many 
student comments show that students did approach finding materials to add very 
seriously, in part because they knew that they would be evaluated. We conclude that the 
more complex evaluations made students more careful about the links they added but 
that the effect is again intertwined with the effects of the nickname use. 

Overall, our working hypothesis concerning nicknames and evaluation cost worked 
out well. Using nicknames and a more complex evaluating approach removed 
dishonesty entirely from evaluations. Importantly, this was accomplished without the 
number of contributions falling; in fact, the number of honest contributions increased. 
This is a significant improvement to the system and gives other e-learning 
practitioners practical tools and approaches to root out dishonesty. 

6.1 A Word of Caution: Use and Interface Design Are Intertwined 

When applying our results in e-learning, and particularly in other contexts, it should 
be noted that our results are subject to specific contextual factors. Our system is 
designed for formal e-learning where compulsoriness can be used to encourage 
contributions, students form a small, closed community of peers, and the use period is 
short. In informal e-learning, for instance, using compulsoriness may not be possible 
or even advisable. Also, designing an e-learning space must go hand in hand with 
designing its use (compulsoriness, regulations etc.), as the two are intertwined. For 
example, our system used compulsoriness and high evaluation cost to improve 
evaluation/rating honesty. However, if there had been no compulsoriness, this design 
would likely have failed. With voluntary evaluating, it would have been advisable to 
lower the evaluation cost to encourage contributing; after all, there would have been 
little motivation for dishonesty. In 2011, while there were dishonest ratings 
(compulsory), there was no dishonest commenting (voluntary). 

6.2 Enhanced User Experience 

The 2012 use and interface designs led to students approaching their work more 
honestly and with more gusto. The space was significantly more social due to the 
tools bringing sociality and providing social texture and the nicknames providing 
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sociality through individual presence. Student trust on materials and especially 
evaluations increased; students saw others as doing their work properly, which led to 
altruistic motivations and a sense of duty towards others, leading to deeper 
involvement. In effect, this perception was justified by actual changes in honesty and 
due diligence, as most students did work hard to add links that were meaningful and 
tried to make evaluations that would be useful. Also, in 2012, many students were 
more aware of the benefits—in particular, improved learning and information literacy 
skills—they accrued from using the system with due diligence. Seeing benefits in turn 
encouraged using the system, leading to a virtuous circle: Positive behavior led to 
positive experience and perception that in turn encouraged positive behavior. 

6.3 How to Develop LSRM Further 

Further increases in evaluation cost do not appear necessary, as 100% honesty was 
already reached with the current approach. Nevertheless, the aspect to be rated needs 
to be made clear in the interface so that all students are rating the same aspect. The 
most important criterion for students, usefulness of the materials, is the obvious 
candidate. While increasing the cost of adding materials by requiring a description 
might seem a logical step to induce further trust on materials, it may prove 
problematic; in an interview, one student said that this would be a “miserable feature” 
that would only lead to marketing one’s materials instead of objectively describing 
them. 

In fact, the most promising approach to encourage positive behavior and improving 
the user experience further appears to be enhancing sociality and individual presence 
in the system. First, the system needs to be more connected to students’ everyday 
lives. LSRM should make it possible for students to subscribe to email notices so that 
they can maintain awareness of any development in the system that concerns them. In 
addition, the system should incorporate a private group in Twitter and Facebook, to 
mention two obvious candidates. This way, the information about new materials and 
evaluations would reach students without them having to log in the system. Making 
groups private is important, as the community being small, closed, and consisting of 
peers (same level of knowledge) were important factors for students. 

The second approach to increasing sociality is to enhance the sense of individual 
presence by allowing viewing material additions, evaluations and comments by 
individual students. This would also increase social pressure, as one could not hope to 
be hidden in the mass of materials. Interviews gave indications that students would 
not find this intrusive. In all likelihood, this would further increase the care with 
which students add and evaluate materials. 

7 Conclusion 

We managed to enhance students’ user experience and remove dishonesty from 
additional reading material evaluations by increasing the evaluation cost and by 
replacing anonymity with nicknames, thus giving students an individual presence. 



614 J. Leino and T. Heimonen 

This study also contributes to the field by providing much-needed experiences of 
using recommender features in e-learning in a genuine use context. 

However, when applying our results in other systems and contexts, one should bear 
in mind that the results were obtained within formal e-learning context and that, 
consequently, contextual factors may limit their applicability elsewhere. 

While we hope to develop LSRM further to the directions outlined here, we also 
encourage other practitioners to report their experiences of RS in various educational 
contexts. It is important that practice and theory go hand in hand in employing RS in 
e-learning instead of theories being developed independent of the ground realities. 
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Abstract. Augmented Reality (AR) can provide additional information about 
mediated events, but can it enhance our learning and comprehension? We 
performed a user study of a location-based AR application in order to answer 
this question. A 2-condition (AR modality vs. non-AR digital book modality) 
between-subjects experiment with 36 dyads of secondary school students in 
Singapore was conducted to examine how the use of AR modality in an 
educational context impacts students’ learning performance. Data from the 
experiment showed that location-based AR improved students’ learning 
performance by catching their attention and enhancing their ability to 
elaboratively process the information they encountered. Theoretical and 
practical implications are discussed. 

Keywords: Location-based AR, modality, learning, transportation. 

1 Introduction 

Augmented Reality (AR) development is booming today, providing a contextual layer 
of extra information (e.g., images, locations, sound, etc.) to add on to user perceptions 
of the physical environment. Numerous applications have adopted the AR technology 
into their design, such as in the fields of gaming, entertainment, tourism, marketing, 
and social networking. However, as the industry is busy developing new apps to 
improve their design, little is known about the psychological effects of AR, and 
related user-experience outcomes. For example, AR is being touted as a promising 
tool for enhancing education, but we do not know how the use of an AR app 
compared with other digital educational tools can impact students’ learning 
performance. Therefore, our study investigates the impact of an AR game, “the 
Jackson Plan,” on students’ learning performance, and attempts to explore the 
psychological factors that may mediate the relationship. 

                                                           
* Corresponding author. 
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1.1 Augmented Reality 

Augmented Reality (AR) is a new modality of presenting information, whereby a 
contextual layer of computer-generated virtual content is superimposed on a mediated 
representation of the real physical world. AR blends the real and virtual worlds 
seamlessly, constantly changing the ways we experience and interact with the 
physical environment. With the arrival of mobile media, this technology is on the 
verge of being adopted ubiquitously in our daily lives to enhance what we see and 
feel. In 2010 alone, AR mobile applications were downloaded more than eleven 
million times. By 2015, the number of downloads is estimated to exceed one billion 
per year [1]. Among these applications, for example, AR has been designed as a 
tourist guide on mobile devices [2], a shopping assistant in e-commerce websites [3], 
and a way to promote learning in an educational environment. According to the 2011 
Horizon Report, AR technology will be widely employed in US universities in the 
next two to three years, as a way to assist teaching inside or even outside the 
classroom [4]. These educational AR applications include AR books, AR gaming, 
object modeling, skill training, etc., which aim to enhance students’ learning.  

1.2 Psychological Effects of AR 

Due to its unique characteristics, AR may have a psychological effect on users in 
various ways. The most representative and appealing feature of AR is its ability to 
superimpose extra information into the real world based on sophisticated display 
technologies, which, on the one hand, increases the viewability of the interface and 
contextualizes the information, but, on the other hand, runs the risk of demanding too 
much user attention to encode the supplemental information. Limited Capacity 
Theory [5] would argue that cognitive resources directed towards encoding the 
message come at the cost of storing the contents of the message for later retrieval, 
thereby resulting in poorer memory, and therefore inferior learning outcomes.  While 
AR certainly runs this risk of privileging encoding over storage, many AR games and 
apps are tied to real-world locations, allowing users to view the world through a web 
camera on their devices with additional information superimposed by the app, which 
may provide users a sense of presence, or physically being in the environment [6], 
thus leveraging their engagement with the content (i.e., mental “transportation” into 
the narrative [7]), eventually enhancing users’ cognitive information processing and 
memory. Under this alternative view, AR will serve to enhance the user’s “perceptual 
bandwidth” [8] such that the user is able to process more information more efficiently 
and thereby achieve an enhanced mental representation of mediated reality. Given 
these potential psychological paths to user outcomes, how AR can influence users’ 
learning performance is unclear. Therefore, we experimentally examine how the use 
of AR modality in an educational context impacts students’ learning performance as 
well as their user experience. 
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2 Method 

2.1 Design and Participants 

A 2-condition, between-subjects (location-based AR modality vs. non-AR digital 
book modality) experiment was conducted to answer the research questions. 
Participants were recruited from 3 Secondary One history classes in a public school in 
Singapore. The students were selected by a teacher to ensure social and cognitive 
homogeneity. In all, we had 72 students participating in the study. Since the 
procedure required students to work in groups of two, we had a total of 36 dyads for 
random assignment to the two experimental conditions. None of the students had 
learned about the historical event described in the application, which was a history 
class chapter for their grade, before the study, and all of them had some experience of 
playing games on handheld devices. 

2.2 Stimulus Material 

Two applications containing the same interactive game were developed for this study, 
one of which contained AR features while the other one was a digital book. The 
content presented by the two different modalities was identical. An Apple iPad 2 was 
used in both conditions as the primary device via which they experienced the 
educational content. The content followed a narrative structure. In the story, “The 
Jackson Plan” map, which was the original city plan map of Singapore, was stolen, 
and the participants were asked to locate the missing map by talking to different 
original immigrants (non-player characters or NPCs, see Figure 1) and collecting 
clues from their conversations. The story was created based on information about the 
founding of modern Singapore and the life conditions of its original immigrants. As 
the original immigrants’ trading center, Singapore River was chosen as the physical 
corresponding location for the location-based application. While students were 
walking, a map of Singapore River (see Figure 2) would show up on the iPad screen, 
on which students’ current location and their next destination were indicated. There 
were 6 destinations in all, representing the starting point, ancient trading spots of 
British, Chinese, Indians and Malays, and the final destination. Once the student 
arrived at a spot, the location-based service would automatically trigger a NPC’s 
appearance on the screen, and then the NPC started to talk to the student. Besides, 
four mini-games were embedded in the narrative story to help students understand 
and learn different immigrants’ specific trading activities. Similarly, the mini-games 
were also triggered by the GPS. AR features were embedded in several steps. For 
example, when participants arrived at the destination, which was the statue of Raffles, 
they needed to capture information on the statue using the iPad to trigger a newspaper 
page on the iPad screen indicating who had stolen the map. While for the digital book 
application, students just needed to tap the iPad screen to proceed from screen to 
screen and get the newspaper page at the end, thus featuring no interactions with 
objects in the real world. 
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2.3 Procedure 

Each dyad of participants was randomly assigned to one of the two conditions. In the 
experimental condition, students were taken to the Singapore River to complete their 
session (see Figure 3). A moderator was assigned to accompany each dyad of 
students. After briefly introducing the game, the moderator started the game and gave 
each dyad an iPad. The 18 dyads of participants in the control condition completed 
their session in a classroom in their school. After completing the game, each 
participant was asked to complete two paper-and-pencil questionnaires. Then, 
researchers bought each participant a meal, and asked them not to discuss the 
experiment with others. 
 

Fig. 1. Non-player character 

 
Fig. 3. Outdoor AR players vs. indoor non-AR players 

Fig. 2. Real artifact and game maps 

2.4 Measurement of Learning and User Experience (UX)  

Two questionnaires were used to measure participants’ learning and user experience. 
One questionnaire contained 20 multiple-choice questions testing their ability to 
recognize factual information and knowledge embedded in the game, such as 
information about the history of modern Singapore’s founding and the trading 
activities of original immigrants. Another questionnaire contained 40 items which 
participants rated using a 5-point Likert-scale ranging from 1 (not at all) to 5 (very 
much). Learning motivation was measured by 11 items, two of which pertained to 
intrinsic goal orientation (r=0.60, e.g., the most satisfying thing for me in playing 
“The Jackson Plan” is trying to understand the historical content as thoroughly as 
possible), 5 referred to task value (α=0.84, e.g., I think learning history in playing 
“The Jackson Plan” is useful for me to learn), and 4 to self-efficacy (α=0.86, e.g., I’m 
confident I can understand the most complex materials presented by “The Jackson 
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Plan”). Learning strategy was measured by 7 items, among which elaboration was 
measured by 4 items (α=0.85, e.g., when playing “The Jackson Plan”, I try to relate 
the material to what I already know) and peer learning was measured by 3 items 
(α=0.75, e.g., when studying for history, I will try to explain the material to a 
classmate or a friend). In addition, game engagement was measured by 7 items 
(α=0.80, e.g., I feel my mind wandering when I am playing “The Jackson Plan”). 
Telepresence was measured by 3 items (α=0.80, e.g., when I am playing “The Jackson 
Plan”, I have a sense of “being there”). Perceived novelty of the application was 
measured by 5 items (α=0.77, e.g., the way in which “The Jackson Plan” was 
presented is novel). Transportation was measured by 7 items (α=0.84, e.g., I was 
mentally involved in the story while playing “The Jackson Plan”). Aside from these 
self-report measures, the applications in both conditions automatically recorded the 
time that participants spent on the application. 

3 Results 

We first conducted a MANOVA by considering all the dependent variables. The 
results showed a significant effect for modality, Wilks’ Λ=.64, F (10, 61)=3.45, 
p<.01. Univariate results confirmed a main effect of modality on intrinsic goal 
orientation, F (1, 70)=7.20, p<.01, task value, F (1, 70)=9.74, p<.01, self-efficacy, F 
(1, 70)=5.57, p <.05, elaboration, F (1, 70)=11.50, p<.01, telepresence, F  
(1, 70)=11.00, p<.01, transportation, F (1, 70)= 8.91, p<.01, and learning 
performance, F (1, 70)=10.76, p< .01. On all variables, participants in the location-
based AR condition scored higher than their counterparts in the digital book 
condition. 

Since participants in the location-based AR condition spent much longer time 
(M=29.51, SD=4.73, counted in minutes) to complete the whole game than their 
counterparts in the digital book condition (M=9.40, SD=2.78), the analyses were 
repeated with time as a covariate. In addition, perceived novelty was also controlled 
to rule out its effect. Results of ANCOVA analyses showed that, with time and 
perceived novelty controlled, participants in the AR condition still reported higher 
level of task-value (F (1, 58)=4.06, p<.05), more self-efficacy towards learning 
history from the application (F (1, 58)=4.66, p<.05), more elaboration (F (1, 
58)=3.95, p=.05), more engagement (F (1, 58)=5.03, p<.05) while experiencing the 
game, and showed better learning performance than those in the non-AR condition (F 
(1, 58)=3.96, p<.05). 

Multivariate regression was performed to test the relationships between measured 
variables. The results showed that with time and perceived novelty controlled, 
participants’ amount of elaboration during playing the game was significantly 
correlated with their leaning performance (b=.85, t (51)=2.04, p<.05). Similarly, 
participants’ amount of elaboration (b=-.35, t (52)=-2.00, p<.05), engagement level 
(b=.24, t (52)=2.52, p<.05), and telepresence (b=.38, t (52)=3.31, p<.01) were 
significantly correlated with their transportation level. 

A series of mediation tests using the PROCESS Macro [9] was conducted to 
explore the mechanism underlying the effect of AR on students’ learning performance 
and transportation level. The results showed that the modality influenced participants’ 
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In summary, this study found that location-based modality could enhance students’ 
learning performance by making them engaged in the task and facilitating them to 
elaborate on the information they encountered. Similarly, location-based modality 
was also more likely to transport users away from the physical world and make them 
immersed in the virtual narrative world. Users’ enhanced engagement and 
telepresence mediated this process. 

4 Discussion 

Our findings show that location-based AR modality improves users’ learning 
performance by enhancing their engagement and ability to elaboratively learn 
information from the application. The elaboration variable mainly referred to 
students’ ability to put together information from different sources (e.g., narrative, 
mini games) and make connections between new information and their prior 
knowledge, history and the game event, virtual event and real world activities. The 
present study provides practical evidence that location-based AR modality, by 
enabling users to augment the real world environment with virtual features, generates 
greater engagement with the content, thereby improving learning performance. 
Therefore, AR holds promise a potentially useful avenue for educators to fully engage 
students and achieve desirable learning outcomes. 

Our study also found that location-based AR modality had an effect on users’ 
transportation level by leveraging their level of engagement and strengthening their 
feeling of presence in the virtual world. Since transportation is an important 
determinant of narrative’s persuasive effect on audience, AR can serve a persuasive 
function [10].  Digital content designers who want users to be immersed in their 
content should try to use location-based AR modality to present the content, so as to 
provide users a feeling of actually being in the narrative world. This can be 
particularly useful for digital story-telling and other forms of informational, as well as 
entertainment, narratives delivered via devices that can support AR. It can also help 
marketers persuade users about their products and services by affording greater 
transportation into the narratives constructed. 

A common concern with any new technology is that the technology’s effect may 
be caused by the novelty effect, which will fade away as the technology becomes 
common. However, in our study, participants in the digital book condition reported 
slightly higher perceived novelty (M=3.54, SD=.76) of the application than their 
counterparts in the location-based AR condition (M=3.51, SD=.61). Therefore, we can 
rule out this alternative explanation in this study. 

A limitation of this study is that although students worked in pairs, their data were 
collected and analyzed individually, without controlling for their dyad membership. 
Due to a technical failure in the study protocol, information about which two 
participants worked together was not captured by study administrators. Another, more 
important, limitation of this study is that while participants in the experimental 
condition completed their session in the outdoor environment, those in the control 
condition completed all the procedures in a classroom. Therefore, one may argue that it 
was the actual historical site, but not the AR technology that made the experimental 
stimulus outperform the stimulus of control condition. However, based on several 
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factors, we believe this alternative explanation is unlikely. First, the Singapore River is 
totally different from what it looked like 200 years ago. The area used to be a trading 
center, but now all the old buildings were replaced or used as modern restaurants, so 
study participants were not able to get any relevant information about the history of 
Singapore or the immigrants’ trading activities by simply being in the environment. 
Therefore, it is safe to argue that the real-world environment is not likely to influence 
students’ learning performance. Besides, in terms of the transportation level, the real 
world environment is actually more likely to distract students from concentrating on 
and immersed in the narrative. Students had to walk for several minutes before they 
could continue to get new information from the application, so the whole story was not 
continuous for them. In addition, while they were walking along the river, a lot of 
students were attracted by lobsters and crabs in some restaurants’ aquariums. Each of 
these two situations could decrease outdoor students’ transportation compared to a 
classroom, but they still reported much higher level of transportation. Therefore, the 
location-based AR modality appears to be quite powerful in inducing transportation 
into the narrative despite the presence of formidable environmental distractions. This 
bodes well for the future of AR apps in the domain of education, especially in 
distracting out-of-school environments, because the technology itself appears to be 
quite involving and therefore conducive to learning. 
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Abstract. The ReflecTable is a digital learning environment that explores how 
design games and video-led reflection might be combined to bridge the gap 
between the theoretical and practical components of design education. The 
concept seeks to leverage the qualities of exploratory design games and video to 
inspire design students to critically reflect upon the relationship between their 
evolving design practices and the theories and techniques they are taught in 
lectures, by allowing them to capture, review and reflect upon short videos of a 
design game. In this paper, we present the ReflecTable design and nine studies 
conducted during the course of its development. The studies suggest that the 
ReflecTable has the potential to support design students in understanding how 
theoretical concepts and methods relate to different design situations and their 
own evolving design practices. 

Keywords: Design, design games, video-led reflection, education, reflection, 
reflective practicum, off-loop reflection, learning-by-doing. 

1 Introduction 

Educating students in the skilled and creative practice of design is a challenging task. 
Typically, the situations and challenges designers face are multifaceted, ill defined 
and, therefore, not easily addressed by the straightforward application of theories or 
guidelines [27, 29]. Consequently, it is widely accepted that approaches to educating 
designers that focus upon the teaching of theoretical concepts alone are unlikely to 
equip students with the skills required to respond appropriately to the challenges 
faced by design practitioners. Instead, design educators characteristically seek to train 
their students to dynamically adapt and employ a repertoire of theories, techniques 
and skills in response to their reflective appreciation of an individual design situation; 
a competency that Donald Schön refers to as a designer’s “artistry” [31, p. 13]. 

The artistry of design practice is not something that can be easily taught, as it 
hinges on the student developing an understanding of how the particular theories and 
techniques that they have been shown in lectures and tutorials relate to their own 
personal experiences of designing in response to a range of different situations and 
challenges. Purely theoretical education has been found to be ineffectual at facilitating 
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this kind of learning, as novice designers do not have the necessary experience of 
design practice in order to develop these contextual and holistic understandings of 
what they are taught [31, p. 82]. However, the alternative, a focus on practical 
education through design projects, has also been found to fall short, in our own and 
others’ experiences. While learning-by-doing allows students to develop personal 
experience of design practice, students are often given little opportunity or motive to 
reflect upon the relationship between the theories and techniques they are taught and 
the situations they encounter during their design projects [37]. 

 

Fig. 1. The ReflecTable 

Our response to this challenge, the ReflecTable (Figure 1), is a digital learning 
environment that seeks to support students in reflecting upon a condensed design 
process, which is completed while playing a group design game around a tabletop. 
Students playing the ReflecTable game are given a number of small buttons that can 
be pressed to capture short video clips of noteworthy moments in their design process. 
Following the completion of this game, the students are guided through a session of 
structured reflection on their design process, which involves reviewing and annotating 
the video clips captured using a bespoke tablet PC application. By leveraging qualities 
of both design games and video-led reflection, the ReflecTable seeks to provide 
design students with an environment that combines learning by doing with critical 
reflection about the relationship between design practice and theory.  

In the remainder of this paper, we review previous work relating to the use of 
digital technology to support design practice and education, describe the design of the 
ReflecTable in detail and, finally, reflect upon our initial experiences of using the 
ReflecTable as part of the education of undergraduate design students. These 
experiences illustrate the design’s potential as a means to support students in 
reflecting upon and, therefore, developing further understandings of the relationship 
between their evolving design practices and the design vocabulary and procedures 
(i.e. theoretical components) that they are taught as part of their education. 
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2 Related Work 

2.1 Interactive Systems for Design Practice and Education 

The use of digital technology to support design practice and education can be seen to 
be an important concern of the HCI research community. A range of previous 
research has led to the development of a number of novel interactive systems that 
support both the practices of designers and the education of design students. 

Several interfaces have been developed by HCI researchers that seek to enhance 
the existing practices of designers through the application of digital technology. A 
number of hybrid interactive surfaces [20] have been proposed that aim to seamlessly 
integrate the workflows and physical artifacts of the traditional design studio with 
advantages of digital technology. These interfaces have used approaches such as 
computer vision [17, 21], tangibles and digital pen and paper technology [14, 15] to 
digitally augment the physical artifacts used during traditional design meetings (e.g. 
post-it notes) with functionality such as saving and versioning and support for the 
transition to later, digital, stages of the design process. Additionally, a number of 
designs have been proposed to afford lightweight integration of digital technology and 
digital media into design meetings [33, 34] and the configurations of artifacts and 
space witnessed in the designer’s traditional studio [1]. 

HCI researchers have also explored the development of interfaces that enhance 
collaboration and awareness amongst design teams. The Cooperative Artifact 
Memory system was developed to allow designers to share digital information about 
artifacts from a design process with their collaborators such as annotations, messages 
and web-links using a mobile phone application [38]. Blevis et al. developed an 
interface that aimed to scaffold collaborative decision making in respect to both 
physical and digital design materials, which were associated together using barcodes 
[2]. Additionally, work by Everitt et al. explored how the use of hybrid interactive 
surfaces (such as those mentioned previously) might support collaboration amongst 
designers in different geographic locations [10].  

Of most relevance to the ReflecTable, however, are previous research projects that 
have explored how digital technologies might support designers, and design students, 
in documenting and reflecting on their design processes and practices. Nakakoji et al. 
proposed a tool that indexes videos of design meetings based upon sketches drawn on 
a whiteboard. Their system aimed to allow designers joining existing projects and 
teams to more easily use videos of design meetings to develop understandings of, and 
reflect upon, design decisions made previously by the existing design team members 
[25]. Geyer and Reiterer explored the use of the commercial note taking software 
Evernote to support design students documenting longitudinal design projects [13]. 
Swan, Tanase and Taylor explored the Digital Scrapbook system, which 
automatically collects digital materials from, e.g., design students’ blogs and Flickr 
pages [35]. In both of these studies, providing students with a mechanism to collate, 
document and review design project materials was found to inspire and support 
reflection on their design practices. In the latter case, the students’ reflection on their 
practices using the Digital Scrapbook system was found to make students aware of the 
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“Processional” nature of the design processes they conducted. Additionally, in the 
context of design research [39], Dalsgaard and Halskov developed the Project 
Reflection Tool, which allows design researchers to document their practices as a 
series of events and notes, with the aim of supporting reflection on both design 
practice and broader research questions [8]. 

A number of research projects have looked beyond the possibility of simply 
supporting the documentation of design processes, to explore instead how the 
designer’s active manipulation of digital design materials might inspire reflection on 
design practice. The Amplifying Representational Talkback system aimed to inspire 
reflection during the design process by allowing designers to experiment with 
different two-dimensional arrangements of their digital design materials [26]. 
Additionally, the Freed system enabled design students to create multiple spatial 
representations of the collections of digital materials that are amassed during 
longitudinal design projects. This process was found to inspire design students to 
reflect on their design practices throughout the course of a design project, rather than 
simply upon its completion [24]. 

2.2 Using Design Games and Video to Inspire Reflection 

In the following sections, we review a range of additional work on design games and 
the use of video as a means to inspire reflection, which influenced the ReflecTable 
design. The idea of playing games to study design practice derives from research in 
architecture and planning from the late eighties. At MIT, Harbraken and Gross [16] 
developed Concept Design Games to study how design decisions and choices are 
made in a process of cooperation and negotiation among multiple stakeholders in 
interdisciplinary design projects. By identifying similarities between design 
collaboration and simple board games, Harbraken and Gross envisioned their own 
board games that isolated and focused on certain aspects of the design process. Games 
as a method to understand design was further developed in Participatory Design 
literature as a way to understand user collaboration in design [9], to support design 
practitioners in their collaborative design processes [18] and to develop a repertoire of 
gaming possibilities for designers to be aware of when creating their own exploratory 
design games [3, 4]. 

To some extent, games have also been used in design education. Buccerelli [6] 
identified gaming as a way to teach engineering design students about different roles 
in the design process. Iversen et al. discussed the educational benefits of design games 
[18]. They envisioned design games as a way to train design collaboration in a “safe” 
environment. With respect to this safe environment for design team training, design 
games have similarities with the notion of “Serious Play” developed by LEGO, where 
LEGO bricks are used to explore real life challenges in business development [28].  

The value of design games as a means to support design education has, however, 
been questioned in recent Participatory Design literature. Törpel critically argued that 
what students learn from a design game might be limited by the different scales of 
students’ design projects and real life design practice: “What in relatively small 
education projects can be experienced on a small-scale level could become substantial 



628 J. Hook et al. 

factors of success or drawback if practiced on a larger scale in professional design 
projects” [36]. This challenge has been addressed by combining design games with 
video material from real life design situations. Buur and Søndergaard [7] developed 
an augmented board game in which video from real life design work was made 
accessible to the participants. In this augmented space, qualities from the design game 
were combined with real life design situations captured on video and brought into the 
design game using augmented paper sticks. Iversen & Buur [19] developed a Video 
Design Case in which design practitioners could reflect on their own design skills by 
collaboratively working with video clips from an industrial design case. The Video 
Design Case made design practitioners reflect on their own practice by mirroring their 
own design with the design activities displayed in the case material. Iversen & Buur 
found that video is a valuable approach for fostering reflection on design practice; 
however, the extent to which designers can familiarize themselves with videos of 
other designers’ practices and cases may limit the reflection that can be spurred by the 
approach. 

The ReflecTable extends this existing body of research by exploring how a novel 
system for video-led reflection on design practice might be combined with a gaming 
approach to reflection on design to address the particular challenge of bridging the 
gap between the theoretical and practical components of design education. 

 

 

Fig. 2. The key components of the ReflecTable system 

3 The ReflecTable 

The ReflecTable is a digital learning environment that seeks to leverage qualities of 
both design games and video as means to inspire designs students to critically reflect 
upon the relationship between their evolving design practices and the theories and 
techniques they are taught in lectures. This is done by allowing them to capture, 
review and reflect upon short videos of their own design process in a design game.  

The ReflecTable (Figure 2) comprises three key elements: a paper-based design 
game that is played around a tabletop between groups of three to four design students, 
a video capture system that allows students to capture short video clips of noteworthy 
moments during their game by pressing a number of buttons and a tablet-based 
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interface that allows students to review and reflect upon these videos upon the 
conclusion of the game. 

The design game is comprised of two stages and six rounds (see Table 1 for an 
overview) and is played around a tabletop between groups of three to four design 
students. This game moves between divergence, utilizing turn taking inspired by 
Harbraken and Gross’ silent game [17], together with convergence to emulate the 
phases of a real life design project [22]. In the following sections we describe the 
course of a typical ReflecTable session. 

Table 1. An overview of the rounds of the design game 

Round no. Description 

Stage A: Designing using paper, pens and post-its 
1 Diverging by individually annotating artifacts – i.e. pictures, notes and sketches 

– from their design domain. 
2 Converging by drawing and naming relations between artifacts. 
3 Transcending by sketching a design proposal based on the work in rounds 1 and 

2. 
Stage B: Reflecting on the process using video 
4 Browsing video and formulating a research question about the group’s design 

process in stage 1. 

5 Diverging by individually annotating video clips on the tablets. 
6 Converging by relating and grouping clips on a shared tablet to answer the 

question from round 4. 

3.1 Stage A: Designing on Paper 

The aim of the first half of the design game is to co-develop a design in response to a 
design situation shared by the players (e.g. a brief set during a group project). The 
stage comprises three rounds, which each mimic a phase in a condensed design 
process. A game facilitator guides the group throughout the game, offering coaching 
to the players if, for instance, they become stuck, or need further advice. 

During this first half, a video camera is used to record an image of the table surface 
and a microphone records the discussion between players and the facilitator. Each 
player is given a button, which can be pressed at any time during the game, to record 
the previous 15 seconds of video. The players are instructed to press this button when 
something noteworthy has happened. For instance, a player might press their button 
when a particularly interesting idea arises or when s/he feels that something is worth 
remembering. 

The group is asked to bring five artifacts (per player) to the game, which must 
relate to the design situation and be small enough to be placed and manipulated on the 
tabletop. In our experiments so far, people have brought a wide range of different 
artifacts including pictures from field studies, vision statements and scenario 
descriptions. 
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In the first round, the group is instructed to place their artifacts on the table for 
individual exploration by each of the players. The players are given post-it notes (a 
different color for each player) and are asked to write comments about any of the 
artifacts that they find to be in any way remarkable. At the end of the round, the 
players present these annotations to each other. The purpose of this round is to allow 
players to develop divergent interpretations of the artifacts, which will be used as the 
basis of a shared understanding of the design situation developed in later rounds. 
Consequently, the players are asked to complete this task without communicating 
with the other players. The players are given about 10 minutes to complete this round. 

In the second round, the players are asked to collaboratively name and draw 
relationships between the artifacts, which have now been augmented with post-its. 
The players are instructed to arrange the artifacts and their comments on the table 
surface, so that they illustrate relationships and shared understandings of the materials 
and design situation developed by the group. The purpose of this round is to converge 
the players’ individual interpretations of the design situation into a shared 
understanding, upon which they might base a design. The players are given about 20 
minutes to complete this round. 

The third round of the game involves transcending the ideas and relations 
discussed in the previous round, in order to propose a concrete design response. 
Firstly, the players are asked to collaborate in identifying three potential design 
openings, i.e., places in the network of relations between artifacts and notes that they 
feel have the potential to be the starting point for a promising design. Then, the 
players are given exactly 15 minutes to sketch and write-up (informally) a proposal 
for a concrete design response to the situation, based upon the ideas developed during 
the previous rounds. 

3.2 Stage B: Structured Reflection on the Design Process 

In the second half of the game, a tablet-based interface is used to scaffold reflection 
amongst the players about the design process conducted during the first stage. Each of 
the players is given a tablet PC (Acer Iconia Tab W500) with a bespoke interface that 
allows them to review, annotate and, finally, collate and compare the videos captured 
by pressing the buttons during the design game. Like the first stage, the second stage 
is structured around three rounds. The facilitator offers coaching and guidance 
throughout the three rounds. 

In the fourth round, the first round of stage B, the interface displays a Panopticon 
video rendering, which allows the players to quickly view footage of the entire design 
game at a glance (Figure 3). This Panopticon rendering works by dividing a video into 
a number of clips of equal length, which are then arranged in a grid sequentially from 
left to right, (akin to a cartoon strip). All of these clips are played concurrently in a 
continuous loop. As they play, the videos slowly cycle towards the right, such that 
when a video has reached the end of its loop it is in the starting position of the video 
to its right. This movement of video clips allows the viewer to watch the video 
continuously, from a selected point, by simply following the passage of one square in 
the grid of videos. 
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finished prototype of the ReflecTable setup, as described in the previous section. We 
documented each of these games using video, pictures and observational notes. 

In order to explore if the evolving design game was supportive of students’ 
reflection upon the relationships between design theory and practice, before 
commencing development of the final prototype, we studied two of the initial six 
games in further detail (games 2 and 3 in the series). As these games were played 
prior to the development of the final prototype, we used a mock-up system that 
allowed students to press buttons to record video clips. However, manual video 
editing was required to produce the video media for the second stage of the game. 
This meant that two time slots had to be scheduled and, as such, the two stages of the 
game were played two to three weeks apart. In the following sections, we describe the 
findings of this exploratory study. We present these initial exploratory findings as 
they provide valuable insight into the kinds of learning supported by the ReflecTable 
game, which was not changed substantially from the version used in this study to the 
final design. 

The study was completed with two groups of undergraduate interaction design 
students, who were in their first semester. The design education of these students had 
been based primarily upon the work of Schön on reflective design practice [30, 32] as 
well as the theories of Löwgreen and Stolterman [22], and Nelson and Stolterman 
[27]. To explore the learning outcomes from these two games, we gathered two kinds 
of qualitative data from the participants. On completion of stage B, we asked the 
participants to write three post-its about the group’s outcome and present these to the 
other players. We then conducted short semi-structured interviews [12] (six minutes 
on average) with each participant about their experiences of playing the game and 
what they thought they had learned. These interviews included a targeted question 
that sought to explore whether the students could relate their experiences of playing 
the ReflecTable game with concepts from Schön’s theories of design. By asking the 
students to comment upon the relationship between their design process and one of 
the theories they had been taught, our intention was to gain insight into whether the 
game had supported them in learning to relate their experiences of practice to design 
theory. The questions asked were as follows: 

 
1. What did you personally gain from playing the game? 
2. What did you learn about designing by playing the game? 
3. Can you recognize any of Schön’s concepts in the game?  
4. What do you think our intention is with this game? 

We recorded and transcribed these interviews and, subsequently, analyzed them 
using two different coding procedures1. Firstly, an inductive approach was used, 
where we coded and grouped students’ comments into themes and, secondly, a 
theoretical approach was used where we identified terms from design theory – 
primarily Schön’s theory – in the students’ responses [5]. Table 2 shows an overview 
of the design concepts that we identified in the interviews as either an explicit  
 

                                                           
1 The excerpts presented from these transcripts have been translated from Danish to English. 
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Table 2. Design theory concepts identified in the interviews 

Design terms Players 

 2-1 2-2 2-3 2-4 3-1 3-2 3-3 3-4 
Conversation with the materials  A  A(x) B   A 
Design judgment  A  B  B B  
Learning-by-doing A  A A A B  A 
Professional artistry A    A(x)    
Reflection-in/on-action   A(x) A(x) A(x)  A(x) A(x) 
Reflective practice     A B(x)  A 
Repertoire   B B A  B A 
World-making       A(x) A(x) 

 
statement (marked with ‘(x)’) or an implicit description. An ‘A’ indicates that a 
concept was mentioned after the topic of Schön’s theory had been broached in 
discussion (e.g. question three had been asked), while a ‘B’ is used where the players 
mentioned concepts beforehand. 

4.1 Learning Outcomes 

Schön notes that it is hard to know exactly whether a student has been taught the 
“artistry” of design (i.e. the skill of being able to understand and apply a repertoire of 
theories and approaches sensitively and appropriately in practice) that the ReflecTable 
seeks to teach. However, he describes four dimensions of learning [31, pp. 168-170] 
that represent competencies that a student might possess in varying degrees. In the 
following sections, we discuss the students’ responses to the semi-structured 
interviews in terms of these dimensions. We refer to the students using a system 
where the first number denotes the game/group and the second the player (e.g. “player 
2-4” or “player 3-2”). 
 
Understanding Vocabulary. The first dimension that Schön described concerns the 
student’s ability to know and use the vocabulary of their field. The student should not 
only be able to name the concepts that they have been taught, but demonstrate an 
understanding of the processes to which they refer and their relationship with design 
practice. The results of the study suggest that the ReflecTable can help students to 
gain a better understanding of the relation between the design vocabulary that they 
knew from lectures and their own design practices. In the interviews, all of the 
participants described how they had encountered one or more design concepts during 
the game. Table 2 illustrates how some students, such as player 3-2, were very good 
at using the vocabulary offhand, while others, such as player 3-4, were very good at 
identifying the concepts when prompted to do so. 

The most prominent design concepts that students demonstrated an understanding 
of when discussing the ReflecTable game were those of reflective conversation with 
materials and learning-by-doing. For example, player 3-1 discovered that designing is 
easier when you work actively with the artifacts or, in Schön’s words, have a 
“reflective conversation with the materials of the design situation”. 
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Researcher: What did you personally gain from participating in this design game? 
Player 3-1: Well, I probably realized, that I’m better at thinking creatively when 
I’m doing something [...] Because I’ve sometimes wondered ‘Am I even thinking 
creatively enough’ and stuff like that, when you’re sitting by your computer and 
‘now, you should write a design proposal’. And then you try something like this, 
and you feel that, ‘yes, you can do it’. 
 
These are important insights because the metaphor of conversation embodies some 

of the most central pragmatic points in both Schön’s theory of design and many of the 
other theories that the students are taught as part of their course. We believe that the 
students’ ability to externalize connections between their practice and design theory in 
this way suggests a stronger understanding of the design vocabulary and its 
connection to design practice, as a result of playing the ReflecTable game. 
 
Appropriating Procedures. The second dimension concerns a student’s ability to 
apply design procedures sensitively and appropriately. Schön states that a competent 
student should not only know how to apply discrete techniques, but also to combine 
them and tailor them to the specific demands of a design situation. Every designer has 
what Schön terms a “repertoire” of design techniques, which they can apply 
appropriately and fluidly in their practice. Interestingly, students were spurred to 
reflect upon the role that the ReflecTable game itself, as a design method or 
technique, might play in their wider and future design practices. Five of the students 
described how particular aspects of the design game (e.g. the convergence and 
divergence of ideas in the group) could be put in their toolbox for later use. For 
example, one student explained that he felt his group could appropriate aspects of the 
ReflecTable game for use in their future design practices. 

 
Player 3-3: All this you have shown us here is naturally a part of your own project, 
but it is also something that we can take parts of and take them out of their context, 
break them down a bit and use them as a tool in themselves. For example, we take 
a lot of pictures and group them, kind of like a new twist on the inspiration card 
workshop (see [23]) that we already know. 
 
Students were able to highlight a range of qualities of the ReflecTable design game 

that might be appropriated in their future practices. As for the ReflecTable itself, three 
of the four students in group 2 commented on the value of ReflecTable as a learning-
by-doing educational tool, while group 3 saw it as an idea generator because the 
process of playing and reflecting upon the game had helped them to come up with a 
new idea for their project. 

 
Generalizing Cases and Critical Stance. The third dimension describes a student’s 
ability to generalize their experiences of design practices, as insight that will inform 
how they address future design situations, while the fourth dimension concerns a 
student’s ability to critically appraise the traditions of the field to which they are 
being inducted. The students did not clearly exhibit such competencies when playing 
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the ReflecTable game during our studies. However, we hypothesize that this might be 
because the students had only just begun their education and, as such, had limited 
practical and theoretical knowledge upon which to base discussions, reflections and 
critical evaluations of theory. We expect that more experienced students would have 
been better equipped to tackle these higher order issues when playing the ReflecTable 
game.  

5 Discussion: Scaffolding Reflection on Design 

The ReflecTable was designed to bridge the gap between the theoretical and practical 
components of design education, by stimulating design students to reflect upon a 
condensed design process conducted during a design game. Our initial studies of the 
ReflecTable suggested that it supports design students in understanding how the 
theoretical concepts (vocabulary) and methods (procedures) they are taught in lectures 
relate to different design situations and their own evolving design practices. In this 
section, we reflect further upon our experiences of using the ReflecTable throughout 
the course of all of the nine design games (including three using the final prototype) 
to examine how the different components of the ReflecTable contributed to the 
students’ reflection on design practice. Consequently, we uncover insights that will 
guide and inform those wishing to design future interfaces that support reflection in 
design education and, potentially, other related domains. 

5.1 Using ‘Real Life’ Design Artifacts and Situations 

The ReflecTable game used artifacts and materials from real design challenges and 
situations faced by the players. These artifacts were found to form the basis of much 
of the discussion amongst participants, by representing and highlighting different 
perspectives and experiences upon the shared design problem. We found that the 
incorporation of real life materials and situations into the learning environment 
heightened the players’ engagement with the game because they had a real stake in 
the project they were working with. Conversely, in situations where participants had 
already completed the idea generation phase of their project, we found that they 
tended to be less engaged with the game as its outcome would have a lesser affect on 
their work. 

Most crucially, the use of artifacts drawn from real design projects, allowed 
students to reflect upon aspects of their design processes, which might not have 
otherwise been broached in the limited setting of the design game. For instance, 
artifacts from field studies served to ground the game in an actual design setting, 
highlighting issues that might have been overlooked had the game been framed as a 
simple discussion of the problem at hand. Consequently, we argue that the use of real 
life artifacts and design situations proved to be an invaluable quality of the 
ReflecTable, as it situated the design game, and subsequent video-led reflection, in 
the context of the players ongoing, real life design practice. Törpel [36] has argued 
that the educational value of design games might be limited by the difference between 
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experiences developed while playing design games and those required of real world 
design practice. We believe that our use of students’ own real life materials and 
situations to foster reflection on wider design practice, rather than just the condensed 
design process completed during the session, stands out as a potential way to rectify 
this potential limitation of design games. 

5.2 The Buttons 

Players were given buttons that could be pressed during the ReflecTable game, in 
order to capture the previous 15 seconds of video, for review in the second stage. By 
providing this lightweight video-capture system, our intention was to build upon 
previous work that leverages design documentation as a spur for reflection on the 
design process, by allowing design students to capture video of actual momentary 
experiences of designing for later reflection, in addition to artifacts and notes. 
Furthermore, by providing a mechanism to capture noteworthy moments in the design 
game, we sought to frame stage A itself as a reflective process, rather than simply an 
activity to be reflected upon during stage B. That is to say, the simple action of 
pressing the buttons was designed to inspire the students to engage in a higher form of 
reflection about what was interesting and important about their design process, while 
it was still ongoing. 

Throughout the studies, the students were found to use the buttons as we intended 
to mark moments that they wished to remember and discuss later in the session. 
Often, button presses would occur collaboratively, with a press proceeded by a 
discussion of the relative interest of an event. In some cases, the players’ use of the 
buttons took on an unexpectedly performative quality, as the visible pressing of a 
button acted as an expression to the remainder of the group that an interesting or 
important event had occurred.  

Schön describes “reflection-in-action” (i.e. reflection which occurs during the 
course of an activity such as designing) as often being spurred by an unexpected or 
surprising interruption of a normally automatic activity [32, p. 56]. We observed that 
the simple task of pressing a button when a noteworthy event occurred, and observing 
and discussing the button presses of others, interrupted the design process in such a 
way that scaffolded both individual and collective reflection-in-action. Therefore, we 
hypothesize that the buttons might have acted as more than simply a means to record 
video clips of noteworthy events from the design game, as the source material for 
later reflection, but rather, were an important stimulus for the students’ reflection on 
the relationship between theoretical and practical aspects of design observed during 
the studies. 

5.3 Video-Led Reflection 

In the second stage of the ReflecTable game, the students were asked to formulate and 
explore a research question about their design practice, using the video clips captured 
of the condensed design process conducted during the previous stage. These clips 
were explored using a Panopticon video rendering, which allowed the players to see 
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video footage of the moments surrounding each button press, the temporal 
relationships between button presses and, finally, a video overview of the whole 
design game, all at a glance on one interface. Consequently, we intended to provide 
the players with a powerful tool that allowed them to not only browse and view 
individual video clips, but also to evaluate, discuss and reflect upon them in the wider 
context of the whole design game. 

Reviewing video clips in this way was found to offer participants a practical way to 
discuss each button press in the detailed context within which it occurred; therefore, 
fostering situated and holistic consideration of the key moments in the design process. 
By combining this post hoc reflection with the reflection-in-action fostered during the 
initial stage of the design game, the ReflecTable extends previous work that has 
sought to support designers in reflecting either in [24, 26] or on [13, 25, 35] the 
design process, but not both. We found that this combination of reflection in and on 
action, as part of a single design game, led to a valuable two stage reflective process 
that allowed participants to revisit initial moments of reflection (spurred by both 
playing the design game and the pressing of buttons) for further detailed and 
prolonged examination. Furthermore, by allowing students to reflect upon videos of 
their own practices, the ReflecTable also responded to the concerns of Iversen and 
Burr [19] that designers might struggle to empathize with, and hence reflect upon, 
videos of other designers and design cases that they are not involved in. 

The participants who tried the prototype setup were generally enthusiastic about 
the potential of the Panopticon video rendering. However, we found that the 
Panopticon experience was limited by the horizontal camera position, which 
prevented participants from using it to examine the materials on the table in detail (i.e. 
to read the contents of post-it notes). We believe that using a top down camera might 
have rectified this problem. Furthermore, the initial design of the interface only 
allowed players to view the video clips captured during the session in high resolution. 
Therefore, players could not explore the context of a button press in detail, beyond the 
initial 15 seconds of video captured. While this issue could be resolved easily by 
allowing students to use the Panopticon rendering to explore the entire video as well 
as button presses, it is anticipated that such changes to the design might dilute the 
meaning of a button press during the design game and, therefore, its ability to provoke 
reflection amongst players. 

5.4 The Frame and the Facilitator 

The facilitator played a central role in the ReflecTable, guiding the students through 
the game, explaining the rules, answering questions and encouraging the players when 
they became stuck. The students found that, in these ways, the facilitator played an 
important role in supporting their learning during the game. For example, player 2-4 
described the value of the “gentle provocations” that the facilitator gave to the group 
during the session, which, when combined with the frame of the design game, guided 
the players to a successful outcome. 
 



 The ReflecTable: Bridging the Gap between Theory and Practice in Design Education 639 

Player 2-4: ... it is like ‘now, you read some texts’ and then we have some practice 
classes, where we have Stine [an older student] walking around and coaching a 
bit. But she only comes around to the group once and she is does not stand by us 
and provokes us gently and sets up some frames [for the group work]. 
 
The idea that the facilitator can observe the players designing, while playing the 

ReflecTable game, and interject to provide such gentle provocations (i.e. guidance 
and advice) highlights potential parallels between the facilitator’s role during a 
ReflecTable session and Schön’s notion of a coach. Schön described how the 
relationship between student and coach depends on an environment where the student 
“tries to do what she seeks to learn and thereby reveals what she understands or 
misunderstands”, so that the coach might respond with appropriate guidance [31, p. 
162]. By fostering reflective discussion amongst players about the design process 
conducted, the ReflecTable was found to push students to externalize their 
understandings of design practice. Consequently, the ReflecTable was found to act as 
a valuable mechanism to support the facilitator in appreciating both individual 
players’ and whole groups’ understandings of particular theoretical concepts; 
therefore, supporting his ability to provide informed and appropriate coaching to the 
students during the game. 

However, we became concerned during the studies that the facilitator might have 
had too strong of an influence on the students’ design practices. That is to say, we 
were concerned that rather than freely and intuitively applying their design practices 
during the game, students might have been preoccupied with living up to their 
perceived expectations of the facilitator (i.e. following their advice and the rules of 
the game unquestionably). For example, one player commented “Take a pen; I think 
he [the facilitator] would like you too”. Therefore, we argue the presence of the 
facilitator, as coach, might in the case of some students actually prevent them from 
becoming immersed in the processes of reflection on design practice that the 
ReflecTable seeks to inspire. 

6 Conclusions 

In this paper, we have explored how the design of a digital learning environment 
might bridge the gap between the theoretical and practical components of design 
education. Our response to this challenge, the ReflecTable, builds upon previous work 
by combining video-led reflections and design work in a game set up, which enables 
students to comprehend both design theory and design practice in an interplay 
between understanding and doing design. The results of an initial exploratory study of 
the ReflecTable suggest that it has the potential to support design students in 
understanding how theoretical concepts and methods relate to different design 
situations and their own evolving design practices. Furthermore, our findings 
illustrate a range of valuable qualities of the ReflecTable design that might be drawn 
upon when developing future tools (e.g. the value of video as a means to combine 
both reflection-in and -on the design process). 

In the future, we intend to extend this research by conducting a series of more 
extensive studies that compare the ReflecTable with other approaches to educating 



640 J. Hook et al. 

design students. We believe that such studies will help us better ascertain the 
effectiveness of both the ReflecTable and the combination of games and video-
reflection as means to support design education. 
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Abstract. This paper presents a questionnaire-based approach to evaluate the 
user experience (UX) while interacting with interactive Television (iTV) 
systems. Current contributions in the field of UX propose generic methods 
applicable to various application domains, whereas our contribution is 
dedicated to the specific domain of interactive TV systems. Based on a 
classification of UX dimensions from a literature review, the first version of the 
questionnaire is focusing on the dimension’s aesthetics, emotion, stimulation 
and identification. A validation study with 106 participants was performed to 
assess the relations between the evaluated UX dimensions, as well as their fit to 
the underlying theoretical assumptions. Results showed that the UX dimensions 
aesthetics, emotion and stimulation are important for the domain of iTV, while 
identification was not confirmed. The study revealed significant correlations 
between the type of IPTV system used and the emotional and stimulation 
dimension. Additionally, a significant effect of the TV reception mode and the 
type of IPTV box owned on the emotion towards the system was observed. 
Beyond the contribution of the questionnaire that is directly applicable for any 
iTV system, the findings described in the paper demonstrate the need for user 
experience evaluation methods targeted at specific domains: the validation of 
the questionnaire shows that identification is not a central dimension of user 
experience when interacting with interactive TV.  

Keywords: interactive TV, iTV, user experience, UX, questionnaire, Internet 
Protocol Television, IPTV, emotion, stimulation, identification. 

1 Introduction 

User experience (UX) is described as dynamic, time dependent [29] and beyond the 
instrumental [18]. The overall goal of UX is to understand the role of affect as an 
antecedent, a consequence and a mediator of technology [18]. The concept of UX 
focuses rather on positive emotions and emotional outcomes such as joy, fun and 
pride [18]. The development of a general definition of UX is still focus of scientific 
discourse [32], and despite the lack of a clear definition, the concept of UX has 
become an important design aspect of interactive systems.  
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There are a growing number of methods available to evaluate user experience in all 
stages of the development process. Surveys on these contributions are already 
available such as in [3] where Bargas-Avila and Hornbæk present an overview on UX 
and UX evaluation methods or in [55] where Vermeeren and colleagues have been 
collecting and classifying user experience methods. Beyond that work on generic 
methods, contributions have been proposed for specific application domains, e.g. for 
games and entertainment [4] or for the evaluation of mobile devices like mobile 
phones [49].  

What is still not answered is whether generic user experience evaluation methods 
provide meaningful and sufficiently precise  insights when applied to specific 
application domains. In the field of usability the answer to that question was already 
negative [12]. Due to the idiosyncratic nature of user experience that is situational, 
time dependent, and influenced by the technological context especially the type of 
system and functionality, we advocate that there is a need to adapt, customize and 
validate specific UX evaluation methods for the respective application areas. 

The domain of interactive TV (iTV) is described as being specific due to a variety 
of contextual factors, including the spatial, temporal, social, personal and 
technological context [42]. Beyond the difficulties brought by these factors, the 
evaluation of user experience for iTV is complex, as the system to be evaluated 
consists of multiple components: the TV screen, (a set of) remote controls, (possibly) 
a set top box (i.e. the hardware device connecting the TV to the IP network) and 
potentially other devices in the living room (e.g. surround sound system). One of the 
characteristics of the iTV domain is also the multiple goals of the users aiming at 
being entertained and informed.  

We have been applying various UX methods in the area of iTV [5, 44, 45] which 
otherwise has received only limited attention. These studies have been carried out in 
close cooperation with one of the industry leaders in hardware and software systems 
for iTV. However, even though the evaluation results were iteratively fed into the 
development process of the systems, customer feedback reported by our client were 
exhibiting users’ frustration and dissatisfaction, demonstrating a user experience far 
below expectations. Based on these results we have been working on the definition of 
a user experience evaluation method specifically adapted for iTV systems.  

This paper presents the development and the validation of the first version of a user 
experience evaluation questionnaire called iTV-UX. The goal of the questionnaire is 
to enable the evaluation of all types of iTV systems in terms of user experience. The 
iTV-UX is based on four UX dimensions: visual and aesthetic experience, emotion 
and affect, stimulation, and identification.  

2 State of the Art 

User Experience (UX) is a research topic within the HCI community that has gained a 
lot of attention within the past years [3]. The term UX still lacks a clear and agreed-on 
definition. The reasons therefore are rooted in the nature of UX, which is associated 
within a lot of different concepts and meanings within the community, or as Law et al. 
[34, p. 1] put it “User Experience (UX) is a catchy as well as tricky research topic, 
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given its broad applications in a diversity of interactive systems and its deep root in 
various conceptual frameworks, for instance, psychological theories of emotion.”  

Despite several attempts to define and better explain the user’s experience when 
interacting with an interactive system in the past, the HCI community still has no 
unified definition of what really makes up UX, how to measure or evaluate UX, and 
how to rate it. An ISO Standard defining UX exists, but leaves a lot of room for 
interpretation, and is said to be too imprecise [24]: “A person’s perceptions and 
responses that result from the use and/or anticipated use of a product, system or 
service.”  

Additionally, the term UX is also influenced by several concepts from other areas, 
like fun, playability, or Csikszentmihalyi’s concept of flow [8, 26]. Within this 
multitude of concepts, as pointed out by Law et al. [32], the inclusion and exclusion 
of particular variables seem arbitrary, depending on the author’s background and 
interest. Further reasons stated by Law et al. include the differences in the unit of 
analysis, ranging from a single aspect of a single user’s interaction with a specific 
application to multi-users’ interactions with a company and its services from multiple 
disciplines; and finally the fragmented landscape of UX research with diverse 
theoretical models with different foci [32]. In more recent work, Law [28] argues that 
the current UX researchers and practitioners may also roughly be divided into two 
camps, a “design-based UX research camp” which focuses more on qualitative 
approaches and a “model-based UX research camp” with a focus on quantitative 
approaches. 

Similar reasons have already been pointed out by Hassenzahl [17]. He stated that 
the lack of agreement in definition of key elements makes building up empirical 
knowledge about what constitutes UX difficult, and that future research must aim at 
unifying approaches to UX, with its major objectives being the selection of key 
constructs and a better understanding of their interplay. Hassenzahl and Tractinsky 
[18] categorize current UX approaches and concepts in three groups:  

1. Beyond the instrumental: One of the criticisms of usability evaluation was that a 
focus only on tasks is too narrow. Beauty as a perceptual experience, on the other 
hand, goes beyond the instrumental, functional concept of usability. It satisfies a 
human need, and was also described as an important quality of technology usage [1]. 
Other needs that are described as being important and should be addressed by 
technology include needs such as surprise, diversion or intimacy [14]. Further 
concepts falling into this category can be summarized as hedonic aspects of 
technology usage, like stimulation and identification [17]. All these UX approaches 
link product attributes with needs and values, the common goal is to enrich current 
models of product quality with non-instrumental aspects.  

2. Emotion and affect: There are two basic ways in dealing with emotions in UX 
concepts. One way can be summarized as research that stresses the importance of 
emotions as consequences of product use, focusing on emotion as a result of the 
interaction or usage of a product. The other way concentrates on emotions that are 
preceding product use and contributing to the formation of evaluative judgments [18]. 
Current UX research rather, focuses on positive emotions and emotional outcomes 
such as joy, fun and pride, and also deals with emotion as a design goal [11].  
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3. The experiental: The third perspective looks at temporal and situational 
influences, asking for the dynamics of an interaction, how unique, complex, 
temporary or situated an experience is. In this view, an experience is a unique 
combination of various elements, such as the product and internal user states (e.g. 
mood, expectations, active goals), which extend over time with a definitive beginning 
and end. The experiential assumes all these elements to be interrelated – to interact 
and modify each other. The outcome of this process is the actual experience [13]. 

 
Generally, UX is described as focusing on the interaction between a person and a 

product, and is likely to change over time and with an embedding context [18, 32].  

2.1 User Experience Evaluation 

A broad variety of UX evaluation methods is available today, which are described and 
discussed in detail by Vermeeren et al. [55, 57] regarding their methodological 
approach (e.g. field studies, lab studies), the development phase they can be applied 
(from concepts to products on the market), the studied period of experience, and the 
evaluator. Law and van Schaik [33] summarize that UX measurement should 
essentially be self-reported, trajectory-based and adaptive, in accordance with the 
common understanding of UX as subjective, dynamic and context-dependent [18]. 
Thus, traditional techniques such as questionnaire, interview, and think-aloud remain 
important for capturing self-reported data [33].  

Following the classification of UX approaches and concepts by Hassenzahl and 
Tractinsky [18], approaches focusing on the evaluation of emotion and affect include 
questionnaires like EmoCards [11] that ask the user to indicate the emotional state 
based on graphical representations. Other ways to measure the emotional response 
include physiological measurements (e.g. heart rate, skin conductance) or the 
evaluation of valence and arousal, which are currently also applied in the games area 
[39]. To measure the user experience beyond the instrumental, task-based approach, 
Hassenzahl [17] introduced the AttrakDiff questionnaire. In order to evaluate 
situational or temporal experiences, some approaches in mobile UX exist, using 
conceptual-analytical research and data gathering techniques [49]. For prototypes, 
usability evaluation methods can be enhanced by including experimental aspects to 
the evaluations, e.g. in long-term field trials, where diaries, experience sampling, 
questionnaires, and focus groups can be used to collect additional data [49].  

2.2 User Experience Evaluation of Interactive TV 

In the TV and entertainment sector, UX has been evaluated using a broad variety of 
methods. Dimensions that are addressed include emotions [36, 43], social factors [15], 
values and requirements [5, 42, 44], the perception of the quality of the interaction or 
representation [53, 47], or service quality and content [16, 31].  

These user experience evaluations have been applying standard UX methods, like 
the AttrakDiff questionnaire [45]. Other measurements include the SUXES evaluation 
method, as used by Turunen et al. [53] to evaluate UX with different modalities in a 
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mobile phone controlled home entertainment system. Experiences in gaming and TV 
applications were evaluated using psycho-physiological measurements [36]. These 
measurements were also used to evaluate the users’ experiences with multi-view 3D 
displays [47] or to classify emotional reactions to video content [43]. Obrist et al. [42] 
investigated users’ requirement and experiences within an ethnographic study and 
identified patterns how iTV services can support people. Tsekleves et al. [54] 
investigated the TV experience and media use habits using ethnographic observations. 
Roibas et al. [48] used ethno-methodologies like cultural probing and collaborative 
design to uncover the UX in future scenarios of mobile and pervasive iTV.  

None of the methods applied for evaluating the overall user experience of 
interactive TV systems has been adapted to fit the interactive TV context. Interactive 
TV is special as the interaction with the system typically takes place at home, 
involving a certain type of setting (physical context) or influenced by people who 
might join the TV experience (social context) (see [42] for a discussion of the 
different contextual factors). While for the area of social factors and social TV Geerts 
and De Groof [15] have been proposing sociability heuristics, there is no adapted and 
validated UX evaluation method focusing on a set of UX dimensions specific for 
interactive TV in general. 

3 Research Goals and Approach 

Goal of our research is to develop a user experience evaluation method that allows us 
to evaluate the iTV specific user experience. Our research goal is motivated by the 
demand from the industry to have only one questionnaire combining the most 
important UX dimensions in this specific domain. The problem for the construction of 
such a method lies in the specificities of the iTV domain: it is necessary to take into 
account iTV characteristics and the context of usage. The user experience is shaped 
by interacting (using an interaction technology, i.e. a remote control, or other means 
of interaction) from a distance to control an interactive TV system and navigate in its 
menu structure, services and features. The spatial and temporal context of usage also 
influences the perception of the system (likely at home, at leisure time), as well as 
possible social factors (shared usage, co-experience). The UX of the iTV system itself 
is of interest, not the UX related to entertainment content.  

The goal is to cover an extensive and holistic collection of user experience 
dimensions for the domain of iTV. The questionnaire development proceeds in three 
major steps, and the following methodological approach was chosen to identify the 
user experience dimensions used in the questionnaire and its subsequent development 
and iteration:  

1. Identification of UX dimensions from the literature and development of a set of 
attributes based on existing questionnaires (presented in this paper),  

2. Development and validation of the questionnaire including a set of the most 
important UX dimensions to verify their applicability in the domain with 
currently available iTV systems (presented in this paper), and finally 

3. Extension of the set of dimensions to address the context specifics by adding 
additional dimension, and revalidation (future work). 
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3.1 Overview on UX Dimensions 

Based on a literature review, we identified publications related to UX and its 
dimensions, the evaluation of product experiences and UX evaluation methods from 
entertainment and games. Table 1 gives an overview of the diversity of UX 
dimensions that are referred to when describing user experience.  

Table 1. Results of literature review identifying four major user experience dimensions 
(VM:Value/Meaning, SRC: Social/Relatedness/Co-Experience; C:Challenge; DST: 
Dependability/Security/Trust; SQ: Service Quality) 

Aesthetic Emotion/ 
Affect 

Stimulation Identification Others 

Hekkert 2006 [21] x x     VM  

Desmet and Hekkert 2007 [10] x x x VM 

Alben 1996 [1] x x 

Hassenzahl 2004, 2008 [17, 19] x x x SRC 

Karapanos et al 2010 [29] x 

Jordan 2000 [28] x x x VM, SRC 

Wright et al 2003 [56] x x 

Hassenzahl et al 2010 [20]   x x x VM, SRC, DST 
Jääskö and Mattelmäki 2003 
[27] 

x 
 

x x VM 

De Angeli et al 2006 [9] x x DST 

Steen et al. 2003 [52] x 

Gaver and Martin 2001 [14] x x SRC 
Desmet et al 2001, Mandryk et 
al 2006; Mahlke 2005, Minge 
2005, Norman 1994 [11, 36, 35, 
38, 40]  

 
x 

   

Sheldon et al 2001 [50] x x x VM 

McCarthy/Wright 2004 [37] x VM 

Hartmann et al 2008, [16] x x x SQ 

Turunen et al 2009 [53] x VM 

Sproll et al 2010 [51] x x SRC, DST 

Battarbee 2003, 2004 [2]     SRC 

Pirker et al. [44] x x x  VM, SRC 

Lavie & Tractinsky 2004 [31] x x x  SQ 

Ijsselsteijn et al 08 [22] x x   Flow, C 

The classification identified aesthetics and beauty, emotion and affect, stimulation, 
identification, meaning and value, social factors, flow, immersion, involvement and 
engagement; challenge; service quality and content; and dependability, trust and 
security. The aesthetics dimension describes how aesthetically pleasing or beautiful 
something is perceived. The visual/aesthetic experience deals with the pleasure gained 
from sensory perceptions [21]. It incorporates beauty [17], as well as classic 
aesthetics (e.g. clear, symmetric) described by Lavie and Tractinsky [31]. It follows 
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Alben’s [1] statement that objects have to be aesthetically pleasing and sensually 
satisfying.  

Emotion has been identified as a key factor of UX [18]. For Desmet and Hekkert 
[10], the emotional experience is one of the three main factors contributing to product 
experience, including feelings and emotions elicited. Also Alben [1] addressed the 
factor emotion in the form of the emotional response as an outcome of the interaction. 
Izard [25] described ten basic emotions, of which the three clearly positive emotions 
were chosen to be included in the questionnaire (interest, joy and surprise), as UX is 
described as focusing on positive experiences [18]. Additionally, the feeling of 
competence as a need fulfillment is covered within this dimension [50, 20, 39].  

The stimulation dimension describes to what extent a product can support the 
human need for innovative and interesting functions, interactions and contents. 
Hassenzahl [19] describes stimulation as a hedonic attribute of a product, which can 
lead to new impressions, opportunities and insights. Hedonic experiences were 
subsumed by Karapanos et al [29] under the term innovativeness to describe hedonic 
experiences and the ability of a product to excite the user through its novelty. In the 
area of games, Jääskö and Mattelmäki [27] defined product novelty as one of the 
qualities of user experience.  

The identification dimension indicates to what extent a certain product allows the 
user to identify with it. For Hassenzahl [17], the identification dimension addresses 
the human need to express one’s self through objects. Thus, using or owning a 
specific product is a way to reach a desired self-presentation. Identification can be 
seen as self-expression through an object to communicate identity. 

3.2 Developing the Questionnaire  

For the questionnaire we chose the most prominent UX dimensions to verify their 
applicability in the domain with currently available iTV systems: aesthetics, emotion, 
stimulation and identification. The decision to not include dimensions like social 
connectedness, interaction and value in this first version of the questionnaire is based 
on the current market situation for TV and I(P)TV products.  

At the moment, most IPTV systems do not support social communication or 
services; additionally, the interaction takes place using a standard infra-red remote 
control. The dimension of Value might not be addressed properly in a broad 
evaluation of different TV systems as it is heavily influenced by the assembly of 
IPTV and entertainment-oriented devices and might provide better results when used 
in a specific setting in the future.  

The questionnaire is based on a set of word-pairs for each of the dimensions 
identified. Each word pair represents an item of the questionnaire and is based on a 
seven-point semantic differential rating scale. The bi-polar adjectives used in the 
semantic differential scale where placed at the extremes of the scale; inversion of 
items was used to avoid fill-in schemes. This kind of scale was chosen as semantic 
differentials are described as a good choice to evaluate positive affective responses 
[58], which is the case for the evaluated UX dimensions. 
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The dimension visual/aesthetic experience is evaluated using seven bi-polar 
adjectives addressing beauty, the composition (classic aesthetics) and the design of 
the IPTV system.  

It includes items like beautiful vs. ugly, or appealing vs. unappealing. Items were 
based on the work of Hassenzahl [17], Lavie [31] and Desmet et al [10].  

The emotional response as an outcome of the interaction and the emotions elicited 
are evaluated using 14 adjectives addressing the positive emotions joy, interest, 
surprise, and the need for diversion and competency. Seven of the items were 
focusing on the personal emotions (E-P) and the feeling of competence of the 
respondent (e.g. happy, proud, competent), and seven of the items were focusing on 
the emotional reaction towards the system (E-S) (e.g. pleasant, fascinating, fun). 
Items were based on work found in the literature [e.g. [10, 22, 25 39] and fit to the 
theoretical concepts. 

To evaluate the stimulation dimension, the questionnaire uses six word-pairs 
including inventive vs. typical, or creative vs. standard amongst others. The 
identification dimension was evaluated using six word-pairs including premium vs. 
cheap, presentable vs. unpresentable, amateurish vs. professional amongst others. 
Item selection was mostly based on Hassenzahl’s AttrakDiff [17] questionnaire and 
its dimensions hedonic quality - stimulation and hedonic quality - identification. To 
motivate respondents to respond on the basis of their concrete experiences, questions 
were asked in relation to their last TV usage that lasted at least 20 minutes, and also 
the repetition that the question is focusing on their TV system before each new UX 
scale in the questionnaire. The questionnaire consists of 33 items in total. It was 
developed in an English master version, which was then translated into [Language] 
for the administration of the questionnaire. The translation was checked using back-
translation by native speakers against the master version, which is described as a 
common way of ensuring validity in cross-cultural research [6].  

The questionnaire was piloted in two steps, first using a think-aloud test, followed 
by pre-tests where three native speakers completed the questionnaire. Modifications 
resulting from the pre-tests have been incorporated in the questionnaire before its 
administration. Additionally, to be able to investigate differences between certain 
types of TV reception and the different types of IPTV set-top boxes available at the 
market in France, questions of how the respondents receive their TV signal and which 
kind of IPTV set-top box they own were added in the demographic part of the 
questionnaire. To get a higher response rate, and due to the fact that because of the 
current change to Digital Terrestrial Broadcasting, which also needs a set-top box to 
be received, the questionnaire was not limited to IPTV households only. 

Usability of the evaluated system was evaluated using the already existing and 
validated SUS questionnaire. The SUS was included for further analysis of possible 
influences on the UX dimensions. 

4 Validation Study 

4.1 Method 

Following our methodological approach, the aim of the study was to validate the first 
version of the developed questionnaire and to verify the applicability of the identified 
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UX factors in the TV and IPTV domain. The questionnaire was presented as an online 
survey, allowing a uniform administration to a large number of respondents.  

The dimensionality of the questionnaire items was analyzed using maximum 
likelihood factor analysis to investigate their fit to the underlying theoretical 
assumptions that UX in this setting can be evaluated using the UX dimensions 
aesthetics, emotion, stimulation and identification. This approach should subsequently 
inform the further development of the questionnaire, which aims to investigate 
domain-specific user experience dimensions in the TV and IPTV context.  

4.2 Procedure and Participants 

To validate the initial version of the iTV-UX questionnaire, the questionnaire was 
distributed online using the online survey tool surveymonkey.com. Participants were 
invited using e-mail, social networks, word of mouth and by personal invitation.  

The iTV-UX questionnaire had a brief introductory section, including obligatory 
statements on data anonymity, followed by a series of demographic questions (age, 
gender) and questions regarding the TV system used (reception, type of set-top box, 
media usage frequency). The sections of the questionnaire – introduction, 
demographics and media usage, UX scales, and debriefing - were represented on 
individual (web) pages. The questionnaire parts addressing the UX scales additionally 
had a brief introductory text to highlight that participants should evaluate the most 
recent 20 or more minutes usage of their TV system. At the end of the questionnaire, 
a standard usability scale was added. Questionnaire items were randomly inverted to 
avoid fill-in patterns like “1111”. No monetary incentives were given to questionnaire 
participants. Overall, the fulfillment of the whole questionnaire lasted 10 minutes on 
average.  

Over a three week period, 106 complete datasets were retrieved. 65 participants 
were between 20 and 29 years, 21 participants were between 30 and 39 years, and 20 
participants were older than 40 years. 59.6 % were male, 40.4 % female (2 
participants did not name their gender). The number of persons living in the 
household of the person filling in the questionnaire ranged from one to six persons. 
15.2 % were living in single households, 46.7% of the participants lived in 2-person-
households, 24.8% in 3-persons-households, and 13.4% of participants lived in 
households with 4 or more persons (n=105).  

The vast majority (91.5%) of the participants watch TV at least once a week, with 
64.2% watching every day, 22.6% several times a week and 4.7% of participants 
watching TV at least once a week. More than half of the participants (58.7%) receive 
their TV signal via ADSL (i.e. IPTV), 28.8% via digital terrestrial broadcast (TNT), 
9.6% via satellite – Pay-TV, and 2.9% via satellite without Pay-TV (n=104).  

The duration of the ownership of their current I(P)TV decoder was for a cumulated 
83.5% more than six months, with 40.8% owning the decoder for more than 3 years; 
33.0% for 1 year or more and 9.7% between 6 and 11 months. 7.8% of participants 
owned their decoder between 2 and 5 months, 5.8% between one and two months, 
1.9% between 2 and 4 weeks and 1% for just a week (n=103). The rather large 
amount of new boxes can be explained by the fact that within the last half year, two 
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major IPTV providers introduced the newest version of their set-top-box with new 
features and introductory offers. 

The last TV usage situation was in 64.4% a social situation where the persons 
watched TV together with other persons, whereas 35.6% of participants watched TV 
alone (n=104). The last TV usage relative to the questionnaire submission date was in 
92.6% of the cases within the last week, and for 73.4% of the answers even on the 
same day or the day before submission (n=94). 

4.3 Data Analysis 

Before further analysis of the results, the inter-item reliability of questions was 
computed for each original scale of UX dimensions using Cronbach’s Alpha [7], 
which indicates the extent to which questions correlate to each other. A scale is 
typically considered reliable if its value for alpha is above the threshold of .7.  The 
five scales used in the questionnaire had alphas ranging from .773 to .869 (Visual 
aesthetics: ,861, number of items =7; Emotion System ,852, n=8; Emo Personal ,773, 
n=6, Stimulation ,869, n=6;  Identification: ,783 n=6). This analysis confirms that the 
scales are reliable indicators of the dimensions of UX we chose to investigate. 

4.4 Factor Analysis 

The UX questionnaire was using 33 items that were evaluated on a 7 point semantic 
differential scale using bi-polar adjectives. The items were addressing the UX 
dimensions aesthetics, emotion, stimulation and identification that were identified in 
the literature. The dimensionality of the 33 items from the UX questionnaire was 
subsequently analyzed using a maximum likelihood factor analysis.  

According to Kline [30], performing factor analysis requires several participants 
per item, where the rule of thumb lies between 4 and 10 respondents per item, with a 
necessary minimum of 100 participants. For our first evaluation study, 106 
participants for 33 questionnaire items is slightly below the 4 person per item rule, 
which seems to be reasonably acceptable for a first validation study to inform the 
further development of the questionnaire.  

Three criteria were used to determine the number of factors to rotate: 
 
(1) the a priori hypothesis that the measures were not uni-dimensional, 
(2) the initial statistics of the principal component analysis including the Scree 

plot, and  
(3) the interpretability of the factor solutions in accordance to the theoretical UX 

factors framework. 
 
The principal component analysis indicated that the initial hypothesis that  

the measures are not uni-dimensional was correct. The analysis yielded  
seven components with eigenvalues above 1, explaining 70 % of the variance. Based 
on inspection of the Scree plot (as the results for eigenvalues bigger than 1 was  
no supportive indicator), we decided to carry out a subsequent factor analysis  
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with maximum likelihood extraction assuming 4 factors (according to the Scree  
plot, where the eigenvalues were flattening out after 4 factors and the fitting  
with the underlying theoretical assumptions), which were rotated using a varimax 
rotation procedure for the UX factors that were evaluated with the 7pt semantic 
differential.  

The rotated solutions yielded four interpretable factors (see Table 2) for Visual 
Aesthetics (VA), Emotional reaction towards the System (E-S), Emotion Personal (E-
P) and Stimulation (ST). The UX factors accounted for: 16% for Visual Aesthetics, 
15% for Emotional - System, 13% for Stimulation, and 9% for Emotional Person of 
item variance. The factor labels from the theoretical background suited the extracted 
factors and were retained. A total of four items were eliminated because they did not 
contribute to a simple factor structure and failed to meet a minimum criteria of having 
a primary factor loading of .4 or above, and no cross-loading of .3 or above. 

Overall, the Factorial analysis of the results of the first validation study showed that 
most of the evaluated UX factors were loading on the predefined factors and were 
fitting the assumed underlying theoretical concept. Nevertheless, the validation 
revealed some important insights for the further development of the questionnaire. The 
emotion dimension is as expected split into Emotion vs. the System and the Personal 
Emotion / Feeling of Competence of the respondent. The topic of identification as an 
UX dimension showed no clear own factor, and items that were assumed to fit into the 
identification dimension showed factor loadings on other dimensions in the factor 
analysis and were thus moved to these scales for further analysis and development of 
the questionnaire. The final set of items kept for the questionnaire are for Visual 
Aestethics (VA): beautiful-ugly; like/do not like design; appealing/unappealing, 
visually well-arranged/confusing; stylish/unstylish; premium/cheap; for emotional 
reaction towards system: fun/boring; entertaining/unamusing; pleasant/unpleasant; 
impressive/unimposing; exciting/lame, fascinating/uninteresting; for Emotion 
Personal: confident/unsure; competent/incompetent; happy/sad; proud/embarassed; for 
Stimulation: innovative/conservative; novel/commonplace; inventive/typical; 
creative/standard. All labels are translated from French.  

4.5 Correlations between the UX Factor Scales 

To investigate the interrelations between the different UX indicators, correlation 
coefficients (Spearman’s roh) were computed among the four indicator scales. The 
results of the correlation analyses show that 8 out of the 12 correlations were highly 
significant (p < 0.01) and all were greater or equal to 0.403; In general, the results 
suggest that the user experience factors are highly interrelated, which goes in line 
with the opinion of most UX researchers in the HCI community that the elements of 
user experience are heavily interrelated and influencing each other mutually.  

Moreover, these results could be interpreted as an indicator that these UX factors 
or dimensions cannot be viewed independently. 
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Table 2. Four Factors and their items, rev - reversed, * item indicates removed in final version 

Ass. Dim.         Item         

  Visual Aesthetics (VA) VA E-S E-P ST 

VA Beautiful - ugly ,843 ,205 ,027 ,162 

VA like the design / don‘t like design ,803 ,127 ,018 ,196 

VA (rev) appealing -unappealing ,790 ,011 ,047 ,214 

VA visually well-arranged - confusing ,650 ,281 ,143 ,193 

I stylish - unstylish ,607 ,233 ,135 ,264 

I premium  - cheap ,604 ,313 ,073 ,374 

VA (rev) * clear lines – irregular ,566 ,069 ,038 ,030 

I (rev) * Presentable- unpresentable ,563 ,285 -,054 ,218 

VA (rev) * Flawless – imperfect ,514 ,071 ,106 ,197 

VA * symmetric – asymmetric ,358 -,004 -,061 -,026 

  Emotional Reaction towards System (E-S)   

E-S fun – boring ,113 ,843 ,167 ,148 

E-S (rev) Entertaining – unamusing ,159 ,819 ,107 ,095 

E-S Pleasant – unpleasant ,212 ,718 ,250 ,113 

E-S Impressive – unimposing ,023 ,613 -,009 ,370 

ST Exciting – lame ,294 ,567 ,038 ,321 

E-S (rev) Fascinating – uninteresting ,252 ,529 ,271 ,152 

I * it fits me – doesn’t fit me ,167 ,481 ,205 ,073 

E-P * Sociable – solitary ,071 ,353 ,128 ,043 

  Emotion Personal (E-P)        

E-P Confident – unsure -,039 ,182 ,826 ,112 

E-P (rev) Competent – incompetent -,134 -,032 ,709 ,036 

E-P Happy – sad ,139 ,443 ,668 -,035 

E-P Proud – embarassed ,096 ,361 ,528 -,003 

E-P (rev) * Relaxed – stressed ,142 ,096 ,450 ,014 

  Stimulation (ST)         

ST (rev) innovative  - conservative ,289 ,283 -,021 ,868 

ST (rev) Novel – commonplace ,322 ,257 ,004 ,851 

ST Inventive – typical ,193 ,268 ,065 ,763 

ST Creative – standard ,307 ,282 ,184 ,635 

I (rev) * Professional – amateurish ,328 ,126 ,078 ,558 

ST (rev) * Challenging – easy ,032 -,166 -,455 ,508 

  Other eliminated items         

E-S (rev) good ,386 ,554 ,367 ,139 

E-S asthonishing -,030 ,416 ,062 ,312 

E-S (rev) uncommon ,066 ,442 -,123 ,351 

I (rev) important for me ,359 ,319 ,248 ,375 
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4.6 Correlations between Usability and UX Scales 

For further investigation of the interrelations between different indicators, correlation 
coefficients (Spearman’s roh) were computed. As a reference for usability, the 
questionnaire included the items from the SUS questionnaire.  

The SUS rating of the system showed a significant correlation with all UX factor 
scales (Visual Aestethic ,447 p<0.001, ES ,642 p<0.001; EP ,528 p <0.01; ST ,271 
p<005). The results indicate that the usability of interactive systems remains an 
important issue in evaluating iTV systems and usability is influencing the overall user 
experience of the evaluated IPTV systems. It is important to investigate in more detail 
how usability influences the perception of user experience, or if the two concepts are 
independent.  

During further investigation and correlation analysis of the SUS rating indicator, 
no significant correlations could be found regarding the  independent variables “Type 
of TV Reception”, “Type of IPTV Bow owned”, “Period of ownership of decoder”, 
“Age”, “Sex”, “Number of Persons in Household”, or “TV usage frequency” and 
“Number of Persons in Household”.  

4.7 Other Insights 

Regarding the independent variables “Age”, “Sex” and “Number of Persons in 
Household”, no significant correlation could be found for the UX indicators. 

We observed no significant correlations between the UX scales and the type of TV 
signal reception (Terrestrial, ADSL, Satellite). Nevertheless, we discovered a 
significant correlation between the type of IPTV box owned and the Emotion-System 
scale (rho= 0.346, p<0.01), as well as for the Stimulation scale (rho= 0.267, p<0.05). 

Overall, the UX ratings for the observed dimensions in our sample were rather low, 
but with a positive trend for the Visual Aesthetics and both Emotion vs. System and 
Emotion Personal dimensions. The negative trend in the results regarding the 
Stimulation dimension suggest that in general, TV systems are not perceived as 
stimulating devices. This shows that the user experience can be different for systems, 
even if the perceived usability is the same. 

Using One-Way ANOVA on the means of the four UX scales extracted from the 
factor analysis, there is a significant effect of TV reception type on the Emotion-
System scale at the p<.05 level for the four conditions [F(3,99) = 2.88, p = .04].  

Post hoc comparisons using the Tukey HSD test indicated that the mean score for 
the satellite Pay-TV condition (M = 1.11, SD = 0.80) was significantly different than 
the ADSL-IPTV condition (M = .17, SD = 1.02) and the TNT condition (M = .14, SD 
= .92). However, the Satellite (without Pay-TV) condition (M = .34, SD = .76) did not 
significantly differ from the other conditions. Taken together, these results suggest 
that the Pay-TV offer via satellite does have a positive effect on the emotion versus 
the system.  

Another One-Way ANOVA was conducted to compare the effect of the type of 
ADSL box on the on the means of the four User Experience scales extracted from the 
factor analysis.  
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There was a significant effect of the type of ADSL box, again on the Emotion-
System Scale, at the p<.05 level for the six conditions [F(5,52) = 2.79, p = .026].  

Post hoc comparisons using the Tukey HSD test indicated that the mean score for 
one of the recently introduced IPTV boxes (M = 1.08, SD = .88) was significantly 
different than the other IPTV boxes.  

As the sample size was low (58, 3 entries for 2 types of IPTV boxes were 
excluded), and Type II Errors are frequently in small sample sizes, additional post hoc 
comparisons using LSD were carried out, which resulted in a significant difference of 
the same IPTV box compared to all the other boxes. Taken together, these results 
suggest that this newly introduced IPTV set-top box which is including e.g. a BluRay 
Player, HDTV, a remote control that includes some simple gesture interaction and has 
a very elaborate design approach does have a positive effect on the emotional reaction 
versus the system.  

4.8 Discussion of Results 

The work reported here is clearly the first validation of the questionnaire. At current 
stage we have to deal with the following limitations: (1) the composition of the 
current sample influences the results; (2) the systems used influence the results; (3) 
participants answered the questionnaire not directly after the interaction with their 
iTV system. The clear limitation of the rather small sample size will be addressed in 
the next iteration of the questionnaire, which will be evaluated using a larger sample 
to assure the validity of the factor analysis.  

The strong correlations between the UX factors up to now only show that variables 
are related, but not the determining influence in a particular direction. Moreover, 
Spearman’s Roh correlations also do not state which influences are dominating 
determinants on particular factors. Therefore, a regression analysis will be conducted 
in future to come up with a model for iTV-UX, which can also be used and applied by 
fellow researchers in the field. This statistical model approach will enable fellow 
researchers to use the complete questionnaire or to focus only on specific influences, 
which means only a part of the UX dimensions are used. This step will be taken 
within the analysis of the next iteration of the questionnaire to assure validity through 
a higher sample size and coverage of a higher number of UX dimensions. 

The extensibility of the questionnaire is critical for the development of a successful 
iTV user experience evaluation method, as next generation iTV system will include 
for instance social functionalities, new ways of representation of content and 
information (e.g. 3D), and also more sophisticated interaction modalities like touch, 
gesture or motion interaction.  

5 Summary and Future Work 

In this paper, we presented the results of a study aiming at the evaluation of a set of 
literature-based user experience dimensions for TV and IPTV systems using a 
questionnaire-based approach. The assessed UX dimensions were aesthetics, emotion, 
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stimulation and identification. Results from a performed factor analysis showed that 
except for the identification dimensions all evaluated UX dimensions were loading on 
the predefined assumed factors and were fitting the assumed underlying concept. Also 
the factor labels from the theoretical framework suited the extracted factors and were 
retained; the extracted factors were labeled Visual Aesthetics, Emotion vs. the 
System, Emotion Personal, and Stimulation. Correlation analysis showed that the UX 
dimensions are highly interrelated, which goes in line with the opinion of most UX 
researchers in the HCI community that the elements of User Experience are heavily 
interrelated and influencing each other mutually. Additional analysis revealed also 
strong correlations of the UX scales to the Usability rating gained from the SUS scale. 
The assumed UX dimension identification did not show a clear own factor, the items 
assumed to fit into this dimensions showed mostly loadings on other factors. This 
suggests that identification may not be a major UX dimension for the domain of 
IPTV. A detailed list of the results of the factor analysis and the items used in the 
evaluation can be found in Table 2. Overall UX ratings for the observed UX 
dimensions were rather low, although all dimensions except stimulation showed a 
positive trend, which suggests that in general, TV and IPTV systems are not perceived 
as stimulating devices.  

During further analysis we observed significant correlations between the type of 
IPTV box owned and the emotional reaction towards the system and the stimulation 
dimension. We also observed a significant effect of the TV reception mode on the 
emotion towards the system, which was significantly better for Pay-TV Systems via 
satellite compared to ADSL/IPTV offers and TNT. Also the type of ADSL/IPTV box 
showed a significant effect on the emotion towards the system, where a newly 
introduced IPTV set-top box which is including e.g. a BluRay Player, HDTV and has 
a very elaborate design approach is evaluated significantly better than other boxes.  

While the usability of the systems was perceived the same for all IPTV offers, the 
UX evaluation indicates differences in the perception, indicating that the two concepts 
are different. 

For our research goal to develop a questionnaire that covers an extensive and 
holistic collection of UX dimensions for the iTV domain, the present evaluation study 
was the first step. We followed our methodological approach to start with a smaller 
set of literature-based UX dimensions (aesthetics, emotion, stimulation and 
identification) and validate their applicability for the IPTV domain. Results are 
promising and supported our underlying theoretical assumptions that these dimension 
are important in this setting and measurable.  

A second phase of validation with a revised questionnaire will address the 
identified limitations by extending the sample, ensuring that the interaction with the 
iTV system occurs closely related to filling in the questionnaire and by enclosing 
additional UX factors. These will include the value of the system for the user, social 
factors (shared usage, co-experience), the interaction and interaction technology, and 
also the perception of the quality of service. This next version aims to cover the major 
dimensions that are influencing the user experience in this field. When looking at 
recent attempts on social interactive TV systems, social factors seem to become an 
important factor for the evaluation of future systems. The construct of relatedness will 
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be addressed together with other social factors like shared usage and co-experience. 
Evaluating these social factors can provide more valuable insights if future TV or 
connected home systems support social applications like communication. Also the 
ongoing development of interaction technologies that go beyond a standard button 
remote, e.g. by integrating gyroscopes or using touch-screens, will be considered in 
future versions of the questionnaire, and the interaction will be addressed as a factor 
influencing the UX of an IPTV system. The next iteration of the questionnaire will 
also incorporate entertainment-oriented UX factors like flow, as on state of the art 
IPTV set top boxes, games and other services are introduced and iTV systems and 
gaming consoles are moving closer towards each other. 
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Abstract. Interactive products with innovative user interfaces are being 
designed while the user interfaces of existing products are being improved. The 
changes in user interfaces are being prompted by the need to design products 
that are useful, usable and appealing for an enchanting user experience to the 
people using the products. It is harmoniously agreed within the user experience 
domain that a change in the user interface of a product consequently affects the 
user experience of the people who use the product. Furthermore, user 
experience practitioners and academics acknowledge that user experience 
evolves over time. Paradoxically, there is lack of strategies for managing user 
experience as it evolves, or when a new user interface is introduced. Change in 
user experience is a process that needs to be managed for a positive user 
experience to be attained. Literature is awash with models aimed at guiding and 
managing change implementation. On the contrary, most of the change 
management models are aimed at managing change in organizations while 
neglecting managing the user experience of the people to which change is 
introduced. At the time of writing this paper, no evidence was found of an 
existing model aimed at managing user experience, both in theory and practice. 
Following the aforementioned premise, the purpose of this paper is to propose 
theoretical requirements for managing user experience of the people using 
interactive products. The paper commences with a conceptual background 
synthesis of related domain components required for managing user experience. 
Thereafter, the requirements for managing user experience are determined. 
After-which the requirements are presented in a User Experience Management 
Requirements (UXMR) framework. The paper culminates with proposed future 
work.  

Keywords: User Experience, Usability, User Centred Design, Change 
Management, Requirements. 

1 Introduction 

Every product whether designed considering the requirements for user experience or 
not, stimulates some level of user experience to the users interacting with it [1]. Users 
create cognitive expectations on a product’s ease of use, usefulness and level of 
satisfaction based on their first impression of it [2], [3]. When a product is designed to 
comprehend these expectations, users’ mental models and capabilities, it pleases them 
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and arouses their senses positively [4]. A product that meets or exceeds the 
expectations of the user provides a positive user experience. On the contrary, a 
product that fails to satisfy the expectations of the users result in a negative user 
experience [5]. Despite the publicity of designing products for positive user 
experience most applications on the market fail because of poor user experience [6], 
[7], [8]. Users are often resistant to change in user interfaces, and would prefer a poor, 
but familiar, user interface to new and improved ones [9]. With such, any changes in 
the user interface of a product should be designed and implemented in a manner that 
complements the needs of the users, enhances acceptance of the product and 
encourages a positive user experience. The development of user experience is not a 
once off thing, but a process involving various transitional phases over time spans of 
product use [10], [11]. 

There exist many models to guide the product development lifecycle as compared 
and analysed by Davis et al. [12]. However, at the time of writing of this paper, 
stipulated requirements for managing the user experience and subsequently promoting 
the development of positive user experience of the people using the products were 
lacking. The aim of this paper is to answer the research question that states: 

What are the requirements for managing and improving the user 
experience of people using interactive products? 

The User Experience Management Requirements (UXMR) Framework was 
developed to answer the mentioned research question. The UXMR Framework serves 
as the basis for providing holistic requirements for managing user experience. The 
comprehensiveness of the Framework lies in its all-inclusiveness of planning for user 
experience improvement, managing user experience during implementation of 
product changes and providing guidance of how to sustain a positive user experience 
and making it last.  

Section 2 presents the background to the paper. Literature of technology 
acceptance and usage are explored in section 2.1and the concept of user experience is 
introduced in section 2.2. Managing change requires an understanding of the change 
management processes as introduced in section 2.3. The paper proposes how change 
management techniques may be implemented as a component of the requirements for 
managing user experience. Section 3 presents the requirements for managing user 
experience through the User Management Experience Requirements Framework 
(UXMR). Section 4 provides some guidelines for the application of UXMR, whilst 
section 5 concludes with the significance of the UXMR Framework and future work 
to improve on the credibility and applicability of the Framework.  

2 Background 

2.1 Technology Acceptance and Usage 

Although there are a number of benefits associated with the use of technology, the 
uptake of the services offered by the technologies is contingent upon the willingness 
of the people to accept and use the technologies [13]. It is important for product 
developers to gain an understanding of the factors that influence users to accept and 
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use their products. The adoption of technology depends on a variety of factors in a 
given environment. A number of researchers have explored and developed theories 
and models that aim at explaining user behaviour in relation to their acceptance of 
technology.  Examples of such include the Technology Acceptance Model (TAM) [2], 
and the Unified Theory of Acceptance and Use of Technology (UTAUT) [14].  

TAM postulates that attitude to use a product results when the users perceive the 
product to be useful and easy to use. The UTAUT puts forward performance 
expectancy, effort expectancy, social influence and facilitating conditions and the 
determinants for technology acceptance and usage. Performance expectancy and 
perceived usefulness harmoniously concur that users will most likely accept and use a 
product that they believe to be useful in accomplishing their tasks. Effort expectancy 
is similar to perceived ease of use. When users find a product to be easy to interact 
with, they are more inclined to use that product quite often.  

While these models play a vital role in determining what factors influence 
acceptance and usage of technology, they are inadequate in addressing user 
experience issues as a key determinant towards product use. McCarthy and Wright 
[15] argue that people do not just use technology, but technology becomes imbedded 
in their lives. The authors highlighted the importance of considering the emotional, 
intellectual and sensual aspects of the users’ interactions with technology. Thus, 
products that fit into the lives of people are pleasant to use and do not disrupt the 
activities of the users and provide a positive engagement between the users and the 
product. It is therefore important to be able to analyse, understand and manage the felt 
experiences of users as they interact with products. The following section investigates 
user experience and the nature thereof.  

2.2 User Experience 

In this section, the concept of user experience (UX) is explored. UX is defined, 
followed by a discussion of the factors that influences UX. The section concludes 
with a discussion on the evolutionary nature of user experience and an introduction to 
the User Experience Development Lifecycle Chart (UXDLC). 

Defining User Experience. The complexity and multifaceted nature of user 
experience makes it difficult to present a conventional definition of user experience as 
witnessed by the various user experience definitions [allboutux.org1]. The complexity 
in defining user experience indicates how difficult managing user experience can be. 
In this paper, user experience is defined as a subjective judgement and feeling of the 
quality of a user’s interaction with a product, to complete a specific task in a specific 
context [16], [17]. The quality of a user’s interaction with the product is judged based 
on the usefulness, usability and the level of satisfaction, whilst interacting with the 
product. 

An analysis of literature on user experience identified that user experience is 
determined by the expectations of the users prior to interaction with the product. 
                                                           
1 www.allaboutux.org 
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Furthermore, it results from long or short-term interaction with a product; and it is an 
evaluation of the user expectations against how they feel as a result of the interaction 
with the product [18], [19], [20]. Various authors have looked at user experience from 
different domains such as games [21] and mobile user experience in m-Learning [8]. 
Calvillo et al. [21] state that a positive user experience, when a user is playing a video 
game, is achieved when the user feels to be in control of the game. Ownership and 
enjoyment result from both the hedonic and pragmatic qualities of the video game 
device as well as the gamming application. In mobile interaction, a number of core 
elements exist that determine the level of user experience. These elements include the 
aesthetic and visceral aspects of the device and the applications on the device as well 
as the availability of external variables to offer services. An example of the external 
variable will be the network infrastructure [8].   

User experience can be positive or negative, depending on how well a product 
satisfies the user’s expectations [4], [5]. A negative user experience is when the user 
finds a product to be boring; difficult to interact with or does not fit the intended use. 
A positive user experience is developed when the user finds the product to be usable 
with pleasure and satisfaction [5]. While TAM and UTAUT lay fundamental 
components in understanding user behaviours towards technology acceptance and 
usage, the models left out important aspects of user experience as a core variable in 
product adoption. It is therefore vital to establish the factors that influence user 
experience. Understanding the factors that influence user experience, form the basis 
of determining requirements for managing user experience. 

As depicted from the definition of user experience, it is not restricted to the period 
during product use but includes the expectations of the user before interacting with a 
product and the summation of quality of interaction over a long period of time. In 
addition, the definition of user experience reveals the elements of user experience. 
These elements are the hedonic and pragmatic qualities of a product, the 
psychological and physiological state of the user and the context in which the product 
is used [22], [23], [24], [25]. Understanding the time spans and elements of user 
experience is important in determining the factors that impact on user experience. One 
cannot manage what he / she does not know.  

Factors Influencing the User Experience. A variety of factors may influence users’ 
experience with a product. The factors can be determined based on the elements of 
user experience and the process of designing for user experience. Determining these 
factors is essential in order to establish a resultant user experience and why a user 
would have a particular user experience [18]. An understanding of the specific context 
in which a person has a particular user experience and the cause thereof is important 
in managing and improving user experience. 

The user experience of a person depends on his or her previous experiences, 
motivation and the context of use. Future user experiences are influenced by the 
user’s previous experiences and expectations of how things work. This corresponds 
with the user’s mental model and is present even before the interaction starts. For 
instance when users are interacting with online mobile instant messaging applications, 
they expect to find where to type their message, an option for inserting emotions and 
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Anticipatory user experience is directed by the factors that impact on user 
experience before the user interacts with the product. Such factors include the visceral 
aspects of the product.  

Users are pleased with a product that is effective, efficient, safe and usable. If a 
user is using a video game and the system keeps freezing while the user is playing the 
game, then the user will experience a negative interaction with the product. User 
experience goes beyond the pragmatic and hedonic qualities of the product. It is also 
impacted by the physiological and psychological state of the user. Moreover, the 
social, physical and technological environment influences the users to enjoy their 
interaction with a product at one setting while they may have a negative user 
experience when the context varies.  

Long-term user experience consists of cumulative user experiences and reflective 
user experiences. The factors affecting long-term user experience include the design 
process of the product. A product that is designed focusing on the needs, expectations 
and requirements of the users promote a bond of user loyalty to the product. Involving 
the users at every stage of product development and implementation creates a sense of 
belonging to the product thereby improving the user experience.  

User experience, therefore, changes over time and is influenced by the internal 
state of mind of the user, the features of the product and the context in which the 
product is used. The development of user experience from anticipatory level to the 
reflective level is therefore a process. The next section describes evolutionary nature 
of user experience. 

Evolutionary Nature of User Experience. The resultant relationship when a user 
interacts with a product is not static but composed of emotions subject to change over 
time as well as the context in which the product is used. Literature mentions the 
perceived pragmatic qualities of a product, user emotional reactions resulting from 
interacting with a product and perceived hedonic qualities of the product to influence 
the change in user experience and overall decision of the user about a product [10], 
[11], [26]. The visceral aspects of a product seem to have dominance in appealing to 
the sensory experience of the user only on purchasing a product. Such visceral aspects 
cease to be important to the user when the user interact with the product for a period 
of a month. Thereafter the touch and audition qualities of the product becomes a more 
important stimulus for the experiences. Fenko [27] and Mendoza [28] found out that 
the types of errors, error rate users make and the resultant user frustrations changes 
drastically over time. Thus, as users continue to use a product, certain aspects 
stimulating their user experience fade away and, as time progresses, other product 
attributes become more prominent determinants of user experience. 

Abbasi et al. [11] developed a framework illustrating the evolution of user 
experience termed the User Experience Evolution Lifecycle (UXEL). The authors 
suggest that the user experience lifecycle consists of Phase1 – Designed UX, Phase 2- 
Perceived UX and Phase 3 – Actual UX. Their framework is aimed at guiding user 
experience requirements engineering and evaluating user experience at each of the 
evolutional stages. The UXEL contributed to the identification of actors involved in 
the evolution of user experience. It also helped in identifying the attributes of the 
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created from the reviews and publicity they receive about the product and the visceral 
aspects of the product. Whereas the anticipatory user experience of the users with 
prior interaction with the product is modified as they utilise the product. 

Anticipatory user experience directs the expectations of the user as they interact 
and utilise the product. As the users use the product, they discover product qualities 
and reflect on them in momentary and episodic user experience. Accumulation of 
momentary user experience during a task session forms the episodic user experience. 
Momentary and episodic user experience is fluid and subject to change based on the 
context of use and the psychological and physiological aspects of the user at a 
particular moment. Episodic user experience accumulates into cumulative user 
experience as a user continues to interact with the product. As users continue to 
interact with the product, they discover product features resulting in the development 
of reflective user experience. 

With continued usage and technological advances, users discover more about the 
product and their needs grow and change over time.  The need to grow and adapt the 
product to meet these needs arise, hence the experience loops back to anticipatory 
user experience. 

Thus, user experience evolves from an unaware user to anticipatory user 
experience. Anticipatory user experience is modified into momentary and episodic 
user experience as the users interact with a product and utilise it. Continual use of a 
product results in long-term user experience (cumulative and reflective user 
experiences). New features and product enhancements, which the users may not be 
aware of creates anticipatory user experience.  

Product designers and developers who wish to have loyal users should aim at 
developing products appealing to long-term user experience. An effective long-term 
user experience is achieved by managing anticipatory, momentary and episodic user 
experience. It is therefore important to manage the change in user experience 
development. The techniques for managing user experience are inferred from change 
management. Change management concepts are discussed next. 

2.3 Change Management 

Lately there has been a notable paradigm shift in the focus of product design, from 
designing for functionality and usability to designing for user experience. Designing 
for user experiences involves adding or/and improving product features, changing the 
visceral look and feel aspects of the product, its navigation and interaction styles and 
the overall user interface. The resultant of such is change in user experience of the 
people using the improved products. It was discussed that the development of user 
experience is a transitional process for the users, involving changes in the subjective 
and objective factors. Like any other process, the process of change in user experience 
needs to be managed for a positive user experience to be achieved. Thus this section 
begins by defining change management and then analysing existing models aimed at 
managing change. A synthesis of the change management models contributes towards 
the requirements for managing the user experience. 
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Defining Change Management. Change is a complex process and often involves a 
revolution and transformation of the old and customary ways of doing things, with 
unfamiliar styles characterised by uncertainty, fear and risk to the lifestyles of the 
people involved [31 - 32]. Whenever a change is introduced into an organisation or 
society, it will ultimately affect the lifestyle of the people, organisational structure, 
tasks, job roles, processes and other related variables [33]. Creasey [33] differentiates 
change management from project management. He defines project management as 
methods, tools, skills and techniques to respond to change in project activities in order 
to meet project requirements while he defines change management as “the process, 
tools and techniques to manage the people-side of change to achieve the required 
business outcome”. Thus, the processes, tools and techniques for managing the 
feelings of the people are examined through literature analysis. 

Various models aimed at managing change and guiding implementation of change 
is available in literature [34 - 38]. Most of these models focus on managing change in 
organisations. This study aims at disseminating the requirements for managing change 
in user experience from the existing change management models. The uniqueness of 
requirements for managing user experience lies in the subjective nature of user 
experience and the need to adopt a user centred approach to managing change, 
contrary to the organisational oriented change management approaches.  

Analysis of Change Management Models. An analysis of the various change 
management models shows that managing change consists of phases namely planning 
change, implementing change and managing change [35 - 36]. Preparation for change 
involves cultivating a favourable environment for change while change 
implementation refers to the execution of change activities. On the other hand, 
managing change deals with controlling the change process in order for the change to 
go according to plan. Creating a change-ready environment includes an examination 
of the environment to be changed, formulating the change strategy and creating the 
urgency for change [34, 38]. Activities for implementing change, include choosing 
change champions, communicating the change, imparting knowledge and the ability 
for people to change and creating a cultural fit for the change to last [37 - 38]. 
Managing change deals with the integration of lessons learnt during the change by 
measuring the progress of the change effort and reinforcing the change [35, 37 - 38]. 
These phases will be applied to propose the requirements for managing user 
experience. 

3 User Experience Management Requirements Framework 

The proposed User Experience Management Requirements (UXMR) Framework 
infers from change management models and factors affecting user experience. The 
UXMR Framework outlines the requirements for managing and improving the user 
experience of people using interactive products in a user centred approach. The user 
centred design philosophy has been the popularized approach aimed at designing 
products for positive user experience. Fig 3 presents UXMR Framework for 
managing user experience.  
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Table 1. User experience managment preparation requirements 

UXMR – 1.1: Scanning the environment  

Task Activities 
Discovery of users and 
their tasks 

User profiling, task analysis, assessing the level of user 
experience of the users 

Assessing previous 
change history 

Determining the resultant user experience of the users with 
respect to any previously introduced product. Analysing factors 
influencing user experience 

Analysing the context of 
product use 

Examining the physical, social, technological, social environment 
in which the product is used.  

Testing the wetness of 
the waters  

Facilitating an informal awareness vibe about the new product 
initiative, stirring up change urgency by making the users see and 
feel the need to change 

Identifying the 
challenges and feature 
requirements of the 
current  product 

Determining what features of the product have to change, what 
new features have to be added based on the arising needs of the 
users.  

UXMR- 1.2: Formulating the vision for change  
Task Activities  
Gathering a guiding team  Selection and defining roles for sponsors, change champions, user 

experience strategists, and user representatives to spearhead the 
process of managing user experience 

Setting measurable user 
experience objectives  

Stating the metrics for measuring the hedonic and pragmatic 
aspects of the product , defining effectiveness, satisfaction and 
efficiency 

Defining the purpose and 
vision 

Stating clearing what successful user experience should be  

Identifying and recruiting 
stakeholders  

Selection of cross sectional representatives of primary, secondary 
and tertiary users of the product so as to maintain a balance 
between user needs and the values and mission of the organisation 

Crafting the change strat-
egy and timeline 

Defining the means of implementing change that suites the users 
and the environment to create a cultural fit promoting positive 
user experience 

Brand strategy Assessing and determining the brand and how the changes will 
potentially affect the brand perception  

Further to scanning of the environment, user experience management preparation 
requires formulation of the implementation strategy and defining the vision. The user 
experience implementation strategy needs to align with the user and business 
requirements. This strategy needs to be supported by an agile change champions 
guiding team and cross-sectional representation of stakeholders. The guiding team is 
required to set the timeline and implementation plan for managing user experience. 
Measurable usability and user experience metrics for effectiveness, efficiency and 
enjoyment should be defined beforehand to ensure that the user and business 
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requirements are meet. Clearly stipulated change management preparation 
requirements set the pace for a successful user experience implementation.  

Thus, the output of the Preparation phase is a list of factors that may affect the user 
experience and a strategy on how to implement successful user experiences. The User 
Experience factor diagram presented in Figure 1 serves as a template guiding the 
preparation phase.  

3.2 Implementation (UXRM – II)  

The second set of requirements for managing the user experience involves managing 
the user experience during the implementation of the product changes. The 
components of requirements for managing the implementation of products for user 
experience are presented in Table 2.  

Table 2. User experience management implementation requirements  

UXMR – 2.1: Awareness  

Task Activities 
Formal communication 
of the change initiative 

Formal communication on what aspects of the product are to be 
introduced or improved, how the change is going to affect the 
users, what aspects of the product will remain unchanged. 
Awareness of the potential benefits resulting from redesigning the 
product 

UXMR – 2.2: Desire   
Task  Activities 
Creating an affinity for 
people to embrace 
change with positive 
user experience 

Employing persuasive techniques on the product so that the users 
will see and feel the need to change and embrace the new product 
with a positive user experience. Eliminating pockets of resistance 
hindering positive user experience and product acceptance 

UXMR- 2.3: Knowledge 
Task  Activities 
Passing on knowledge 
on how to use the 
product and the benefits 
of adopting the product 

Training users that they will be able to discover the product 
features by themselves and be able to reflect on such 

UXMR- 2.4: Ability  
Task  Activities 
Giving the users a 
platform to demonstrate 
that they are able to 
transform knowledge 
into action 

Promoting continuous and persuasive use of the product by 
observing the users as they interact with the product with the 
intention of improving their user experience  
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The requirements for managing user experience implementation are adopted from 
the ADKAR model [38]. Managing user experience requires making the user aware of 
the product, creating a desire for them to use the product, imparting knowledge on 
how to use the product and providing a platform for the users to demonstrate the 
ability to use the product. 

Awareness. Managing user experience requires making people aware of the product 
by involving them from the onset of product development through the product 
lifecycle. A product with its features comprehending the expectations of the users, 
promotes a positive user experience. Putting users at the centre and making users 
aware of the changes are pivotal in a process of managing user experience for designs 
that are intended to be accepted and enjoyed. Without awareness, many users would 
rather prefer a bad, but familiar design to a better but unfamiliar one. Therefore, users 
need to be aware of what is changing, the potential benefits resulting from revamping 
the old product or introducing a new product. However, awareness on its own does 
not result in product acceptance. There is need to create a desire for the users to use 
the product. 

Desire. User awareness does not result in making users develop a need to use the 
applications. There is a need to establish a sense of urgency and do away with pockets 
of resistance in using and re-using the product. There is a need to adopt emotional 
trust by persuasive design techniques to create an affinity for the users to embrace the 
changes with a positive user experience. Persuasive design aims at influencing change 
in the behaviour of the users. Conversely, the users may be aware of the changes and 
have a desire to embrace the new initiatives but if they do not have knowledge about 
how to use the product, then the whole change initiative is susceptible to the tyranny 
of legacy systems failing to provide a favourable user experience. 

Knowledge. Managing user experience requires imparting the users with knowledge 
on how to use the product. Users need to know the associated benefits of using the 
products hence creating an emotional need to use the product. It is only when  
the users have the knowledge about the product, which they will be able to discover 
the product features by themselves and begin to reflect on their user experience. The 
more knowledgeable the users become about the product, the more they are inclined 
to use it productively and become loyal to it.  Knowledge has to be applied in practice 
by providing the users with the platform to demonstrate that they are able to use the 
product.  

Ability. The users should be given a platform to demonstrate their ability to use the 
product. Ability is achieved through continual usage of the product. Continual usage 
promotes long-term user experience, thus a product must have captivating features 
that promote its usage and adoption by the users.  
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3.3 Sustainment: (UXMR – III)  

Change preparation and implementation aims at managing the behaviours and 
subjective emotions, resulting in positive user experience of the users interacting with 
the product. An effective approach to managing user experience during change 
preparation and implementation will result in a positive user experience. However, 
humans are creatures of habit and users are consequently subjected to revert to their 
traditional ways of doing, thus letting go of the aimed user experience. Therefore, the 
change in user experience must be sustained and improved upon. Table 3 presents the 
components of requirements for managing user experience sustainment. 

Table 3. User experience sustainment requirements  

UXMR – 3.1: Ensuring a lasting positive user experience   

Task Activities 
Celebrating short terms 
achievements  

Recognising successful positive anticipatory, momentary and 
episodic user experience goals 

Reinforcements   Promoting and ensuring an addictive point of no return positive 
user experience Employing persuasive techniques aimed at 
designing products for persuasion, emotion and trust.  

Continuous user 
experience improvement   

Continuous research to understand and address any emerging 
requirements, use of agile technologies to iteratively implement 
new features so as to satisfy an enchanting long term user 
experience.  

 

Sustaining a lasting long-term user experience requires the celebration of short-
term user experience achievements, making the user experience stick and allowing 
continuous improvement of the user experience. User experience development 
consists of anticipatory user experience, momentary user experience, episodic user 
experience and long-term user experience. Long-term user experience is a result of 
the accumulation of the overall user experience over time. It is therefore important to 
sustain long-term user experience. In the process of sustaining long-term user 
experience, successful anticipatory user experience, momentary user experience and 
episodic user experience goals have to be recognized and awarded. Once the users 
have shown to develop an affinity for the product, the positive user experience has to 
be reinforced to make it stick. Persuasive, emotional and trust research, and agile user 
experience design processes have to be implemented to keep the users captivated by 
the product they interact with. Such techniques aim at nurturing free will behavioral 
changes by appealing to the social influence factors of the people. 

3.4 Monitoring and Evaluation: (UXMR – IV) 

The process of monitoring and evaluation is central during managing user experience 
and has to be done during every stage. Monitoring and evaluation requires strategic 
communication, consolidation of lesson learnt as well as impact and outcome 
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assessment of the process of managing user experience. Table 4 presents the 
requirement components of monitoring and evaluating user experience management. 

Communicating the right message to correct people at the right time and contexts 
at every stage of implementation is an important requirement of managing user 
experience. Sending the wrong messages to the wrong people in the wrong context is 
a recipe for creating resistance and overall failure of managing user experience. 
Specific users have to be provided with contextually relevant information, only then 
will they positively accept the product being developed or introduced. The evaluation 
and measurement of the user experience is crucial to identify both hedonic and 
pragmatic user experience issues that may arise during product usage. Moreover, it is 
important to track lessons learnt in order to improve and manage user experience. 
This further helps to identify any loops missed and new requirements, which emerge 
from the users with an aim to unveil contingences of what has to be done for positive 
user experience to be achieved. Like any change management project, managing user 
experience requires an assessment of the impact and outcome process. The outcome is 
determined by comparing the business and user goals, metrics of user experience 
against the achieved user experience at a particular stage in managing user 
experience. Impact assessment thus entails evaluating the level of user experience of 
the product users at each stage of managing user experience. 

The next section presents the users of the UXMR Framework and how the 
Framework works.  

Table 4. User experience management monitoring and evaluation requirements  

UXMR - 4.1 Tracking the user experience management process   

Task Activities 
Strategic communication  Sending the right message to the correct audience t the rightful 

context and time  
Measuring user 
experience    

Mapping transitional state to the desired outcome and evaluating 
the user experience level of the people at various phases during 
managing user experience. Iterative testing and implementation of 
recommendations found at each stage of the evaluation.   

Consolidation of lessons 
learnt  

Tracking any lessons learnt at each stage with the objective of 
improving on the process of managing user experience on next 
projects. Comparing what on hand with the initial plan to 
determine any variance so as to formulate what has to be done 
next to rectify the discrepancies  

4 Application of the UXMR Framework 

There exists a variety of guidelines and principles guiding the designing of products 
for user experience. However, the guidelines do not cater for managing change in user 
experience and the diverse factors that influence the user experience of the people. 
The target users of the proposed UXMR Framework are user experience practitioners 
and product developers. The Framework is aimed at guiding user experience 
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practitioners on how to manage user experience by directing the designing processes 
of products for positive user experience.  This is achieved through assessing the level 
of user experience of the target users, determining the factors that impact on user 
experience and providing interventions for improving the user experience. User 
experience practitioners will make use of the user experience factor diagram (c.f. 
Figure 1) to assess the factors that impact on user experience. A variety of user 
experience evaluation techniques may be used to determine the factors that influence 
user experience [www.allaboutux.org]. The findings are then used to develop a 
strategy for managing user experience. Practitioners will have to employ techniques 
for bringing awareness, creating desire, imparting knowledge and ability and 
sustaining the user experience. During the process of managing user experience, there 
is continuous monitoring and evaluation to ensure positive user experience. For 
product developers, the UXMR Framework serves to provide user centred design 
directions for designing products for positive user experience. The model integrates 
change management practices in the product development life cycle in order to design 
products that comprehend the expectations and skills of the target users.  

5 Conclusion 

This paper introduced user experience and the factors impacting on user experience 
by presenting the user experience factor diagram. The evolutionary nature of user 
experience was highlighted resulting in the development of the User Experience 
Development Lifecycle Chart (UXDLC). The evolutionary nature of user experience 
requires the need to manage change in user experience. Change management 
approaches were examined and inferences to such were made to determine the 
requirements for managing user experience. The User Experience Management 
Requirements (UXMR) Framework was developed based on the UX factor diagram 
and UXDLC. The target users of the proposed UXMR Framework are user experience 
practitioners and product owners, designers and an organisation’s management as a 
whole. Using the UXMR Framework, user experience practitioners may influence the 
design of products for positive user experience. By assessing the factors that impact 
on user experience and providing interventions for improving the user experience, a 
positive user experience can be achieved. The requirements for managing user 
experience serve as design directions for user experience designers who wish to 
design their products for positive user experience. 

The UXMR Framework was derived from a purely theoretical foundation. To 
improve on its applicability the Framework should be tested empirically. The plan is 
to validate the Framework through expert reviews. Experts from both the domains of 
change management and user experience will be involved to determine the 
appropriateness and relevance of the proposed construct requirements for managing 
user experience. The UXMR Framework will be also be applied in a case study in  
the design of a specific product to validate its usefulness and applicability based on 
the recommendations for improvement from the various experts. 
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Abstract. End users have begun to incorporate cloud-based services into their 
collaborative practices. What spurs and constrains this adoption? Are the cloud 
services understood adequately and used effectively? How might we intervene 
to promote a better connection between user practices and cloud services? In 
this study, we focus on collaborative practices that surround the adoption, use, 
and understanding of two popular, but sometimes contrasting, cloud services for 
creating and sharing content: Dropbox and Google Docs. We conducted 22 in-
depth interviews with people who used these services, including collaborators 
who used the services together, and people who had migrated from Google 
Docs to Google Drive. We found that users thought of the cloud in terms of the 
practices it helped them accomplish. Their understanding of the cloud was often 
shaped by the particular file storage and sharing technologies the cloud was re-
placing (remediation). Furthermore, collaborating with others through the cloud 
sometimes revealed different assumptions about how the cloud worked, leading 
users to develop socially negotiated practices around their use of the cloud. We 
use this analysis to identify some specific opportunities for designers to help 
users build more accurate conceptual models of the cloud and use its capabili-
ties more fully: (1) when users are adopting the cloud to enact a practice; (2) 
when users are replacing an existing technology with the cloud; and (3) when 
users are encountering others’ practices through collaboration.  

Keywords: File synchronization, file sharing, online editors, collaboration, 
cloud user experience. 

1 Introduction 

Cloud-based file synchronizing (syncing) and sharing services have become a central 
element of everyday computing infrastructure. Ubiquitous access to storage, low-
overhead file sharing, coordination between devices, and real-time collaboration facil-
ities have prompted significant end-user adoption of these services. These services, 
like other cloud computing technologies, are realizing Weiser’s vision of ubiquitous 
computing, in which computation is accessible everywhere, but seamless and quiet in 
its presentation [21]. However, this invisibility may also present some challenges to 
users of cloud-based syncing and sharing services. Despite the availability of these 
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services, research indicates that many people still harbor significant misconceptions 
about how these services work and may not understand the features they offer [16].  

To identify opportunities for improving the design and uptake of cloud-based ser-
vices, we investigated how users understand and incorporate the services in their indi-
vidual and collaborative practices. In particular, we were interested in three areas: (1) 
how people adopt cloud-based syncing and sharing services; (2) how people work 
together through these cloud services, and how their understandings of the services 
influence those of their collaborators; and (3) how designers can pinpoint appropriate 
opportunities to help users better connect their practices with functionality offered by 
cloud services.  

To give ourselves a concrete starting place, we focused on peoples’ experiences with 
Dropbox and Google Docs. Both are widely used services that provide ubiquitous 
access to files and support collaboration through shared storage in the cloud, but they go 
about it in ways that put varying conceptual demands on their users. Google Docs offers 
a browser-based environment for access to and co-creation of content directly in the 
cloud [11]; users need only conceive of cloud repositories as a distinct shared place to 
do their work (although they must learn to use the new editors). By contrast, Dropbox 
synchronizes local files among devices and people to provide ubiquitous access to con-
tent [9]; while interaction with the editors and local file system is familiar, fully under-
standing Dropbox requires grappling with a complex notion of file synchronization. The 
recent release of Google Drive [1], which marries a Dropbox-like syncing client with 
the remote editing capabilities of Google Docs, provided us with a window onto how 
users’ cloud experiences evolved as they migrated from Docs to Drive. 

Our analysis draws support from Bolter and Grusin’s theory of remediation [2]. 
Remediation highlights the relationship between media forms and their predecessors, 
and hints at how the new media forms are understood in terms of the old. Bolter ex-
plains, “designers of a new media form seek to borrow the cultural valence of one or 
more earlier forms. In most cases, however, they also want to define criteria by which 
the new form can surpass its predecessor, in order to give their audience a reason to 
adopt the new form.” [3] 

Remediation, which initially focused on media itself, has been extended to studies 
of media practice. According to Lanzara, “[t]he appearance of a new medium in a 
domain of practice produces a perturbation in the complex ecology of agents and 
activities, objects and tools, uses and meanings that constitute the practice.” [15] In 
this study, we examine how individuals make sense of cloud services and incorporate 
them into their practices by applying their understandings of the services’ remediated 
predecessors. As with other forms of infrastructure, these new services are “always 
built on an installed base” [4], so that individuals can scaffold their understanding of 
these technologies using experiences with their predecessors.  

We begin with a brief description of the study and its participants. Next we organ-
ize our results according to two central themes: service adoption and reconciling col-
laborators’ varying conceptual understandings the services. In the discussion section, 
we synthesize these stories into key findings, focusing on the relationship between 
cloud technologies and existing and developing social practices. We conclude with 
implications of our findings, highlighting key challenges in both the design of cloud-
based services and opportunities to educate users how to better incorporate the cloud 
in their practices. 
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2 Study Description 

We conducted semi-structured, open-ended interviews with 22 people who use  
Drop-box and Google Docs (and in some cases, Google Drive) in individual and col-
laborative situations. Table 1 summarizes each participant’s pseudonym, age, gender, 
background, and cross-references which collaborators we interviewed. Participants 
were primarily U.S. based, although one participant was from Canada and another 
was from New Zealand; they had used the services for between 3 months and 6 years. 

Table 1. Summary of participant characteristics and pseudonyms. Participants were recruited 
through the authors’ social media networks; direct contacts were excluded from participation. 

Interviews lasted from 30 to 120 minutes (60 minutes on average) and were con-
ducted over video chat or phone. The interviews focused on participants’ adoption 
and ongoing experiences with Google Docs and Dropbox, as well as how their use of 
these services changed over time. Because some participants had been using either or 
both services for a long time, we asked them to find their oldest files in each service’s 
store to help them recall early experiences. At the end of the interview, they were 
asked to summarize each product and compare them.  

 

Pseudonym Gender Age Occupation Collaborators 

Dean M 33 Artist and arts administrator James 
Mary F 27 Graduate student  
Melissa F 37 Graduate student  
Nathan M 29 Graduate student  
Lance M 31 Web developer  
Aaron M  31 Research assistant/Grad student Sao, Xu 
Trisha F  31 Program manager at a non-profit  
Jacob M  29 Interaction designer,   
Sao F  30 Graduate student Aaron, Xu 
Karen F  23 Graduate student Steve 
Sarah F  28 Graduate student Sanjay 
Xu M  30 Graduate student Sao, Aaron 
Martha F  45 Program manager  
Dillan M  49 Archivist  
Sanjay M  25 Graduate student Sarah 
Otis M  37 Systems analyst for an oil refinery  
James M  36 Online public relations Dean 
Gary M  51 Urgent-care physician  
Andy M  36 Field service technician  
Steve M  25 Software engineer /IT Karen 
Jayden M  33 Graduate Student  
Bruce M  40 Project lead/organizer  
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Because we were interested in how collaborators influenced each other’s under-
standing and use of the cloud services, we asked participants if we could contact the 
other people involved in the stories they told during their interviews. Five of the 22 
participants were recruited this way. In one case, we interviewed three members of 
the same group; the others were dyads (who were sometimes part of larger groups). 

Since our initial participants (17/22) did not have significant experiences with 
Google Drive’s recently introduced local syncing client, we specifically recruited a 
final set of participants (5/22) who had migrated to it. Given the substantial change in 
the conceptual model from Google Docs to Drive, we thought it was an interesting 
opportunity to see how users reacted to the availability of a local sync client. These 
interviews were conducted the same way as the others, except that Drive was included 
in participants’ comparisons of cloud services. 

All interviews were transcribed and participants were assigned the pseudonyms 
that are used in this paper. The interviewer (the second author) briefed the other au-
thors about participant narratives immediately after the interviews took place. The 
analytical coding was performed jointly among the three authors; additional review of 
the transcripts was performed as necessary so that everyone was familiar with the 
details of the interview data. We performed inductive analyses of the interviews using 
grounded methods. Using open coding and memoing practices (as described in [5]), 
we grouped individual participant narratives into preliminary categories and labeled 
them. Labels and categories were in part emergent and in part influenced by our a 
priori interests in the adoption and collaborative use of these services, as well as the 
impact they had on existing practices. These categories were then refined using a 
constant comparison method that “combines inductive category coding with a simul-
taneous comparison of all social incidents observed” [10]. We also examined the 
interview data on a per-participant and per-collaboration basis to reveal adoption and 
use storylines and specific instances of remediation.  

3 Results 

In this section, we describe how participants develop their understanding of cloud 
syncing and sharing services and the ramifications of these understandings. We begin 
by exploring how participants adopt the services, either in response to problems that 
arose in the course of existing work practices, or through changes in the constellation 
of devices they use. We then show how the understandings and practices established 
during adoption affect ongoing use. Finally, we demonstrate how previous expe-
riences with remote storage technologies produced some subtle misconceptions for 
participants, and examine the implications of these misconceptions for individual and 
collaborative use.  

3.1 Adoption as Problem Solving 

Participants described first learning about these services via online blogs (e.g., Tech-
Crunch), from their peers, or in the context of project work with colleagues. Most 
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were vaguely aware of these services prior to using them. For example, Dillan and 
Lance both reported that they were first introduced to Google Docs when Gmail 
opened attachments in it. For most participants, however, meaningful adoption (as 
opposed to brief engagement) was the result of “upgrading” their way of doing things 
to overcome specific limitations or cumbersome aspects of their current practice, 
which in turn influenced and constrained how they interpreted the technology.  

For example, Dean adopted Dropbox to overcome email restrictions. As a graphic 
designer, he often needs to send remote collaborators Photoshop and Illustrator files 
that are too large for email attachments: “It was just an easy way to share files, rather 
than having to use YouSendIt, or WhaleMail, or any of those other sort of temporary 
big file e-mail systems.”  

For some, the limitations are latent. Sanjay, for example, was aware of Google 
Docs’ centralized approach and facilities for real time collaboration. But it was only 
after he started co-authoring a report with a colleague in another country that he found 
the motivation to adopt the service. Limitations may prompt the adoption of more 
than one cloud service. Sanjay later adopted Dropbox too so he could automatically 
share reports saved to his local file system. 

As Sanjay’s scenarios demonstrate, adoption was often spurred by collaborative 
project work. The initial collaborations reported were often small, ad hoc, project-
specific, and rarely resulted in artifacts that were seen as archival. Even in more tradi-
tional professional environments, the collaborations remained lightweight (although 
adoption can be management-mandated). Trisha explained how her boss, who tra-
veled, introduced her team to Dropbox, and how casual use became commonplace. 
Through use, Dropbox evolved from a literal dropbox to a shared repository. 

We really use [Dropbox] a lot for… PowerPoint presentations that we can 
upload there so that when he's on the road … he has access to our latest fig-
ures… And it started out from just like “Oh, we're just going to use it for a 
couple communication things or a couple staff documents,” and now we're 
basically constantly sending everything into Dropbox. It's become our de facto 
shared drive. 

Regardless of how individuals were introduced to the services, the motivation for 
their initial use shaped their subsequent understanding and expectations. Google Docs 
most frequently remediates editing suites like Microsoft Office, while Dropbox reme-
diates storage and file transfer between devices or people, similar to uses identified by 
Dearman and Pierce [6]. As a result, subsequent use was often constrained to a nar-
row (albeit critical) set of cases.  

3.2 Adoption in Evolving Device Ecologies 

Not only did participants adopt cloud services to support existing practices when the 
old methods failed them; they also found themselves in situations in which evolving 
technological ecologies—including the introduction of new devices or the loss of old 
ones—prompted discovery and adoption of these services. 
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The introduction of new mobile devices seems tied to cloud service adoption. This 
observation is well-aligned with the results of Sohn et al.’s study [20]. Participant 
Martha purchased a tablet to support her graduate studies; this in turn prompted her to 
adopt Dropbox when she found she was unable to use a thumb drive to transfer files 
to the device. She had learned about Dropbox from a blog post returned by a search 
for “How to get files onto iPad.” Adding a device created a problem that was solved 
by adopting a cloud service. 

New devices can also spur new practices, which in turn provide an opportunity for 
incorporating cloud services. This adoption path was common for our Google Drive 
participants. Bruce learned about Google Drive after finding it preinstalled on his new 
Android phone; to his delight, he discovered that he was able to pull up an agenda on 
his phone and conduct a meeting without a laptop. Similarly, Andy, a service techni-
cian, explained how important Google Drive had become for on-site access to notes, 
manuals, and other documentation: 

At first it was just something that I installed just to see what it was all about, 
and then when I realized I could … look at the same documentation on my lap-
top as I could on my phone… the phone has become this extremely useful tool. 

Device loss was another change that prompted adoption. In Nathan’s case, the loss 
of his USB drive forced him to reconceptualize the function of Dropbox. He had al-
ready adopted Dropbox for backup, but he still moved files between school and home 
using a thumb drive. This function only became apparent, however, when “I mis-
placed the USB at one point, and that's when I realized ‘Oh, I'll just put it all on 
Dropbox.’” Dropbox functionality did not change, but Nathan’s practices (and thus 
his use) did. 

New technology, as well as failures in existing technology, can promote adoption 
of cloud-based services and cause participants to reflect on what these services do. 
Hardware or new apps can present solutions to problems participants did not know 
that they had. Across our participants, we saw that understandings of these services 
most commonly broadened when participants’ everyday practices were disrupted, and 
their focus was on the service itself, rather than the activity the service supports. By 
contrast, stand-alone information campaigns, such as those accompanying the intro-
duction of Google Drive, did not seem to promote adoption or influence an individu-
al’s understanding of what Google’s new service offered. Participants ascribed the 
migration to branding (“the logo changed”) or found it inscrutable (“something about 
it is slightly different and I can't put my finger on it whatever that is”—Sarah) 

3.3 Conditional Adoption 

When participants described how they used the cloud, many saw the cloud through 
the lens of the limitations the services imposed and how they had changed the condi-
tions of their work. This perception, in turn, either restricted the scope of their adop-
tion (as when Google Docs replaced Word) or caused participants to compensate for 
disruptions in their normal practice (possibly by moving in and out of the service). 
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Limited by the Basics. Because Google Docs remediated desktop editing suites (and 
not a shared document repository), many participants lamented the service’s limited 
functionality and polish, and did not use it beyond simple documents like brainstorm-
ing output, meeting notes, and roommate expenses. For a few like Martha, who 
owned a small business, Google Docs was not viable for anything beyond notes: “[If] 
we’re writing a proposal,” she explained, “it has to look professional.”  

For those drawn into Google Docs for its synchronous collaboration functionality, 
a tension was created between it and the full-featured editor it was remediating. Ac-
cording to Karen, “The main issue is formatting… I have to copy and paste it all into 
Word. When you’re getting towards the final revision, [Docs] just isn’t feasible.” 
Thus users adopted a cut-off point at which they would migrate from Docs back to a 
full-featured word processor to format the final document. However, this late-stage 
editing is often when the collaborative functionality of Google Docs is most needed. 
Some participants compensated for this by using Google Docs and shared Dropbox 
folders in tandem. Participants like Jacob described copying content from a Google 
Docs document into a Word file saved in Dropbox. Yet, while this approach retains 
some collaborative functionality, as both Martha and Melissa explained, using Drop-
box this way limits concurrent access to the document.   

Google Docs’ inability to address the demands of pre-existing editing practices  
limited the extent to which participants were willing to commit to the service, and 
limited their willingness to acclimate to (and see the value of) Docs’ novel functional-
ity. Instead, participants were left weighing the benefits of Google Docs (often, the 
predicted contributions of collaborators) against its inability to format their content. 
The role of the remediated technology was clear: “Real time collaboration in Word 
would be the ideal world. I can’t think of anything more fantastic than that.” (Karen) 

Acclimating to the Cloud. Participants discussed a variety of new practices they 
adopted to collaborate using cloud services. First, as other researchers have reported 
in their studies of shared repositories and workspaces [8, 18], the shared storage must 
be kept intelligible and consistent (so collaborators can find what they are looking for 
and negotiate practices to coordinate access so changes are not overwritten). Second, 
as we would expect from other studies of collaboration (e.g., [7]), collaborators must 
accommodate to a new level of visibility of their work and actions. This effect may 
become more pronounced when the collaborators are not peers (e.g., professors and 
their students, managers and their reports). The two effects are often intermingled—
the document in its incoherent state is rendered abruptly available and visible by the 
new cloud services, either synchronously in Google Docs, or as an incomplete version 
when Dropbox syncs.  

We observed multiple instances of how the remediated technology (in this exam-
ple, Word) created an expectation of (and perhaps a genuine need for) change coordi-
nation facilities. Sarah described how her team’s adoption of Google Docs resulted in 
breakdowns with one collaborator: “She always was worried that her work wasn’t 
there or that she was being overwritten and she wasn’t sure who was writing what.” 

Some participants coped with the perceived difference between their writing prac-
tices and those supported by the service by copying files in and out of the cloud. Sao, 
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a graduate student, copied an important grant proposal out of the cloud and onto her 
local storage so her edits would not interfere with those of other collaborators. She 
explained that she prefers to do her initial drafts in Word, and then transfer her con-
tent into a shared Google Doc when she is ready to respond to feedback from her 
colleagues and make minor changes. Major edits, however, are always done outside 
of Google Docs: 

Sometimes you will change a lot of things. And sometimes you want to take a 
long time to think about what you’re going to write… So I first write on my 
own Word document and then later copy and paste to Google Docs. 

Many participants commented on the authoring styles of their collaborators, which 
were abruptly rendered visible by the real-time collaboration in Docs, as well as the 
changes it caused in their own. Sanjay, while a strong advocate Google Docs’ colla-
boration functionality, explained that under some circumstances he felt like he was 
under surveillance: “Let’s say the deadline is tomorrow, the advisor is doing his part, 
and there is still things to do in my part. I can't sign off… it might look bad.”  

3.4 Troubled Conceptions 

If participants’ understandings of cloud syncing and sharing services develop in the 
context of the problems they solve or the practices and technologies they replace, and 
collaborative adoption proceeds in a hand-to-hand, viral way, then we might wonder 
about the effects of misconceptions: Do they hinder adoption? Do they limit success-
ful use? Are they transmitted with the services? Do they lead to asymmetries in adop-
tion, thus interfering with the overall benefit of services [12]? In this section, we ex-
plore the sources and effects of misconceptions. 

“Cloud” Just Means Remote, Right? Thinking that files synced via Dropbox or 
Google Drive were not stored locally was a surprisingly common misunderstanding if 
participants had previous experience with remote or network storage. Dean, a graphic 
designer, harbored a misconception that stemmed from his prior use of an FTP server 
that he had set up to share files with his collaborators. Initially he described Dropbox 
as a portal between his computers, but later in the interview, he revealed that he uses 
Dropbox to “keep as much as possible off of my local hard drive” to prevent his pri-
mary computer, an aging laptop, from getting too bogged down, and that he assumed 
files that appeared to be local in the Dropbox folder actually lived in the cloud: 

I assume that all of that shit lives on Dropbox’s servers in the cloud and those 
[file icons] are basically links to the files... And if I just double click this text 
file I’m opening my text application and it’s pulling the file from Dropbox’s 
server. But the file is not living locally on my machine. 

How do these misconceptions that an individual brings from experience with a re-
mediated technology play into subsequent collaborations? Are these misconceptions  
corrected through interaction with collaborators, or do they remain in the back-
ground? We examine data from collaborations to find out. 
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Conceptions in Collaboration. In individual use, incorrect or incomplete understand-
ings of cloud services appeared to have limited implications. However, we had antic-
ipated that these misconceptions would come to light during collaborations where 
users might encounter and be held accountable to the conceptual models maintained 
by their collaborators.  

While we suspect that these conversations occur, the relative number of successes 
our participants reported in their collaborations struck us. One such surprise came 
when we interviewed Dean’s primary collaborator, James. While James also had a 
somewhat incomplete understanding of Dropbox, his practices around the tool 
avoided any conflict with Dean. James copied files in and out of their shared Dropbox 
folder, and only edited them after copying them to a location outside of Dropbox. 
This practice enabled him to have a master and a renamed version with his changes:  

If I'm editing a poster that Dean and I are working on together, if he puts [the 
file]… that he just touched, in [Dropbox], I'll copy it to my desktop and then 
open it in Photoshop. I want to preserve his changes, [but] I want to be able to 
delete stuff, or just have [a] backup, or make my changes. So I'll leave it [the 
original file], so it's like a primitive version control. 

James subsequently complained that “Dropbox is… a little too much like a drawer, 
where something is either in or out of the drawer.” Because James never edited a file 
in place in the shared Dropbox folder, he effectively avoided the very kind of version 
conflicts that might have caused Dean to reflect on his theory that he was working on 
a separate downloaded version of a remote file. Although these compatible miscon-
ceptions remained invisible in Dean and James’ collaborations, the proliferation of 
files in their shared folder effectively exacerbated any problems Dean was experienc-
ing as a result of a full hard drive.  

By contrast, another collaboration (an academic research group that included par-
ticipants Karen and Steve) negotiated a social workaround only after incompatible 
conceptions and misconceptions surfaced in a series of breakdowns. The group had 
reached a situation in which co-authors were working with out-of-date versions and 
overwriting one another’s changes. These conflicts grew out of incompatible concep-
tual models. For Karen, Dropbox remediated a practice of emailing files to herself to 
ensure she had up-to-date versions on all of her computers: 

I have a computer in my lab at my university and I was using a laptop and then 
my personal desktop. ...Usually I was e-mailing things to myself. And if I for-
got to e-mail it to myself or I e-mailed the wrong version then I was constantly 
redoing work I had already done because it was on the wrong machine. 

On the other hand, Steve (an undergrad who eventually administered the group’s 
Dropbox folders) modeled his understanding of Dropbox on version control systems 
such as Subversion1. Subversion helped Steve make sense of how Dropbox syncs 
local and remote files, but also left him with the mistaken belief that Dropbox some-
times merged changed versions of files: 

                                                           
1 http://subversion.apache.org/ 
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The only thing… is [Dropbox] didn’t really merge conflicts very well… if you 
and I are working on the same document at the same time and we both save it 
and it can’t merge it together, it will save your copy as [AUTHOR NAME]’s 
conflicted copy and mine as Steve’s conflicted copy. 

Steve went on to provide a detailed (albeit mistaken) account of how Dropbox at-
tempts to automatically merge changes and only produces conflict files when it is 
unsuccessful. This is similar to how code repositories like Subversion work: when 
changes are committed to the repository, any changes that can be merged automatical-
ly are. When they cannot be, users are asked to resolve conflicts before committing a 
particular file.  

While Karen, who was also familiar with version control systems realized, “there’s 
no real version control to merge things back together,” Steve believed that the others 
in the group harbored misconceptions about Dropbox’s ability to merge changes: 

One of the professors…that [Karen] and I both worked under…didn’t seem to 
understand that Dropbox was capable of merging. And so she would open up a 
document and resave it with her initials appended to it. And so over time you’d 
have eight documents with her initials on it and then somebody has to go 
through and merge her stuff into the original document when all she really had 
to do was open the original document. So she’s a good example of not using it 
properly. 

This was a complicated problem that involved both social components (the co-
authors were not coordinating changes with one another) and technical ones (group 
members were syncing infrequently, in part because they had varying understandings 
of how to take better advantage of Dropbox). A breakdown over an important docu-
ment (a grant proposal) led to the adoption of an explicitly social solution that did not 
resolve any (mis)conceptions, as Karen explains: 

We have to call and say I’m working on this portion. This is how I’m going to 
save my folder or the document and what the name will be. … So we actually 
include initials and time stamps and file names so that we have a way of track-
ing [who did what when].   

Steve explained the resolution to the version conflict problem: in exchange for ad-
ditional personal space on Dropbox, he became “the official Dropbox guy” who “had 
to merge crap all of the time. So once a week I’d go check it and say oh, you know, 
there’s eight conflicts… and I would get rid of all of those.” Just as in James and 
Dean’s case, it was easier for participants to develop practice-based workarounds than 
it was to revise their mutual understanding of the cloud service. But in so doing, they 
missed an opportunity to learn how the cloud could better support their collaboration. 

4 Discussion 

What stands out in our results is the primacy of practices. They not only spur adop-
tion—people adopt the cloud to solve problems—but they also suggest that people 
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may use the cloud without really understanding how it works. In some ways, this is 
unsurprising: naturally people adopt practices, not features. And often they are using 
the cloud to remediate or maintain a practice, not a technology. But what we see is the 
consequential nature of what the cloud is replacing. If cloud syncing and sharing 
services are replacing FTP servers, then users are far more likely to understand the 
new service in terms of the old one. Their expectations are thus set, sometimes in 
ways that make them resistant to evolving understandings or extended use of these 
services. In this section, we reflect further on the relationship between user practices 
and cloud services, and examine more closely what this says about user education, 
addressing misconceptions, and the conditions for successful adoption and continuing 
use.   

4.1 Practices Overshadow the Cloud 

Across the board, participants reported that using Dropbox and Google Docs was 
straightforward and that the services were easily understood. However, participants 
often failed to see opportunities to expand their use of these services. This is in part 
because they focused on their work instead of on the tools they were using to do the 
work. Trisha provided an example of this tension when she explained that Dropbox 
would enable her team to maintain a single versioned master of a document 
“…instead of having 17,000 different versions of a single file as you update it, in 
theory there's one, although we actually have not been using it that way.” Despite her 
awareness of this capability, her group continued to name versions: “it'll say like 
‘edits by’ and then initials at the end, which is kind of silly… because then it's like 
you're using way more space than you need, but once people start doing something 
one way and get used to it, it's really hard to make them stop.” 

Google continues to add novel functionality to make its collaborative environment 
more robust. Yet, participants reported their dismay at the lack of support for the 
practices they already have – in the case of Google Docs, authoring content in a suffi-
ciently robust client – more than their excitement for new modes of working. Our 
findings suggest that the inability of Google Docs to meet the standards of the tech-
nology it is remediating (i.e., the desktop office suite) limits most participants’ desire 
to replace their existing tools with Google Docs, and for many, their ability to benefit 
from the collaborative features Docs provides. 

Although these services have novel functionality that individuals’ stories suggest 
they would find beneficial, they were largely unaware of this functionality. Instead, 
users focused on the essentials as defined by their tasks: Formatting and speed in 
Google Docs, and sharing files and managing storage quotas in Dropbox.  

Understanding via Remediation. Bolter and Grusin assert, “Each new medium is 
justified because it fills a lack or repairs a fault in its predecessor, because it fulfills 
the unkept promise of an older medium.” [2] Participants turned to remediated prac-
tices and technologies to make sense of the cloud. Projecting their understanding of 
how prior technologies enabled them to accomplish their practices onto how the cloud 
operates shapes the way they can understand the novel features that cloud-based  
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services offer. The users’ focus on their particular practice of interest narrows their 
view of what cloud services can do, which can in turn contribute to an incomplete or 
inaccurate conceptual model of how it works. 

When to Educate Users. The ideal time to educate users about new functionality is 
when their focus is on practices associated with the tools and tasks in which they are 
engaged. For example, practices around using the tool, such as setup or maintaining 
the total storage within the tool’s free quota, are when the user’s attention is on the 
tool and not trying to accomplish a productivity task. Mary illustrates this point in 
describing how the Dropbox scavenger hunt helped her understand how to use it: 

I told him to do the scavenger hunt, because not only do you get like the free 
storage, which was great, but then you also get to learn about like how to use 
it in like kind of a fun, interesting way where you're not just watching like a 
video, no matter how exciting they try and make it.  

This Dropbox technique not only catches users when they are focused on managing 
the tool, but also gets users to enact practices they have learned (rather than just 
watching a video of them) to earn more storage space to ease their management work.  

By contrast, Google’s in-browser notifications about the transition from Docs to 
Drive, for example, were largely dismissed when they were encountered in the 
process of going to Google Docs to work on a file for a task. Furthermore, the word-
ing of the transition notification (“Google Drive is the new home for Google Docs”) 
suggests that no new practice is needed to migrate from Docs to Drive. Consequently, 
we found most users who had migrated to Drive were still using it in much the same 
way as they used Docs, without taking advantage of the new features that Drive of-
fered. 

Users were more likely to learn about the new features in Google Drive when they 
installed the mobile app (or found the app preinstalled) on their Android phone. At 
this point, they were focused on integrating a new mobile device or feature into their 
practices, making it an opportune time to learn more about how the cloud could help 
them. Taken together, these stories identify different types of teachable moments as 
users go about their work or as they manage cloud-based services.  

4.2 The Social Effects of Clouds 

Our previous study explored models [16]. For example, one collaborator would rely 
on a synced folder for archival storage, and the other would do housekeeping and 
delete a portion of this implicit archive. In this study we sought multiple perspectives 
on the same collaboration to breakdowns in participants’ collaborations that could be 
attributed to the collaborators’ conflicting conceptual see how they worked through 
these breakdowns. 

While we continued to find examples of collaborators’ conceptual mismatches, in 
this study, we were struck by how the participants worked around or managed their 
misconceptions. Generally, we found that many of the workarounds were social, and 
did not necessarily involve reconciling conflicting models. For example, Steve was 
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designated as “the Dropbox guy” to resolve version conflicts and merge changes.  It is 
probable that neither Steve, Karen, nor the professor revised their conceptual models. 

We expected (or hoped) that encountering these kinds of problems as a group 
might provide teachable moments during which someone would invest the effort to 
understand how things are supposed to work and educate the rest of the group. In-
stead, we largely found that groups reverted to familiar practices that relied less on the 
cloud’s ability to sync and manage changes and more on manually or socially manag-
ing updates, which they understood how to control. Thus, instead of refining or updat-
ing their collective conceptual model of cloud functionality, groups would construct 
social explanations and practices that avoid the features that they did not understand. 

Compatible Misconceptions. In scenarios like Dean and James’s, we see how two 
collaborators operate with conceptual misunderstandings that, nonetheless, do not 
result in breakdowns. While compatible misconceptions may be innocuous, during 
some interviews, it was clear that these misconceptions would likely lead to a break-
down in the future. For example, groups whose members believe that Dropbox sup-
ports simultaneous editing will eventually encounter conflicts where changes will 
need to be merged by hand. 

Ad Hoc Collaborations. The majority of participants’ cloud-based collaborations 
would best be described as “ad hoc.” Since the cloud easily transcends organizational 
boundaries and firewalls, it is well-poised to facilitate ad hoc collaborations; in fact, 
the ability to cross firewalls is often a precondition for the adoption of syncing servic-
es [17]. As a result, two issues are worth noting: First, while Dropbox and Google 
Docs are often most productively used by groups, users may initially adopt these ser-
vices individually.  

Second, while these cloud services are often used outside traditional enterprise 
structures, they rely on collaborators having accounts with the services’ providers. 
Participants often talked about the ease of using Dropbox and Google Docs for a 
quick project because “everyone had an account” (Aaron), but this technological ease 
can violate some implicit seams that participants use to productively distinguish one 
use venue from another. Trisha, for example, noted concerns about tools that spanned 
across work and home: 

I didn't want to necessarily use it for my own personal stuff and accidentally 
save something in the work folder. Because when we first signed-up for Drop-
box [at work], I was using it with my personal address because I already had 
an account, and I just didn't want to mix work and personal life more so than 
I'd already been doing. 

These large-scale services appear to be enabling a broad set of new collaborative 
practices, but also present challenges for traditional enterprise work situations in 
which these services might not be viable. Perhaps to the dismay of network adminis-
trators, many participants in traditional enterprise settings spoke of using these tools 
to circumvent organizational policies to, as Lance said, “get things done.” 
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5 Implications 

The adoption of Google Docs and Dropbox and the conceptual understandings indi-
viduals develop of the services highlight issues around when and how systems make 
features and processes visible, as well as how to connect these with users’ practices. 
The drive towards seamlessness can leave users ill-equipped to adequately understand 
the nuanced behavior of their tools or make appropriate decisions when they encoun-
ter problems [19]. We make two arguments on this front: First, designers of cloud-
based services can improve user experiences by exposing technical functionality and 
processes in relation to people’s practices. Second, service providers can facilitate the 
development of cloud-based practices by taking advantage of teachable moments to 
educate users about their functionality. 

5.1 Seeing the Cloud through Practices 

Cloud services need to aid users in connecting their practices with what these cloud 
services are actually doing. As previous research has noted [16], the lack of process 
transparency may prevent individuals from broadly adopting cloud-based services. 
Our findings suggest that simply exposing the functional behavior of these services 
may be insufficient. Instead, designers should provide more robust user feedback on 
processes but in relationship to user practices and their working context and not in 
terms of system processes or features. 

The Google Docs text editor provides an excellent example of how system 
processes can be exposed in a way that aligns with user practices. The addition of co-
authors’ cursors in Doc’s word processor, for example, and synchronous appearance 
of a coauthor’s text provide little room for ambiguity about the collaborative editor’s 
functionality: co-authors are changing the same document. When and how Google 
Docs saves content is less clear. When connected to the Internet, saving is unimpor-
tant: Google automatically saves content as it is added. In fact, Google has removed 
“Save” buttons and menu options from their editors. Saving becomes ambiguous, 
however, when individuals proactively want to save their content – for example, when 
the user’s Internet connection has been lost. In this case, Docs notifies the user that it 
is trying to reconnect to Google’s servers, but does not explain how changes made in 
the meantime will be merged, or what options individuals have to preserve their work 
if the interruption in network connectivity persists.  

Turning to Dropbox, we see a good example of how the process of creating a 
shared folder connects with user practices. When users share a folder (either directly 
on Dropbox’s website or via their operating system’s context menu), the user is pre-
sented with a webpage on which they can provide the email addresses of those they 
would like to invite to the folder. An invitee, upon receiving the email invitation, can 
click a link to accept the invitation, at which point the invitee is notified about the 
addition of the new shared folder both in a web browser and the local syncing client. 
When sharing a folder, the user’s practice (e.g., email invitation, files appearing in a 
folder) and the system’s functionality are highly aligned. 
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However, once a folder is shared, functionality is far less clear. A number of partic-
ipants described confusion about the relationship between their Dropbox folder and 
the rest of their hard drive. Dragging a file from Dropbox to another folder moves the 
file rather than copying it. James’ comment about Dropbox acting “like a drawer” 
stems from this interaction. What is not immediately clear to users is that moving a 
file outside of Dropbox affects all collaborators – it effectively removes the file from 
everybody’s Dropbox. Moreover, this breakdown was compounded when participants 
found social explanations for technical breakdowns. Dropbox could address this con-
fusion by simply alerting users that moving files out of shared folders will remove 
access to those files by other collaborators. 

Our implication that processes should be exposed relative to user practices presents 
some significant challenges for services that operate at either the system or the inter-
face level. Dropbox, for example, intentionally limits the focus of its syncing client to 
the file system and remains agnostic to programs and user practices outside of how 
they read and write to the hard drive. Yet, many of the collaborative practices around 
using Dropbox involve editing those files using productivity tools. Since Dropbox’s 
implementation does not afford providing any process transparency in the context of 
those editors, users can get confused about how Dropbox manages concurrent or con-
flicting changes while editing those files.  Conversely, the web-based editors in 
Google Docs made it transparently obvious when concurrent editing occurred. Yet 
Google Docs removed commands for file management (no Save command), making it 
unclear how to save work when an Internet connection is interrupted or lost. Cloud 
service designers need to consider the full scope of user practices to help users under-
stand how to fully integrate the cloud’s capabilities into their work.  

5.2 Learning How to Look at Clouds 

Given the scope of changes to cloud syncing and sharing services over the last year, 
we expected to see user practices and understandings change in response. Instead, we 
found that participants’ conceptualizations of these systems remained relatively un-
changed. Since users’ practices have been established and largely remained stable, 
changes in the cloud services by themselves were not enough to engage users in the 
work of learning about them.  

Revisiting an earlier example, it was noticeable how most of our participants – ac-
tive users of cloud services – were unaware of the particulars around the transition 
from Google Docs to Google Drive, despite prominent notifications. Indeed, given the 
lack of immediate impact on their practices, many thought that the change to Drive 
was simply a rebranding of the service. 

If our aim is to enable broader use of the cloud, our findings demonstrate that im-
proving the design of cloud services alone is insufficient. Service providers must also 
educate users about how their practices can take greater advantage of the cloud. People 
may not notice new features even when they are prominently announced. Moreover, 
the rate at which the cloud services are changing challenges users’ ability to keep up 
with those changes or even identify “expert users” to help work through conceptual 
breakdowns, as they have in the past [14]. Our study identified four different kinds of 
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teachable moments when users were more amenable to learning about new features or 
capabilities of the cloud. We go through each type in turn. 

Teachable Moments Around Adoption. Adoption presents a clear period during 
which initial understandings are being formed. Critical windows for forming under-
standings are not limited to service adoption. The addition of new devices also caused 
participants to reassess their use of cloud-based tools. Indeed, the most successful 
instances of Google Drive adoption reported by our participants were the result of 
discovering the Drive application pre-installed on a new mobile device.  

Teachable Moments around Remediation. Services should expect and account for 
the fact that new users bring existing practices with them. By understanding which 
prior technologies and practices a cloud service remediates, providers can anticipate 
user expectations that can inhibit deep adoption; in this way, they can also prevent 
misconceptions. Perhaps providing different on-ramps tailored for the common tools 
that are being remediated by the cloud would help connect users’ practices with cloud 
features of most interest to them, and would help anticipate and circumvent many 
standard misconceptions.  

Teachable Moments around Cloud Management. User understandings were pliable 
when practices were focused on managing the services themselves. Dropbox’s disk 
quota, for example, presents an overarching user problem that requires that heavy 
users “maintain” their storage from time to time. Dropbox rewards users with addi-
tional storage for completing a variety of tasks, most of which introduce users to 
Dropbox functionality or prompt them to tell others about Dropbox. Numerous partic-
ipants described learning about Dropbox from its “Tour”, “Simple tasks”, and “Sca-
venger hunts.” Dropbox takes advantage of a limit that they have imposed on their 
users to encourage them to learn more about the service and teach others about it. 

Teachable Moments around Collaboration. Collaborating with others naturally 
exposes other people to the consequences of actions in the cloud. Updating or deleting 
files in the cloud will affect what others see. These collaboration consequences could 
be used to help users understand how the cloud is mediating their collaboration. Be-
sides the visibility of concurrent editing in Google Docs, there are other ways in 
which the cloud could create teachable moments during collaboration. File deletion 
presents an opportunity to show users the effect of this action on their collaborators 
(i.e. they will no longer have access to it). Alerting users as to when and why conflict 
resolution files are created would help users understand the limits of synchronization. 
A “sync inspector” that more transparently indicates who last edited the file (and on 
which device) would help users have a better sense of how changes from various 
people and devices are being coordinated through the cloud (Cimetric [17] is an early 
attempt at providing such a sync inspector). Browsing sync history could also help 
users diagnose why they do not have access to the expected file version (for example, 
the one they saved on another device), since they might be able to identify when a 
sync was missed, which might help them narrow down possible causes for a sync 
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failure. While collaboration naturally exercises many of the cloud features needed to 
keep files in sync, users need more help to observe and understand these processes to 
appreciate how the cloud is working to support collaboration.  

6 Conclusion 

Our study demonstrates the ways in which individuals adopt cloud-based syncing and 
collaboration services into their work practices. We found that practices from reme-
diated technology fundamentally shaped the ways participants understood and used 
cloud functionality. Individuals adopt cloud services to solve problems or when in-
corporating new technology into their routines. However, when cloud services do not 
fully support users’ existing practices, they may only partially adopt cloud functional-
ity. Moreover, given the limited transparency of cloud processes, experience from 
remediated technologies or collaborating with others who have mismatched concep-
tions often resulted in misconceptions that also limited their use of the cloud.  

We identify opportunities to improve cloud experiences, both by redesigning as-
pects of the services and by appropriately educating users about how their practices 
might benefit from the cloud. Designers of cloud-based services need to strike a bal-
ance between visibility and seamlessness. Decisions around visibility should be made 
based on users’ practices and not the system processes. Perhaps the more salient op-
portunity stems from identifying specific teachable moments for educating users how 
to more fully incorporate the cloud into their practices. We identified these teachable 
moments as they occur during adoption, remediation, management, and collaboration. 
As cloud services and users’ cloud practices continue to develop, we expect that these 
implications will help to improve current and future cloud services. 
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Abstract. This paper deals with the implications of the socialness of private 
communication. Drawing upon ethnographic observations of first time mobile 
phone users in Rah, an island in Vanuatu, we revisit the debate on how the 
mobile phone reconfigures private and personal communication. Our 
observations show how the advent of the mobile phone disrupts and challenges 
existing practices around how private communication is managed on the island. 
These observations are used to open up a design space where we explore the 
socialness of personal, private communication. Drawing on the analysis, we 
discuss three directions for future thinking of mobile interaction design: (1) 
designing for spatial awareness; (2) designing for transience and (3) designing 
with temporality. We expand on these to discuss the notion of digital patina, 
which we argue, is an exciting topic to explore for the design of personal, social 
communication. 

Keywords: Privacy, personal communication, social communication, 
transience, temporality, translucence, awareness, design. 

1 Introduction 

Mobile telephony has opened up for different forms of socio-technical 
reconfigurations wherever it has sprung up. We have seen a variety of reports and 
publications that account for the ways old forms of socialization and power are 
challenged, opening up for radically new forms of engagement, which are still 
developing and taking different shapes. Studies from places as distant as Sweden  
[1, 2], the Philippines [3], Japan [4], Jamaica [5] or Israel [6] among others, despite 
providing us with rich and diverse pictures, also point to similar, emerging behaviors, 
some of which we will follow up on in this work. One such aspect that has been 
suggested early on was that mobile phones would allow for more private 
communication, since it was thought of as a personal device, rather than, for instance, 
a device going into people’s homes or workplaces [7, 8]. 
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In this paper, we wish to revisit this discussion, and in doing so we draw upon a set 
of observations from an ethnographic study conducted in Rah Island, Vanuatu, a 
nation in the South Pacific. Particularly, we observed how the mobile phone 
reconfigured private communication on the island, thereby disrupting and challenging 
existing practices for how people communicated. The observations from the field 
allow us to rethink the way that privacy is considered in relation to mobile phone use, 
and enable us to open up a design space dealing with the socialness of private 
communication. We use this argument as an inspiration to consider design 
implications on how to explore the socialness of this type of communication.  

We will analyze two situations in which mobile communication was at odds with 
expectations on privacy: the persistent nature of digital data and the layering of 
different spaces in communication. Using three concepts from Social Translucence: 
visibility, awareness and accountability [9], as a lens, we argue for three design 
domains worth exploring in HCI: spatial awareness, temporality and transience. We 
conclude by introducing the concept of digital patina, as a possible consequence of 
the exploring the domains introduced, and an exciting one to unpack in HCI. 

2 On the Study and Approach 

The data used as a starting point for our discussion in this paper are part of a larger 
ethnographic study conducted in Rah Island, in Northern Vanuatu, in February 2010. 
The data was analyzed with the help of colleagues, through different sessions (or 
workshops) where we analyzed bits of data trying to map out what the main insights 
for HCI could come from this fieldwork. Other papers have been published on this 
fieldwork, focusing on aspects of bodily orientations around mobiles [10] and 
playfulness and mobiles [11]. The data and insights presented in this paper are 
however mostly undocumented in our previous publications. Before we move on, we 
will provide a framing for the study conducted, both in terms of the location, the 
source of the data gathered as well as our particular approach to dealing with 
ethnographic data in an interaction design context.  

2.1 Studying Mobile Phone Use on Rah Island 

Rah Island is a small island of around 189 inhabitants [12] in Northern Vanuatu, a 
Melanesian country in the South Pacific. A cellphone tower had just begun working 
in the area, the very same day the first author, who conducted the fieldwork, arrived 
in the island, The tower was placed in Motalava, a larger island almost adjacent to 
Rah, where one could walk across during low tide, as can be seen in Fig. 1. This 
meant that the almost three weeks the researchers spent in the island were the first 
weeks of GSM connectivity on these islands. Perhaps worth noticing is the fact that 
many mobile phones were already present in the Island, at this time, given that they 
were sold by the network operator months before, as part of a network launching 
promotional package. When the tower began operating, many phones were already 
present, awaiting connectivity. 
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Fig. 1. Rah Island, as seen from the shore in Motalava 

Rah and Motalava are two islands where, at the time of the study, there was no 
centralized means of electricity production and where people lived mainly of their 
own agricultural practice with only a small minority disposing of regular financial 
income [12]. The first author spent a total of around three weeks in the Island, during 
which he collected observation data, including around a couple of hours of video, 
almost two hundred photographs and around 30 pages of fieldnotes. He also 
conducted four semi-structured interviews, though there was some difficulty in 
attracting people’s time and attention for long amounts of time. The quotes used in 
this paper are thus mostly from notes taken during informal conversations, often in 
groups of more than one person. Some of the data comes from different local 
meetings, usually held at the request of the local community, either for us to explain 
the purpose of our stay in Rah, or as a way for people to express different concerns 
and requests. These meetings were first held under the assumption, which we 
immediately corrected, that we were coming there on the behalf of the 
telecommunications company. This entailed that they were particularly keen on 
expressing concerns and requests. 

In this work we focus on the potential contributions that this particular 
ethnographic fieldwork might bring to interaction design practice and research. The 
use of ethnography in HCI has been the object of much controversy [e.g 12, 13]. We 
take a particular stance, which is very much design-oriented rather than ethnographic-
centric, concerned more with advancing the field of mobile interaction design, rather 
than theoretical advances in ethnography or advancing the knowledge of a particular 
cultural setting. Thus, we focus on particular bits of data, which inspired our design 
thinking and informed our discussion rather than presenting a comprehensive 
ethnographic account or “thick description” [15] of the culture and practices in Rah. 
We focus on drawing broader inspiration for design [14], in someway pursuing 
“ethnographically inspired design”, instead of following a more “ethnographically 
informed design” approach in the strict sense, as if ethnographic work would serve as 
a sort of “requirements gathering”. 
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In fact, the informants that will appear in this work are not even seen here as the 
ultimate benefiters (or users) of any potential system, or specific design contributions. 
Rather, in this paper, the fieldwork is drawn upon in order to inspire thinking about 
design in HCI, by unpacking mundane aspects of mobile phone usage in relation to 
everyday privacy concerns and management of secrecy, expressed and illustrated by 
observations in Rah. It is more a matter of uncovering somewhat hidden or 
overlooked opportunities within design oriented HCI, which can add value to 
designing for a wide variety of settings, practices and systems. In making this 
connection, we have relied upon visibility, awareness and accountability, all key 
concepts within HCI and CSCW, as formulated by Erickson and Kellog in their social 
translucence [9] approach. This will be expanded upon in the next section. 

2.2 Social Translucence as a Design Approach: Visibility, Awareness and 
Accountability 

Social translucence [9] is a systems design approach developed over a decade ago, as 
a method to design collaborative systems for large groups [9]. Three concepts are 
introduced which we used to take our observations and move into a design reasoning 
process: visibility, awareness and accountability. Ericksson and Kellogg illustrate 
social translucence with a metaphor drawn from the physical word: a glass window on 
a door, as a way of mediating the social interaction between the outside and outside 
users of this same door. In the case described by the authors, the glass window comes 
as a solution to the problem of knowing whether someone is standing outside the door 
before one attempts to open it, potentially bumping the door against the other person. 
By having the glass window, they argue, one is able to see on the other side and thus 
be able avoid this inconvenient incident.  

Visibility, the first of the concepts, refers to the socially significant information, 
which is now available to people on both sides of the door, that is, the person on the 
other side. That is a property of the glass window within the context in which it was 
installed. Visibility, the authors argue, allows for the emergence of awareness and 
accountability, which will be responsible for the upkeep of the social conventions. 

The awareness that someone is on the other side of the door, helps avoid the 
inconvenient situation, as the authors put it: “we have been raised in a culture in 
which slamming doors into other people is not sanctioned” [9]. Thus, by knowing 
there is a person on the other side, one is made aware of a potential awkward incident, 
and so could be persuaded to avoid it. 

This brings us to the third concept, that of accountability. Accountability means 
that each person is aware that the other is aware. Or, in the authors’ words: “I know 
that you know that I know you’re there and therefore I will be held accountable for 
my actions” [9]. So accountability refers to the fact that, regardless of whether each of 
the people involved in that situation (of coming face to that door and ultimately 
deicing to open it), are not only already aware, but they are aware of the other’s 
awareness, and so deciding to open the door at that precise moment, and ignoring the 
others’ presence, is not only breaking a social norm, but is doing so, knowing the 
other might hold them accountable. 
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We found these principles useful for looking at situations regarding privacy and the 
violation of secrecy around mobile phones. Particularly, we were inspired by their 
questions: "What might it mean to have social translucence in a digital system? How 
might making social information more visible actually change the way digital systems 
are used? Why might this be a desirable thing?" These were the main questions, 
which drove our process of harnessing Social Translucence as a generative concept 
for HCI, when looking at situations which are not apparently, or strikingly social. 

3 Privacy, Secrecy and Mobile Communication 

Privacy is a long-standing concern within the field of human computer interaction. As 
argued in the introduction, we wish to draw particular attention to the implications of 
the social character of private communication. It has been argued, as the mobile 
phone was introduced in different settings, that it allowed for more private 
communication [e.g. 4, 7, 8]. In contrast to this body of work, more complex pictures 
have been documented, for instance when it comes to sharing of mobile phones. Of 
particular importance for our discussion here is the body of work, which challenges 
this strict notion of mobile phones as an individual technology [2] noted how young 
people had various ways of sharing their personal devices. By sharing information on 
their phones, by passing them around or reading aloud, these young people had found 
interactional strategies to integrate their phones into their social activities, in ways 
that challenge the personal nature of this device. This behavior was such an integrated 
part of their ways of using their phones that those sending messages oriented to the 
fact that others, than the owner of the phone to which the message was being sent, 
might potentially read that message. In a similar vein, there is a body of work 
describing text messaging among this younger age group as a form of gift giving [16], 
providing further evidence to the social character of the mobile phone. Other studies 
show how communication on the phone is not just a social situation involving the 
person you are communicating with, it is also a social situation in other ways. When 
we are talking on the phone we sometimes withdraw from the current situation, but it 
is important to recognize that also that action is a social action [17–19]. 

Obviously, these types of social and sharing behaviors around personal devices and 
information call for more different interactional mechanisms if one is worried about 
preserving a certain degree of privacy, or secrecy, in relation to one’s data and 
communication. We will return to this point when discussing our material from the 
field.  

Finally, it should be added that while privacy is a complex and loaded concept 
within HCI, we use the term here in its most commonsensical and mundane sense. 
“Privacy” and “secrecy” are used interchangeably referring to the same phenomenon. 
Along these lines we will also refer to terms such as “eavesdropping” in the 
commonly understood sense of the term, as defined by Black’s Law Dictionary: “the 
act of secretly listening to the private conversation of others without their consent”. 
We are not referring to advanced technological eavesdropping techniques or concepts 
also used in HCI or Computer Science.  
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4 Dealing with New Means of Private Communication on Rah 

At the time mobile connectivity was launched in Rah, there was already one landline 
post existing in Motalava, situated fairly close to the shore connecting to Rah. The 
landline had been in use for several years, allowing for phone communication to and 
from outside the island. The arrival of mobile phone connectivity was something that 
extended those possibilities by quite a bit. It was now possible to perform phone calls 
from within the islands as well as calls to and outside the islands from different 
locations. These possibilities, in particular of intra-island communication was seen 
with some wit some concern, such as Fajo who wondered: “who knows what the 
younger ones are conspiring? […] It is a very worrying situation”. So even if one 
could see many manifestations of joy over the arrival of mobile telephony, it was also 
not rare to hear these types of concerns. As in any society, these new technologies, 
and modes of sociality between people defied the current state of things and prompted 
both happiness as well as concern.   

These concerns are supported by studies in other contexts, showing for instance, 
how mobiles have been used by teenagers to create private/secret arenas for 
communication outside of parental control [3, 7]. This increase of secrecy, as a side 
effect from the introduction of mobile communications was not the whole story, as we 
will illustrate in the following examples. We will focus on two situations, which 
inspired us to explore this domain: the layering of the physical space, with the virtual 
space of mobile communication and the challenges presented by the persistent nature 
of digital information. 

4.1 Layering of Spaces 

As we arrived in Rah, we were conducted to a town meeting so that we could openly 
explain what our study was about, listen to people’s concerns and suggestions, as well 
as answer several questions people had regarding mobile telephony, given its very 
recent introduction. The participation was very broad, and lasted for quite a long time. 
Once people were seemingly satisfied with our answers and justifications we headed 
back to our bungalows to sleep. At this moment, one of the locals came up to us, in a 
very secretive fashion and speaking in a very low tone, as if concerned someone could 
overhear us. This person expressed concerns over the lack of privacy he had 
experienced with mobile phones: “Before, with TVL [the landline infrastructure was 
also provided by TVL] you can talk, and no one hears […] now, with the mobile 
phone, everyone can hear your conversation”. After that he claimed he had given up 
his mobile phone and reverted to the landline phone as his only means of phone 
communication. This came to us a surprise at first, since we intuitively felt that the 
possibility of moving around in space with a personal device, apparently independent 
from fixed physical locations, would represent an increase in privacy. This was also 
the concern expressed to us by Fajo previously, as well as something documented in 
previous research [8] where the ability to move around with the phone in the physical 
space as well as the ability to conceal oneself are seen as increase in the potential of 
secrecy, rather than a threat to it. 
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One can speculate that the usage of the landline, in terms of trust, has been one that 
has been negotiated for a longer time than that of the mobile phones. This may be one 
of the reasons that the landline presented itself as an intuitively better choice. Later, 
Jorege, one of our main informants, complemented this suspicion, by expressing 
similar concerns: “everyone can hear when talking on the mobile”, Jorege 
complained. When we witnessed Jorege performing a phone call on the mobile, we 
began to understand what the problem was. As Jorege stood up to answer the phone, 
he walked back and forth along the seashore, repeating louder and louder “Hello! 
Hello?” He then hung up, failing to get a clear communication line, telling us that this 
was precisely the problem. The low strength of the network connectivity in certain 
parts of the island and at certain times had certain unintended consequences. This 
observation echoes studies in Western environments, showing how the mobile phone 
makes people behave differently in public places, sometimes in ways that provoke 
strong reactions (e.g. [20]).  

First and foremost the network issues induced people into concentrating in areas of 
the island where the signal was stronger. Generally speaking this was by the water, 
facing Motalava, where the phone tower was installed. This resulted in large 
gatherings around those areas, of people making and receiving phone calls, as well as 
many just sitting around waiting for potential calls. This immediately made those 
areas populated with many different potential people overhearing conversations, 
possibly unintentionally. Secondly, and within that area and others, it got people 
moving back and forth while talking on their phones, seeking a better quality of 
communication, in those moments, presumably, the focus was not so much on where 
they were walking or who could be overhearing the conversation, but mainly on 
having a reliable and audible communication channel. Finally, it made people speak 
louder and louder on their mobiles and repeating the same sentences several times, in 
order to get their messages across. What was interesting, in any case was that, rather 
than simply allowing for a private, intimate sphere of communication, it resulted in a 
distancing from the physical situation, causing a loss of awareness of the 
surroundings, as well as one’s own tone of voice and so on. Although it is also the 
case that the speaker is still attending to the local environment in certain ways, this 
can be seen as a form of “absent presence” [21],  

This example from the field illustrates a situation in which the intersection of 
different spaces, such as the space where people are physically present and the space 
where there is network connectivity, intersecting to generate an awkwardness in regards 
to privacy, very different from the challenges presented by the landline, geographically 
fixed, phone. While we have discussed in previous work how this different layering of 
landscapes impacts the way bodies orient themselves in space [10], here we examine the 
implications for the intersection between private and public. 

Drawing on social translucence, one can see how the visibility of others could be 
immediately present, yet, given this “absence presence”, an extra effort is required to 
keep track of both the communication on the mobile and keeping a constant 
awareness of others in the surrounding. We will draw on this in the discussion later 
by extending the concept of visibility, not just to other people but the network itself, 
treating the network coverage as relevant social information for this particular 
interaction. 
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4.2 On the Persistent Nature of Digital Data 

Given the prevalence and enthusiasm around mobile telephony, it was clear that there 
were many desirable aspects to them in comparison to the landline. One such aspect, 
highlighted by Jorege, addressing the previous concerns around lack secrecy and 
intermittent communication, was the SMS. In fact the SMS had two advantages from 
Jorege’s perspective. One was that, given the often-poor quality of the network signal, 
the SMS represented a single packaged communication unit that would go through 
completely or not, allowing for a potentially less ambiguous form of communication. 
The other advantage was that it assured Jorege that “no one listens to what I [Jorege] 
say”, and thus allowing for a more private mode of communication. 

As we will now illustrate, that was not the whole story when it came to SMS 
communication. To illustrate this issue we relate an encounter from the field, of a 
young couple, Lisa and Robert who, for about eight months, had been in a secret, and 
otherwise forbidden relationship with each other. We do not intend to unpack all the 
cultural complexities of the forbidden nature of their relationship, nor is it of added 
value for the purpose of this paper. Suffice is to say that, prior to the arrival of the 
mobile phone, as Lisa told us, communication and arrangement of meetings between 
the young couple was made possible by using close friends as couriers. Despite their 
cautionary measures, one night, Lisa’s sneaking out from her parents’ house to visit 
Robert did not pass unnoticed, and her relationship was exposed to the whole 
community. At that time, and in order to avoid further problems they assured their 
parents and the community that they would stop seeing each other. 

When mobile phones arrived to the island, at the time of our visit to Rah, the 
romance was still active. The couple was taking additional measures now, to ensure 
secrecy, and they saw the mobile phone as an opportunity to do so. Without the need 
to engage others in their secrets, Lisa and Robert were now using SMS to 
communicate: “I text him every morning to wish him a good day”, Lisa told us. 
Although they were now able to communicate directly with each other, without the 
need of frequent physical proximity, and despite no one else being involved in their 
secret anymore, the usage of SMS turned out to have flaws of its own. Perhaps 
underestimating her father’s technological skills, she left her mobile in the house one 
day, and while she was away her father went through her phone’s inbox, and found 
out that Lisa and Robert were still involved in a relationship. 

Perhaps as a consequence of this episode, as well as other concerns, and despite the 
relative novelty of mobile communications, the concern over phones as facilitating 
this type of forbidden relationships were echoed throughout our interviews in Rah: 
“boys are meeting girls in secret”, said Fajo, “[mobiles provide] easy access for boys 
to call girls”, echoed Fali. Other situations around married couples were also 
reported: “mobiles have been causing problems inside the family […] already five 
mobile phones went to the toilet for causing conjugal disturbances”, concerns echoed 
by Fajo: “it is recent [the arrival of the mobile] but already causing disturbances […] 
maybe someday will cause divorce […] married people are calling other married 
people and arranging meetings like that”. Communication embodies the primary way 
in which individuals engage in extra-marital, or infidelity affairs [22], with studies 
reporting how SMS plays a role in starting romantic relationships [3, 23]. 
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These situations put the spotlight, on the gap that exists between expectations of 
secrecy, which could be expected from a mobile phone, particularly if used as a 
personal device, and the harsh reality of the fragility of that secrecy once it is violated 
and exposed. The persistent nature of the data in the mobile, whether SMS, call logs, 
or others, accumulates as a kind of lifelog, with a value and fragility, of which we are 
not always aware. A study in the Philippines reported cases of infidelity, where 
similar fragilities are reported [3]. 

These types of observations show how personal communication, and even the more 
secret and private type of personal communication, involves social elements. 
Receiving and storing an SMS in this context, is not just a social situation involving 
the person who was the intended recipient of that message, but by looking at 
eavesdropping, it becomes a social situation with the eavesdropper as well. We draw 
on social translucence to consider this less explored facet of sociality in mobiles. In 
terms of visibility, the act of eavesdropping may be conducted in a way which would 
make it impossible for the “victim” to see, such as in the case of Lisa’s father. Unless 
she had caught him red-handed, in the eventuality that he wouldn’t have found any 
sensitive material in her phone, his actions would have gone unnoticed. The SMS 
however is a perfectly visible and shareable [2] bit of social information. What 
happens is that the owner of the message can be easily deprived of any awareness of 
the eavesdropping, while the eavesdropper may easily remain unaccountable for his 
or her actions. 

5 Designing for Awareness, Transience and Temporality 

At this stage we would like to acknowledge the legitimate tensions that occur around 
secrecy regarding personal information on the mobile, in Rah, as well as in most other 
places. Issues of privacy, or in this case, a very specific situation of secrecy, 
eavesdropping, social/cultural norms and parental/community control, are of concern 
to most societies where the mobile made its way. In this work, we will stay away 
from the grand issues that are debated in much finer detail and greater complexity in 
anthropological, sociological and privacy studies, among others. Suffice it to say that 
we are not arguing for a disenfranchising of the parent’s role in education, and some 
level of control of their children’s education, as avoiding extreme misconduct, for 
instance, is essential to preserve the child’s need for agency and autonomy, required 
for a healthy development, as documented in psychological as well as HCI literature 
[24, 25].  Our aim here is rather to elicit interesting domains to explore in design. 

We reflect on these episodes and discuss three directions, which we find relevant 
for enriching the current state of interaction with mobile devices: spatial awareness, 
transience and temporality. 

5.1 Spatial Awareness 

When users communicate with mobile phones, they inhabit several places during the 
same clockwise time: the physical space and the conversational space, and are able to 
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shift between them, almost as if occupying both spaces at the same time [26]. 
However, we saw how that flow was disrupted in Jorege’s case. During his phone 
conversation, he tried to position his body in places with better network coverage. He 
also raised his voice, as this is an action that makes sense in the physical world 
whenever one has difficulties making oneself heard. The lack of coverage was a 
disrupting factor in the conversational space that he was orienting to as part of his 
mobile phone call. As he did this, however, he was also moving in a physical space, 
occupied by others. His body movement forced him to enter public areas where others 
might overhear part of his conversation. The inability to master the invisible coverage 
space and smoothly occupy all these spaces simultaneously could help explain why 
some wanted to drop their mobile phones and go back to using the landline, which is 
located in a very specific physical place.  

With some notable exceptions [2], the interface of one mobile phone is the mobile 
phone is typically used and designed for personal use. However, the mobile phone is 
but one piece of the infrastructure that enables communication. When looking at the 
act of mobile phone mediated communication through social translucence, we can see 
social dynamics in the physical space that would benefit from the properties of 
visibility, awareness and accountability. Some authors have commented on the impact 
of mobile communication in institutions, their role in condensing or otherwise 
restructuring concepts of time and space, and how they have changed global markets 
or mediated experiences of remote places [27–29]. Our focus is rather on the ways 
that mobile communications shape individual actions. Mobile phones enable people to 
take part in two places at once, the physical space, where the body is located 
physically, is sometimes set aside in favor of the conversational space where 
communication occurs: “People talking on mobile phones seem wholly or partially 
unaware of their surroundings” [30], in a state of “absent presence” [21]. Due to this, 
there might be sometimes a ‘friction between mobile users and co-present others’ 
[31]. This friction has been widely noted in a number of cross-cultural studies [26, 32, 
33], where authors explain how mobile phones temporarily disrupt public spaces for 
both users and bystanders. They also describe the different strategies that people use 
to create their own private spaces, through body orientations, refraining to talk about 
certain issues, or negotiation of contactability [33]. These studies highlight the 
complex relationships between physical space and the collective and social practices 
of the people who occupy it. Because of this, we argue for a contextual awareness, 
one that brings elements of the physical world into mobile phones (i.e. mixed reality 
[34]). Early work on interweaving of physical and virtual spaces has tried to design 
for awareness of the physical, using it as a resource in the interaction [35, 36]. 

More interestingly, mobile phone networks occupy a space that reaches beyond the 
personal device. Yet most of its components such as the network cell towers and the 
electromagnetic field they create remain invisible. The landline, on the other hand – at 
least the end terminals where communication takes place – has a known location, and 
is exposed, which makes the user and the possible observers visible.  The network 
coverage space is essential to characterize the mobile phone conversational space 
because, if nothing else, it delimits it. Network coverage can be explicitly 
manipulated as in the case of deploying cell signal dampeners in public places, such 
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as churches and libraries [29]. This is an example of how a social norm can be 
enforced through technology. The example we have observed in Rah, however, shows 
us a different side: the network coverage was limited due to the landscape of the 
archipelago and the reduced number of cell towers. Rather than enforcing a social 
norm, the limited coverage required people to navigate blindly, trying to find a place 
with better reception, especially as few of such well-known places were invariably 
already occupied. In Rah, the notion of “seamlessness” in communication breaks 
down in a very visible way. It is also apparent that the existing mobile phones were 
unable to provide help in defining boundaries and socially acceptable intersections of 
these different spaces. This indicates opportunities for designs that expose the seams 
of the technology – in this case the network coverage space – that mobile telephony 
rests on [37].  

5.2 Designing for Transience 

One of the aspects that struck us in the encounters described, was the persistent nature 
of the messaging communication, the call log, the SMS inbox and so on. These 
ultimately served as evidence against the youngsters. Of course this is a simplification 
of the complex social norms at stake here, not less significantly the myriad of 
perspectives on sexuality, infidelity and forbidden love of different sorts [22]. 
However, what inspired us was the mismatch between the amount of information 
stored in mobile devices, its rigid structuring and modes of visualization, with the 
everyday experiences and memories of people. To frame it within the concept of 
social translucence, in that particular social situation, the information of the phone 
may be openly exposed to whoever happens to get hold of that phone (visible). 
Awareness may be a challenge, in this case, given the often-long time ranges 
involved, and amount of information stored, making it hard for one to immediately 
grasp all the implications of disclosure. Finally, there is, in general no accountability, 
as visualization of that data by a third party is not registered in general (an exception 
would be in case someone is caught red-handed or would leave the phone in a 
different state than the user expected it to be, by leaving the messages open for 
instance). We will now discuss how these aspects can be harnessed, not to address 
directly the complex issues of infidelity and privacy, which require more than a 
technological intervention to be addressed, but rather how we can enrich our current 
HCI practice using these insights. 

The overwhelming amount of digital information that we accumulate is not a new 
concern, with studies on email overload dating from nearly two decades ago [38]. 
Today, one could look back at years of email or SMS messaging history and get a 
very concrete outline and detailed information on different situations. At the same 
time, the “owner” of that communication history may only remember very 
fragmented bits of that history, and sometimes none at all. This property of digital 
information, which allows it to be stored in its intact, original form, is undoubtedly 
one of its most desirable properties. With memory space becoming cheaper and, in 
particular for SMS, the information occupying a relatively reduced amount, it may be 
tempting to store information on indefinitely [39]. What we can observe, on a 
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fundamental level is that there are obvious differences between human memory and 
digital device memory [40]. This mismatch provides us with opportunities for 
rethinking how to design those systems with inspiration from both angles, particularly 
in regards to specifically designing, not only for persistence, but also for transience. 

Though it has been argued that our digital possessions, like our physical 
possessions, help shape who we are, and how we present ourselves to others [41, 42], 
there are plenty of valid reasons for disposing of some those possessions. For 
instance, during romantic breakups [43]. Storage capacity, though as mentioned 
before seems less of a concern today, could still be an issue, with some modern 
Android phones discarding, by default, older messages, once the default cap of 200 is 
reached. This rather arbitrary way of deciding between persistence and transience is 
one which could be replaced, or complemented, with more meaningful ways that take 
into account other facets of those bits of communication to determine 
transience/persistence. We argue that there are opportunities to rethink this aspect, in 
relation to HCI in general, not only to address the specific issues around privacy, but 
rather to enrich our everyday interaction by, for instance helping us make immediate 
sense of our digital possessions, such as SMS messages [38, 44]. Given that, like 
physical possessions, not all digital possessions embody the same meaning or 
importance to their owners [45], there are two elements which we would like to 
explore, and see more explored in designing personal communication systems such as 
mobile phones. One is to look at how often those possessions (or SMS, in the 
particular case presented in this paper) are accessed, or looked at. This expression of 
the past activity in the present visualizations and representations is already existing in 
how systems such as Google, prioritize their search results. Another possible, albeit 
potentially more complex, approach would be to mine the data for meaning. By doing 
this in simple ways for instance, one could differentiate between long messages 
charged with emotional terms, for instance, from a shopping list or a mundane 
communication bit such as “call you right back!” Both of these are rather simple 
examples of domains we hope to see further explored in HCI. 

5.3 Temporality 

The previous discussion on transience invites us to think about visibility, awareness 
and accountability, in the context of privacy, by suggesting the direction of increased 
personalization and meaning of persistent data in personal communication systems. 
We would like now to extend that discussion to the broader concept of temporality. In 
particular, we consider the often-similar way in which information is presented in 
digital devices, where timestamps are usually used as the main structuring scaffold, 
whether for logs, display of messages and other interactions within digital 
technologies. These ways of structuring interaction are highly impersonal and 
universal. These universal modes of structuring are part of what results in such an 
open visibility, by making all the data comprehensible, while not drawing on the 
concepts of awareness and accountability. 

Time and space are inseparable, synoptic concepts that constitute the fabrics of our 
perception [46, 47]. According to Merleau-Ponty, it makes no sense to talk about one 
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without the other [46]. Time is generated by movement, or changes in space and 
inversely; space exists and changes with time. This phenomenological account of time 
is different than the clockwise account of time, which is most prevalent in current 
mobile systems. The latter is intended to be independent from our perception and 
activity, it is the time measured by clocks and calendars and the one we mostly use to 
communicate and understand other people. The universal synchronization of clock 
time has its roots in managing railroad traffic, perhaps one situation in which it would 
make immediate sense. 

At times it seems as if we draw on these past constructions of time, and do not 
question them in the context of the designs that will be built into. As design guru John 
Chris Jones puts it: “The time dimension, if we may call it that, is left to take care of 
itself” [48]. In the following, we discuss a few ways that time can be used as a 
resource in the design process. 

5.4 Time as a Resource in Design 

The second example from our fieldwork shows how a series of communication 
exchanges between two lovers, happening in a private space over a long period of 
time, can be disrupted. One is able to gaze into the past and observe all the 
conversation since the moment of its inception, as if time had collapsed. Although 
being personal in this context, the mobile phone has no mechanisms for protecting the 
privacy of the space where the conversation existed. The way the mobile phone stores 
the conversation, linearly, makes it easily readable by anyone. Mobile phones, in their 
design, tend to adopt the linearity of clocks and calendars and represent content based 
on a concept of clockwise time, which unlike phenomenological embodied time is 
space and context independent. Harper et al. draw on a similar distinction by Bergson, 
on temps and durée. The former more connected with the linear, objective, clock time, 
and the latter, reflecting a more experiential aspect [49]. As seen in studies on the 
Facebook timeline, linear modes of representing time can also cause awkwardness on 
an experiential level, for instance when photos are posted a long time after the event 
they refer to [49]. 

It is precisely on these experiential aspects we would like to draw on for design. 
We can find inspiration in already known modes of experiential time, relevant to our 
everyday experiences, such as cyclic modes of experiencing time, day/night cycles, 
yearly cycles and circadian rhythms, to name a few. In HCI work has been done, for 
instance on how to design for reflection on personal experience [50, 51]. The 
Affective Health system [51], where biodata is represented in a spiral, in an analogy 
to cyclic modes of representing time and drawing on memory recall and reflection on 
past events, is an example of attempts to make what is now digital data into 
representations which are more meaningful to users. The scheduling system named 
Kairoscope, also builds on this experiential mode of time to build a scheduling system 
which only assigns specific times to nearby events and uses a pie-chart-like interface 
to represent one’s scheduled events [52]. 

The focus of the works mentioned is not specifically aimed at addressing issues of 
privacy and secrecy. However, creating and exploring these personal representations 
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around time, has been thought of as designing for empowerment [53], rendering 
representations which are directly meaningful, only to the “owner” of the data. 
Privacy comes as a side effect of thinking about designing more personalized 
experiences of time. In future work we will explore how to create representations 
around SMS messages, which are not represented around a linear representation of the 
time at which the messages were received, but rather on other aspects, such as “time 
spent” looking at each message, and how often they are looked at, the last time they 
were accessed and so on. It is these directions which we find interesting to explore in 
HCI, since they can create representations which connect better to the users’ 
experience and memory, as has been discussed in HCI [54]. 

5.5 Beyond Time 

Extending on the previous discussion, one could imagine dropping time in design 
altogether. It seems like, in many cases, time is more an inherited attribute, which 
receives no attention in organizing data and representations in several of these 
systems. If not properly justified, one could wonder “why include time altogether?” 
Rather, one can look at more meaningful ways to visualize and organize the same 
information. Perhaps the frequency of looking at a certain message, briefly discussed 
above, and altering the ways in which messages are visualized for instance, could be a 
simple example of how we can think about logs without necessarily designing around 
clock time, whilst providing potentially more value and meaning to the user. 

Worth to notice is that also in this case, one would be implicitly adding elements of 
accountability. That is, if someone were to look on another person’s messages and 
that activity would be reflected on posterior visualizations of those same messages (as 
is the case with organizing messages around the frequency of visualization), then the 
element of awareness would be present, since by the mere act of eavesdropping 
would be posteriorly visible to the owner of the mobile, in the case of the SMS inbox. 
The eavesdropper, if knowledgeable on the workings of the system, would also know 
that their activity would be perceived later on by the owner of the mobile (who made 
the owner aware of this activity), thus adding an element of accountability. That 
action then becomes formed by the decision of whether the potential gains in doing so 
are higher than the potential dissatisfaction from the other party. Again, we are by no 
means suggesting that this is a good solution, to address the situation exemplified by 
the case in Rah. One could in fact speculate that it probably would not have changed 
the course of events, since the community would have confronted the youngsters with 
the incident in question once possessing that knowledge. However, one may wonder 
whether the person looking through the phone’s messages would have avoided it so 
with fear of not finding anything relevant and be subjected to the potential anger of 
the other party whose privacy was just violated. 

6 Towards an Understanding of Digital Patina 

In this paper, we have dealt with issues of spatial awareness, transience and 
temporality. We have seen how these can be used as a way of thinking about mobile 
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interaction design in a generative way. This discussion is not a silver bullet in 
addressing these issues; in fact they are not intended to be solutions at all, since we do 
not define those encounters as “problems” to be solved. Rather, they illustrate 
interesting opportunities for research in HCI and thinking about design for mobile 
devices. As a final remark we would like to discuss some of the potential 
contributions that drawing on temporality and transience can contribute to HCI and 
digital interaction design, specifically, the notion of digital patina. 

Patina is a term referring to decay of physical artifacts, which has been known to 
add charm, and sometimes increased attachment or cherish for those artifacts [44, 55]. 
In interaction design we have seen inspiration from this, particularly in the form of 
bringing aesthetic, often visual, elements from real world materials, often thought of 
as developing patina, such as metals or leather, into the designing of visual elements 
for mobiles or computers at large. Some have referred to this type of inspiration as 
digital patina [44], since it is about bringing the elements of real world patina into the 
design of digital artifacts. However, we argue that there could be something much 
more specific to digital patina, than this skeuomorphic take on digital patina. Perhaps 
the temptation of adopting this approach is to draw on analogies, or metaphors, from 
the real world, which may remind us of different artifacts, and thus potentially evoke 
certain emotions [44], such as a leathery casing of an old agenda. However, as new 
generations, or other cultural contexts have not been exposed to those artifacts, these 
appropriated forms of patina may not maintain the same relevance. 

Explorations around temporality and transience, for instance, and particularly 
forms of visualizing those dimensions in digital systems, may offer some insights into 
this domain. If we rethink simple aspects such as how logs and lists of messages are 
organized, how messages are kept and deleted, we may start getting particular forms 
of treating digital information which may “age” with the user and their interaction. 
Playing with the ageing of these structures, as opposed to perfectly conserved linear 
representations around universal, clock-based, timestamps, might be one way to being 
seriously considering what patina means for digital information. The unlimited ability 
to perfectly replicate data, a characteristic pertaining to digital data, makes the 
exploration of patina, and more generally of digital data, a most exciting direction to 
pursue in HCI research.  
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Abstract. Many different mobile phone-based distal pointing techniques have 
been proposed and evaluated. Interaction with distant large-screen displays, in-
cluding interactive TV, requires active pointing and selection of target items. In 
this paper, we empirically compare four different phone-based distal pointing 
techniques for point-select tasks. Results show that participants prefer a discrete 
pointing technique using the phone’s touchscreen as a touchpad. This method 
also achieved the highest accuracy among the techniques studied, with compa-
rable speed. We discuss the implications of our findings for distal interaction.  

Keywords: Interactive TV, iTV, Phone, Distal Pointing, Evaluation. 

1 Introduction 

Interactive TV (iTV) shifts the nature of interaction with distant displays from being 
predominantly passive consumption of traditional TV to more active control of media 
and content. Accompanying this shift is an increase in the range of interactive menus 
displayed on screen and the need for rich input to perform complex tasks including point-
and-select. Conventional remote controls consisting of an array of buttons are not ideal 
for these tasks [11]. This has led to the development of novel distal interaction techniques 
using phones [4], [9], game controllers [6], hand gestures [17], and novel hardware [5], 
[10], as input devices. In particular, phones offer several advantages: they are computa-
tionally powerful [3], have various built-in sensors, and support wireless communication.  

Pointing at targets is a fundamental component of interacting with distant displays. 
Previous research has successfully used phone’s built-in sensors such as touchscreen, 
camera, accelerometer, gyroscope, etc. to sense user’s pointing input. Touch input, 
sensed using the touchscreen have been found to work well for distal interaction [7], 
[12], [13] due to the users’ familiarity with laptop touchpads. Applications like Air 
Mouse [1] allow in-air movements of the phone for interaction. It uses a combination 
of accelerometer and gyroscope data to enable direct pointing, similar to a laser-
pointer. The accelerometer measures the acceleration applied to the device, whereas 
the gyroscope provides the angular orientation of the device in space. The data  
                                                           
* Part of this work was done while the first author was an intern at HP Labs India. 
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obtained from these sensors is accordingly mapped to a pointer position on the dis-
play. (Techniques tracking phone’s camera and flashlight [16] have also been pro-
posed to sense motion inputs, however due to low accuracy and extra hardware  
requirements, we are not considering them.) Touch and motion are the two most 
commonly used input techniques, and an understanding of their impact on distal inte-
raction is crucial. 

On the distal display, there are two ways to provide visual feedback while selecting 
an item, irrespective of the input action – (a) Continuous cursor, in which a cursor 
moves continuously over the display (e.g., Gmote [9]), and (b) Discrete selection-
block, in which a selection-block moves discretely between selectable items (e.g., 
Apple TV [2]). Note that continuous cursor is target agnostic, while discrete selec-
tion-block is target dependent. Continuous and discrete methods converge if targets 
are a single pixel in size with zero pixels of separation between them. To date, both 
types of feedback have been widely used, but there has been little work on how  
on-screen feedback affects distal interaction performance for point-select tasks.  

In this paper, we study the relative merits of continuous versus discrete feedback 
for pointing interaction, when input is provided through touch sensed using the 
phone’s touchscreen and through movement in the air sensed using the combination 
of the phone’s gyroscope and accelerometer. We study four distal pointing techniques 
that satisfy our iTV design goals of single-handed usage with minimal physical and 
mental load: a) Continuous Touchpad, b) Continuous inAir, c) Discrete Touchpad, 
and d) Discrete inAir. We conducted a study varying the size and separation of target 
items to find the relationship between techniques and point-select task difficulty. As 
these phone-based distal interaction techniques have all been described in prior litera-
ture, the contribution of this paper is the empirical comparison of these techniques for 
point-select tasks. Our study showed that the participants prefer Discrete Touchpad 
over the other techniques. It also achieved the highest accuracy with comparable 
speed. We conclude with a discussion of the design implications for distal interaction. 

2 Design Goals and Techniques 

For phone-based interaction with iTV, we have identified a set of design goals impor-
tant for end-user adoption: (a) Single-handed Interaction: remote controls are usually 
used with one hand [5]; (b) Minimal Visual Attention Switching: the controller should 
not require direct attention, in order to allow users to focus on the distal display, be-
cause attention switching has been found to result in higher error rates [15]; (c) Mi-
nimal Learning Curve: use of a controller should not require expertise (many pointing 
techniques described in the literature [4], [5], [13] were found to have a strong learn-
ing curve); (d) Minimal Physical Load: the controller should use small wrist or thumb 
movements for interaction to minimize physical load, because techniques requiring 
arm movement increase fatigue due to the gorilla-arm-effect [5]. 

We studied the following four distal interaction techniques that satisfied our design 
goals. A single-tap on the phone’s touchscreen is used for selection. 

Continuous Touchpad (CT): In CT, the touchscreen of the phone acts as a laptop’s 
touchpad (similar to Gmote [9]), allowing the user to move a cursor over the display 
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Fig. 1. a-d shows the four interaction techniques. d also shows the definition of item size (‘l’) 
and gap size (‘k’). 

(Fig. 1a). For the mapping between display and touchpad, we used standard Windows 
XP’s cursor acceleration curve, such that a single rapid swipe across the touchscreen 
allows the cursor to traverse the entire width of the distal display. 

Continuous inAir (CA): CA uses the built-in motion sensors of the phone to  
determine angular orientation and acceleration of the phone and thus control cursor 
location (similar to Air Mouse [1]). The user moves the phone in air with small wrist-
motions to move the cursor (Fig. 1b) to the required target item, followed by a single 
tap on the phone’s touchscreen to trigger selection. The mapping is such that a 30-
degree device rotation along the horizontal x-axis, allows the cursor to traverse the 
width of the display. This mapping value, also known as Control Display gain (CD 
gain), was chosen using a pilot study with 5 participants. We tested four values of CD 
gain (20, 25, 30 and 35 degrees) and found maximum accuracy with 30-degrees. 

Discrete Touchpad (DT): DT is the same as CT, except that a discrete selection-
block replaces the cursor as the feedback mechanism, and hence it supports clutching 
(i.e., unlike a cursor, the selection-block method can never be on a non-selectable or 
dead space) (Fig. 1c). For example, to move to the selectable item to the immediate 
right, the user is required to make a small swipe on the touchscreen towards the right. 
The user can perform a longer swipe to move rapidly through the selectable items.  

Discrete inAir (DA): DA is the same as CA, except that a discrete selection-block 
replaces the cursor (Fig. 1d). The user moves the phone in the air with small  
wrist-motions to move the selection-block. DA has the same CD gain as that of CA.  

3 Experiment 

3.1 Participants and Apparatus 

Twelve male employees of an IT organization participated in the study (mean age 
25.6 years, sd 3.4). All but one were right-handed; all reported using computers for 8-
10 hours a day; and all but one had previously used a touchscreen phone on a regular 
basis for 6 months or longer. None had previously interacted with a distant display 
using a phone. Participants were given a ~$10 voucher as reward. 

An iPod Touch 4th generation (display resolution: 960×640) was used for the four 
interaction techniques. A 42” LCD display (1360×765) connected to a computer as an 
external monitor was used to simulate the iTV. The display was positioned at eye 
level and participants sat comfortably on a sofa (with hand-rest) placed 10 feet from 
the display. The phone and computer interacted over a local wireless network. 
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3.2 Task, Factors, and Design 

Most previous research [4], [11], [14] has used the traditional Fitts’ Law point-select 
task [8] for evaluation. However, the standard Fitts’ Law experimental manipulation of 
controlling Index of Difficulty (the log of the ratio of amplitude to target width) is likely 
to misrepresent the difficulty of discrete targeting. Thus we performed a variation of the 
Fitts’ Law task. The display was divided into a grid of square-shaped regions of side 
length (l + k) each of which had a square target of side l at its center. k is the gap be-
tween two consecutive items (Fig. 1d). The l and k values were varied, which according-
ly varied the sizes of the items and the distances between them, respectively. The differ-
ent values of l and k were selected by studying state-of-the-art iTV interfaces such as 
Apple TV, and Roku. Nothing was displayed on the phone’s screen. 

A within-subject design was used for the study. The independent variables were: 
Feedback (2: Continuous, Discrete), Input (2: Touchpad, inAir), Item size l (3: 100, 
60 and 40 pixels), and Gap between items k (3: 80, 40 and 20 pixels). The 9 layouts 
formed by combining the different item size and gap values had different numbers of 
targets: 28 (# of rows: 4, # of columns: 7; item size: 100, gap: 80), 45 (5, 9; 100, 40), 
66 (6, 11; 100, 20), 45 (5, 9; 60, 80), 91 (7, 13; 60, 40), 153 (9, 17; 60, 20), 66 (6, 11; 
40, 80), 153 (9, 17; 40, 40), and 264 (12, 22; 40, 20). No item touched the display 
border, permitting overshooting for continuous techniques, even for the border items. 

3.3 Procedure  

All the tasks were performed while sitting, holding the phone in the dominant hand (in 
portrait mode) (Fig. 1). The facilitator demonstrated each of the techniques. Following a 
practice set of 30 trials with varying target density, participants performed a set of 30 
trials for each technique for each of the nine layouts, in a random order. The ordering of 
the techniques used a Latin Square to mitigate learning and fatigue effects. 

In each trial, one of the on-screen items was randomly selected as the target and 
shown in green. The participant was required to select this item, as accurately and as 
quickly as possible. When the cursor or selection-block hovered over an item, the 
item color changed to yellow, providing visual feedback. A correct response is re-
ceived when the participant triggered selection using a single-tap on phone’s touch-
screen, while the cursor or selection-block was hovering over the correct target item. 
Selection of the wrong item was shown by turning it red. Participants had to keep 
trying until a correct response was received, in order to measure error rate. After each 
technique, participants were asked to rate the technique in terms of perceived speed, 
perceived accuracy, and measures from NASA TLX, on a 5-point Likert-scale (for 
instance, for fast 1was very slow and 5 was very fast). 

4 Results 

The total number of trials = 4 techniques × 12 participants × 3 item sizes × 3 gap sizes 
× 30 trials = 12960. Participants took ~70 minutes to complete the study, including 
breaks of 2-5 minutes between techniques. 
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Fig. 2. a) Performance measure means with standard deviation in brackets. b) Likert-scale 
rating for the techniques (with error bars showing standard deviation) 

Our analysis uses a 2×2×3×3 RM-ANOVA for factors Feedback (2) × Input (2) × 
Item size (3) × Gap size (3), and a 4×3 RM-ANOVA for Technique (4) × Distance 
(small, medium, large). Here distance is the number of items between the starting 
item and the target item, which can vary from 1 to 20. For analysis, we divided this 
into three distance levels – small (1-5 items), medium (6-13) and large (14-20). 

4.1 Accuracy 

Accuracy is defined as the proportion of times the target item was selected correctly 
on the first attempt. Participants achieved the highest accuracy of 96% with DT (Fig. 
2a). The 4×3 ANOVA showed CA was least accurate, with DT more accurate than 
DA and CA: F3,33=23.9, p<0.001. The 2×2×3×3 analysis showed a significant effect 
for input (F1,11=48.5, p<0.001), with touchpad (m=94%, sd=5%) more accurate than 
inAir techniques (m=83%, sd=7%). For feedback, discrete (m=91%, sd=7%)  
outperformed continuous (m=87%, sd=9%) techniques, with F1,11=8.5, p<0.05. 

As expected, there was a significant main effect for item size (F2,22=9.2, p<0.01), 
with larger items being more accurately selected (Fig. 3a). Importantly, there was a 
significant feedback × item size (F2,10=4.9, p<0.05), and feedback × gap size 
(F2,10=21.4, p<0.001) interactions. For continuous methods, the accuracy decreased 
with decreasing item size (Fig. 3a), and increased with decreasing gap size (Fig. 3c). 
This shows that continuous methods are better suited for large items with small gaps 
between them. The 4×3 analysis found a significant effect for distance (F2,22=13.7, 
p<0.001), and a strong interaction between technique and distance (F6,66=7.3, p<0.01). 
Post-hoc analysis revealed that selecting targets at small distances was significantly 
more accurate than medium and large distances, with p<0.001 (Fig. 3e). Higher inac-
curacy with larger distances may be because of overshooting effects, as found in [4]. 
This effect was more noticeable for the inAir techniques (Fig. 3e), where the partici-
pants reported difficulty in controlling the cursor over longer distances. On analyzing 
overshooting, we found 67.3% (sd=32.6) of the erroneous selections for DT and DA 
were due to erroneously selecting items situated a hop away from the target item. 

For each selection task, multiple attempts were allowed. Note that this allows error 
rates to be higher than 100%, as in the case of CA (m=140%). Participants took the 
fewest attempts with DT, with an error rate of 4% (Fig. 2a). Error rate analysis 
showed an effect similar to that of accuracy, the details are omitted for brevity. 
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Fig. 3. a) Accuracy and b) Selection Time respectively for different item sizes (a,b), gap sizes 
(c,d) and distances (e,f) 

4.2 Selection Time 

Selection Time is the error-free target selection time (trials containing errors were 
removed). Although CA was least accurate, it was the fastest with an average selec-
tion time of 1491 ms showing the speed-accuracy tradeoff. The 4×3 ANOVA showed 
CA, DA, and DT to be significantly faster than CT (F3,33=28.1, p<0.001) (Fig. 2a). 
The 2×2×3×3 ANOVA showed significant main effects for input (F1,11=36.3, 
p<0.001), with inAir techniques (m=1504, sd=185) being significantly faster than 
touchpad (m=1971, sd=273). No significant difference was observed between the two 
feedback methods for selection time. 

There was a significant main effect for item size (F2,22=31.7, p<0.001) with large 
items being the fastest to select (Fig. 3b). Similarly, large gaps resulted in smaller 
selection time (Fig. 3d). There were significant feedback × item size (F2,22=16.9, 
p<0.01) and feedback × gap size (F2,22=17.1, p<0.001) interactions (Fig. 3b, Fig. 3d). 
For continuous methods, the selection time increased with decreasing item size (Fig. 
3b), while it remained unaffected by gap size (Fig. 3d). This shows that continuous 
methods are better suited for large items. For discrete methods the selection time 
remained unaffected by item size, and increased with decreasing gap size; this may be 
because of the increased density of items. The 4×3 ANOVA found a significant effect 
for distance (F2,22=178.4, p<0.001), and a strong technique × distance interaction 
(F6,66=6.7, p<0.01). All techniques were significantly faster at selecting targets at 
small distances, compared to medium and large distances.  
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4.3 Subjective Assessment and Feedback 

Participants’ responses to the 5-point Likert scale questions showed that DT received 
the highest overall rating. DT was also assessed as the fastest, most accurate, involv-
ing the least physical effort, and least frustrating (Fig. 2b). All the participants stated 
that as none of the techniques required looking at the phone screen, it helped them to 
be more effective. CT was rated the worst in terms of physical and mental load, and 
for inAir techniques, participants noted some learning curve. Five participants had 
difficulty with the continuous cursor techniques, citing problems with initially locat-
ing the cursor (e.g., "hard to find the cursor when it has gone to the border of the screen") 
and with making precise selections (e.g., "selecting smaller targets is tough"). This may 
be due to the overshooting effect, resulting in erroneous selections performed while 
the cursor was in the dead space between target items. On the other hand, participants 
praised the effectiveness of discrete methods for selecting smaller targets. 

Participants liked that the touchpad was "highly sensitive". Three participants com-
plained that moving diagonally towards the upper-left of the touchpad was difficult 
using the thumb. For inAir techniques, four participants praised the speed offered, 
while two participants asked to reduce the sensitivity, as it was causing errors while 
selecting nearby targets. Using CA with small target size, participants complained that 
"tapping for selection resulted in slight phone movement, leading to erroneous selection". This 
error was exacerbated due to cursor jitter resulting from hand unsteadiness, as reported 
in [14]. Hence, for using CA, the application design should have targets of medium to 
large item size and considerable gap between consecutive items. However all partici-
pants "enjoyed" using the inAir techniques, which may be due to the novelty factor. 

5 Discussion and Design Implications 

Overall, the study revealed that touchpad-based techniques were significantly more accu-
rate for point-select tasks. The inAir techniques were perceived as enjoyable, as also 
reported in [15]. However, participants preferred using touch over motion input, poten-
tially due to accuracy. In terms of feedback, the discrete methods were more accurate 
than their continuous counterparts, with comparable (or faster) selection times. This is 
interesting because most current distal pointing systems [9], [10] use continuous feed-
back. Our results suggest that discrete methods may be preferable unless there is a strong 
need for a continuous modality, e.g., to support drawing and annotation on screen. Our 
results also lead us to specific design recommendations for such interactions: 

Layout Considerations: For touchpad-based techniques, moving diagonally to-
wards the upper-left of the touchpad was reported to be difficult; hence less-used 
items should be placed at the upper-left corner region of the display. For continuous 
feedback, we found overshooting effects, similar to [4]. As a design decision, conti-
nuous techniques should always be implemented with gaps between consecutive targets, 
and performing the selection action while in the dead space should not be an error. 

Finger-up Selection: The high error rates with inAir techniques resulted from diffi-
culty in controlling the cursor, specifically from phone movement while tapping for 
selection. A design solution could be to initiate the inAir movements when a finger 
touches the phone’s screen, with finger-up used for triggering selection, as that might 
minimize phone movement for selecting items. Finger-up for selection may be  
counter-intuitive to the current mental mapping and hence require further research. 
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Walk-up-and-use System: Interactive systems installed at public locations are walk-
up-and-use system, and hence require maximal accuracy with minimal learning curve. 
For such systems, CT seems like a wise choice, as CA has the highest error rate, while 
DT and DA requires learning to minimize the overshooting errors. 

Given the generic nature of the point-select tasks, our findings and design recom-
mendations are applicable beyond iTV to distal interactions in general. The present 
study results are based on a limited number of male right-handed participants, with a 
brief continuous interaction in a lab setting. In the future, we propose a longitudinal 
study with users from different genders and handedness, and diverse background to 
explore and evaluate real-world performance of different distal interaction techniques. 
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Abstract. Mobile phones allow for the use of all kinds of applications, and their 
mobile applications often provide similar functionalities as desktop applica-
tions. However, they are constrained by the limited screen size of the mobile 
device. Accordingly, designs of mobile user interfaces require optimization for 
small screens. As a consequence, users are provided with less context and often 
have to switch views or resize content such as maps or pictures. We present 
MobIES

1, a novel approach for extending mobile user interfaces by using exter-
nal screens (e.g., the mobile phone and a large screen). Users can utilize more 
space and can thus overview a larger information context. We present a novel 
interaction and application concept and describe how user interfaces can be 
spanned across displays. Further, we contribute an original approach for using 
Near Field Communication to detect the devices' spatial relation. We report on 
a user study which compared MobIES with standard mobile settings. Results 
from the system usability scale show that interaction with MobIES is subjective-
ly more usable. Furthermore, it provides higher perceived information clarity 
and supports faster sharing of information to others. 

Keywords: Mobile phones, distributed user interfaces, interaction. 

1 Introduction 

Today’s mobile phones enable users to perform a large variety of tasks in mobile 
contexts. Given the increased computing power, battery capacity, and data connec-
tivity, users can perform the same tasks as by using traditional personal computers 
(e.g., browsing the web, viewing and editing photos). One of the limiting factors is 
the screen size of the mobile devices [2]. The screen size affects users mainly in 
two ways: First, only a limited amount of information can be displayed on the 
screen at once. Hence users often have to change the view (i.e., zooming in or out, 
switching between different screens). Second, collaboration with co-located persons 
is inherently limited, as only a certain amount of people can comfortably view the 
information. 

                                                           
1 A demo video is available at http://youtu.be/dZaCNV64ltk 
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displays in their environment. However, the user’s interaction is limited to the mobile 
device. Another approach is to distribute application interfaces on different devices 
and associated displays [4]. For instance, using mobile devices and large shared dis-
plays at which the phone is used as tool by touching the shared display in order to 
execute actions [13]. Our approach enables users to interact simultaneously with the 
phone and the extending display. In contrast to the discussed work, MobIES focuses 
on mobile situations in which the users have the need for more screen space to per-
form a specific task. The distribution of the user interface of the mobile application 
onto both devices - both allowing for interaction - increases the user’s capabilities. 

3 Concept 

The concept of MobIES is based on users temporarily creating a physical and spatial 
connection between their mobile device and an external screen to create a larger logi-
cal display that consists of the mobile interface and an extended interface on the ex-
ternal screen. We assume that displays in the users’ environments can temporarily be 
used (e.g., public displays, kiosk terminals, TV sets, interactive surfaces, and even 
screens in cars or airplane seats). User interfaces of mobile applications can display 
only a limited amount of information (Fig. 2 (left)). By connecting the phone with an 
external display more screen space is available, thereby allowing for the distribution 
of the user interface on two screens (Fig. 2 (middle)). Existing work that investigated 
connecting mobile phones and external screens did not consider the potential of using 
the mobile and the external screen simultaneously for displaying information. The 
event of connecting the phone with the display can be sensed, for instance, by using 
NFC tags that are placed around the external display which is a novel way to use NFC 
tags for device location detection. 
 

         

Fig. 2. (left) The mobile user interface allows for the display of a limited amount of infor-
mation. (middle) Connecting the mobile and an external display extends the available screen 
space. (right) Items can be shared with others via drag-and-drop to another connected mobile 
device. 

While the phone is connected with an external display, sharing and exchanging da-
ta such as pictures, documents, or contact cards can be performed in a straightforward 
way. Given that the external display supports touch-based interaction, users can simp-
ly drag-and-drop items from the external part of their mobile application to the public 
space. For instance, this can be used in order to leave a message on a bulletin board. 
In addition, two users can exchange data by both connecting their devices to the same 
display and drag-and-dropping items from one phone to another (Fig. 2 (right)). 
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4 Implementation 

Our prototype of MobIES consists of two main components. First, a server application 
running on a PC connected to a host application that is displayed on the stationary 
touch screen (Dell ST2220T, 22” screen (1920×1080 px)). Second, a mobile client 
(for Android) running on the user’s phone (Nexus S; 4” screen (800×480 px)). The 
server and the client manage the communication (via TCP over a wireless network) 
between the distributed application parts. Each application (e.g., a photo album) con-
sists of a mobile component implemented as an Android application and a matching 
remote part implemented using the Microsoft Surface Toolkit. Depending on which 
application is active on the mobile phone when the phone touches the rim of the large 
display, the server launches a matching instance of the remote part of the application 
in the host application. 

    

Fig. 3. Display border with NFC tags (left), covered with tape (right) 

NFC tags are used to detect when a phone is placed on the border of the large dis-
play. NFC is supported by large number of different mobile devices (e.g., Samsung 
Nexus and Nokia devices). Every 50 millimeters, an NFC tag is placed on the display 
rim (see Fig. 3). When a phone equipped with an NFC reader is placed on the rim, it 
reads the tag content. This includes the position on the border, the display server’s IP, 
and the name of the wireless network. If the phone is not connected to the server ap-
plication, the phone client establishes the connection with the wireless network and 
connects to the server. Finally, the phone client sends back the tag position and the  
ID or the currently active mobile application to the server which then launches the 
remote part of the application. 

Using NFC tags allows for the extension of any existing screen to support MobIES 
interactions. This includes non-touch-enabled displays (e.g., public displays), as users 
can perform input on the phone while the external display extends the screen space. 

5 Evaluation 

We conducted a comparative user study to investigate to what extent MobIES supports 
users in performing typical mobile tasks. In particular, we were interested in gaining 
insights concerning usability and how participants perceive this extension of the user 
interface through holding the phone next to the extending screen compared to the 
familiar practice of using only mobile phones. 
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For the experiment, we implemented based on Schneider et al. [14] three applica-
tions that allow users to experience the MobIES concept. These include a photo album, 
a map, and a web browser application. All applications could be used with an addi-
tional external display or as a stand-alone mobile application using only a mobile 
phone. Using only the mobile phone without the extension of the user interface on  
an external display was used as a comparative condition for the practical tasks (in  
the following referred to as the mobile-only or MO option). The features of the  
applications cover standard functionalities inspired by existing Android applications. 

 

       

Fig. 4. The photo sharing application: (left) extended overview; (middle) focus on a single 
image; (right) sharing images with another user by dragging an image from one extended  
interface to another 

In the mobile mode, the photo album application enables users to organize photos 
taken with the phone in different albums. After selecting an album, contained items 
are displayed as small thumbnails. Touching a thumbnail activates the full screen 
mode. When the user launches the extended interface by holding the mobile phone 
next to the display border, the phone displays the album list and the extended inter-
face shows an overview of picture tiles (Fig. 4 (left)). Which album is displayed  
can be selected using the list on the mobile interface. Selecting an item in the over-
view magnifies the picture to fill the application window on the extended interface 
(Fig. 4 (middle)). For the transfer of pictures from one mobile phone to another, users 
drag-and-drop items from one extended interface to another (Fig. 4 (right)). 

The web browser application provides a history overview and supports tabbed 
browsing and bookmark management (in both modes). As the user connects the phone 
to the external display, the phone shows a menu containing options (e.g., History, 
Open Tabs) and the extended interface shows the corresponding content such as the 
list of bookmarks (see Fig. 5). For typing in text, the user can use a virtual software 
keyboard either on the phone or on the external display. 

The map application enables users to display addresses of contacts on a map, as 
well as the selection of points of interests from a list, and searching for places. 

Participants were asked to perform a number of tasks via MobIES and the compara-
tive MO option while using a preconfigured mobile phone on which all required data 
(e.g., pictures or contacts) were available. With the photo album application, partici-
pants performed the following tasks: 1) Show the investigator pictures showing peo-
ple from three different albums; 2) Search for the picture showing the {Eiffel Tower, 
rocks} in the albums and delete it. With the map application, participants performed 
the following tasks: 1) Find the Eiffel Tower / Tower Bridge on the map and show it 
to the investigator; 2) Show the investigator the addresses of two contacts from the 
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Fig. 5. The web browser application: (left) extended web page view; (middle) selecting book-
marks; (right) browser tab overview 

address book as a pin on a map. For the third block of tasks, participants used the 
browser application: 1) Open the test webpage and look up the contact information of 
the author; 2) Add a test webpage to the bookmarks and check if the URL was added. 

The investigator introduced MobIES and the MO option and participants practiced 
using them. Then the participants performed a series of tasks, once using MobIES  
and once as a comparative approach using mobile phones only (MO). The order  
of systems was counterbalanced and the task order was randomized. Participants 
filled in a questionnaire regarding usability, including the computer system usability 
questionnaire [7], after performing the tasks with each system. 

We recruited 16 participants (5 females), aged between 20-33 (M=26). All partici-
pants were students with diverse fields of studies. All participants used smartphones 
with a touch screen and 14 reported having experience with multi-touch displays. 
They received 10 Euro after the study session which lasted an average of 45 minutes. 

6 Evaluation Results 

On average, each system condition was used for 20 minutes. After each trial, they 
filled in a questionnaire and rated the system (1=Strongly disagree; 7=Strongly 
agree). We used the non-parametric Wilcoxon signed-rank test to evaluate differ-
ences. Regarding (Q1) “Using the system, I could easily show information to other 
persons” participants rated the MobIES system significantly higher (Mdn=7.0) than 
the MO condition (Mdn=3.0) (z=-3.3, p=.001). Similarly, participants rated MobIES 
(Mdn=7.0) significantly higher than MO (Mdn=5.0) regarding (Q2) “The system 
supported sharing of information well” (z=-3.3, p=.001). Further, participants rated 
MobIES higher (Mdn=7.0) than MO (Mdn=3.5) in regards to (Q3) “The system sup-
ported jointly viewing of information well” (z=-3.4, .001). Yet both conditions were 
rated equally concerning (Q4) “Using the system, I often had to change my focus” 
(z=-.4, p=.72). One likely reason is that the larger screen space provided by MobIES 
spanned across two devices and thus required users to change their focus, much as 
using only the mobile phone requires switching between different views. Regarding 
Q5 participants rated MobIES significantly higher (Mdn=7.0) when compared to MO 
(Mdn=5.0) (z=-2.9, p=.004). 

Participants rated both conditions using the IBM post study system usability ques-
tionnaire (1=Strongly disagree; 7=Strongly agree) that allows calculating four scores: 
OVERALL (the overall satisfaction score), SYSUSE (system usefulness), 
INFOQUAL (information quality), and INTERQUAL (interface quality) [7]. All 
score results are higher for MobIES: OVERALL (MobIES: 6.37; MO: 5.08), SYSUSE 
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(MobIES: 6.37; MO: 5.25), INFOQUAL (MobIES: 6.30; MO: 5.18), and 
INTERQUAL (MobIES: 6.34; MO: 4.58). The statements with the largest differences 
in the ratings cover the issues of system interface and task efficiency (see Fig. 6). S1 
and S2 both indicate that participants appreciated the extended interface spanning 
across two screens as it was perceived as significantly more pleasant to use (z=-3.2, 
p=.001) and the organization of information was rated to be more clear (z=-2.6, 
p=.01). S3, S4, and S5 show that participants perceived MobIES as significantly more 
effective (z=-2.7, p=.007), efficient (z=-2.4, p=.01), and faster to use (z=-2.6, p=.008). 

 

Fig. 6. Questionnaire statements with the largest differences in ratings 

Six of the participants emphasized that they liked the level of clarity achieved 
through the larger screen space. Also, participants pointed out that extending the in-
terface of mobile applications would be helpful to show or share information with 
others. One user suggested a holder for the mobile phone to leave both hands availa-
ble for interaction. Four participants pointed out that they liked the ease of use of the 
system. For instance, P8 stated “It is very easy to switch between using only the mo-
bile phone and using the additional display.” Few participants pointed out that they 
initially had to look for information after the user interface spanned across two dis-
plays. Yet all participants learned how to use the system quickly after a short intro-
duction. Other participants highlighted that they liked the extension but expressed 
doubts whether an external display would be available when needed. 

7 Discussion and Conclusion 

MobIES addresses the issue that mobile users temporarily have the need for more 
screen space in selected situations, for instance, to gain more clarity when viewing 
large images or maps. The results of our laboratory study strongly indicate that users 
benefit from using this approach. Parameters that could not be mapped through an 
experimental setting, such as availability of matching external screens, as well as 
possible privacy and security concerns need to be considered when deploying such a 
system. The presented approach is based on a novel application of NFC technology 
that allows extending existing displays at very low costs. It enables users to take ad-
vantage of displays in their environments in order to extend the user interfaces of their 
mobile applications when needed. However, the presented implementation requires 
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specific software to be available on the mobile and the stationary device, which limits 
the flexibility of users. To address this, future implementations could include a 
runtime environment on the stationary display system that executes application logic 
provided by the mobile client.  

In a user study, we compared MobIES with the standard mobile phone option. The 
results indicate that participants appreciated the degree of information clarity, per-
ceived their task performance to be faster, and highlighted that the system is easy to 
use. Future investigations will focus on providing a more generalized environment 
which allows users to take advantage of external displays that are not preconfigured. 
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Abstract. As computing resources become accessible anytime anywhere, rules 
of interaction and engagement between humans are changing. For example, re-
sponse-time expectations have dramatically decreased in recent years because 
of the assumption that recipients are constantly checking e-mail and text mes-
sages on their mobile devices. Likewise, expectations of context-awareness 
have become an important part of interactions. For example, the tag-line “Sent 
from my iPhone” is a means of conveying the context (mobile) of the message 
sender, which also serves to explain—or offer an excuse for—the brevity of the 
response. In this manner, there are several design strategies that are needed  
for managing expectations, as new rules of interaction emerge due to the ubiq-
uity of our access to computing resources. This paper presents a list of 12  
such interaction rules based on theory and research in interpersonal communi-
cation and psychology. These rules provide design ideas for mobile ubicomp  
interfaces.  

Keywords: Mobile HCI, Ubiquitous Computing, Interpersonal Communication, 
User Psychology. 

1 Introduction 

The arrival of “ubiquitous computing” has meant that we are constantly surrounded 
by a plethora of computing devices that allow us to communicate with others and 
access information anytime anywhere. While this offers a whole range of fascinating 
possibilities, we also face significant challenges of reorienting our communications 
and designing interfaces that better support people’s daily activities in a ubiquitous 
computing (ubicomp) environment. An emerging research need in this area is to un-
derstand how ubiquitous computing influences the manner in which we interact with 
others. For example, we become more and more accessible to others through ubiquit-
ous devices, such as smart phones and tablet computers. However the always-on envi-
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ronment also burdens our lives since the lines between our social and private lives 
become blurred [7]. In this paper, we discuss such challenges that ubicomp environ-
ments bring to the communication process. We begin with an example that illustrates 
how ubiquitous computing has changed our expectation of the way we interact with 
others. We then present some interaction rules that have emerged since the arrival of 
ubiquitous computing. Everyday examples are provided to illustrate how each interac-
tion rule influences our communication process and the issues that it raises. Also, the 
paper discusses related studies in the literature that can provide insights into how we 
should address the issues. Finally, it proposes design recommendations for mobile 
interfaces and research questions that can be addressed in future studies. 

2 Changes in Interaction Rules in Ubiquitous Computing 
Environments 

How exactly did ubiquitous computing change the way we interact with others? A 
good example is our changing expectation with regard to e-mail response time. When 
laypersons started using e-mail in the 1990’s, the infrastructure was not advanced 
enough to offer users easy access to their e-mail services, given limited computer 
availability, unstable Internet, and the high cost of using Internet. Due to this limited 
access, users did not expect others to check e-mails constantly. It was common to wait 
several days before getting a reply, so we seldom complained about e-mail responses 
that took a few days. However, in the first decade of the 21st century, accessing the 
Internet became much more convenient, and computers became available to many 
more people, in many forms, and in many places. With improved infrastructure, 
people now expect others to have easier access, thus raising their expectations for 
receiving prompt replies. Many users now expect a response the same day. Some 
users complain about others’ lack of e-mail responsiveness, and other users complain 
about feeling pressured to meet e-mail senders’ expectations (e.g., professors com-
plain that students tend to send them a follow-up e-mail if they do not respond to their 
initial e-mail within a day). With the recent proliferation of ubiquitous computing, 
particularly smart phones, expectations for getting replies within a short period are 
even higher. Now, users are able to check e-mails almost anytime anywhere, and they 
assume that others have constant access to e-mail services as well.  

This example demonstrates that advances in communication technologies have in-
fluenced our perceptions and expectations for interacting with others. In order to cope 
with such situations, users make adjustments and announcements in order to prevent 
conflict and promote communication. In the aforementioned case of e-mail respon-
siveness, users manage others’ increased expectations by setting away-messages 
when they are not able to reply to e-mails for a couple of days. Some instructors tell 
students about their e-mail usage habit in advance so that students know what to ex-
pect (e.g., “I do not check e-mail after 5pm. E-mails sent after 5pm will be replied 
next morning”). 
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Instead of such offline “announcements,” the applications and devices themselves 
should be able to serve e-mail senders as well as recipients. This paper argues that 
mobile interfaces and other ubicomp devices can and should be designed to support 
users to overcome issues brought about by such changing rules of interaction. In the 
next sections, we present an initial set of 12 interaction rules and provide design rec-
ommendations for interface features that may help users manage their daily lives in 
ubiquitous computing environments. These rules are grouped under six categories 
based on conceptual similarity and commonalty in design solutions. We started out 
with a larger set of rules and identified interpersonal communication principles that 
are common across them. Those that shared a similar principle were grouped so that 
we can arrive at common design solutions for each group of rules as a whole. 

2.1 Communicating Access to Manage Uncertainty and Others’ Expectations 

Communication in ubiquitous computing environments can be characterized as “al-
ways-on.” Users can be reached by others at all times through different kinds of 
communication devices. At first sight, the ubicomp environment seems to bring a  
lot of convenience and flexibility for us to communicate with others. However,  
the “always-on” environment can also increase uncertainty in the communication 
process and heighten the pressure to meet others’ expectations. Below, we describe 
two interaction rules that pertain to these issues. 

Rule # 1: Users make inferences about other users’ access to ubiquitous compu-
ting. Given the anytime-anywhere assumption, we expect prompt responses to our 
messages. However, we do not always receive responses promptly. There are some 
occasions when users are unable to access ubicomp or don’t want to be reached by 
others (e.g., during a meeting) or do not use a particular Ubicomp tool. However, 
since we do not always tell others explicitly about our access to ubicomp resources 
and of our availability, those who initiate communications might undergo anxiety and 
uncertainty (e.g., worry about why the person did not reply to the message; thinking 
that she doesn’t pick up the phone because she is mad at me). 

In the same vein, people tend to be mindful of other users’ ubicomp behaviors. 
They observe others’ access and use of ubicomp tools in order to infer their individual 
behavioral norms and thereby manage their own anxiety and uncertainty. A dominant 
observation pertains to the temporal aspect, i.e., “when” a particular other will access 
ubicomp. Other observations span a wide range, from tool usage habits to contextual 
information (e.g., location of recipient, urgency of topic, one’s schedule) [36]. For 
example, if you usually take one day to respond to e-mails, others will infer that you 
have daily, rather than round-the-clock, access to e-mail and will accordingly adjust 
their response-time expectations. Similarly, we often expect others to check e-mails 
less frequently during weekends. That is why we will not get upset if we do not  
receive a reply until Monday [36]. 

Another common inference pertains to others’ media preferences. Ubiquitous com-
puting environments offer users a vastly increased range of communication media. 
Previously, users had only a handful of ways for reaching others, such as talking  
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face-to-face, calling through landline phones, and writing letters. The advent of the 
Internet expanded this choice set to include instant messaging (IM), e-mails, and so-
cial networking sites. However, these new types of media are not always available, 
given users’ limited accessibility to computers. The proliferation of ubiquitous com-
puting, particularly the rise of mobile devices, has set us free from such restrictions. 
We are now able to use a wide variety of communication media at any time and in 
any place of our choosing. We also have a rich choice set for deciding which medium 
to use for which occasion. 

Selecting an appropriate medium is important since each medium has its own cha-
racteristics that make its use appropriate for some situations, but not others [22,39]. 
For example, if you have a casual acquaintance who happens to be on your list of 
Facebook friends, you would not think of calling them on a telephone to wish them on 
their birthday. This gesture is usually reserved for those individuals that we know at a 
more personal level. Instead, the norm would be to pen a greeting on the person’s 
Facebook wall, so that the birthday wish is delivered in a less intrusive fashion. Of 
course, such decisions are predicated on inferences made about the recipient’s use of 
these different media channels—something that the latter can control, in order to 
shape sender’s expectations, as we specify in our next rule.  

Rule # 2: Users develop their own methods or habits for gaining agency of ubi-
comp use, as a way of managing their availability to others. Meeting others’ ex-
pectations is critically important for successful interpersonal communication. For 
example, expectancy violation theory (EVT) suggests that when an individual’s ex-
pectation is violated, they actively evaluate the violation. If the violation results in a 
better-than-expected outcome (e.g., receiving e-mails quicker than expected), they 
evaluate it positively. However, in the event of a worse-than-expected outcome (e.g., 
receiving e-mails slower than expected), they evaluate it negatively [29]. 

In a ubicomp environment, managing others’ expectations is a challenge. For ex-
ample, we sometimes fail to reply to others as promptly as they may have expected. In 
such cases, the senders might feel frustrated at our lack of responsiveness and there-
fore form a negative impression. In fact, studies have already noted that responsive-
ness can influence the impression we leave on others [e.g., 36]. Therefore, it becomes 
important for users to manage others’ expectations of their availability. 

Many users do so by engaging in behaviors that block others’ access to them (e.g., 
turn the sound off or switch off mobile phones). Users sometimes also choose who 
can reach them and provide selective access [1,10]. Previously, they were able to 
create boundaries between their different circles because the communication was 
mostly bound to place. For example, people interacted with their co-workers in their 
offices, while having time with their family or friends once they left the offices. How-
ever, ubiquitous computing blurs the boundaries between their circles by making 
interaction possible regardless of place. Therefore, users are now having to manage 
their availability based on their circles. An example of such availability management 
is to have two mobile phones--one for personal communications and one for work-
related purposes. In this way, they can switch off the work-related mobile phone after 
hours, and only allow their friends and family to reach them through their private 
mobile phones. 
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Lying behavior also plays an important role in users’ management of their availa-
bility. Studies have found that lies are sometimes necessary for facilitating interac-
tions [2,37]. Hancock and colleagues introduced the concept of “butler lies” to de-
scribe the type of deception that helps users manage their interaction with others [16]. 
For example, a user might lie to others that she is busy in order to avoid starting a 
conversation on IM. Similarly, users sometimes make up reasons to explain why they 
were not available for a call (e.g., “sorry I couldn’t pick up your call, I left my phone 
at home”). Their field study with 50 IM users revealed that one out of every ten mes-
sages has some sort of deception, and about one fifth of the deceptions are butler lies. 

Design Recommendations. These rules suggest that users strive to make precise 
assumptions about others’ ubicomp availability, but at the same time try to control 
their own availability to others. Ubicomp devices should be designed to help users to 
cope with these contrasting needs, as suggested below. 

 
1. Allow users to communicate availability and media preference in a more fine-
grained manner. Current technologies already offer some features that allow users to 
communicate their availability (e.g., status in IM). However, we propose that such 
indicators of availability should contain more detailed information, such as users’ 
turnaround time. For instance, before we send an e-mail message to someone, our e-
mail interface could inform us how quickly that person will be able to respond to e-
mails on average during that day or week. In this way, message senders can  
make more accurate assumptions about the receivers’ access to ubicomp, while re-
ceivers meet senders’ expectations by setting their own average time by themselves 
(see left-hand side of Figure 1). 
 

        

Fig. 1. Prototype of an interface that informs users about the turnaround time of the information 
recipient (left) and others’ media preferences for contacting them (right) 

Similarly, the design of ubicomp should help users communicate their media prefe-
rences to others. Specifically, a triage mechanism is needed for ubicomp interfaces, 
functioning as an intermediary channel (or initial filter) for aiding users’ selection of 
particular media. For example, a system can allow users to show their media usage 
preferences to others. Each user customizes a list of preferences in advance. One user 
might specify that if a message is urgent, then the sender should call their mobile 
number, but if it is not urgent but important, then they should e-mail the recipient.  
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If they simply want to share a joke, then they should connect via Facebook. For 
another user, the media preferences for the same set of communications could be 
SMS, IM and E-mail respectively. If each user generates such a list of preferred me-
dia for common categories of communication, and if this can be seen by others at the 
time they decide to initiate communications with the user (such as when they click the 
user’s name on their mobile phone contact list or put the user’s e-mail address on their 
e-mail client), then message senders can choose the appropriate media for their  
interactions, thereby minimizing mismatches (see right-hand side of Figure 1). 

 
2. Make users aware of their own ubicomp access and usage patterns. The interface 
could also help the user manage others’ expectations of him/her by monitoring his/her 
response behavior and providing adequate advice and support. For example, the sys-
tem can inform the user how quickly she typically replies to e-mails based on the 
urgency of the communicated event. If the user is replying to a non-urgent e-mail 
rather quickly, the system could notify the user and automatically retain the e-mails in 
the Outbox for a while before sending it out. In this way, the user can maintain con-
sistency in his/her response-time, which would prevent others from holding false or 
unrealistic expectations that are likely to be violated. 
 
3. Allow flexible customization. In addition, the design of communication interfaces 
should allow users to customize their availability based on their relationship with 
others [28]. Just as social networking sites these days allow users to share information 
to certain groups of friends, users’ availability could be differentially indicated to 
different groups of contacts. For instance, mobile phone interfaces allow users to 
group individuals in their contact lists based on their circles. Users, then, can set 
which group of people can reach them based on time or occasion (see Figure 2). If a 
user receives a call from a person to whom the user prohibited access temporarily, the 
system could play a voice message or send a text message to explain their lack of 
availability.  
 

       

Fig. 2. Prototype of an interface that helps users to choose appropriate media for contact de-
pending on individual or group of receivers 

2.2 Providing Context-Awareness 

Traditionally, contextual cues are relatively scarce in computer-mediated communication 
compared to face-to-face (FtF) communication [31]. However, with the development of 
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ubicomp and communication technologies (i.e., video chatting, GPS function in mobile 
phone), the amount and type of contextual cues have changed, giving rise to new chal-
lenges and novel interaction rules aimed at coping with them. 

Rule # 3: Users are oblivious to receivers’ contextual constraints while communi-
cating with them. Contextual information, such as place, time, and presence of oth-
ers, provides cues for us to make judgments about what and how to communicate at 
any given moment [8]. Studies in computer supported cooperative work (CSCW) 
often highlight the role of contextual cues to establish common ground and facilitate 
communication among users [5,26]. Although CMC tools are generally low in contex-
tual cues, older communication technologies, such as landline phones, still provide a 
certain amount of contextual information to users. For example, when we call landline 
phones to reach someone, we know where the person is (e.g., office or home). The 
call is sometimes picked up by somebody else, which is another piece of information 
telling us who is there in addition to the person we want to reach. On the other hand, 
ubicomp connects a person to another directly. In such a scenario, the amount of con-
textual cues that is available to users is dramatically reduced. As a result, callers will 
be less aware of the context of their communication partners. Calling somebody who 
is driving is a good example. Callers usually do not know whether the person is driv-
ing before initiating the call [3]. They might not even pick up on this cue if the re-
ceiver does not explicitly mention it (callers usually assume that if receivers pick up 
the phone, they are situated in a context that is appropriate for them to talk), and 
therefore may not factor in the divided attention that usually accompanies talking 
while driving, not to mention other contextual factors such as noise and passenger 
distractions. As a result, callers may not cadence their communication adequately to 
suit this situation, i.e., they may talk too fast or too softly, resulting in miscommunica-
tion or poor communication, or may not realize that they are on speakerphone and 
therefore reveal information that ought not to be heard by others in the car. 

Rule # 4: Users expect context-awareness of interaction. Since it is becoming 
common knowledge that ubicomp deprives communication of contextual cues, some 
CMC interfaces have started enabling users to attach contextual information to their 
messages. For example, when a user sends e-mails from his/her mobile phones, an 
automatic signature at the bottom proclaims “sent from my iPhone (or Blackberry)”. 
This kind of cue can communicate the fact that the sender was constrained by their 
device when sending out this message. If the message receiver knows that the e-mail 
is sent from a mobile device, they may show more tolerance towards short, cryptic 
sentences and greater willingness to overlook mis-spelling, grammatical errors and 
unorganized sentences. Further, such contextual information may serve to add value 
to the communication, and in some cases lead to greater enjoyment of content.  
For instance, when users see a picture uploaded in Facebook with the tag-line “up-
loaded from iPhone,” they will infer that the information was shared soon after the 
event happened. Such recency cues could enhance the perceived freshness or timeli-
ness of the communicated event [38] and thereby determine how the content of the 
communication is perceived.   
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Studies have attempted to identify contextual information that is important for in-
fluencing users’ interaction with others through ubicomp [11,30]. De Guzman and 
colleagues studied types of contextual information that people use for deciding 
whether to initiate a call through mobile phones [11]. Their results showed that activi-
ty information (e.g., what activities receivers are doing at that time) was used most 
often to gauge one’s availability to accept calls. However, they also found some dis-
crepancies between types of contextual cues used by callers to make calling decisions 
and types of cues that receivers wished callers to consider before initiating calls. Spe-
cifically, receivers want callers to consider their task status (i.e., whether receivers are 
occupied by other tasks), physical availability (i.e., any physical barriers that prevent 
receivers from accepting the calls), and social availability (i.e., whether answering a 
call is socially awkward) more often than what callers normally would do themselves 
(34% vs. 22%; 21% vs. 18%; 15% vs. 9%, respectively). 

It should be noted that people desire control over the degree to which information 
about their context is made available to others. Just because one is physically accessi-
ble does not mean that she is truly available for communication. In such cases, users 
may not truthfully let others know their contextual information, but would rather 
make up some white lies to manage their availability (e.g., avoid attaching informa-
tion such as “sent from my iPhone” on their messages because they do not want oth-
ers to know their accessibility via mobile phone at that time). Such lying behavior 
becomes necessary for facilitating interactions [2,37]. 

The control over the amount and types of contextual information shared is also im-
portant for protecting user privacy [9]. Increasingly, location sharing services (e.g., 
Foursquare) are offering users new ways of socializing with others, but they also 
bring with them important privacy concerns. According to a recent study, over 50% of 
individuals are concerned with privacy when they use location-based services [23]. 
Therefore, privacy needs are paramount when exchanging contextual information. 

  
Design Recommendations. The examples and studies mentioned above illustrate the 
importance of context awareness for both senders and receivers of communication. 
Therefore, ubicomp interfaces should be geared towards allowing users control over 
how they communicate their context. 

1. Give users control over when to share contextual information. Users should be able 
to have the control to release contextual information to others rather than letting de-
vices automatically detect and transmit their situation to others. For example, a device 
could allow users to customize many types of “situation” settings (e.g., driving, hav-
ing an important meeting, unable to access Internet/mobile phone) in advance. When 
necessary, users should be able to turn these settings on and off (see Figure 3).  

 
Once a setting is turned on (see Figure 4), the device would automatically tell | 

others why a user is not available, and the device would stop attaching unwanted  
contextual information (e.g., if a user turns on the situation setting of “unable to  
access mobile phones”, then the tag-line “sent from my iPhone” will not be shown on 
the message even when the user sends the message from his/her iPhone).   
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Fig. 3. Prototype of an interface that allows users to specify their availability and media prefe-
rences (left) and the manner in which it will be displayed to others (right) 

 

    
 

Fig. 4. Prototype of an interface that allows users to customize their situation and communicate 
their context to others 

2. Give users control over how to communicate contextual information. Another im-
portant consideration is the manner in which contextual information is communicated. 
For example, when we share location information, most of the current applications 
show where a user is by way of detailed geographical information, such as street ad-
dress or latitude. Sometimes, such information is indeed what users want to share, but 
not always. Designers ought to be more attentive to how people tailor the information 
when they decide to communicate it. For example, Lin and colleagues [19] pointed 
out that users use a rich variety of terms to refer to their location. If one is at Star-
bucks, she can refer to it as “a coffee shop” or “Starbucks near the public library” 
(labeled as “semantic information” in their study) instead of providing detailed geo-
graphic information. In addition, the decision regarding which term to use is based on 
various factors, such as the nature of the social relationship between information 
sharers and receivers, comfort level of sharing (e.g., privacy concern), recipient’s 
familiarity with the place, and place entropy (i.e., how public the place is). Specifical-
ly, individuals use semantic information to refer to places when the information is 
shared with less intimate social groups, when users have higher comfort level of shar-
ing the location, when they are not familiar or extremely familiar with the place (i.e. 
geographical information use is high when the familiarity level is moderate), and 
when the place entropy is low (i.e., the place is less public) [19]. 
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2.3 Processing Information in Ubicomp Environments 

Ubicomp gives us constant access to abundant amounts of online information from 
multiple sources. In addition, it lowers the hurdle of information sharing, which also 
increases the net amount of online information that we can access and use. Nowadays, 
it is common to see some users reading online news through their computers  
while checking on their friends’ Facebook status updates through mobile devices.  
As a result, the amount of information that users encounter and deal with in their  
daily lives has increased significantly. Two interaction rules address this transformed 
information environment.  

Rule # 5: Users will draw meaning from affordances. What happens when people 
need to deal with excessive amounts of information? Studies in psychology  
and communication have noted that individuals tend to process information heuristi-
cally (i.e., effortless and based on situational cues) rather than systematically  
(i.e. effortful and analytical) in online environments as a way to deal with the  
abundance of information [20]. The affordances or interface cues become important 
in heuristic processing because it helps users to make sense of the information  
instantly [33]. For example, when users visit a website for the first time, they often 
check the design of the site to form an initial impression. If the website design looks 
professional and easy to navigate, they are more likely to think that this website is 
credible, and thus decide to explore the content further. This positive impression of 
the site can extend to individuals and organizations that offer the affordances. For 
instance, great navigability in an organization’s website imply greater attention to 
users’ accessibility and convenience, and therefore project an image of caring on the 
part of the organization [33]. 

Rule # 6: Users will read meaning into others’ use/nonuse of affordances (and 
ubicomp itself). The fact that one chooses to use an affordance (or not) can, by itself, 
convey meanings as well. Suppose a restaurant puts their customer ratings on their 
website. People who see the site will evaluate the restaurant not only through the con-
tent of the rating (i.e., four stars, the number of thumbs up), but also by the fact that 
the rating is even offered in the first place (implying that they care more about cus-
tomers and place higher value on accountability). Other examples include affordances 
offered by Facebook, such as whether users use status update, have filled in their 
profile information, and uploaded pictures on the site. Let’s take relationship status 
update as an example. If you are single but if you do not use this affordance (i.e., not 
declare that you are single on Facebook), it might signify that you are not proud of 
being single or not interested in getting into a relationship. On the other hand, if you 
are in a relationship with someone but do not use this affordance (i.e., not declare that 
you are in a relationship with so and so on Facebook), your partner might think that 
you do not care enough about the relationship with him/her or feel uncomfortable 
telling your friends about the relationship. In this way, the sheer use/non-use of inter-
face affordances can lead to inference of meaning. 
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Design Recommendation: Help users become aware of and unpack the meaning of 
affordances. The issue with affordances in ubiquitous computing environments is that 
users are not fully aware of the way others “read” those affordances. Without having a 
mutual understanding of the meaning of a given affordance, users may face conflicts 
during the interaction (as in the example of the Facebook relationship-status symbol). 
In fact, studies have noted that the social nature of information sharing places impres-
sion management at the forefront [18,24,38]. Therefore, ubicomp devices should alert 
users about the consequence of their affordance use (see Figure 5) and help them 
manage their impressions through appropriate use of affordances. For example, 
whenever a user starts to use a new site that is open to the public, the interface could 
make suggestions about the types of affordances that the user can use to project their 
ideal image to others. The system can also inform users about how other people may 
interpret the affordance, so that the user can better manage their impressions.  
 

       

Fig. 5. Prototype of an interface that informs users about others’ use/nonuse of affordances 

2.4 Providing Awareness of Behaviors in Public 

Use of computing devices in public places has increased dramatically in recent years. 
Nowadays, it is quite common to see people using mobile phones, laptop computers, 
and portable media players on the streets, at coffee shops, and in public transportation, 
leading to changes in interaction rules in public places. 

Rule # 7: Users’ perceptions of what is “appropriate” ubicomp usage behavior in 
public spaces are changing. Rule # 8: Users’ tolerance for others’ use of ubicomp 
during face-to-face communications is increasing. One noticeable change after the 
increased use of media in public places is our view of others’ behaviors and our per-
ceptions of what are appropriate things to do in public places. For example, previous-
ly, using mobile phones in public was considered impolite and improper. We used to 
get annoyed by others’ phone conversations. But now, we seldom pay attention to 
people who are talking on their mobile phones in public places, and treat them as if 
they are talking with their friends walking next to them (Rule # 7). Likewise, we used 
to hear that people were irritated by the noise from other people’s use of laptop com-
puters in public places (e.g., tapping keyboards). But, we somehow got accustomed to 
these sounds, and using laptop computers in public places has now become very 
common and accepted in most places (Rule # 8). 
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Rule # 9: Our very conception of “public space” is also changing. In addition to 
the changing notions of “appropriateness” in our public behaviors, our notion of what 
is “public” itself seems to have undergone a change. Previously, public space was 
seen more as a place for interacting with others. People might chat with their friends 
or strangers co-located at that place or watch other people passing by. These types of 
interactions made individuals aware of others’ co-presence in a public place. Howev-
er, ubicomp access reduces the interaction with co-present others since users often flip 
open their individual mobile devices in public places. Such behaviors might make 
them feel that they are in their private space although they are physically located in a 
public place. As a result, users may feel that it is safe and appropriate to reveal their 
private information in public, making them vulnerable to privacy intrusions. Studies 
have noted issues resulting from people’s use of personal devices in public places. 
First of all, individuals seem to decrease their serendipitous social exchanges with 
others when they use personal devices. Hampton et al. [15] found that wireless Inter-
net users and mobile phone users are less attentive to people nearby and less ap-
proachable by others. Such decreases in social exchanges can hurt the formation of 
social capital [4] and hinder public discourse that is so essential to a democratic socie-
ty [12]. Secondly, although people have increased their tolerance for others’ personal 
media use in public, some behaviors, such as talking too loudly, can still cause con-
flicts. A report from the University of Michigan noted that more than 80% of people 
have been irritated by others’ annoying manner of mobile phone use [35]. In addition, 
use of personal devices can make co-located companions uncomfortable since  
they may feel left out of the conversation [15]. Since such behaviors can strain rela-
tionships and impact impressions, we need solutions to help users to control their  
seemingly irresponsible and anti-social behaviors in public.  

Design Recommendation: Remind users about the “publicness” of their physical 
location. The consciousness of public-private boundaries is fleeting in the ubiquitous 
computing environment. Therefore, interfaces should provide constant reminders of 
the “publicness” of their surroundings to users, so that they are constantly aware of 
what they should or should not say and do at any given moment. In addition, one’s 
access of ubiquitous computing itself has plenty of meanings. Others would judge a 
user based on when, how, and with whom a user accesses devices. Thus, interfaces 
should alert users about their frequency of use, location of use, and the type of people 
around them while they are using the device (see left-hand side of Figure 6).  

In this way, users can gauge the appropriateness of their device use and make ne-
cessary adjustments to their behavior. For example, using a mobile phone during talk-
ing with your school friends at a coffee shop might not be an issue. However, when it 
comes to a first date at a fancy restaurant, such behavior could imply rudeness or your 
unwillingness to engage with the date. To prevent this from happening, ubicomp de-
vices could remind users where they are and who else is around. Such contextual 
information should be both automatically detected and inputted by users in advance. 
For instance, the location could be detected by the device, based on which it could 
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Fig. 6. Prototype of an interface that alerts users about the location and the number of people 
around them (left) and prototype of an interface that can be customized for pushing updates at 
regular intervals (right) 

access the user’s calendar and address book to ascertain the identity of the meeting 
partner. Another way of managing the boundary is to specify how often your system 
will push your received messages, missed calls, and other media updates to you (see 
right-hand side of Figure 6). This would effectively work in other public places as 
well, such as when traveling on a train at night, or when you have an important  
meeting but are also expecting a time-critical email message. 

2.5 Supporting Users’ On-Site Planning 

The availability of anywhere-anytime information access has changed how we plan 
our daily schedules and plan for our future events. We propose two interaction rules 
relating to this topic.  

Rule # 10: Users are less likely to stick to schedule. Previously, if we scheduled a 
meeting with someone, we often decided on a detailed plan (e.g., exactly what time to 
meet and where to meet). Since last-minute arrangements were difficult to make, 
individuals tried to stick to the plan and avoid unnecessary changes in their appoint-
ments. However, ubiquitous devices enable us to rearrange our schedules and ap-
pointments easily, which eventually influences our planning behaviors. Nowadays, it 
is common for us not to discuss detailed schedules and plans before an event. For 
example, it has become common for us not to decide on the exact place to meet in 
advance. Instead, we typically call each other at the meeting time to figure out where 
our partners are and decide where to meet. 

Rule # 11: Users are more likely to access information at the time they need (just 
in time), and therefore are less likely to prepare in advance. We now depend less 
on pre-planning since we can schedule things at the point of service through ubiquit-
ous devices. For example, we would previously make a detailed plan when we went 
on a trip, such as where to eat, which public transportation to take, and how to get to a 
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particular place. Nowadays, we can easily find such information through ubiquitous 
devices at the time we need it. Such convenience means users are less likely to pre-
pare things in advance (e.g., print out boarding passes before heading to the airport). 

Design Recommendation: Remind users about situational constraints that restrict 
their Ubicomp access. Since people are getting so used to accessing information 
whenever they want, they tend to forget that accessing ubiquitous computing might be 
difficult in some places (e.g., weak Internet connectivity, low on battery). In addition, 
some information might not be accessible or hard to find on the Internet, so it is better 
for users to make necessary arrangements in advance on some occasions. Ubiquitous 
computing should predict such situational constrains and remind users about them. 
For example, when a user is entering an area with no wireless connection, the device 
could alert them so that the user can access whatever information they need before 
losing the connection. Similarly, once users tell a device what they need to do at their 
destination, the device could tell users what types of information they can and cannot 
access at the site so that they can accordingly plan their use of time before and during 
the event.  

Also, in the context of a group rendezvous, it might be efficient and effortless to in-
vite the attendees to a chat room and directly share their respective location informa-
tion with all other attendees. Users will be able to instantly check where their friends 
are and how long their friends might take to get to the location. Moreover, they can 
call or send a message, supporting their on-site planning (see Figure 7). 

       

Fig. 7. Prototype of an interface that provides location and contact information of others arriv-
ing to a meeting 

2.6 Assisting Digitalization 

Rule # 12: Users depend more on digital, rather than tangible, artifacts (what is 
digital is usable). Data digitalization is important in ubiquitous computing environ-
ments. In the last two decades, a variety of things have become digitally available, 
such as books, music, and videos. As a result, we have increased our dependency on 
digital content because it offers us many advantages. For example, digital content is 
easy to carry (e.g., students do not need to carry heavy books if they have a digital 
book reader with digitalized book content). Also, digital data provide easy handling of 
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information search (e.g., using search function to find a file from folders or words in a 
document), information sharing (e.g., upload data online), and content editing. Given 
these conveniences, people, especially young users, have developed a preference for 
digital data over physical artifacts.  

Studies have noted an increasing tendency among young users to prefer digital 
possessions over tangible ones. Odom et al. [25] found that teenagers prefer digital 
possessions because of accessibility (i.e., users can ubiquitously access data), accrual 
of metadata (i.e., users write comments or tag their friends on photos uploaded on 
Facebook as a way of accumulating social metadata), and easy presentation of self to 
multiple audiences (e.g., users customize their blog interfaces to convey their tastes 
and personalities to blog readers). 

Design Recommendations 

1. Support digitalization and retrieval of digitalized data. Given users’ increasing 
preference for digital data, ubiquitous computing environments should make it easier 
to digitize things around users. Also, these digitized data need to be easily accessed 
across users’ locations and devices. For example, users’ personal devices should au-
tomatically share data instead of asking the user to download and sync the data every 
time manually (e.g., iCloud). The system should also make it easy for users to upload 
these digitized data onto social network sites, so that users can accrue metadata with 
their friends and use the digitalized data as a tool to present themselves to others.  
 
2. Be aware of the negative outcomes of intangibility. On the other hand, as pointed 
out by [25], we also need to pay attention to negative outcomes of intangibility. It is 
human nature to develop an attachment to their possessions. Such attachment would 
make them cherish the possessions more (e.g., people refuse to switch their old mo-
bile phone to a new one because they feel attached to the old one) and would also 
provide psychological comfort to users (i.e., children cannot sleep without their favo-
rite blanket; grandmother remembers her children by seeing the clothes they wore 
when they were kids.) [21,27]. However, we currently have little knowledge about 
whether users are still able to establish such attachment with virtual possessions. Re-
searchers and designers need to attend to this potential loss of attachment to virtual 
possessions and provide design solutions to overcome it. 

One solution may be to apply the metaphor of offline possessions and the routines 
surrounding them. Packing things in our own backpack is a good example that can be 
applied in the digitalized world. By applying this pattern of behavior, users may have 
more attachment toward organizing and sharing data among systems. Suppose you are 
preparing materials for a class, you may need textbooks and apparatus. When you 
click the category of Apparatus on the interface, you will get a list of apps (see Figure 
8). For textbooks, you can manage files based on lectures. If your applications do not 
support the material in digital form, type the list using Notice function so that you can 
make a list of needed tangible materials that could be prepared in advance. In this 
way, metaphors of analog possessions that are known to elicit user attachment can be 
used for designing tools for organizing and managing one’s virtual possessions. 
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Fig. 8. Prototype of an interface that reminds users of traditional analogue materials necessary 
for an upcoming task 

3 Conclusion 

As our access to computing resources becomes ubiquitous, we are reshaping the ways 
in which we interact with each other. Previously unacceptable behaviors are now 
perfectly acceptable, but new rules of interaction also bring with them considerable 
communication challenges. We have called for specific design solutions to address 
these challenges, but the larger implication is that Ubicomp can benefit from a more 
unified user interface that treats human-computer interaction and human-human inte-
raction as complementary, rather than competing, activities. The emphasis thus far in 
Ubicomp has been on ubiquity of access. It is time now to move beyond physical 
access to psychological access. As we graduate from usefulness and usability con-
cerns into incorporating the social context of users [17], their emotions and sense-
making while on the go ought to be considered priorities for research and design. We 
have to recognize that, given the emphasis on communication phenomena in the 
aforementioned rules, users will need interfaces that feature designs specifically capi-
talizing on ubiquity of computing access. These interfaces could come in the form of 
projected walls or body-parts in the future, but the mobile screen is the most dominant 
interface at the moment. Whatever we design for it, with the rules of Ubicomp, should 
be transferable to other Ubicomp interfaces as and when they diffuse into society.  
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Abstract. This paper discusses a set of interaction patterns encountered during 
the development of an authoring tool for mobile therapeutic applications. Un-
like static paper artefacts, mobile applications can be enriched via the inclusion 
of complex behaviors. Typical examples include the definition of simple se-
quential interaction among all screens or the involvement of basic rules and 
triggers. As part of an ongoing project in which we are designing an authoring 
environment for mobile applications in clinical interventions, we studied how 
clinicians with no programming background were able to intertwine different 
screens from an application according to different rules. We were especially in-
terested in comparing the approaches adopted using a low-fidelity prototype 
and using a high-fidelity version of the authoring tool. Results show that,  
despite a few technology induced strategies, users tend to mimic their actions 
using the paper based prototype in the corresponding hi-fi version. 

Keywords: Authoring Tool, Non-Expert Programming, Participatory Design. 

1 Introduction 

Clinical applications for mobile phones have been shown to improve a patient’s state 
[5][7][14][16][18]. The increasing dissemination and power of smart-phones has  
further emphasized this possibility [4][13]. Success cases for pathologies and  
therapy procedures as diverse as autism [2], fear therapy [7], aphasia [13] or  
obsessive-compulsive disorder [10] are testaments on the benefits of technology.  

However, a significant number of these applications fall short to success for long-
er intervention periods [19]. Several factors can account for this outcome, among 
which the inability to personalize and adapt content [17]. For instance, an applica-
tion’s presentation is typically the same for all users who download it. Yet, the ex-
pectations of a potential 8 year old user are quite different from those of a 45 year 
old patient [7]. Also, the evolution of the patient’s health status often requires ad-
justments that applications are not ready to accompany. For example, monitoring 
thresholds vary, support messaging and data collection should be adapted to new 
clinical assessments [16][17].  



 Flow Specification Patterns of End-User Programmers 749 

 

The origin of this application stiffness builds on many factors. The complexity of 
the technology and of the application domain is certainly one of those reasons. In fact 
we believe that it is one of the most important factors: the dichotomy and complexity 
of knowledge involved. Information technology (IT) engineers and researchers under-
stand technology and are able to handle its complexity. Clinicians on the other hand 
comprehend patients and the protocols they must put forward to provide them a better 
quality of life. Combining the two knowledge sources is no easy task. It gets worse 
because both knowledge domains evolve rapidly as well as the ultimate target, the 
patient wellbeing. 

The usage of authoring tools is a possible solution. Past works prove valuable ev-
idence in tackling similar situations [2]. These tools aim at joining two knowledge 
sources to a middle ground. They provide domain experts the mechanisms to cus-
tomize and deeply adapt the applications, refining and embedding it with clinical 
decisions. For that, the tools must hide the technology complexity under a hopefully  
well-defined set of components, developed by IT staff. In the end they offer means 
for end-user programming [20]. Finding that adequate middle-ground can be compli-
cated. It is not just about usability. It is also about programming and domain con-
cepts, and ultimately the domain experts' perception of its combination. Available 
systems often recur to state charts or similar representations of the programmable 
elements [9]. Unfortunately and despite the existence of a few systems in this area, 
some design aspects were left unaddressed by researchers and IT experts alike. Our 
research focuses on one of these issues: the way information is organized as far as 
connections between programmable elements is concerned. We believe that sequen-
tial transitions between screens of a mobile application may be sufficient for some 
domains of intervention (e.g. mobile app prototyping [4][11][12]). Nevertheless, 
other domains possess a more critical nature which requires richer and more complex 
connections. 

In this paper we present the design process of DETACH – DEsign Tool for 
smartphone Application Composition in the Health domain. The tool targets  
therapists and clinicians in general, and aims to provide them support to compose 
ubiquitous applications.  For that, it offers a set of building blocks, as predefined, yet 
customizable, mobile app screens (e.g. a message panel, a mood selection panel). 
These can be assembled and customized to address the particular patients’ needs. As 
such, domain experts are the tool’s end-users and thus responsible to define the ap-
plications according to the adequate clinical procedures and evolution. Particularly 
relevant was the tool development process. We aimed at understanding what  
concepts and behaviors a domain expert formulates and expresses to grasp the pro-
gramming endeavor itself. We were particularly focused in assessing how these end-
users connect and define the control of flow between these building blocks, as this 
emerged as the most difficult task to assimilate. The assessment started in the early 
design stages and the understanding of users’ behavior in low-fidelity prototyping, 
and transitioned into how that behavior was translated into the high-fidelity (hi-fi), 
and its evaluation with end-users. 
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2 Sketching DETACH: Participatory Design of Low-Fidelity 
Prototypes 

The DETACH’s development process started with the creation of specific mobile 
applications, addressing cognitive behavior therapy procedures. Currently several of 
those applications are being used in clinical trials and for all of them therapists pro-
vide continuous screening and comments [5]. Several brainstorming sessions were 
conducted including a team of expert HCI researchers and the therapists specializing 
in different types of interventions and pathologies. 

DETACH’s development process was heavily rooted in participatory design 
[1][13] and thinking aloud sessions not only with therapists but clinicians in general 
(Fig. 1). We have conducted a substantial set of meetings to understand: a) their  
current requirements and expectations for a tool of this nature; b) how modern smart-
phones can improve existing therapeutic practices without disrupting established  
procedures; c) interaction patterns employed by our stakeholders when organizing 
different elements of an application.  

 

  

Fig. 1. Application representation made by one of the participatory design users 

Design sessions lasted for approximately 45 minutes per subject, with each subject 
being accompanied by an expert UI researcher. A total of 15 users (aged M = 41; SD 
= 7.3) had volunteered themselves to participate in these trials.   

For each trial, participants were asked to design an application to support a child 
undergoing a fear therapy [7] treatment and containing 4 screens: screen 1 allowed the 
child to select his / her current emotional state from a set of pictorial representations 
(e.g. happy face, frowny face, etc.); screen 2 presented a question (with “yes” / “no” 
answers) asking whether the child was still feeling scared or not; screen 3 was pre-
sented if the child answered “no” in screen 2 and displayed a descriptive support text 
regarding typical procedures for fear therapy; screen 4 was a congratulatory animation 
which was displayed either after screen 3 or if the child responded “yes” in screen 2. 
Subjects were assisted as required if they were insecure about screen details and other 
technical details. They were given full freedom to organize the screens.  

Each session started with the researcher explaining the purpose of the authoring 
tool and its main features. Clinicians were then briefed regarding the mobile applica-
tion they would be creating during the session. Finally they were provided with all the 
necessary material to create the screens: pen, pencil, eraser, different colored post-its 
and white sheets of paper (Fig. 1). In order for us to study how clinicians would deal 
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Fig. 2. Examples of screen transition representations on low-fi prototypes 

with the provided material, some of the sessions had available additional template 
screen mockups and/or a guidance text of a specific application for them to represent. 

2.1 Results and Discussion 

Upon completing the creation of the mobile application using the low-fi DETACH 
prototype, subjects were asked to explain us the rationale behind their strategy to 
organize and connect the screens. Some notable approaches emerged from this trial: 

- Subjects position each screen at their will on the sheet. Transitions between 
each screen are represented by arrows, complemented with side notes either 
using plain text or a small post-it above the arrow line (Fig. 2– right). 

- Some participants preferred to organize screens on a sequential fashion, touch-
ing each other to pinpoint the transitions. Special connections such as the one 
stemming from screen 2 to screen 3 were addressed by separating one of the 
screens slightly from the main group and annotating the rules associated with 
that transition (Fig. 2 – left). 

- New screens emerged. Interestingly some of them addressing physiologic 
sensing. More importantly a new type of transition and condition was created 
by some (more active) clinicians, featuring an interruption of the normal flow. 
The example in the figure (Fig. 2– right, lower left corner) refers to: whenever 
heart beat raises above something show this screen. 

3 Testing the High-Fidelity Prototype 

Based on stakeholder feedback, we designed the first DETACH’s high-fidelity proto-
type (Fig. 3). The tool is a web application offering a workspace on which therapists 
can populate screens based on different templates and connect them according to a set 
of rules whose complexity may vary (e.g. from basic screen sequence to transitions 
based on previous patient answers). The top section displays the available screen tem-
plates (e.g. multiple choice answer, animation display, etc.). Therapists can drag a 
template into the center canvas and configure each screen’s particular elements in the 
rightmost panel.  
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Fig. 3. Resulting representation of one of the thinking aloud sessions for the initial application 

Transitions between screens (represented by arrows) are defined by selecting a 
screen, hitting a button and finally stipulating the rules which trigger the transition 
(e.g. if the transition considers the selected element as the destination or its source, 
how is the transition triggered).   

3.1 High-Fidelity Prototype Trials 

The high-fidelity prototype participatory design sessions occurred roughly 4 months 
after the low-fi ones. This trial was performed by the same clinicians who had been 
present in the previous experimental period. To provide the most pleasant and relaxed 
experience to our subjects, testing occurred again in the clinicians’ offices. The high-
fidelity prototype trials were carried out in a laptop (HP Pavilion dv9890ep model). 

Regarding screen organization on the prototype’s canvas, subjects adhered to two 
main strategies: a) akin to the low-fi trial, users positioned the screens sequentially, 
typically reflecting creation order; b) users delineated imaginary columns upon which 
screens were positioned – if a screen generates two navigational branches (i.e. users 
can transition towards two different screens from the same origin) then all destination 
screens would fit inside the same virtual column in the canvas, with the branches 
collapsing into another screen if that was the case. A substantial number of  
participants did not show any particular spatial strategy here (as observed in Fig. 3). 

3.2 Results and Discussion 

We were able to identify a substantial number of strategies employed by our partici-
pants regarding the organization of the elements they were able to interact with. 
While there was a slight degree of variation in the presented approaches, we were able 
to cluster them into well-defined interaction patterns. 
 
Touch to Connect. One of the approaches observed rooted itself in the low-fi version 
of the prototype. Clinicians (approximately 25%) often aggregated screens which had 
a sequential transition nature together in the canvas. A particular behavior was noted: 



 Flow Specification Patterns of End-User Programmers 753 

 

subjects often organized the screen post-it in a way resembling a deck of cards, with 
each screen slightly touching each other it had a connection with. Transition rules 
were either described using side textual notes or by adding smaller post-its covering 
the screens involved. On the hi-fi prototype, these same users attempted to link 
screens using a different strategy: they dragged one screen towards another, “touch-
ing” it. The expectation was that a new transition was established between the 
“touched” screen and the dragged one. This strategy clearly shows a sequence  
oriented thinking towards building mobile applications. When confronted with the 
possibility of adding additional rules for these transitions (e.g. based on patient insert-
ed content / answers) they argued that this still felt like the most natural way to inter-
act with the elements in the canvas. They also reiterated the environment should leave 
the possibility of editing the transitions to add behaviors on top of the basic sequential 
connections (a feature already present, but not tested by these subjects). 
 
Origin-Destination Paradigm. The most popular strategy adopted by users was in-
spired by the way they typically fill-in a postcard, an e-mail or a letter: they define the 
origin of the connection, the destination and then any related content with them. Ap-
proximately 55% of our subjects adopted this approach arguing “this is the way I 
naturally write” and “the way I did on the paper version”. One may ask if using the 
same subjects and the previous experience with the low-fi prototype could influence 
this result: in part, we agree, but we must also note that a substantial number of clini-
cians did not follow the same connection strategies; also the timespan between both 
trials dissipates some of the “training” acquired in the first trial. 

A minority of the clinicians (roughly 10%) approached this paradigm by complete-
ly switching the connection’s order definition: they started by selecting the destination 
screen and then they picked the screens which would transit to the former. When 
asked to verbalize why they adopted this strategy, they argued “it made sense, consid-
ering a patient can reach the same screen from different branches”, so “defining the 
destination first felt straightforward”. Here, we must state such decision may have 
been influenced in part by the mobile application they were asked to create, since it 
featured a screen which could be reached from two different navigational branches. 
However, this behavior was only noted in the hi-fidelity prototype. 
 
Connection from Screen Elements. The last adopted strategy pertains only to the hi-
fidelity prototype participatory design sessions. When selecting and configuring each 
screen, some clinicians attempted to generate connections from the screen’s compo-
nents themselves (e.g. each answer, a button, etc.), justifying their behavior stating 
“the patient will transition to another screen if he / she presses this button”. Even 
though no participant had previous programming experience, this is an approach rem-
iniscent of existing Integrated Development Environments (IDE) such as Visual Stu-
dio or Eclipse and highly connected with event-based programming. In these tools, 
users may click a component, such as a button, to configure the application’s behavior 
when the button is pressed. It is interesting that despite the absence of experience, 
some participants actually prefer this strategy. 
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Implications for DETACH. The main findings from these design sessions pertain  
to the variety of approaches clinicians were able to adopt to accomplish the  
same goal. Nevertheless we must prioritize the strategies which gathered more fol-
lowers while at the same time not neglecting the preferences manifested by some of 
our participants. As such, DETACH’s primary approach towards the definition of 
screen connections will follow the origin-destination paradigm. All other strategies 
will be incorporated into the environment as user preferences. Ideally, the application 
should be configurable for each user, storing their preferences and preferred workflow 
strategies.  

4 Conclusions and Future Work 

Our research points that non-expert programmers embrace desktop and paper  
metaphors in a virtual environment. We observed that our subjects employed  
similar screen organization strategies in the authoring environment regardless of op-
erating a low-fi or hi-fi prototype during the participatory design sessions. It is im-
portant to stress that DETACH’s final design will reflect these findings, to alleviate 
the technology transition impact which our stakeholders will be subject to.  

We are finishing the development of DETACH, currently focusing on the mobile 
application emulator and the XML specification that will be used in Android smart-
phones to recreate the therapists’ designs. The final step of this research will encom-
pass a set of clinical trials in which we will assess whether authored applications can 
foster patient commitment when compared to previous non-authored digital artifacts. 
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Abstract. We present MoCoShoP, a system that supports the collaborative pro-
cess of shopping and planning furniture and interior items. The system consists 
of a mobile application running on the users' mobile phones and an interactive 
surface application deployed on shared planning desks in the furniture retail 
store environment. Users belonging together share a virtual shopping cart. By 
scanning labels attached to furniture items with their phones that are of interest, 
users can inspect item details (e.g., dimensions, available colors) with the mo-
bile application and add items to their shopping cart. The shared planning  
desk allows users to collaboratively review collected items and create possible 
arrangements of items on a floor plan. Finally, users can store furniture ar-
rangements for later inspection. In this work, we contribute the design and a 
prototype implementation of MoCoShoP. Results of a first evaluation indicate 
that users appreciate how they can collect and share data during the process of 
shopping and how it supports collaborative planning. 

Keywords: Mobile phones, interactive surface, collaboration, shopping assistant, 
collaborative planning. 

1 Introduction 

Online shopping is more popular than ever and recent numbers indicate that this trend 
is continuing [3]. The list of reasons for this success includes high flexibility for cus-
tomers who wish to compare prices of products, access to detailed information on 
products (e.g., availability, possible configurations, dimensions), and social aspects 
such as easy access to other customers’ ratings and reports on experiences with a 
product.  

Many types and groups of products are well suited for online shopping. For in-
stance, previews on media files such as music or movies can be provided and thus, 
customers get a clear idea of what they are going to purchase. However, other arti-
facts cannot be previewed in an adequate way due to their specific physicality or other 
inherent aspects that cannot be communicated. Accordingly, many customers prefer 
visiting retail stores as they allow the touching, testing, and experiencing of a product. 
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This is in particular the case for pieces of furniture that must fit into an existing set-
ting of other previously acquired pieces of furniture. Additionally, they need to meet 
the customer's personal criteria such as taste or comfort. In retail stores, customers can 
check these criteria and gain hands-on experience with products. On the downside, 
retail stores have different drawbacks compared to online shops: detailed product 
information such as prices, available configurations, etc. are difficult to access. Also, 
planning how different products would fit into a room with existing pieces of furni-
ture is difficult.    

We present MoCoShoP, a system that allows customers to experience the ad-
vantages of retail stores (e.g., physical and hands-on experiencing of products) and 
combines these with the benefits of online shopping (e.g., information access, social 
shopping). MoCoShoP provides a mobile client application that runs on the custom-
ers' mobile phones, which allows for access of product information via network and 
provides a shared shopping cart (e.g., with family members) if desired. Further,  
the system provides an interactive planning desk which supports collaborative creat-
ing of product arrangements and floor plans containing the collected products. In the 
following, we illustrate the usage of MoCoShoP with a usage scenario. 

 

  
(a) (b) (c) 

 

  
(d) (e) (f) 

Fig. 1. Usage scenario for MoCoShoP: Multiple users go shopping together (a). Users pick up 
information by scanning labels (b) and (c). Users transfer collected items to a planning desk (d) 
and create plans containing interesting products (e). Finally, they save a planning arrangement 
and purchase items (f). 

Scenario: Alice and Bob are planning to buy additional pieces of furniture for  
their office. In order to look for possible items, they go to a furniture retail store  
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(see Fig. 1a). Both Alice and Bob use the MoCoShoP mobile client on their mobile 
phones to scan and check out prices and available settings of products (Fig. 1b and 
1c). When they have collected and added enough items to their cart, they approach the 
collaborative planning desk and transfer the items to the desk through a touch gesture 
(Fig. 1d). On the planning desk, Alice and Bob try different configurations and floor 
plans with selected products (Fig. 1e). When they agree on a configuration including 
which items to buy, they save the configuration back to their mobile phones (see Fig. 
1f) allowing for further item collection or for the purchase of the selected items. 

In this work, we contribute the design and a first implementation of MoCoShoP. 
Further, we contribute the results of an initial user study. 

2 MoCoShoP Application 

The design goals of MoCoShoP are (a) supporting quick information access in retail 
environments, (b) providing awareness of other users actions to support collaboration, 
(c) support for collaborative planning and reviewing of potential room plans including 
purchasable furniture items. 

In order to meet these design goals, MoCoShoP includes two components for in-
teraction: a personal mobile client application for each user and a shared interactive 
planning desk. 
 

  
(a) (b) (c) 

Fig. 2. The MoCoShoP mobile application: (a) Product details screen after scanning a product 
label. (b) Shared shopping cart overview. (c) A floor plan of a configured room including  
arranged pieces of furniture. 

2.1 Personal Mobile Client 

The mobile client runs as an application on the user’s mobile phone. It allows users to 
scan product labels in order to access related detailed information. In order to scan a 
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product ID, the user holds the phone close to the corresponding label which allows the 
phone to read a Near Field Communication (NFC) tag that is integrated into the label. 
NFC is based on the Radio-Frequency Identification technology and allows storing of 
data on a chip that is powered via a capacitive field created by the reading device. 
This technology is included recently in an increasing number of smartphones (e.g., 
Nexus 4). As an alternative, printed barcodes could be used to include a larger num-
ber of potential smartphones (e.g., the iPhone). When a product label has been 
scanned, the application retrieves product details and provides an overview (see Fig. 
2a). Users can choose to add the product to their shopping cart or simply reject the 
product. Multiple users can create a joint shopping session which allows them to add 
products to a shared shopping cart (see Fig. 2b). By selecting an item from the prod-
uct list in the shopping cart, users can inspect the corresponding product information 
or delete the item. The mobile client also allows the storage of product lists and floor 
plan configurations that were created on the shared planning desk (see Fig. 2c). 

2.2 Collaborative Planning Desk 

When users have added potentially interesting products to their shopping cart, they 
can transition their shopping activity towards a planning activity which is supported 
by MoCoShoP through the collaborative planning desk. The planning desk is an ap-
plication that is running on an interactive multi-touch surface, allowing multiple users 
to work together. First, one user of a group touches the planning desk on the device 
border with their mobile phone. The mobile phone reads a specific NFC tag which 
initiates the transfer of collected product IDs to the planning desk application. 
 

 

Fig. 3. The collaborative planning desk application provides a touch-based interface 
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The planning desk application provides a large canvas which represents a floor 
plan of the room which the user would like to configure, and thereby plan which piec-
es of furniture would fit into it (see Fig. 3). The application allows users to quickly 
rearrange and configure such a floor plan. The interface provides information such as 
how much money the items cost that are included in the current configuration. In 
addition, the application provides a number of tools that support the users throughout 
the planning task. For instance, buttons which rotate items, align, or delete them are 
provided. Finally, when users are satisfied with their design, the store, the floor plan, 
and the data are transferred back to their mobile devices. 

3 User Study 

We conducted an initial user study in order to gain insights on if and how users would 
appreciate such a collaborative shopping and planning system such as MoCoShoP. In 
particular, our aim was to gain an understanding of how the system would support 
collaboration during the shopping and the planning process of furnishing when com-
pared to the current practice of using pen and paper in order to collect information and 
plan during the shopping process. 
 
Session Organization. Initially, participants were introduced to the aim of the study. 
Then, participants performed two practical task in counterbalanced order. Once they 
used the MoCoShoP system and once they used only pen and paper. This pen and 
paper condition was selected for comparison as it represents an approach most users 
are familiar with. In order to investigate the collaboration support by MoCoShoP, 
participants would perform these tasks as pairs of two. After finishing each task, par-
ticipants were asked to fill out a questionnaire regarding their experiences with the 
used approach. 
 
Practical Tasks. Participants performed one task with each condition (MoCoShoP; 
pen and paper). The tasks required participants to select, collect, and plan furniture 
items for a room (a living room and a bedroom). Both tasks were similar in terms of 
the actions required: first, users were given instructions such as how much money 
they could spend and what pieces of furniture should be included. Second, the two 
participants started walking through the experimental shopping environment. We 
equipped two laboratory rooms with 69 labels attached to the walls representing 
available furniture items (see Fig. 4a). There, participants looked for items suitable for 
their planning task. Whenever participants found interesting items they could add 
them to their shopping lists. When using MoCoShoP, they used smartphones which 
were provided with the mobile client application installed. In the pen and paper condi-
tion, participants were required to take notes manually (see Fig. 4c). Further, partici-
pants should plan a room layout including the selected pieces of furniture one time 
with the MoCoShoP planning desk (see Fig. 4b) and one time using pen and paper 
(see Fig. 4d). 
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(a) (b) 

 
(c) (d) 

Fig. 4. Interaction during the evaluation tasks: (a) Using the personal mobile client to collect 
product information. (b) Collaboration on the planning desk. (c) and (d): Collecting information 
and planning a room outline using pen and paper. 

Apparatus Implementation. We implemented a prototype of MoCoShoP for the study. 
The mobile client application was developed for the Android platform running on a 
Samsung Nexus S (4" screen, 800×480 px) mobile phone that provides an NFC mod-
ule for the scanning of product labels. The collaborative planning desk (Dell 
ST2220T, 22" screen (1920×⨉⨉⨉1080 px)) was developed based on the Microsoft 
Surface 2.0 SDK which provides support for multi-touch interfaces. For the storage 
and management of product information, a web server provided an interface for the 
retrieval of corresponding information. Further, a session management server was 
implemented to store information related to shopping sessions (e.g., list of items in a 
shared shopping cart). 
 
Participants. We recruited 14 participants who worked in pairs of two. They were 
aged between 23 and 33 years old and seven of them were female. 

3.1 Results 

All participants expressed that they liked how fast it was to access product infor-
mation by scanning a label. Several users expressed that a shared shopping cart is  
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helpful in situations when collaborators split up to search for different products by 
creating a kind of awareness for the other users' activity or location. As expected, 
most participants appreciated the flexibility provided by the planning desk application 
which allows users to create many different confections easily. 

13 participants stated that shopping and planning furniture items is a collaborative 
activity they perform together with other people. This reinforces the identified design 
goal that collaboration support is needed for shopping for furniture items. 

 

Fig. 5. Post-hoc questions comparing MoCoShoP and the pen and paper condition (Error bars 
indicate the standard deviation) 

Participants rated MoCoShoP significantly higher (on a 5-point scale; 5=best; test-
ed using the Wilcoxon Signed Ranks test) compared to the pen and paper condition 
regarding the support for collaborative shopping (z=−3.13; p=.002), collaborative 
planning (z=−2.87; p=.004), and perceived creativity stimulation (z=−3.1; p=.002) 
(see Fig. 5). Further, participants rated MoCoShoP significantly higher in terms of 
successful task completion (z=−3.22; p=.001), time required to complete the task 
(z=−3.21; p=.001), support to make the task easy (z=3.21; p=.003), and the perceived 
system ability to save the user time (z=−3.33; p=.001). 

4 Related Work 

The concept and interaction techniques applied for MoCoShoP are grounded in a 
number of existing and related works. Early work by Rekimoto investigated the pick 
and drop interaction technique [4]. The touch and interact technique advances the 
touch-based interaction to mobile phones based on NFC technology [2]. PhoneTouch 
generalizes cross-device (touch-based) interaction [5] as adopted by MoCoShoP. 

Mobile phones have been demonstrated to be suitable devices for mobile recom-
mendation systems to overcome the limitations of traditional retail stores [6]. 

Additionally, mobile phones have been used [1] for the visualization of customer- 
specific information on products (e.g., a diabetes shopping assistant). Similar to 
MoCoShoP, the system SoloFind allows users to collect information on products in a 
retail store for further inspection on a kiosk computer [7]. In contrast, MoCoShoP 
incorporates different classes of devices for specific tasks, allows in- formation access 
via the mobile device, and supports collaboration on the shared planning desk. 
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5 Discussion and Conclusion 

We presented MoCoShoP, a system that supports customers in retail stores during the 
process of collecting information on potentially interesting pieces of furniture, and 
further, during the process of planning how the collected products could fit into their 
devised layout. While the personal mobile devices are used for information collection, 
the large interactive surface is used for collaboration and shared discussion. 

Our prototype implementation of MoCoShoP demonstrates that the effort for  
deploying such a system is moderate and existing environments can be easily aug-
mented: product labels with either integrated NFC tags or simply printed barcodes are 
low-cost factors and interactive surfaces to be used as planning desks will be relative-
ly cheap as technology matures. MoCoShoP combines the benefits of e-commerce 
and traditional retail stores to improve the user experience. 
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Abstract. This paper discusses the usability needs of mobile applications for 
basic business management for Micro and Small Scale Enterprises (MSEs) in 
developing countries. This is based on results from a user study carried out in 
Uganda on 30 MSEs. The study was carried out on MyShop, an easy to use 
mobile business management application for cash transactions and book keep-
ing designed for micro-entrepreneurs. The study investigated learning to use 
MyShop, the support MyShop gives to the user and its usefulness, and value 
addition to users. The study also covered the pleasure and stimulation MyShop 
gives to users. Results from the study show that MSE owners/shopkeepers 
would like an application that is easy to use such as have an intuitive navigation 
and a simple and clear language. They would also like an application that sup-
ports their unique context like multiple people operating a shop, selling goods 
on credit, ownership of multiple businesses, use of low end phones and regular 
load shedding.  In terms of value addition, MSEs would like the application to 
assist them in managing the daily operations and developing the business in the 
long term such as marketing, time saving and control over business.  

Keywords: Usability, mobile applications, utility, MSEs, MyShop, business 
management. 

1 Introduction 

Micro and Small Scale Enterprises (MSEs) play important roles in the economic 
growth and sustainable development of every nation (Moore et al., 2008). The devel-
opment and growth of MSEs can provide solutions to the problem of high unemploy-
ment facing many countries especially developing countries. Maseko and Manyani 
(2012) noted that MSEs have low start-up costs, low risk and can exploit untapped 
knowledge bases of creativity in the population for new product development.  
According to East African Community (EAC) (2010), MSEs are often considered  
a key source of productivity, growth and job creation. They promote equitable  
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distribution of income because they are owned by relatively low income entrepre-
neurs, most of whom are women. MSEs are therefore important instruments for both 
income distribution and equitable participation in the process of economic develop-
ment. For governments, well-managed and healthy MSEs are a source of revenue in 
form of taxes. Uganda has 0.8 million MSEs that contribute 20% to GDP and employ 
over 1.5 million people (EAC, 2010).  In Uganda, MSEs are categorized according to 
number of employees, value of capital investments and turn over as follows: 

Table 1. MSE Definition used in Uganda 

 Number of Em-
ployees (Max) 

Capital Investments (Max 
in UGX) 

Revenue (Max in UGX) 

Micro 4 12m (USD 4800) 12m (USD 4800) 
Small 50 360m (USD 144000) 360m (USD 4800) 

From EAC (2010) 

As mobile phones are multiplying in the developing world, many social economic 
services and applications are being innovated by Mobile Network Operators (MNOs), 
not for profit and for profit organizations. Hellstrom (2010) noted that in a region 
where the vast majority have limited resources among other constraints, mobile phone 
solutions provide a means of extending a number of services to the poor who are in 
rural and remote areas.  However, Corbett (2008) remarked that as sales, access, and 
coverage continue to grow, it is yet to be seen whether the mobile phone technology 
will play a significant, sustained role in alleviating poverty in the developing world. 
In most developing countries such as Uganda, while operators’ focus has been people 
with a high disposable income and revenue generating services like urban youth and 
entertainment, services and development oriented applications have not been priori-
tised. Therefore the number of relevant applications for economic and social devel-
opment is still limited.  

On the other hand, efforts to develop mobile applications for banking and manag-
ing business internationally have been focused on applications for high end phones 
such as iPhone (e.g. Mint and Splash Money), Android (Xero) and ipad (quickbooks 
mobile). These sophiscated mobile applications are out of reach for MSEs in develop-
ing countries due to their high cost, hi-tech nature (most MSE owners are computer 
illiterate), energy efficiency (battery consumption) and data dependency (online con-
nection). As a result there is need for applications that can run on low end phones that 
most MSEs in developing countries use. In addition, most available applications are 
mainly about personal financial activities such as banking than managing business 
activities of a business. For example iPhones’s Ledger Docs is used for digital captur-
ing of ledger receipts. Mint, another iPhone application, updates account balances, 
transmits real-time alerts to the phone for low account balances, over-budget, and 
tracks strange buying and selling activity.  Android’s Xero keeps the user updated 
about business finances and cashflow, creates real time reports as well as integrated 
invoicing for precision management. 

To-date, most research on MSEs and mobile phone usage has been focused on the 
communication function of the phone and mobile commerce. Examples of such in-
clude; Kwaka (2012) who reports about mobile phone usage by MSEs in semi-rural 
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Ghana; Melchioly and Aebø (2010) reports about added value concerning economic 
growth and entrepreneurship to SMEs in terms of communication with suppliers and 
customers, market solicitation, social cohesion and operational cost reduction; Esse-
laar et al (2008) reports on ICT usage and its impact on profitability of SMEs in 13 
African Countries. Others are Escobari and Donner (2009), Matambalya and Sussana 
(2012), Dorflinger et al (2009), Edim and Muyingi (2010) and Giridher et al (2009). 

Hence little so far has been done about using mobile phones for business manage-
ment.  Palsey (2011) reports about a mobile book keeping application developed as 
part of her Honours studies to enable MSEs keep records of their business transac-
tions and automatically generate financial reports. However, the application in ques-
tion is not available in the public domain. Therefore it is not clear whether it went 
beyond the university laboratory to be used by the target users. 

Business management for MSEs like other business types is important for plan-
ning, budgeting and forecasting, taxation, access to finance among other functions. 
EAC (2010) noted that the quality of information that a firm produces and maintains 
determines its access to finance. However, EAC (2010) found out that majority of 
Micro and Small Scale Enterprises do not keep proper records due to lack of appro-
priate skills. Therefore efforts to provide simple business management tools tailored 
to the needs and characteristics of MSEs are greatly needed. 

This paper discusses attributes for an easy to use and beneficial (utility) mobile ap-
plication for business management among MSEs in developing countries. This is 
based on results of a user study carried out in Uganda on MyShop. MyShop is mobile 
business application for cash transactions and book keeping designed for micro-
entrepreneurs. The study covered ease of use and utility evaluation of MyShop. It 
investigated learning to use MyShop and the phone (Nokia c3-01), support MyShop 
gives to the user, the pleasure and stimulation MyShop gives to users and the useful-
ness, and value addition of MyShop to users.  

Nielsen (2012) refers to usability as a quality attribute that assesses how easy the 
user interfaces are to use. According to Schumacher and Lowry (2010), usability is 
the effectiveness, efficiency and satisfaction with which specified users can achieve 
specified goals in a particular environment. Utility on the other hand refers to the 
design's functionality i.e. whether a product or service does what users need (Nielsen, 
2012). Ease of use and utility are equally important and together determine whether 
something is useful. Nielsen (2012) noted that it matters little that something is easy 
to use if it is not what you want and it is also no good if the system can hypothetically 
do what you want, but you cannot make it happen because the user interface is too 
difficult. Therefore the attributes discussed in this work are concerned with ease of 
use and utility needs of mobile applications for business management among MSEs. 
In particular, this is discussed in the perspective of the MyShop application.  

2 Methodology 

The ease of use and utility evaluation of MyShop was carried out on a sample of  
30 MSEs dealing in products and services in and around Kampala city, Uganda.  
The study was conducted between November 2011 to March 2012. The study areas 
included one urban location and three peri-urban areas namely: Kampala city centre, 
Kawempe trading centre, Kyaliwajjala trading centre and Natete trading centre.  
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The rationale for selecting one urban location versus 3 peri-urban ones was because 
most MSEs in Uganda operate in peri-urban and rural areas. 

The 30 participants were chosen purposively based on the following attributes: 
ability to read and write in English. The minimum requirement was completion of 

Ordinary Level (Middle School) but completion of Advanced Level (High School) 
was preferred. This attribute was important because the application was in English. 
The second requirement was ability to use Short Message Service (SMS) or mobile 
money service. This gave an indication of experience with data applications. In addi-
tion, some individual user characteristics were preferred in order to be sure that the 
participant would perform and fulfill all expected tasks. These included:  able to at-
tend trainings, willingness to use the application in day to day business, willingness to 
commit at least 1 hour daily to update information and commitment to meet data col-
lection requirements. Other desired attributes included: located 10 - 15 kms from 
central Kampala, small scale dealing in products and services, 1+ years of operation; 
10+ transactions/day, owner operated or employing not more than 5 people and be-
tween 200 and 2000 USD start up capital.  

Three weeks to the beginning of the study, participants were trained (half day) in 
using the application and phone. After the training, they were given phones loaded 
with the application to use for three weeks before beginning of interviews. In addi-
tion, they were given a user guide covering using the main menu and application set-
tings, and a summary of how each of the application’s functions work.  

The study was conducted through weekly field visits to the study sites during 
which, the study team observed how participants were using the application in their 
cash and book keeping activities. In addition, 3 questionnaires on ease of use, reliabil-
ity and enjoyment, and utility were administered to participants to elicit quantitative 
and more detailed qualitative data. There was no requirement for approval from an 
Institutional Review Board before running the study.  

3 Discussion of Findings 

3.1 About MSEs That Participated 

The study covered one urban area and three peri-urban areas around Kampala city.  
The study population was 30 MSEs dealing in products and services. Of the 30 partic-
ipants, 53% were male and 47% female. Fifty percent had a degree or diploma, 33% 
had completed Advanced Level (High School) while 17% had completed Ordinary 
Level (Middle School). All the participants could read and write in English and could 
use SMS or mobile money. The business premises were located 10-15 KMs from 
central Kampala and 83% had been in operation for 1+ years. All participating busi-
nesses had 10 + transactions/day, were owner operated or employing not more than 5 
people and 59% of the businesses were worth 10 million Uganda Shillings and above 
(approximately $4,200 USD). In the findings discussed below, the names given are 
not actual names of participants for purposes of protecting the identity and businesses 
of participants. 
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3.2 Usability and Utility Needs of Mobile Applications for Business 
Management among MSEs: A Case of Myshop in Uganda 

This section discusses ease of use and utility needs of mobile applications for business 
management among MSEs in developing countries. This is based on results from a 
user evaluation study of MyShop. MyShop was developed by Nokia and has four 
main functionalities: selling stock (called “Sell”), recording sales and expenses (called 
“Records”), purchases and inventory management (called “Stock”), and monitoring of 
business performance over time (called “Reports”). It is available for free in Nokia’s 
online store on http://store.ovi.com/content/249179.   

The needs discussed are categorized into: ease of use, support to the user, useful-
ness and value addition to MSE owners/shopkeepers and the pleasure, and stimulation 
to the user. According to the Webster online dictionary, ease of use is the property of 
a product or thing that a user can operate without having to overcome a steep learning 
curve. High ease of use makes products or systems intuitive to use to the average user. 
In the context of computer/mobile applications, ease of use simply means an applica-
tion that is effortless to understand, find what is needed and do what one wants to do. 
In addition, the user’s context such as characteristics of the environment, language 
preference, cultural or community practices, unique business characteristics, etc., 
need to be understood and supported for better usability. These attributes are catego-
rized as support to the user in this work.  Further more, for a product, service or sys-
tem to be useful, it should be both easy to use and of value to the users (Nielsen, 
2012). Hence value attributes are also important and are classified as value to the 
users in this work. Besides ease of use, supporting users’ context and being of value, a 
product, service or system should be pleasing and motivating to users to succeed. 

3.2.1 Ease of Use 
This subsection discusses attributes that can make mobile applications for business 
management effortless to use for MSE owners/shopkeepers. These include: 

Using the application as transactions happen: MSE owners/shopkeepers prefer to 
use the application as transactions happen. In the MyShop usability evaluation study, 
80% of the shopkeepers interviewed preferred to use the application as transactions 
happen. They noted that this helps them avoid forgetting details of transactions per-
formed as Mariam, a shopkeeper from Kyaliwajjala trading centre remarked: “I use it 
as I transact my business throughout the day because I need to ensure that all records 
have been entered”. In line with this need, developers of mobile applications for 
business management among MSEs need to focus on making it easier and faster to 
record transactions because efficiency is very important to shopkeepers. 
Auto Computation of Tasks Such as Profits and Losses: MSE owners like the auto 
computation of tasks by computer/mobile applications. This is much easier and less 
error prone compared to manual computations on paper. Jolly a shopkeeper in Ka-
wempe trading centre equipped: “auto calculation of sales, profits and losses makes 
my life easy”.  
Intuitive Navigation: MSE owners want a well organized interface that they can 
easily navigate and find functions needed. Participants in the MyShop study found it 
easy to use the simple navigation structure of MyShop (4 items at the first level and  
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3-6 items inside each of the screens on the second level). Betty a saloon operator in 
Kawempe trading centre said: “I like the fact that it is easy to navigate through the 
application and know where to find what function when I need it”. 
Simple and clear language: MSE owners/shopkeepers would like mobile applica-
tions written in simple and clear business management language. This is preferred 
because most of them have low levels of education and do not have formal training in 
book keeping.  In the MyShop study, 68% strongly agreed that the language used in 
MyShop is clear and simple which made the application easy to use. Violet, a drug 
shop attendant in Kawempe trading centre noted: “the application uses simple busi-
ness language and the English is clear”.   
Representative icons: Using icons that are a clear representation of intended function 
makes such applications easy to use for MSEs. In the MyShop study, most participants 
found the icons used meaningful in relation to the intended function. Jumba, an 
operator of a crafts shop in Kyaliwajjala trading centre said: “the icons explain well 
what function they represent e.g. using a symbol of money notes to mean sell clearly 
shows that whatever is under that function is money coming in”. A key thing about the 
understandability of the icons is that they are not global abstract metaphors but tangible 
everyday items.  For example, instead of a shopping cart, there is a basket and for 
stock, the initial metaphor of a delivery truck, was replaced with a pile of boxes.  
Easy to learn: MSEs find applications that are easy to learn easy to use. In the 
MyShop research study, 24% strongly agreed and 48% agreed that learning MyShop 
was easy which made use of the application easy. This was attributed to the ease of 
finding functions, simple and clear language, representative icons and an easy to 
operate phone. 

3.2.2 Support to the User 
This subsection discusses usability attributes that address contextual needs of MSEs 
from mobile applications for business management. These include; 

Multiple user accounts: Some MSE owners have employees hence it is important for 
the mobile application to support multiple user accounts with varying privileges. This 
will enable shop owners/managers to restrict access to information on certain aspects 
such as reports. In the MyShop study, 80% of the participants preferred using the 
application alone (which meant running a parallel manual system) because the version 
used did not support multiple user accounts.  

Portability: MSEs prefer the mobile application to a computer application due to its 
portability. This helps them carry out offsite business management activities like res-
tocking more easily. In the MyShop study, 35% strongly agreed and 57% agreed that 
they enjoy using MyShop in business partly due to its portability. Agnes, a grocery 
shop attendant in Kampala city centre noted: “I go with it when shopping for new 
stock and I use it to remind me about restocking needs”. 

Easy to operate phone: The phone(s) on which the application works must be easy 
to operate. In the MyShop study, 28% strongly agreed and 40% agreed that the phone 
on which MyShop was loaded, was easy to use. This was attributed to the semi-touch 
screen phone (small touch screen and large physical keys) and participants’ previous 
experience with other Nokia models. Isaac, a video library operator in Kawempe  
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trading centre noted that: “It is very easy to find functions with the touch screen”. 
This finding is not isolated because White (2010) noted that less educated and less 
technology savy mobile phone users find touch screens easier to use because they 
directly manipulate interface objects rather than using third party interaction aids like 
a mouse and keyboard. 
Short introduction to bookkeeping: EAC (2010) in a study about MSEs in E. Afri-
can countries found that majority of micro and small enterprises do not keep proper 
records due to lack of appropriate skills. In the MyShop study, the “Reports” module 
was used less because most participants confused the “Records” module to offer simi-
lar functions to “Reports” and or did not understand how it works. For example Chris-
tine, a beverages shop operator in Kyaliwajjala trading centre said: “I really did not 
understand how the reports function works and since I can assess the business per-
formance with records then I do not need to use reports”. The user manual in the 
version of MyShop used did not cover book keeping. Including an introduction to 
book keeping in the help module, can benefit those new to book keeping concepts.  
Provide cloud or local backup storage: To prevent against data loss in case of loss 
of the phone or a problem with the hardware or software, it is important to provide for 
data back up locally or in the cloud. The MyShop version that was used in the study 
did not have this provision.  
Device independence: It is important to make such applications compatible with low 
end phones so that users are not limited on device choice. In the study, the Nokia c3-
01 used had a short battery life (which was a problem to participants due to regular 
load shedding). In addition, Nokia c3-01 costs approximately USD 200 hence is ex-
pensive for most MSE owners but the current version of MyShop runs on lower end 
Nokia devices that cost as low as USD 50. 
Provide for selling services: The MSE sector has both product and service business-
es with varying operational procedures. Therefore it is important for such applications 
to provide for both. One way is to have a product and service version with services 
offered and details of offering in the place of stock. The MyShop version used was 
only applicable to MSEs dealing in physical products such as retail shops. Therefore 
it was a challenge using it on businesses dealing in services like video libraries. 
Provide for credit transactions: Selling on credit is a common practice especially 
for retail shops in Uganda and other African countries. The MyShop version used in 
the study did not have this provision and participants expressed a need for it. Betty, a 
cosmetics shop operator in Kawempe trading centre said: “It is very difficult to keep 
track of items sold on credit, yet we sometimes offer goods to on credit”.  
Local language version: Most MSE owners are not comfortable with English due to 
low levels of education. UNESCO (2007) reported that one of the challenges of deli-
vering mobile phone based services is that 41% of the population in developing coun-
tries is non-literate and even the literate among the poor are typically novice users of 
computer technologies. Due to this limitation, the study purposively selected partici-
pants whose level of education ranged from Ordinary Level (Middle School) and 
above. Therefore for this application to succeed in the market like Uganda there is 
need for it to have a version in a language. In the study, participants requested for a 
version in Luganda, the most dominant local language in Uganda. 
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Use one install for two or more businesses: Multiple business ownership is common 
among business people in Uganda and Africa. Ronald, a video library operator in 
Natete trading centre said: “I have a video library and a phone accessories shop 
hence I would prefer being able to use one copy of MyShop for both businesses”. 
Therefore it is important to make it possible for one install to be used for two or more 
businesses for example through a multi business edition. 
Link application to mobile money: Like other business people, MSEs make a lot of 
financial transactions such as paying suppliers, utilities, employees, receiving pay-
ments from customers, etc. However, the banking infrastructure in Uganda like other 
developing countries is still severely limited and very few people can meet require-
ments of banking institutions (FinScope, 2007). Participants in the study revealed that 
some of the payments they make in their businesses such as paying suppliers, rent, 
and receiving payment from some customers are settled using mobile money. There-
fore such a function would make the application more useful and relevant for MSEs.  

3.2.3 Usefulness and Value addition to MSE Owners/Shopkeepers 
This subsection discusses attributes that address relevancy and value addition 
attributes MSEs desire from mobile applications for business management. 

Marketing function: MSEs would like an application that can on top of basic book 
keeping, perform related functions such as marketing. This can be achieved through 
mass dissemination of marketing information via Short Message Service (SMS) or 
multimedia messaging. During the study, some participants used the phone camera to 
take pictures of their stock for marketing to potential customers. Moses, an operator 
of an arts and crafts shop in Kyaliwajjala trading centre noted: “I take pictures of 
current stock and sold out items to show to potential customers”.   

Reduction of workload: MSEs would like an application that reduces their work 
load thereby making work easier. 60% of the study participants agreed that using 
MyShop had made work easier in their business such as in stock taking and tracking 
profits and losses. Deborah, a supermarket operator in Kyaliwajjala remarked: “I 
track the stock automatically within the application which less tiresome”. 

Time saving: MSEs desire applications that help them save time in the management 
of their businesses creating more efficiency. In the study, over 60% agreed that My-
Shop saves time in business management because of automated functions. Joshua an 
airtime supplier from city centre remarked that: “MyShop has promoted efficiency in 
business information recording/book keeping”. 

Safe keeping of business information: MSEs would like an application that keeps 
their business information safe and secure. Katende, a shopkeeper in Kawempe trad-
ing centre remarked: “My business is individual therefore I like it that MyShop keeps 
my business information away from third parties”. Therefore it is important for such 
applications to restrict access to some information like reports.  

Control over business: MSEs would like the mobile application to help them better 
control their business such as keeping track when away and easy assessment of 
performance. Jackson, a mobile video and disco operator in Natete trading centre 
noted: “the business’ performance is easily assessed since everything is automated“. 
This can be further enhanced by making the app an online service that syncs across 
multiple shopkeepers so that the business owner can monitor while away. 
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3.2.4 Pleasure and Stimulation to the User 
This subsection discusses attributes that will make mobile applications for business 
management pleasing and motivating to use for MSE owners/shopkeepers.  

Exciting experience: MSE would be attracted to an application that gives them an 
exciting experience. This can be achieved through adaptation of the application to 
their business needs. In the MyShop usability study, 17% had an extremely exciting 
experience while 62% had an exciting experience. This was attributed to relevancy of 
MyShop and the semi-touch screen phone which most of them were using for the first 
time. Miriam a shopkeeper in Kyaliwajjala trading centre said: “MyShop helps me 
make business decisions based on facts e.g. every day, I look at MyShop to find out 
what needs restocking before I restock”.   

Enjoy using the application: MSEs would like an application that they enjoy using. 
To achieve this, the application must be relevant to their needs and context. In the 
MyShop study, 35% strongly agreed and 57% agreed that they enjoy using MyShop 
in business due to its portability and auto computation of tasks. Doris, a mini super-
market operator in Kyaliwajjala said: “I go with it when shopping for new stock and I 
use it to remind me about restocking needs”. 

4 Conclusion 

The potential value of Mobile applications for business management among MSEs is 
enormous but for this to be realized such applications must be usable and have high 
utility to the target MSEs.  For MSEs in developing countries such as Uganda, such 
applications must be effortless to use, relevant to the needs and context of MSEs add 
value to their businesses and be pleasurable and stimulating to use. Future efforts on 
such applications should focus on usability and utility for the target market segments. 
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Abstract. We present an exploratory study that compared user feedback ob-
tained from evaluating a mobile application versus a reverse engineered video 
prototype of this same application. The comparison included qualitative and 
quantitative data analysis.  Questionnaire responses regarding user acceptance 
(UTAUT [8]) and the overall user experience (AttrakDiff [4]) showed no  
differences. Qualitative analysis of the comments by potential users yielded 
similar results. Some differences regarding comments pertaining to the fit of the 
application to its context of use and appreciation of hedonic qualities, warrant 
investigation in future research. Usability tests seem better suited to identify  
issues referring to the functionality and data accessed. Overall the results con-
firm the validity and usefulness of video prototyping, and can help us develop a 
better understanding of its strengths and weaknesses. 

Keywords: Video prototyping, comparative usability study, experiment, user 
centered design methodology. 

1 Introduction 

The design of interactive systems benefits from early exposure of design concepts to 
users to obtain feedback and improve them iteratively. During early phases of the 
design process fast, and low-cost design representations are better suited than fully 
functional systems or realistic prototypes: this allows ideas to be tried out, changes to 
be made efficiently, and ideas that do not work well to be abandoned without much 
loss of effort. Video prototypes or video scenarios are such representations, showing 
on video envisioned scenarios of use.  

Video as a medium offers several possibilities. It can draw attention to what  
users do with technology rather than technical workings, can be unencumbered by 
technological challenges that hamper implementation, and does not require technical 
expertise to be understood or created. Importantly the technique makes it just as easy 
to represent mobile interaction, ubiquitous computing, tangible and embodied interac-
tion, etc. Shooting interaction in a particular location or social setting makes it easy to 
visualize context of use. The continuity of the medium can help explicate and explain 
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detailed interaction design issues [1] that are typically brushed over in more discrete 
representations such as text scenarios or storyboards.    

Given the apparent usefulness and popularity of this prototyping technique the 
question arises whether the feedback it helps obtain from representative users pro-
vides valid insights. The video prototype inevitably represents a normative view of 
how the designer imagines that such a system should be used; it typically will show 
flawless execution of interaction tasks by expert users as the designer imagines will 
be possible. Further the viewer cannot report back on actual use of the system and on 
actual experiences, but on projections from a current context, and an imagined use of 
the system.  

In this paper we compare feedback obtained from users who were shown a video 
prototype (from here on viewers) to that provided by test participants in a usability 
testing session.   

2 Methodology 

An experiment was designed to compare the feedback obtained from usability testing 
a widely available mobile application and a video prototype that was reverse engi-
neered to represent the interaction with this application. The comparison focused on 
what interaction and user experience designers typically look for: overall apprecia-
tion, usability, perceived usefulness and acceptance (how likely it is that they will use 
the application), measures of the user experience, and indications of any potential 
improvements to the design. 

A between subjects design was chosen; participants would either watch a  
video prototype of an actor carrying out some tasks, or carry out the same tasks in  
a usability test. Quantitative and qualitative data was collected and compared. The 
qualitative analysis included an exploratory phase of open coding where hypotheses 
were generated, followed by a closed coding (directed content analysis) to validate 
these hypotheses. 

2.1 Materials 

In order to make a useful comparison, we chose to evaluate a product that would be 
both novel to test participants and sufficiently complex. Novel, since users seeing the 
video-prototype should give feedback based on the video and not on previous expe-
rience. The interaction should not be trivial or familiar so that explaining it to viewers 
would indeed rely on the video prototype rather than a comment or prior knowledge. 
We chose as a test case to evaluate Google Goggles1, a smartphone application. With 
this application a user can take pictures from objects and analyze and extract informa-
tion from it. For instance, the application can recognize text and translate it or find the 
name of a painter based solely on a photograph of the painting. This application is 
still a novelty for the broad public, even though it is widely available in the iPhone 
and Android ‘markets’. Also the means of interaction is rather unfamiliar to the broad 
public relying on the camera rather than entering information with buttons and touch.  
 

                                                           
1 http://www.google.com/mobile/goggles 
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Fig. 2. Screenshot from the reverse-engineered video-prototype of Google GogglesTM. The 
prototype combined an actual phone with drawn sketches of the user-interface. This increased 
the feeling that the application was not actually developed yet.  

2.5 Video Prototype 

The video-group saw a video where an actor performed the same tasks, each in a fit-
ting context. The video-prototype2 was a short movie lasting 2 minutes and 38 
seconds. The video features one of the researchers acting out foreign exchange stu-
dent using a Goggles application in a supermarket, an art-exhibition, and an electron-
ics-store. 

Instead of filming actual use of the Goggles application which would not be repre-
sentative of video prototypes, a mockup was reverse-engineered to give the impres-
sion of the application still being in the conceptual phase of design. The prototype 
consisted in a website showing hand-drawn figures simulating the Goggles applica-
tion and the results it returns during operation (see figure 2 for an impression). As the 
pages` figures were loaded on a website actors could simulate interaction: clicking on 
a drawn button in the video gives the impression of going from one screen to another. 
The video thus created can be described as a low-fidelity video-prototype; higher 
fidelity would mean that the more visually refined graphics would be used for filming 
which would be not very distinguishable on the video from the actual application. We 
note here that earlier studies suggest that high and low representations in video proto-
types yield trigger similar feedback by viewers regarding user acceptance of the con-
cept and also regarding how critical their comments are over the concept shown [2]. 

2.6 Analysis Method 

Data from the first five participants in each group was analyzed qualitatively to identi-
fy potential patterns characterizing the two testing procedures. The comments made in 
the semi-structured interview from these sessions were annotated and transcribed on 
sticky notes. These were then clustered inductively according to common characteris-
tics into an affinity diagram by a team of five researchers who continued structuring 

                                                           
2 http://www.vimeo.com/36969549 
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the diagram and moving sticky-notes, creating, combining or removing groups until 
consensus was reached. Based on the resulting groups in the affinity diagram the fol-
lowing expectations were formulated: 

E1. Participants who use the product give more comments on the interface.  
E2. Viewers of the video prototype make more comments on the context of use 
E3. Participants will provide a similar number of comments as to when and where 
they will use the application 
E4. Viewers of the video prototype suggest more new features 
E5. Participants who use the product suggest more improvements 

The data from the first coding session was not used after this. The interviews from the 
remaining participants were transcribed in full and then chunked into 242 coherent 
comments (e.g., “it was very intuitive”, or “at the moment I don`t see it as a useful 
tool, more as a fun application”, or “I think the product tries to make life too easy”). 
These chunks were matched to the expectations by two observers working indepen-
dently of each other.  The inter-rater reliability for the raters was found to be Kappa = 
0.60 (p < .0.001), 95% CI (0.508, 0.688). This is “moderate agreement” [5]. Chunks 
(on sticky notes) where the observers disagreed were discarded, as well as all chunks 
that could not be matched to any of the above expectations.   

The data from the questionnaires was processed and analyzed statistically. A two 
independent sample non parametric test (Mann-Whitney U) was used to compare the 
scores of the two groups on the four factors of the AttrakDiff questionnaire. One par-
ticipant in the video group indicated having had prior experience with Google Gog-
glesTM. This participant was excluded from the results. Another four participants did 
not fill in all the questions on the form and were therefore also excluded. This left 
thirteen participants in the “Product group” and twelve in the “Video group”. Because 
the hypotheses were not directional, tests were “two-tailed”. 

3 Results 

3.1 Qualitative Results 

We summarize below the qualitative data (excluding the 5 first participants per 
group), providing also indications of the size of different clusters. Table 1 shows a 
brief summary of how the total numbers of comments produced were classified.  

Only one comment could be tied to E1, which makes it impossible to draw any 
conclusions.  

E2 was partially corroborated by the directed content analysis. There were 21 
chunks from the product group and only 14 from the video group which fits our ex-
pectations, but many of these referred to the same issue. Participants in the test and 
viewers of the prototype identified a similar number of unique remarks regarding 
context (7 in the product group and 6 in the video group) and the nature of the com-
ments they made about it was very similar as well.  
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Table 1. The number of comments that could be matched, after directed content analysis and 
after removing cases of disagreement between coders, for each expectation per group 

Expectation Product Group Video Group 

1 1 0 
2  7 6 
3 3 4 
4 5 6 
5 5 3 

 
Both groups made almost the same amount of comments concerning the expected 

use of the application, which confirms our expectations (E3). The product group (3 
comments) and the video group (4 comments). While the number of comments was 
similar, the video group`s comments related to future use are overall more positive 
than the ones made by the product group. This could reflect the difference between 
idealized operation by an expert user on the video versus actually attempting to oper-
ate the application first hand. 

Contrary to our expectations (E4) the video group did not come up with more new 
features compared to the product group. The two groups produced a similar amount of 
suggestions (5 in product group, 6 in video group). In addition, the type of features 
that were suggested was similar (such as ‘scanning buildings’ or ‘getting allergy in-
formation’).  

The slight difference between the numbers of suggested improvements by applica-
tion group compared to the video group confirmed E5 (5 comments in the product 
group versus 3 in the video group). There is also a difference in the type of comments: 
the product group is more in-depth, they talk about usability issues in speed, capture 
results, text editing, button placement, etc. Comments from the video group are 
broader, such as “it should give other information as well, besides the painter”.  

3.2 Quantitative Results 

Results showed no statistically significant difference between the groups on the fac-
tors Pragmatic Quality, Attractiveness, and HQ. As these are multi-dimensional con-
structs we, examine potential differences in the subscales they consist of.  

A significant difference between the two groups was found on the factor “Hedonic 
Quality (HQ) Identity”. HQ Identity consists of items such as ‘professional’, ‘stylish’ 
and ‘presentable’. The sum of ranks for the `Product group’ was significantly higher 
than the sum of the ‘Video group’ (15.96 vs. 9.79, p<0.05). This can be explained by 
the low visual refinement of the application as shown on the video. 

HQ Stimulation consists of items like ‘creative’, ‘captivating’ and ‘challenging’. 
The participants who used the actual application scored higher on this factor (one-
tailed t-test, p<0.05). However, this difference was not hypothesized a priori, so it has 
to be confirmed in future studies. In hindsight, this is a result that should have been 
predicted. Stimulation seems like a quality one would mainly experience when using 
the application and not when only watching a video of someone else using it. 
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For the UTAUT four factors were examined: Performance expectancy, Effort ex-
pectancy, Attitude towards using technology and Behavioral intention to use the sys-
tem. A two independent sample non parametric test (Mann-Whitney U) found no 
significant difference between the two groups for any of these factors.  

4 Discussion 

Video prototyping is a useful prototyping tool for exploring design ideas, and in this 
study it was shown that overall, using a video prototype for evaluation has led to prac-
tically the same insights as a user test with an actual product. This is quite a positive 
result, since making a video prototype is far cheaper and less time consuming than 
building a fully working prototype.  

Comments concerning context appeared more pronounced in reaction to a video 
prototype than in actual use. Presumably this is because the specific video highlighted 
contextual aspects of use rather than filming usage out of context. Good video proto-
types are likely to follow a similar practice using spaces and props to provide an idea 
of how users experience a product in their physical and social environment. However 
no strong claims can be made regarding the superiority of video prototyping as the 
unique issues identified were practically the same for the two groups. 

Our results suggest that detailed design improvements are more likely to be identi-
fied by usability testing. Presumably this is because participants in the video-group 
were shown a film of a non-functional system where every scan and image based 
retrieval operation was shown to work immediately and impeccably. We should em-
phasize that while video prototyping is good for evaluating the overall design concept 
and direction, it is no substitute for testing a prototype with high refinement regarding 
functionality and data access. Still, in this case it did help identify numerous useful 
suggestions on improving the product. Given that it can be produced at a fraction of 
the cost, video prototyping is confirmed as a useful technique for early in the design 
process. 

In comparison of the answers participants gave in the questionnaires regarding ac-
ceptance and the overall user experience there were also no significant differences 
found on all subscales (except for ‘Hedonic Quality’ for which further corroboration 
is needed by future research). This seems to be in agreement with earlier research [3], 
where variations on the refinement of the prototype shown on video did not impact 
the overall appreciation of the concept. The current study suggests that this extends to 
comparisons with actual product use and in reference also to feature suggestions, 
context of use, and expected use. 

Related research [7] has found that there can be an interaction effect between dif-
ferent user groups (based on demographics, knowledge, etc.) and the prototyping 
medium with regards to the feedback obtained by users. It would be interesting to 
extend this comparison to other kinds of systems, and to different user groups. This 
study’s user group was relatively familiar with the medium (smart phones); it would 
be interesting to check whether these results can be reproduced in cases where test-
participants are very unfamiliar with the tested technology, requiring a lot more from 
their imagination and empathy to envision situations of use by watching a video.   
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Overall this study suggests that video prototypes help obtain feedback from users 
that is quite similar to that gathered when user testing the final product. Of course the 
study has examined only one application and its presentation as a video prototype; to 
generalize our conclusions one would have to reproduce these results for different 
applications and videos. Nevertheless, the fact though that no major differences are 
found does have face validity; it is exactly the intent of a prototype (be it on video or 
not) to capture what is essential from the design concept in a way that will solicit 
valid feedback by users. Detailed comparisons such as the one presented can inform 
us regarding the appropriateness of different prototyping media for different evalua-
tion aims.  
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André, Elisabeth II-264, IV-697

Anquetil, Eric II-337

Arab, Farah IV-547

Aragon, Cecilia R. III-316

Arhippainen, Leena IV-737

Asakawa, Chieko I-587, III-590, IV-323
Athavankar, Uday II-497

Attarwala, Abbas II-19

Aufaure, Marie-Aude III-280

Avouris, Nikolaos I-445, II-530

Awori, Kagonya IV-778

Aylett, Ruth IV-697

Ayoade, Mobolaji IV-1

Baecker, Ronald M. II-19

Baeza-Yates, Ricardo IV-203, IV-229

Baguma, Rehema II-764

Baharin, Hanif IV-463

Baillie, Lynne IV-1

Bakker, Saskia IV-783

Bansal, Dipak I-728

Bara, Serena I-323

Baranauskas, Maria Cećılia I-605
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González, Pascual II-210
Gooda Sahib, Nuzhah I-685
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Sauzéon, Hélène I-1
Savery, Cheryl III-196
Saxena, Anupama IV-773
Scandurra, Isabella II-372
Schaper, Hauke III-624
Schenk, Maximilian III-624
Scheurich, Douglas I-56
Schieck, Ava Fatah gen I-315, II-81
Schladow, Amelia I-796
Schmehl, Susanne IV-713
Schmidt, Dominik II-170
Schmidt, Ludger IV-306
Schmieder, Paul II-318
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