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Preface

This book presents the proceedings of the 10th International Conference on
Trust, Privacy and Security in Digital Business (TrustBus 2013), held in Prague,
Czech Republic, during August 28–29, 2013. The conference continued from
previous events held in Zaragoza (2004), Copenhagen (2005), Krakow (2006),
Regensburg (2007), Turin (2008), Linz (2009), Bilbao (2010), Toulouse (2011)
and Vienna (2012).

The recent advances in Information and Communication Technologies (ICT)
have raised new opportunities for the implementation of novel applications and
the provision of high-quality services over global networks. The aim is to utilize
this “information society era” for improving the quality of life for all citizens,
disseminating knowledge, strengthening social cohesion, generating earnings and
finally ensuring that organizations and public bodies remain competitive in the
global electronic marketplace. Unfortunately, such a rapid technological evolu-
tion cannot be problem free. Concerns are raised regarding the “lack of trust” in
electronic procedures and the extent to which “information security” and “user
privacy” can be ensured.

TrustBus 2013 brought together academic researchers and industry devel-
opers who discussed the state of the art in technology for establishing trust,
privacy, and security in digital business. We thank the attendees for coming to
Prague to participate and debate the new emerging advances in this area.

The conference program included six technical papers sessions that covered
a broad range of topics, from access control and authentication to privacy and
confidentiality management, and from identity and trust management to trust
and privacy in mobile and pervasive environments. The conference attracted
many high-quality submissions, each of which was assigned to four referees for
review and the final acceptance rate was 34%.

We would like to express our thanks to the various people who assisted us in
organizing the event and formulating the program. We are very grateful to the
Program Committee members and the external reviewers, for their timely and
rigorous reviews of the papers. Thanks are also due to the DEXA Organizing
Committee for supporting our event, and in particular to Mrs. Gabriela Wagner
for her help with the administrative aspects.

Finally, we would like to thank all of the authors who submitted papers for
the event and contributed to an interesting set of conference proceedings.

August 2013 Steven Furnell
Costas Lambrinoudakis

Javier Lopez



Organization

General Chair

Javier Lopez University of Malaga, Spain

Program Committee Co-chairs

Steven Furnell Plymouth University, UK
Costas Lambrinoudakis University of Piraeus, Greece

International Program Committee

Agudo, Isaac University of Malaga, Spain
Casassa Mont, Marco HP Labs Bristol, UK
Chadwick, David W University of Kent, UK
Chu, Cheng-Kang I2R, Singapore
Clarke, Nathan University of Plymouth, UK
Cuppens, Frederic ENST Bretagne, France
De Capitani di Vimercati,
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Foresti, Sara Università degli Studi di Milano, Italy
Fuss, Juergen University of Applied Sciences Upper Austria

at Hagenberg, Austria
Geneiatakis, Dimitris University of Piraeus, Greece
Gritzalis, Dimitris Athens University of Economics and Business,

Greece
Gritzalis, Stefanos University of the Aegean, Greece
Hansen, Marit Independent Center for Privacy Protection

Schleswig-Holstein, Germany
Jøsang, Audun Oslo University, Norway
Kalloniatis, Christos University of the Aegean, Greece
Karyda, Maria University of the Aegean, Greece
Katsikas, Sokratis University of Piraeus, Greece
Kesdogan, Dogan University of Siegen, Germany
Kokolakis, Spyros University of the Aegean, Greece
Lioy, Antonio Politecnico di Torino, Italy
Markowitch, Olivier Université Libre de Bruxelles, Belgium
Martinelli, Fabio CNR, Italy
Matyas, Vashek Masaryk University, Czech Republic
Mitchell, Chris Royal Holloway, University of London, UK



VIII Organization

Mouratidis, Haralambos University of East London, UK
Olivier, Martin S. University of Pretoria, South Africa
Oppliger, Rolf eSecurity Technologies, Switzerland
Papadaki, Maria Plymouth University, UK
Pashalidis, Andreas Katholieke Universiteit Leuven, Belgium
Patel, Ahmed Kingston University, UK) - University

Kebangsaan, Malaysia
Pernul, Guenther University of Regensburg, Germany
Posegga, Joachim University of Passau, Germany
Preneel, Bart Katholieke Universiteit Leuven, Belgium
Quirchmayr, Gerald University of Vienna, Austria
Rajarajan, Muttukrishnan City University, UK
Rizomiliotis, Panagiotis University of the Aegean, Greece
Roman, Rodrigo I2R, Singapore
Rudolph, Carsten Fraunhofer Institute for Secure Information

Technology, Germany
Ruland, Christoph University of Siegen, Germany
Samarati, Pierangela Università degli Studi di Milano, Italy
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Improving Kerberos Ticket Acquisition

during Application Service Access Control

Fernando Pereñiguez-Garcia, Rafael Marin-Lopez,
and Antonio F. Skarmeta-Gomez

Faculty of Computer Science, University of Murcia,
Murcia, E-30100, Spain

{pereniguez,rafa,skarmeta}@um.es

Abstract. Kerberos is one of the most deployed protocols to
achieve a controlled access to application services by ensuring a
secure authentication and key distribution process. Given its growing
popularity, Kerberos is envisaged to become a widespread solution for
single sign-on access. For this reason, the evolution of the protocol still
continues in order to address new features or challenges which were
not considered when initially designed. This paper focuses on the ticket
acquisition process and proposes a new mechanism called Kerberos Ticket
Pre-distribution that reduces the time required to recover tickets from the
Key Distribution Center (KDC). We offer a flexible solution which is able
to work in three different modes of operation, depending on what entity
(the user, the network or both) controls the pre-distribution process.
By employing the extensibility mechanisms available in Kerberos,
we maintain interoperability with current implementations without
compromising the security and robustness of the protocol. Using an
implemented prototype, we evaluate our solution and demonstrate
that our proposal significantly improves the standard Kerberos ticket
acquisition process.

Keywords: Ticket pre-distribution, Kerberos, Access Control.

1 Introduction

Controlling subscribers’ access to multiple application services by a single
authentication process (commonly named single sign-on access) is gaining
enormous interest in the Internet nowadays. In this sense, Kerberos [1] is
becoming one of the most widely deployed standards for authentication and key
distribution providing this feature [2,3]. Indeed, operating systems (Windows,
Linux, etc.) and different network applications (FTP, SSH, HTTP, etc...) already
integrate Kerberos to perform service access control. According to the Kerberos
operation, a subscriber (Kerberos client) requests several credentials so-called
tickets from a special server named Key Distribution Center (KDC) by means
of a single initial authentication. These tickets are useful to access different
application servers, which enforce a service access control based on Kerberos.

S. Furnell, C. Lambrinoudakis, and J. Lopez (Eds.): TrustBus 2013, LNCS 8058, pp. 1–12, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Despite Kerberos is a prominent candidate to support application service
access control, it lacks an optimized mechanism to recover the credential (i.e.
ticket) necessary to access a service. In practice, a Kerberized client is required
to always contact the KDC per each accessed service. Since this KDC is typically
placed in the core network managed by the service provider, which is far from
the user’s location, additional latency is added to the ticket recovery process
and, consequently, to the overall service access time. This is a serious problem
in some scenarios (e.g. those related to the network access service [4]) where
reducing service access time is an essential requirement to increment the quality
of the service experimented by users.

The credential acquisition optimization is a research area that has been
successfully addressed in other research fields [5,6,7] by means of the credential
pre-distribution concept. The idea is to pre-distribute several credentials (i.e.
shared keys) by using a single contact with some network entity in charge of
the credential distribution process. Nevertheless, to the best of our knowledge,
there no exist previous works applying the credential pre-distribution concept
to improve the ticket recovery process in Kerberos.

Thus, this paper describes a solution for this integration calledKerberos Ticket
Pre-distribution, which reduces the latency and the signaling involved when a
user wants to access several services using Kerberos. In particular, our solution
defines a novel mechanism for Kerberos allowing to recover a set of service tickets
to access multiple services in one single contact with the KDC. To accomplish this
goal, we propose three modes of operation, which adapt themselves to different
paradigms in current networks: either the user takes control of its actions or
the network instructs the user; or both entities have an active participation.
So that, we define User-Controlled, Server-Controlled without Suggestions and
Server-Controlled with Suggestions modes of operation.

In the User-Controlled mode, the user selects beforehand the services and
requests service tickets for all of them in a single exchange with the KDC. The
KDC then will create as many tickets as requested services and send them back
to the user in one single message. When the user may not know all the services
which are available within a particular network, we propose the Server-Controlled
without Suggestions mode. In this case, the user requests only one ticket to
the KDC for a particular (known) service, and the KDC will answer not only
with the service ticket for that service but also with a set of service tickets
which are valid to access services related somehow with the requested service
(e.g. DHCP service is related to network access service). Alternatively, in the
Server-Controlled with Suggestions mode, the KDC may first suggest a list of
services (instead of sending the set of service tickets) that could be interesting
for the user, taking into account the initial service requested by the user. Thus,
the user can decide whether to request a subset of the list or, even all of them,
in an additional contact with the KDC. This mode adds more flexibility and
provides an hybrid mode of operation.

The remainder of the paper is organized as follows: in section 2 we analyze
Kerberos, since it is the basis where our solution stems from. Section 3 describes
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the proposal in detail, how the modes operate and describe an example of use
case. Section 4 shows some performance results and, finally, section 5 concludes
the paper and gives some guidelines for future work.

2 Kerberos Authentication Protocol: General Overview

Kerberos [1] is a protocol for key distribution based on symmetric cryptography.
There are three entities involved during a Kerberos protocol excecution; a
client representing a user, an application service providing a service, and a Key
Distribution Center (KDC). The KDC provides an Authentication Server (AS)
and a Ticket Granting Server (TGS). Kerberos requires the pre-establishment
of a shared secret key between client ⇔ AS and TGS ⇔ application service.

In Kerberos, a session key is generated by the KDC and distributed to the
user in order to establish a security association with the application service. The
user presents the session key contained in a ticket to the application service. A
Kerberos ticket is a record generated by the KDC to help the user to authenticate
itself against an application service. It contains the identity of the user, the
session key, a timestamp and other information, which are encrypted by using
the secret key shared between the KDC and the application service.

Fig. 1. Kerberos signalling

Kerberos operation involves three main exchanges, as shown in Fig. 1. Initially,
the user requests a Ticket Granting Ticket (TGT), which is a special ticket used
for generating other tickets, to the AS through a KRB AS REQ/KRB AS REP
exchange (1). The AS generates a TGT, which contains a session key for the
TGS (a TGS session key), and sends the TGT to the user together with a copy
of the TGS session key, which is encrypted with the secret key shared by the
KDC and the user.

Then, in a second KRB TGS REQ/KRB TGS REP exchange (2), the user
sends the application service’s identity and the TGT to the TGS , together with
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a credential generated using the TGS session key, so that the TGS can verify
that the user possesses the same TGS session key. After successful verification
of the credential, the TGS generates a service ticket (ST) which contains a
session key for the application service and sends the ticket to the user with
a copy of the session key, which is encrypted with the TGS session key. In
the third exchange KRB AP REQ/KRB AP REP (3), the user sends the ST,
together with a message authentication code computed by the user, so that the
application service can verify that the user possesses the same session key as
the one contained in the ST. After successful verification of the credentials, the
user and the application service are able to use the session key to protect their
application protocol.

It is important to note that, KRB AS REQ/KRB AS REP is only performed
when the user does not already have a valid TGT. If the user already owns a
TGT, it only needs to perform the KRB TGS REQ/KRB TGS REP exchange
to obtain a ST and KRB AP REQ/KRB AP REP exchange to access the service
with the ST. Thus, both exchanges (2 and 3) are performed each time a user
wants to access an application service for the first time.

3 Ticket Pre-distribution in Kerberos

In the following we present the ticket pre-distribution mechanism designed for
optimizing access control to Kerberized services. Apart from presenting the
operation modes supported by our solution, a example of use case is described
in order to demonstrate the applicability of our proposal.

3.1 Design

In order to support our proposal for Kerberos ticket pre-distribution, we
have extended the Kerberos protocol in different ways without impacting the
standard. We employ the extensibility mechanisms already available in Kerberos,
like definition of new flags and pre-authentication data types (hereafter padata),
so that the proposed solution respects the core Kerberos specification [1] without
affecting the security. In other words, the proposal does not change the semantics
of messages or define new types of messages, which enables the interoperability
with existing Kerberos implementations.

In particular, only the KRB TGS REQ and KRB TGS REP messages uses
our new extensions. In particular, we extend the kdc-options field with a new
K-flag to indicate that ticket pre-distribution is requested and supported.
Additionally, we define a new set of padatas [1] which can be contained in the
padata field of both messages.

– PA-SERVICE-NAME. It contains the name of a service for which the
client requests the pre-distribution of a ticket.

– PA-SERVICE-TICKET. It contains the pre-distributed ticket as well as
the information needed by the client to use it (e.g. key, ticket lifetime, etc.).
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– PA-FLAGS. It contains three new flags: M-flag (User-Controlled support),
N-flag (Server-Controlled without Suggestions support) and NS-flag
(Server-Controlled with Suggestions support).

– PA-ERROR. It reports error situations when requesting a pre-distributed
ticket. For example, if the user solicits the pre-distribution of a service ticket
the KDC is not able to pre-distribute for some reason, the KDC includes a
PA-ERROR to report the problem.

These are the basic components that we require to define the three modes of
operation in our Kerberos ticket pre-distribution solution. In the following, we
give details about how these modes operate and how these basic components are
used. The following notation will be used for describing our solution:

– TGTX : TGT for KDC X.
– STX : service ticket for service X.
– [X1,...,Xi,...,Xn] : Xi is padata type included in the padata field.
– PA-SN[X] : Abbreviation of PA-SERVICE-NAME with value X.
– PA-ST[X] : Abbreviation of PA-SERVICE-TICKET with value X.
– PA-FL[X] : Abbreviation of PA-FLAGS with X-flag activated.
– PA-ER[X] : Abbreviation of PA-ERROR, reporting an error for service X.

3.2 Modes of Operation

We give now the details about the three modes of operations. Without loss of
generality, we provide an example with three services S1, S2 and S3 to describe
each mode. In the examples, we assumed that the user already has a TGT for
the KDC controlling the services. In other words, both user and KDC already
participated in a KRB AS REQ/KRB AS REP exchange.

User-Controlled Pre-distribution. In this mode of operation, the user is in
charge of selecting the set of services to which it desires access. In this sense, the
user indicates the list of services in the extended version of KRB TGS REQ. In
Fig. 2, we show an example where the user wants to access to services S1, S2
and S3 by using this mode. The process consists on the following steps.

By using the TGT, the user sends a KRB TGS REQ and requests not only
a ST for S1 (STS1) as the standard Kerberos specifies, but also for the services
S2 and S3. Specifically, the user activates the new defined K-flag; it includes a
PA-FLAGS with the M -flag activated (PA-FL[M]); and two padatas PA-SN[S2],
PA-SN[S3] which indicates the additional services for which a ST is being
requested (1). The KDC answers with a KRB TGS REP which includes the
STS1. Moreover, it includes in the padata field a PA-FL[M] and two padatas
PA-ST[STS2] and PA-ST[STS3], which contain the service ticket for S2 and
S3, respectively (2). Note that the PA-ST carries out both the ticket and the
associated information needed by the client to employ the service ticket (e.g.
session key), which is protected following the standard Kerberos operation (i.e.
using the TGS session key). If for some reason, there is a problem with delivering,
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Fig. 2. User-Controlled Pre-distribution

for example, the STS3, the KDC includes a PA-ER[S3] by informing that it was
not able to deliver a ticket for that service.

Once the user has STS1, STS2 and STS3, it can engage a standard
KRB AP REQ/KRB AP REP with each service S1, S2 and S3 respectively (3).

Server-Controlled Pre-distribution without Suggestions. In this mode,
the KDC can deliver a set of service tickets for different services, apart from
the service ticket requested by the user. The user does not really specify these
extra services but just requests a service ticket for a single service, following the
standard Kerberos. The Fig. 3 shows an example using the Server-Controlled
without Suggestions. Basically, the user requests a STS1 for the service S1
by using the TGT by sending a KRB TGS REQ with the K-flag activated.
Moreover, the user adds a PA-FL[N] to indicate that it is able to accept the use
of Server-Controlled without Suggestions mode (1).

When the KDC processes the KRB TGS REQ, it notices that user supports
ticket pre-distribution (K-flag activated) and requests Server-Controlled without
Suggestions (PA-FL[N]). Then the KDC provides the STS1 and determines that
services S2 and S3 which could be accessed by the user in the near future1. The
KDC can determine this based on, for example, the current point of attachment
of the network and the nature of service S1. The policy used by the KDC to
select the extra services is out of scope of this work.

Thus, the KDC adds two padatas PA-ST[STS2], PA-ST[STS3] in the padata
field of the KRB TGS REP (2). With STS1, STS2 and STS3, the user can access
the services S1, S2 and S3, respectively (3).

1 The concrete policy followed by the KDC to select the services S2 and S3 is
out-of-scope.
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Fig. 3. Server-Controlled Pre-distribution without Suggestions

Server-Controlled Pre-distribution with Suggestions. This mode of
operation represents an hybrid model between both modes previously presented.
The KDC sends a list of available services (or suggested services) that could be
useful to the user, but it does not send any service ticket. Then the user with
that information can engage a User-Controlled mode with the KDC requesting
a subset (or even all of them) of the suggested services.

Fig. 4 shows an example with this mode. Unlike previous two models, this
mode involves two KRB TGS REQ/KRB TGS REP exchanges. In the first
exchange, the user requests a service ticket STS1 for S1, enables the K-flag and
adds a PA-FL[NS] to the padata field in the KRB TGS REQ (1). In this way,
the user informs that it solicits Server-Controlled with Suggestions. Therefore,
the KDC will answer with a KRB TGS REP containing the STS1 but also adds
two padatas PA-SN[S2], PA-SN[S3] which suggests the user about the presence
of services S2 and S3 that the user may be interested to access (2). Similarly to
previous mode, the procedure used by the KDC to select the suggested services
is out of scope of this work. With this information, the user sends another
KRB TGS REQ with User-Controlled mode activated (PA-FL[M])) by soliciting
a service ticket for S2 (STS2) and an additional ticket for S3 (PA-ST[STS3]) (3).
Then the KDC answers with the KRB TGS REP with the STS2 and a padata
PA-SERVICE-TICKET containing the STS3 (PA-ST[STS3]) (4). Finally, the
user can access the services S1, S2 and S3 by using STS1, STS2 and STS3,
respectively (5).

Although this mode may involve an additional exchange with the KDC,
it allows the user to select any of the suggested services provided for the
KDC, providing a higher level of flexibility to the user. Note that, in
certain cases, the user may not use any of the suggestions and the second
KRB TGS REQ/KRB TGS REP is simply not required.
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Fig. 4. Server-Controlled Pre-distribution with Suggestions

3.3 Example of Use Case: Network Access Service

One interesting scenario of applicability of our solution is related to the specific
use of the network access service. In this case, the network service is provided by a
point of attachment to the network, such as an access point or an access router.
Generally, the point of attachment performs an authentication process before
providing network access. A widely used protocol to carry out this authentication
is the Extensible Authentication Protocol (EAP) [8]. However, EAP usually takes
a significant time to complete, which can be specially counterproductive in
scenarios where mobility and seamless handoffs are required.

Authors in [4] have proposed the use of Kerberos to perform a fast EAP
re-authentication procedure. Basically, the mobile (the user) recovers from a
KDC, service tickets to access different access points (APs), which act as
application services. These service tickets are transported between the mobile
and the APs by using a new EAP method named EAP-FRM [9]. As shown
in Fig. 5, our extensions for Kerberos ticket pre-distribution can be applied to
recover several service tickets with a single KRB TGS REQ/KRB TGS REP
exchange (1), performed for the first time that the mobile connects to the
network. With these service tickets, the mobile can move through several APs
(2,3) without contacting the infrastructure by just presenting the service ticket
to the AP and reducing, as a consequence, the time to access the network.
In the context of the Walkie-Talkie project [10], authors in [11] are using
EAP over IKEv2 to provide IPsec access control in a pre-WiMax campus
scenario, considering a vehicle as the mobile node. Specially in this case, fast
re-authentication is even more important due to the higher velocity of the
vehicle. The integration of Kerberos ticket pre-distribution has been envisaged
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Fig. 5. Example of User-Controlled Pre-distribution for Network Access Service

as a promising solution to reduce the network access time in this type of scenario.
The details about this integration are motive of future work.

4 Performance Results

In order to verify the feasibility of our approach, we have implemented
the different modes and associated extensions required for the three mode
of operations proposed. This implementation has been based on the MIT
Kerberos implementation version 1.6.3 [12]. By using the API provided by
the Kerberos implementation, we have created two programs which act as the
user and the service, respectively. We have also deployed a KDC to support
the kerberized authentication. It is worth noting though that we have mainly
paid attention to the exchanges between the user and the KDC, since only
KRB TGS REQ/KRB TGS REP exchanges require our extensions.

We have performed ≈500 Kerberos authentications with standard Kerberos
protocol and each of our three modes of operation. In this way, we compare the
impact of our extensions to support Kerberos ticket pre-distribution in contrast
with standard operation of Kerberos. We have tested with the distribution of
service tickets for 2, 5 and 10 services (when the user is just interested in
accessing 1 service, standard Kerberos is enough and our modes are simply not
used). We have used wireshark tool [13] to obtain different traces of the involved
exchanges. With this information, we have obtained a mean value for TAS, which
is the time to perform KRB AS REQ/KRB AS REP; TTGS , which is the time
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to perform KRB TGS REQ/KRB TGS REP and TAP , which is the time to
perform KRB AP REQ/KRB AP REP exchange. Moreover, we have measured
the number of bytes involved in the KRB TGS REQ/KRB TGS REP exchanges
sent to the network to recover all the service tickets, which give us a hint about
the bandwidth consumption.

Fig. 6. Execution Times of Kerberos Exchanges for 2, 5 and 10 Services

Fig. 6 shows the mean time to execute all exchanges to access the services.
As we can observe, TAS and TAP are similar regardless whether we use
our extensions or not, since these exchanges do not need to be updated in
our proposal. On the other hand, TTGS varies accordingly to the number of
services tickets distributed and the mode of operation. With 2 services, standard
Kerberos and our Server-Controlled with Suggestions mode obtain similar values
since they both involved two KRB TGS REQ/KRB TGS REP exchanges,
though a little difference can be observed. The reason is that Server-Controlled
with Suggestions mode includes some of the new defined padatas in the
first exchange in contrast with standard Kerberos (the second exchange can
use the standard Kerberos since only one ticket is recovered). Nevertheless,
the User-Controlled and Server-Controlled without Suggestions modes improve
around a 50% due to they only involve one KRB TGS REQ/KRB TGS REP
exchange. With the increment of the number of service tickets recovered,
the differences between our modes and standard Kerberos augment. With
5 services, all our modes outperform the standard Kerberos reducing the
time to obtain the service tickets in ≈3 times. As we can observe the
Server-Controlled without Suggestions mode obtains better results in comparison
with User-Controlled and Server-Controlled with Suggestions. The main reason is
that Server-Controlled without Suggestions mode only includes PA-ST[Si] in the
KRB TGS REP but KRB TGS REQ does not include any additional padata.
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However, the User-Controlled mode has to include several PA-SN, one per
each service, whose number obviously increments with the number of services.
In the Server-Controlled with Suggestions happens the same, since it uses a
User-Controlledmode in the second KRB TGS REQ/KRB TGS REP exchange,
besides involving an initial KRB TGS REQ/KRB TGS REP exchange. Finally,
with 10 services, the differences generally increase up to ≈4 times with respect to
standard Kerberos. The differences between the three modes are a consequence
of the reasons explained for 5 services.

Fig. 7. Bytes Sent to the Network to Recover 2, 5 and 10 Service Tickets

Similar behaviour can be found in Fig. 7 with the number of bytes sent to
the network in each analyzed case. As expected, the less consuming mode is the
Server-Controlled without Suggestions for similar reasons as explained before.

5 Conclusions and Future Work

Standard Kerberos protocol mandates that a user accessing a service has to
contact the KDC to obtain a service ticket. That is, if the user desires to
access n services, it has to communicate with the KDC n times. In this paper,
we present a solution for Kerberos Ticket Pre-distribution, which allows the
user to obtain several tickets in a single contact with the KDC. In order to
provide flexibility to our solution, we have provided three simple but effective
modes of operation: User-Controlled, Server-Controlled with Suggestions and
Server-Controlled without Suggestions. Through different experiments, we have
proved that our solution outperforms the standard Kerberos protocol when
requesting service tickets for several services. As an example, one area where
we envisage the deployment of our contribution is related to scenarios involving
the network access service and associated services, such as mobility and dynamic
IP configuration. Nevertheless, we do not discard other applicability areas.
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As future work, we are working on the deployment of our solution in the
pre-Wimax scenario described in section 3.3, where reduction of the latency to
obtain network access service is recommendable.
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Abstract. E-passports are the new means of identification documents in border 
control points, where special reader devices named inspection terminals are in-
stalled to authenticate travelers. The authentication of e-passports to inspection 
terminals is based on biometric data stored in the formers, while the authentica-
tion of inspection terminals to e-passports is based on digital certificates. To 
check the expiration date of certificates, e-passports maintain an internal vari-
able named effective date, which provides only an estimation of the current 
time. This introduces a serious threat on e-passports’ privacy. Specifically,  
e-passports may accept expired certificates, considering them as non-expired, 
due to the time difference between the effective dates of e-passports and the 
current time. Thus, in case an adversary obtains an expired certificate, he/she 
may impersonate a fake inspection terminal and compromise sensitive personal 
information (e.g., biometric data) from e-passports. This paper proposes a 
scheme that enables e-passports to update their effective dates based on the  
effective dates of other, more recently updated e-passports, in a secure and ef-
fective manner. In this way, more e-passports have a better estimation of the 
current time, reducing the time window in which an attacker can use an expired 
certificate. The proposed scheme minimizes the deployment complexity, since 
it does not require extensive modifications to the existing infrastructure, while 
at the same time maintains compatibility with the legacy system. 

Keywords: privacy, e-passports, proxy signatures, biometric, time approximation. 

1 Introduction 

E-passports are the new type of international identification travel documents that 
come to substitute the traditional passports, containing also biometric data (i.e., face, 
fingerprints, and iris). They are hybrid documents that combine the paper form with 
an embedded chip and antenna, allowing digital processing and wireless communica-
tion with special reader devices named inspection terminals (IS), installed at the bor-
der control points, as well as providing travelers’ authentication. The extended access 
control (EAC) mechanism [1] describes the authentication procedure that takes place 
between an e-passport and an IS. However, because of some acknowledged security 
weaknesses of EAC, an enhanced version named EACv2 [2] has been released by the 
Bundesamt fur Sicherheit in der Informationstechnik - Germany. In EACv2, an IS and 
an e-passport, first, execute the password authenticated connection establishment 
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(PACE) protocol, which verifies that the former has authorized access to the latter. 
After PACE, the terminal authentication protocol is executed, which authenticates IS 
to the e-passport, using a challenge-response mechanism and a three-level public key 
infrastructure (PKI) hierarchy. On top of this hierarchy, there is the country verifier 
certification authority (CVCA) with a root certificate CCVCA, which is also stored in 
all e-passports of the country. Moreover, the CVCA issues certificates for domain and 
foreign document verifiers (DVs), CDV; while DVs issue certificates for ISs, CIS. Dur-
ing the terminal authentication protocol, the IS conveys to the e-passport a certificate 
chain (CIS, CDV, CCVCA), and the latter using its stored CCVCA authenticates CDV and 
CIS. After that, the e-passport sends to IS the stored biometric data for holder’s au-
thentication. In the final step, the chip authentication procedure is performed that 
protects the e-passport from cloning, as well as provides a new session key for secure 
data transfer.  

An interesting question that arises from the above hierarchy is how the certificate 
of an IS is canceled. A certificate revocation list cannot be applied, since e-passports 
cannot be online with a public directory that maintains this list. Therefore, the limited 
time period validity is the only way for canceling an IS’s certificate. Following this, 
all certificates in the employed PKI hierarchy are valid for a specific time period: (i) 
CVCA certificates from 6 months to 3 years; (ii) DV certificates from 2 weeks to 3 
months; and (iii) IS certificates from 1 day to 1 month [3]. The lifetime of e-passports 
also vary from 5 to 10 years. Before the expiration of a certificate, the responsible 
entity requests for a new one from the upper layer of the hierarchy (i.e., an IS from a 
DV, and a DV from a CVCA). However, a CVCA, which resides at the top layer of 
the hierarchy, updates its certificate by itself using forward certificate chains [2].  

Nevertheless, checking the expiration date of an IS’s certificate cannot be effec-
tively performed, since e-passports are passive RFID devices that cannot maintain an 
internal clock. For this reason, e-passports sustain an internal variable named effective 
date, which provides an estimation of the current time for checking certificates’ expi-
ration date. Initially, the effective date is set up equal to the time the e-passport is 
created, and as the e-passport passes through ISs, its effective date is updated with the 
most recent time value of the certificates that it receives from ISs in the certificates’ 
chains (CIS, CDV, CCVCA). However, this scheme provides only an approximation of 
the current time, introducing a serious threat on e-passports’ privacy [4-11]. More 
specifically, e-passports may accept expired certificates, considering them as non-
expired, due to the time difference between the effective dates of the e-passports and 
the current time. Thus, in case that an adversary obtains an expired certificate, he/she 
can exploit it to impersonate a fake IS and compromise sensitive personal information 
(e.g., biometric data) from e-passports. 

This paper proposes a scheme that enables e-passports to update their effective 
dates based on the effective dates of other, more recently updated e-passports, in a 
secure and effective manner. In this way, more e-passports have a better estimation of 
the current time, reducing the time window in which an attacker can use an expired 
certificate to impersonate a fake terminal. To achieve this, the interacting e-passports 
and ISs exchange and store the most recent effective dates that they possess using the 
following rules: (i) if the e-passport has a newer effective date compared to this the 
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IS, then the latter updates its effective date with the effective date of the former, or (ii) 
if the e-passport has an older effective date than the IS’s one, then the e-passport up-
dates its effective date with the effective date of the IS. The security of the proposed 
scheme is based on proxy signatures [12]. In particular, the e-passports and ISs verify 
proxy signatures, created on behalf of a trusted CVCA, before updating their effective 
dates. The proposed scheme minimizes the deployment complexity, since it does not 
require extensive modifications to the existing infrastructure, while at the same time 
maintains compatibility with the legacy system. 

The rest of the paper is organized as follows. In section 2 the related work is pre-
sented. Section 3 elaborates on the proposed scheme by analyzing its key components 
and functionality. Section 4 evaluates our proposal and finally, section 5 concludes 
the article. 

2 Related Work 

Recently, a few solutions to protect e-passports from the fake terminal attack have 
been proposed. In [7], the use of trusted time servers has been proposed to update  
e-passports’ current time, using digitally signed timestamps. However, the servers’ 
source of time is not defined, enabling the occurrence of a far-in-the-future denial of 
service attack. That is, the time of an e-passport is updated with an effective date far 
in the future. As a result, the e-passport will deny all the received certificates, because 
it considers them expired. In [6], the enhancement of e-passports with displays and 
buttons has been proposed. Based on these, the critical decision for an expired date 
will be taken by the e-passport’s holder, who stops or allows the procedure using the 
button. However, semi-automated procedures may lead to users’ dissatisfaction, mak-
ing this solution inacceptable. Moreover, in some cases the owners give their  
e-passports to professionals for authentication purposes, e.g., hotel reception, bank 
cashier, etc., where they do not have the full control of them.  

In [8], a new protocol, called on-line secure e-passport protocol (OSEP) is intro-
duced. OSEP provides an active monitoring system, at the level of IS, that attempts to 
detect criminal behaviors. Additionally, OSEP includes a mutual authentication pro-
tocol between e-passports and ISs, enhancing the security of EAC. A variation of 
OSEP is proposed in [9] that uses elliptic curves, instead of Diffie-Hellman key 
agreement. An important weakness of OSEP (using either Diffie-Hellman key agree-
ment or elliptic key cryptography) has to do with the prerequisite of online connec-
tivity between ISs and DVs, which cannot be implemented, for example, in cases of 
cross-border trains and ships.   

In [10], an identity based cryptography scheme is proposed, where the public keys 
are the users’ identities. It avoids the complexity of a PKI deployment and mainten-
ance, but it requires extensive modifications to the legacy system. Finally, in [11], a 
key management infrastructure is proposed, which allows dynamic update of the 
access keys used in EACv1. It requires less time and memory, compared to the legacy 
system; and the authors have implemented a prototype of this, using open-source  
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tools. However, many important issues have not been analyzed yet, such as the re-
quired complexity for keys’ synchronization among servers. Moreover, there is no 
recovery process, which means that if a list of keys is compromised, all e-passports 
should be recalled. 

A common limitation of the aforementioned solutions is that their deployment re-
quires extensive modifications to the existing infrastructure. In particular, they pro-
pose the replacement of EAC with new protocols, which are not compatible with the 
existing PKI infrastructure. Moreover, they apply cryptographic functions (e.g., iden-
tity based cryptography), which have not been applied in real environments, and, 
therefore, their practical acceptance is limited. 

3 Proposed Scheme 

The proposed scheme enables e-passports to update their effective dates based on the 
effective dates of other, more recently updated e-passports, in a secure and effective 
manner. A key characteristic of this scheme is that its deployment does not require 
extensive modifications to the existing infrastructure, while at the same time main-
tains compatibility with the legacy system. To achieve this objective, it does not in-
troduce any new protocol or entity, but rather extends the functionality of the existing 
ones in the legacy system. Thus, as in the legacy system, the proposed scheme con-
sists of: (i) the e-passports, (ii) the inspection-update terminals (ISU) that interacts 
with the e-passports, (iii) the CVCAs, and (iv) the update and extended access control 
(UEAC) procedure. For the security of the exchanged effective dates, the proposed 
scheme applies proxy signatures, where e-passports sign their effective dates on be-
half of trusted CVCAs. The aforementioned components are enhancements of their 
counterparts in the legacy system. In particular, the e-passports are enhanced to store 
the proxy key and the related certificate (see sect. 3.2). The ISU is an extension of the 
IS, maintaining also the most recent effective date received from e-passports. The 
CVCAs are enhanced to store and provide a backward certificate chain. Finally, the 
UEAC procedure, which is an extension of the legacy EACv2 procedure, is used for 
the mutual authentication between the e-passports and ISUs, as well as also for updat-
ing their effective dates. 

3.1 Proxy Signatures 

An e-passport updates its effective date by interacting with an ISU that stores updated 
effective dates of other e-passports. A question that arises is how the e-passport can 
verify the validity of the effective date that receives from the ISU. A possible solution 
would be the CVCA entity to sign the effective dates, before they are stored in the 
ISU. In this way, the e-passport or the ISU could verify the signature of an effective 
date using the public key of the CVCA. Although this solution seems to be effective 
and secure, it cannot be directly applied, because the CVCAs do not participate in the 
communication between the e-passports and ISUs.  
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To overcome this limitation, the proposed scheme applies proxy signatures [12] 
and specifically the proxy-unprotected mono-signature scheme [13], which is based 
on the RSA-based key pair. This scheme allows maximum compatibility with the 
legacy system, which also uses the RSA algorithm. Generally speaking, the main 
objective of proxy signatures is to delegate a proxy signer to sign on behalf of the 
original signer. To achieve this, the original signer using his/her private key and a 
random value, creates a proxy key, which is securely delivered to the proxy signer. 
The latter can sign messages, on behalf of the original signer, using a proxy signing 
algorithm and the proxy key. On the other hand, for verifying proxy signatures, only 
the original signer’s public key is required. 

In the proposed scheme, the original signer is a CVCA that generates proxy keys 
using its private key. On the other hand, the proxy signer is an e-passport that uses a 
proxy key to generate and verify the proxy signatures of the effective dates. More 
specifically, assume that the CVCA’s certificate includes the public key e, while the 
corresponding private key is d. This public-private RSA key pair (e, d) satisfy ed 
=1modφ(n), where φ(n) is the Euler-Totient function and n = pq where p, q are large 
primes randomly selected. The CVCA generates a proxy key u as follows: 

 u = h(CVCA_id, SN)-d mod n (1), 

where CVCA_id is an identifier of the CVCA, SN is a sequence number and h() 
denotes a hash function. The CVCA_id, SN and the public modulus n are all included 
in the CVCA certificate, which also contains the public key e. This CVCA certificate 
is defined as signer CVCA certificate and is denoted as Csigner. 

3.2 E-passports 

An e-passport stores the most recent certificate received from the interacting ISUs 
and, additionally, the proxy key u, as well as the signer CVCA certificate Csigner. The 
proxy key u and the Csigner do not change for the lifetime of the e-passport and are 
stored in a tamperproof and read-only memory area of it. For the creation of a proxy 
signature on an effective date (denoted as Eff.Date), the e-passport first selects an 
integer t Є [1, n]. Next, using the public key e, which is retrieved from the signer 
CVCA certificate Csigner, it produces the value r as follows: 

 r = te mod n (2). 

Next, it generates the values k and y as follows: 

 k = h(Eff.Date, r) (3), 

 y = t uk mod n (4). 

The pair (k, y) constitutes the proxy signature.  
In order to verify a proxy signature, an e-passport, first, computes r´ as follows: 

 r´ = ye h(CVCA_id, SN)k mod n (5), 
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and, then, it verifies that:  

 h(Eff.Date, r´) = k (6).  

This verification holds because: 

 r´ = ye h(CVCA_id, SN)k 

 = te uk e h(CVCA_id, SN)k 

 = te h(CVCA_id, SN)-k h(CVCA_id, SN)k 

 = te = r mod n (7). 

3.3 CVCA 

A CVCA generates and maintains both a forward and backward certificate chains. 
When the CVCA generates a new public-private key pair, it issues two different cer-
tificates: one for the forward CVCA certificate chain and another for the backward 
CVCA certificate chain. More specifically, assume that the CVCA has the public-
private key pair (ei, di) and generates a new key pair (ei+1, di+1). In this case, two cer-
tificates are created. The first certificate is created for the forward CVCA certificate 
chain and includes the public key ei+1 signed by the old private key di. The second 
certificate (i.e., backward CVCA certificate chain) includes the old public key ei 
signed by the new private key di+1.  

To better understand the above notions, we use the following example: Assume 
that a CVCA has generated four public - private key pairs (see Fig. 1). That is, (e1,d1), 
(e2,d2), (e3,d3), (e4,d4), where (e1,d1) is the first generated pair and the (e4,d4) the last. 
In this case, the certificates C1, C2, C3 constitute the forward CVCA certificate chain. 
For example, the certificate C2, which includes the public key e3 (with corresponding 
private key d3), has been signed by the private key d2. On the other hand, the certifi-
cates C4, C5, C6 constitute the backward CVCA the certificate chain. For example, 
certificate C5, which includes the public key e2 (with corresponding private key d2), 
has been signed by the private key d3.  

As mentioned previously, the CVCA generates the proxy keys that are used from 
e-passports to create the proxy signatures of their effective dates. A proxy key is gen-
erated using the private key of the CVCA certificate (see eq. 1). Note that the CVCA 
certificate can be either a forward or a backward CVCA certificate. In this paper, we 
arbitrary choose that all proxy keys are generated by forward CVCA certificates. 

3.4 ISU 

ISUs are installed at the border control points and inspect the passing e-passports 
using the UEAC procedure. Apart from the inspection functionality, the ISUs update 
also the effective dates of the e-passports. To support this additional functionality, the 
ISUs store for each country: (i) the most updated effective date, (ii) the corresponding 
proxy signature of the effective date, (iii) the related signer CVCA certificate, (iv) the 
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forward CVCA certificate chain, and (v) the backward CVCA certificate chain. The 
signer CVCA certificate stored in an ISU will be denoted as CISU-signer. Note that 
whenever a new public-private key is generated from a CVCA, the latter delivers to 
the ISUs both the forward and backward CVCA certificates to update accordingly 
their CVCA certificate chains.  

3.5 UEAC 

Similarly to EACv2, the UEAC includes the PACE, terminal authentication and chip 
authentication protocols. The extra functionality of UEAC is the update procedure, 
which is executed after the successful completion of the chip authentication. The aim 
of this procedure is to effectively and securely update the effective dates between 
ISUs and e-passports. All messages exchanged for this purpose are protected by the 
session keys derived from the chip authentication. 

Since the PACE, terminal authentication and chip authentication protocols are per-
formed as in the legacy EACv2, we do not analyze them. In the proposed update pro-
cedure, the involved ISU, first, delivers to the e-passport an Update Info message that 
includes the following: (i) the proxy signature, (ii) the related effective date; (iii) the 
forward CVCA certificate chain; (iv) the backward CVCA certificate chain; and (v) 
the signer CVCA certificate CISU-signer that is required for the verification of the proxy 
signature. Upon receiving this message, the e-passport checks the validity of the re-
ceived proxy signature, by verifying the received signer certificate CISU-signer. We iden-
tify two possible scenarios for verification of CISU-signer: a) the signer CVCA certificate 
CISU-signer is older than the signer CVCA certificate Csigner of the e-passport, and b) the 
signer CVCA certificate CISU-signer is newer than the signer CVCA certificate Csigner of 
the e-passport.  

 
 

 

Fig. 1. Forward and backward CVCA certificate chains 

In the first case, the e-passport should use the forward CVCA certificate chain for the 
verification of CISU-signer. That is, starting from its signer CVCA certificate Csigner, it uses 
the public keys of old certificates to verify the next certificates, until it reaches and  
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verifies the signer CVCA certificate CISU-signer. For example (see Fig. 1), assume that the 
certificate C3 is the signer CVCA certificate CISU-signer and the certificate C1 is the signer 
CVCA certificate Csigner of the e-passport. In this case, the e-passport first verifies the 
certificate C2 using C1 and, subsequently, verifies C3 (i.e., the signer CVCA certificate 
CISU-signer) using C2. In the second scenario, the e-passport uses the backward CVCA 
certificate chain to verify the signer CVCA certificate CISU-signer. For example (see  
Fig. 1), assume again that the certificate C2 is the signer CVCA certificate Csigner and the 
certificate C1 is the signer CVCA certificate CISU-signer. The e-passport first verifies the 
certificate C5 using C2 and then, it verifies C4 using C5. Finally, the e-passport verifies 
C1 (i.e., the signer CVCA certificate CISU-signer) using C4.  

After the successful verification of the signer certificate CISU-signer, the e-passport 
extracts from it the necessary values e, n, SN, CVCA_id (see sect. 3.1). If the proxy 
signature is valid, then the e-passport compares the received effective date with its 
own one. If the effective date of the ISU’s certificate is more recent, then the  
e-passport updates its own effective date. In this case, the e-passport simply sends to 
ISU an Update End message with empty content, finalizing the procedure. On the 
other hand, if the effective date of the e-passport is more recent, then the e-passport 
signs its effective date using its stored proxy key. Next, the e-passport sends to the 
ISU an Update End message that includes the effective date, the related proxy signa-
ture and the signer certificate Csigner. Upon receiving the Update End message, the 
ISU obtains the appropriate values from the signer certificate Csigner and proceeds with 
the verification of the proxy signature (see eq. (6) and (7)). If it is successful, the ter-
minal checks that the effective date is indeed more recent from its stored one. If yes, 
the ISU updates its effective date and stores the proxy signature, as well as the  
e-passport’s signer certificate (i.e., CISU-signer = Csigner). 

 
 

 

Fig. 2. UEAC execution 
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4 Evaluation 

The proposed scheme mitigates the threat of compromised expired certificates, since 
an adversary can use them for a more limited time period to impersonate a fake ter-
minal. This happens because the proposed scheme allows e-passports to update their 
effective date based on the effective date of other e-passports. In this way, more  
e-passports have a better time approximation compared to the legacy system. This can 
be justified as follows. Assume the owner of an e-passport with an updated effective 
date plans to travel. During traveling, the e-passport interacts with ISUs, which update 
their effective dates with the effective date of the updated e-passport. The ISUs in turn 
will update the effective dates of other e-passports (i.e., not updated) that interact 
with. In other words, the updated effective date of one e-passport propagates to other 
e-passports through ISUs. On the other hand, in the legacy system the e-passports 
update their effective dates using only the effective dates found in the certificate 
chains (CIS, CDV, CCVCA).  

One can argue that in case an ISU has not interacted with any e-passport for a long 
time, then it may be possible that its effective dates are not updated. However, assum-
ing that in each country there is a critical mass of frequent travelers, the majority of 
ISUs in a country will have updated effective dates. The approximation of the effec-
tive dates of the e-passports with the current time depends on the time that the  
e-passports will interact with the ISUs. That is, if an ISU has just received a newly 
issued certificate and an e-passport happens to interact with the specific ISU, then the 
effective date of this e-passport will have a very good approximation to the current 
time. Note that the validity period of PKI certificates depends on the configuration of 
each national PKI [3].  

The possibility of a fake terminal attack is also mitigated by the fact that an adver-
sary, in order to perform this attack, should not only compromise an ISU certificate, 
but also possess a valid proxy signature. However, proxy signatures can be produced 
only by an authentic e-passport or a CVCA, as these two entities are the only autho-
rized proxy key owners. However, it is considered that these keys in CVCAs are se-
curely generated and stored, while in e-passports they are stored in a tamperproof 
read/write protected area. Moreover, a proxy key is never conveyed during the UEAC 
execution, eliminating the possibility an attacker to eavesdrop and obtain it. Even if 
an adversary obtains a valid certificate of an ISU, it cannot force an e-passport to sign 
a chosen effective date, since the proxy signature is produced only after the e-passport 
verifies that the ISU possesses also a valid signature. 

One of the key advantages of the proposed scheme is that its deployment does not 
require extensive modifications to the existing infrastructure. The functionality of the 
e-passports, ISU and the UEAC protocol are extensions of the e-passports, IS and 
EAC, respectively, of the legacy system. The CVCAs are additionally required to 
store and maintain the backward CVCA certificate chain for the verification of the 
proxy keys. Moreover, the proposed scheme uses the same PKI hierarchy of the lega-
cy system.  

Finally, the communication overhead caused by the execution of the update proce-
dure in UEAC is negligible, since it includes only one message exchange round  
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(see Fig. 2). On the other hand, the computational overhead of the proposed scheme 
depends on the number of certificates in the forward and backward CVCA certificate 
chains that an e-passport should examine to reach and verify a signer CVCA certifi-
cate. In the base case scenario, the e-passport should verify only one (1) certificate in 
the forward certificate chain to reach the signer CVCA certificate. On the other hand, 
the worst case scenario happens when the e-passport has been issued long time ago, 
and the validity period of the CVCA certificates is the minimum one, which is six 
months. In this case, assuming that the e-passport has a lifetime of 10 years and the 
CISU-signer is the most recently issued CVCA certificate, the e-passport should verify14 
different forward CVCA certificate chains to reach the signer CVCA certificate.  

5 Conclusions 

This paper proposes a scheme that enables e-passports to update their effective dates 
based on the effective dates of other, more recently updated e-passports, in a secure 
and effective manner. In this way, the e-passports have a better estimation of the cur-
rent time, reducing the time window in which an attacker can use an expired certifi-
cate to impersonate a fake terminal. In the proposed scheme, an ISU and an e-passport 
execute the UEAC procedure to update their effective dates. To verify the authenticity 
of the effective dates and protect against malicious actions, the ISU and the e-passport 
verify proxy signatures, created on behalf of a trusted CVCA. Finally, the proposed 
scheme minimizes the deployment complexity, since it does not require extensive 
modifications to the existing infrastructure, while at the same time maintains compa-
tibility with the legacy system. 
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Abstract. When users need to perform a digital activity, they evaluate available
systems according to their functionality, ease of use, QoS, and/or economical as-
pects. Recently, trust has become another key factor for such evaluation. Two
main issues arise in the trust management research community. First, how to de-
fine the trust in an entity, knowing that this can be a person, a digital or a physical
resource. Second, how to evaluate such value of trust in a system as a whole for
a particular activity. Defining and evaluating trust in systems is an open problem
because there is no consensus on the used approach. In this work we propose an
approach applicable to any kind of system. The distinctive feature of our pro-
posal is that, besides taking into account the trust in the different entities the user
depends on to perform an activity, it takes into consideration the architecture of
the system to determine its trust level. Our goal is to enable users to have a per-
sonal comparison between different systems for the same application needs and to
choose the one satisfying their expectations. This paper introduces our approach,
which is based on probability theory, and presents ongoing results.

1 Introduction

Everyday digital activities like chatting, mailing, blogging, buying online, and shar-
ing data are achieved through systems composed of physical and digital resources
(e.g., servers, software components, networks, data, and personal computers). These
resources are provided and controlled by persons (individual or legal entities) on whom
we depend to execute these activities. The set of entities and the different relations be-
tween them form a complex system for a specific activity.

When users need to choose a system to perform an activity, they evaluate it consider-
ing many criteria: functionality, ease of use, QoS, economical aspects, etc. Trust is also
a key factor of choice. However, evaluating this trustworthiness is a problematic issue
due to the system complexity.

Trust has been widely studied in several aspects of daily life. In the trust manage-
ment community [1,2,3,4,5,6], two main issues arise: (i) How to define the trust in an
entity, knowing that entities can be persons, digital and physical resources? Defining
the trust in each type of entity naturally is different but mainly depends on subjective
and objective properties [6]. (ii) How to evaluate such value of trust in a system under
a particular context? This point embodies the main focus of our study. We argue that
studying trust in the separate entities that compose a system does not give a picture of
how trustworthy a system is as a whole. Indeed, the trust in a system depends on its
architecture. Several types of trust have been proposed with different meanings, which

S. Furnell, C. Lambrinoudakis, and J. Lopez (Eds.): TrustBus 2013, LNCS 8058, pp. 24–36, 2013.
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are strongly context-dependent. Defining and evaluating trust is still an open problem;
there is no consensus on the approach applicable to systems in general. The aim of our
work is to propose an approach applicable to any kind of system.

Inspired by probability theory, the goal of this paper is to evaluate the trust value in
a system for an activity that a person wants to perform. The system definition is based
on SOCIOPATH [7] which allows to model the architecture of a system by taking into
account entities of the social and the digital world involved in an activity. To focus
on the trust in the system, the SOCIOPATH model is abstracted in a graph-based view.
Levels of trust are then defined for each node in the graph. By combining trust values,
we are able to estimate two different granularities of trust, namely, trust in a path and
trust in a system, both for an activity to be performed by a person. Our contribution
is named SOCIOTRUST, to evaluate it, we conducted several experiments to analyze
the impact of different characteristics of a system on the behavior of the obtained trust
values. Experiments realized on both synthetic traces and real data sets allow us to
validate the accuracy of our approach.

This paper is organized as follows. Section 2 gives a quick overview of SOCIOPATH.
In Section 3, we propose SOCIOTRUST to compute the trust value in a system for an ac-
tivity. Section 4 presents the experiments that validate the proposed approach. Section 5
presents some related works. Finally, we conclude in Section 6.

2 Overview of SOCIOPATH

The SOCIOPATH meta-model [7] describes a system in terms of the entities that exist
in (i) the social world1, where persons own physical resources and data, and in (ii)
the digital world, where instances of data (including application programs) are stored
and artifacts (software) are running. SOCIOPATH also describes the relations between
the different entities of the two worlds. Enriched with deduction rules, the SOCIOPATH

meta-model allows to underline and discover chains of access relations between arti-
facts, and control relations between persons and digital resources in a system. The main
concepts defined in SOCIOPATH are:

– minimal path (σ̂); a list that begins with an actor, ends with a data instance and
contains artifacts in between. Between each two consecutive elements in this list,
there is a relation access. A minimal path describes a straight way an actor achieves
an activity without passing through cycles.

– activity (ω); a task like editing a document, where some restrictions are considered
to impose the presence of particular elements in the path. For instance, if a user
wants to read a .doc document, she must use an artifact that can understand this
type of document (e.g., Microsoft Word or LibreOffice Writer).

Each artifact in the path is controlled by at least one person and supported by at least
one physical resource. In SOCIOPATH, the persons who control an artifact are the per-
sons who own a physical resource that supports the artifact or who own some data
represented by a data instance that supports the artifact (the providers).

1 The words in italic in this section refer to keywords in the SOCIOPATH meta-model
http://hal.archives-ouvertes.fr/hal-00725098

http://hal.archives-ouvertes.fr/hal-00725098
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Figure 1 presents a graphical representation of a simple system drawn using SO-
CIOPATH. Consider that a person John wants to achieve the activity “accessing the
document toto using GoogleDocs”. In the social world, the person John owns some
Data, a PC and an iPad. Microsoft, Google and Apple are legal entities which pro-
vide resources and artifacts. Renater, Orange and SFR are French telecom companies.
John’s iPad is connected to SFR Servers and Renater Servers and John’s PC is
connected to Orange Servers. In the digital world, the operating system Windows is
running on John’s PC. Windows supports IExplorer. John’s iPad supports the run-
ning iOS, which supports the application Safari. John’s data are represented in the
digital world by the document toto that is supported by the physical resources owned
by Google. We consider Google Cloud as the storage system used by the application
GoogleDocs. By applying the SOCIOPATH rules on this example, we obtain the rela-
tions of access and control shown in Figure 1 where Jonh has the following minimal
paths to access toto:

σ̂1 ={John, Windows, IExplorer, ADSL Network, Google Cloud, GoogleDocs, toto}.
σ̂2 ={John, iOS, Safari, SFR Network, Google Cloud, GoogleDocs, toto}.
σ̂3 ={John, iOS, Safari, Professional Network, Google Cloud, GoogleDocs, toto}.
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Fig. 1. Graphical representation of a system for the activity “John accesses a document toto on
GoogleDoc” using SOCIOPATH

For simplicity sake, in the current paper we voluntary limit the digital activities to
those that can be represented using a straight path. We do not consider activities that
need multiple paths in parallel to be achieved. Most of the popular activities can be
illustrated this way, such as connecting to a search engine, consulting a web page, pub-
lishing a picture, editing a document, etc. In the next sections, “accessing a document”
is our illustrative activity.

3 Inferring the Trust Value of a System for an Activity

In order to evaluate the trust level of a particular user in a system for a particular activity,
we first obtain a coarse-grained view of the system, from a SOCIOPATH model, as a
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weighted directed acyclic graph (WDAG) (cf. Section 3.1). This graph represents the
system allowed to perform the digital activity of the user. We then apply a probabilistic
approach on this graph (cf. Section 3.2) to calculate the trust level of a user in a system
for an activity achieved through the different paths in the graph.

3.1 A SOCIOPATH Model as a Weighted Directed Acyclic Graph

We simplify the representation of SOCIOPATH by using only access and control rela-
tions derived from SOCIOPATH rules. We combine an artifact, the set of persons con-
trolling it and the set of physical resources supporting it into one unique component.
These merged components are represented by the nodes in the WDAG. The edges in the
WDAG represent the relations’ access. A user performs an activity by passing through
successive access relations of the graph, so-called a path2. A user who wants to achieve
an activity associates each node with a trust value. To summarize, a system that enables
a user to achieve an activity can be formally modeled as a tuple:
αω,P =< Nω,Aω, tω > where:

– P : the user who wants to achieve an activity.
– ω: the activity the user wants to achieve.
– Nω: the set of nodes in a system for an activity. Each node aggregates one artifact,

the persons who control it and the physical resources that support it.
– Aω ∈ Nω × Nω: the set of edges in a system. From the rules of SOCIOPATH and the

aggregation we made for a node, our WDAG exhibits only the relation access.
– tω : N → [0, 1]: a function that assigns to each node a trust level, which we as-

sume to be within the interval [0,1], where 0 means not trustworthy at all and 1
means fully trustworthy. The evaluation of these values differs from one person to
another. There are several ways to construct this trust level. We can figure out differ-
ent objective and subjective factors that impact this trust level like the reputation of
the persons who control the artifact, their skills, the performance of the physical re-
source that supports the artifact or the personal experience with this artifact. We thus
have tω(N) = f(tFω , t

P
ω , t

PR
ω ), where tFω , tPω , tPR

ω are the trust value assigned to
an artifact F , the set of persons P who control F , the set of physical resources PR
which support F respectively for a given activity ω. The meaning of the resulting
trust value in a node depends on the employed function f to compute this value [8].
For instance, if Bayesian inference is employed to evaluate it as is done in [9], the
node trust value is considered as the probability by which a user believes that a node
can perform an expected action for a given activity [10]. However, in this work, we
do not address the issue of computing this value. Moreover, in this study, we suppose
that the edges are trustworthy, and we do not assign a level of trust to the edges.

Figure 2 shows the system presented in Figure 1 as a merged WDAG where each node
represents an artifact with all additional information as physical resources it depends
on and persons who control it, and each edge represents the relation accesses. The
associated value on the node represents the level of John’s trust in this node. The paths

2 If there is no ambiguity, we denote a minimal path through the WDAG by simply a path σ.
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Fig. 2. The activity “John accesses a document toto on GoogleDoc” as a WDAG

that enable John to access toto become: σ1 ={A, C, E, H, I}; σ2 ={A, C, F, H,

I}; σ3 ={B, D, G, H, I}.

3.2 SOCIOTRUST: A Probabilistic Approach to Infer the System Trust Value

Gambetta in [10] argues that: When we say we trust someone or that someone is trust-
worthy, we implicitly mean that the probability that he will perform an action that is
beneficial or at least not detrimental to us is high enough for us to consider engaging
in some form of cooperation with him. According to this argument, we can consider
the trust value as the probability, by which one party believes that another party can
perform an expected action in a certain situation [4].

We consider thus the following (Table 1 summarizes the notations used here).

– Trust in a node: The trust value of a user P in a node N for an activity ω is the
probability, by which P believes that N provides her the expected services for ω.
Then, we have t(N) = P(λN ).

– Trust in a path: The trust value of a user P in a path σ for an activity ω is the
probability, by which P believes that σ enables her to achieve ω. Then, we have
t(σ) = P(λσ).

– Trust in a system: The trust value of a user P in a system α for an activity ω is the
probability, by which P believes that α enables her to achieve ω. Then, we have
t(α) = P(λα).

We consider trust in a node, a path or a system as a value of probability. Hence, proba-
bility theory is the used tool to obtain the formula of these probabilities, as we show in
the next section [11].

3.2.1 Trust in a Path (Formal Evaluation): The trust level of a person in a path
for an activity is the probability that all the nodes that belong to this path provide the
expected services for the activity. Let σ = {N1, N2, . . . , Nn} be a path that enables a
person P to achieve an activity ω. The trust level of a person P to achieve an activity
throughσ = {N1, N2, . . . , Nn} is the probability that all the nodes {Ni}i∈[1..n] provide
the expected services for the activity. Thus P(λσ) is computed as follows:

P(λσ) = P(λN1 ∧ λN2 ∧ . . . ∧ λNn)
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Table 1. List of symbols and notations

Concept Notation Concept Notation Concept Notation

an activity ω a user who wants P the probability of P(λ)
to achieve an activity an event

a node N a path σ a system α
trust in a node value t(N) trust in a path value t(σ) trust in a system value t(α)

for an activity for an activity for an activity
the event “N provides λN the event “P λσ the event “P λα

the expected services achieves an activity achieves an activity
for an activity” through the path σ” through the system”

For a given activity ω achieved by a person P , the symbols ω, P are omitted for simplicity if there is no ambiguity

The event λNi means that Ni provides the expected services for an activity. Since
the graph is acyclic, then the nodes N1, . . . , Nn are different in the path, thus each λNi

is independent from all others. Hence, we can rewrite the trust in a path as follows:

P(λσ) = P(λN1)×P(λN2)× . . .×P(λNn) =

n∏
i=1

P(λNi) (1)

3.2.2 Trust in a System (Formal Evaluation): The trust level of a person P in a
system α to achieve an activity is the probability that she achieves her activity through
one of the paths in the system. To evaluate the trust in a system for an activity, two
cases have to be considered: (1) the paths are independent i.e., they have no nodes in
common and (2) the paths are dependent i.e., there exists at least one node in common.
The following shows how we use probability theory for these two cases.

1. Independent paths:
Let {σi}i∈[1..m] be independent paths that enable a person P to achieve an activity.
The probability of achieving the activity through a system,P(λα), is the probability
of achieving the activity through one of the paths σi. Thus P(λα) is computed as
follows: P(λα) = P(λσ1 ∨ λσ2 ∨ . . . ∨ λσm)

Since the paths are independent then the equation can be rewritten as follows:

P(λα) = 1−
m∏
i=1

(1 −P(λσi ))

For instance, if a person has two independent paths to achieve an activity then:

P(λα) = P(λσ1 ∨ λσ2 ) = 1− (1−P(λσ1 ))× (1−P(λσ2 ))

= P(λσ1 ) +P(λσ2 )−P(λσ1 )×P(λσ2 )
(2)

2. Dependent paths: To evaluate the trust through dependent paths, we begin from a
simple case where a system has two paths before generalizing.

2.1. Two dependent paths with one common node: Let σ1, σ2, be two paths that
enable a person P to achieve an activity. σ1 = {N,N1,2, . . . , N1,n}, σ2 =
{N,N2,2, . . . , N2,m}. These two paths have a common node, which is N and
so they are dependent. Thus the probability that a personP achieves the activity
ω through the system α is computed as follows:
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P(λα) = P(λσ1 ∨ λσ2 ) = P(λσ1 ) +P(λσ2 )−P(λσ1 ∧ λσ2 )

The probability P(λσ1 ∧λσ2 ) can be rewritten using conditional probability as
the two paths are dependent.

P(λα) = P(λσ1 ) +P(λσ2 )−P(λσ2 )×P(λσ1 |λσ2)

= P(λσ1 ) +P(λσ2 )× (1−P(λσ1 |λσ2 ))

We have to compute P(λσ1 |λσ2 ) which is the probability that P achieves
the activity through σ1 once it is already known that P achieves the
activity through σ2. Thus it is the probability that N , {N1,i}i∈[1..n]

provide the expected services for this activity, once it is known that N ,
{N2,i}i∈[1..m] provided the expected services. Thus N has already provided
the expected services. Hence, P(λσ1 |λσ2) =

∏n
i=2 P(λN1,i), where λN1,i is

the event “N1,i provides the necessary services for the activity”.

P(λα) = P(λN )×
n∏

i=2

P(λN1,i) +P(λN )×
m∏
i=2

P(λN2,i)× (1−
n∏

i=2

P(λN1,i))

= P(λN )×
[

n∏
i=2

P(λN1,i) +

m∏
i=2

P(λN2,i)× (1−
n∏

i=2

P(λN1,i))

]

= P(λN )×
[

n∏
i=2

P(λN1,i) +

m∏
i=2

P(λN2,i)−
m∏
i=2

P(λN2,i)×
n∏

i=2

P(λN1,i)

]

From Equation 2 we can note that the term:
n∏

i=2

P(λN1,i) +

m∏
i=2

P(λN2,i)−
m∏
i=2

P(λN2,i)×
n∏

i=2

P(λN1,i)

is the probability that P achieves the activity through σ′
1 = {N1,2, . . . , N1,n}

or σ′
2 = {N2,2, . . . , N2,m} which are the paths after eliminating the common

nodes. Thus the previous equation can be rewritten as follows:

P(λα) = P(λN )×P(λσ′
1 ∨ λσ′

2 )

2.2. Two dependent paths with several common nodes: Let σ1, σ2, be two paths
that enable a personP to achieve an activity. These two paths have several com-
mon nodes. By following the same logic as in 2.1., we compute the probability
that a person P achieves activity ω through system α as follows:

P(λα) =
∏

N∈σ1∩σ2

P(λN )×P(λσ′
1 ∨ λσ′

2 ) : σ′
1 = σ1 \ σ2, σ

′
2 = σ2 \ σ1.

2.3. Several dependent paths: A person may have several paths l with common
nodes.

P(λα) = P(λσ1 ∨ λσ2 ∨ . . . ∨ λσl) =

P(λσ1 ∨λσ2 ∨. . .∨λσl−1)+P(λσl )−P(λσl)×P(λσ1 ∨λσ2 ∨. . .∨λσl−1 |λσl)
(3)

Let us discuss these terms one by one:
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– P(λσl ) can be computed directly from Equation 1.
– P(λσ1 ∨ λσ2 ∨ . . . ∨ λσl−1 ) can be computed recursively using Equation 3.
– P(λσ1 ∨ λσ2 ∨ . . . ∨ λσl−1 |λσl) needs first to be simplified. If we follow

the same logic we discussed in Section (2.1.), the term P(λσ1 ∨ λσ2 ∨ . . .∨
λσl−1 |λσl) can be replaced by the term P(λσ′

1 ∨ λσ′
2 ∨ . . . ∨ λσ′

l−1 ) where
we obtain each λσ′

i by eliminating the nodes in common with σl.
– P(λσ′

1 ∨ λσ′
2 ∨ . . . ∨ λσ′

l−1) can be computed recursively using Equation 3,
and recursion is guaranteed to terminate when the number of paths is finite.

Table 2. Different systems and their trust value

α tω(α) α tω(α)

α1

A F

E

D

B

toto

C

0.4409 α2
A B

C

D F

toto

E

0.0144

α3

A B C

D F

toto

E

0.507 α4

A B C

D

F

toto

E

0.9003

4 Experimental Evaluations

This section presents different experiments, their results, analysis and interpretation.
The main objectives are (i) to study the influence of the system organization on the trust
values, and (ii) to confront this approach with real users. The first two experiments are
related to the first objective while the third experiment is devoted to the second.

4.1 Influence of the System Architecture on the Trust Value

SOCIOTRUST is motivated by the hypothesis that studying trust in the separate nodes
that construct a system does not give an accurate picture of the trustworthiness of the
system as a whole. To validate this hypothesis, we apply our equations on different sys-
tems that have the same number of nodes A,B,C,D,E,F and the same values of trust
assigned to each node, but assembled in different topologies as presented in Table 2.
The values of trust associated to nodes A,B,C,D,E,F are 0.1, 0.2, 0.3, 0.9, 0.8, 0.7
respectively. We calculate the trust value tω(α) of each system. We obtain very di-
vergent results varying from 0.0144 to 0.9003 as illustrated in Table 2. Collecting the
values of trust in each separated node in a system is not enough to determine if the
system is trustworthy or not for an activity. One must also know how the system is or-
ganized. For example, in α2, all the paths contain the nodes A and B and the trust values
in these nodes is quite low, 0.1 and 0.2 respectively, so the system trust value is also
low due to the strong dependency on these two nodes.
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4.2 Influence of the Path Length and the Number of Paths on the Trust Value

We conducted several simulations to observe the evolution of the trust value for an
activity according to some characteristics in the graph. As a dataset, we considered
random graphs composed of 20 to 100 nodes, and of 1 to 15 paths. Each node in the
graph is associated with a random value of trust from a predefined range.

Firstly, the evolution of trust values according to the path lengths in a graph is eval-
uated. Each simulated graph is composed of 5 paths with lengths varying from 1 to
15 nodes. Different ranges of trust values towards the nodes were simulated, namely:
[0.1, 0.4], [0.4, 0.6], [0.6, 0.9] and [0.1, 0.9]. Figure 3 illustrates the impact of the path
lengths on the trust value. Note that, the system trust value decreases when the length of
paths increases. This reflects the natural intuition that the measure of trust in a path falls
as the path gets longer, which is coherent with most of the existing results [12,13,14].

Secondly, we set the path lengths to 5 nodes and we increased the number of paths
from 1 up to 15 in order to observe the variation of the trust values. Again, different
node trust values were simulated: [0.1, 0.3], [0.5, 0.8], [0.6, 0.9], [0.7, 0.9] and [0.1, 0.9].
Simulation results are reported in Figure 4 which show that the trust value increases as
the number of paths increase. This reflects the intuition that the measure of trust in a
system for an activity rises when the number of ways to achieve this activity increases.

4.3 Social Evaluation: A Real Case

In order to evaluate SOCIOTRUST in a real use case, we modeled a subpart of the LINA
research laboratory system3 using SOCIOPATH. We applied the rules of SOCIOPATH on
this system for the activity “a user accesses a document toto that is stored on the SVN
server at LINA”. Due to space constraints and privacy issues, Figure 5 presents only
the WDAG of LINA for this activity, with anonymous nodes. We recall that each node
represents a software that is controlled by persons and supported by physical resources.
For the sake of clarity, we simplify the underlying graph as much as possible. Based
on this context, we conducted an opinion survey among twenty members of LINA in-
cluding, PhD students, professors and computer technicians about their level of trust in

3 https://www.lina.univ-nantes.fr/

https://www.lina.univ-nantes.fr/
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Fig. 5. LINA’s WDAG for the activity “accessing a document toto on the SVN”

each node. The survey allows to infer values of function f (cf. Section 3.1) given by
real users. For each person, we have computed the system trust value according to the
methodology presented in Section 3. Table 3 presents The survey data and the com-
puted trust value in the system according to LINA members. Over a second phase, we
asked each user for feedback about the system trust values computed with respect to
their level of trust in the nodes. The last column of Table 3 shows this feedback, where
� means that they are satisfied with the value, and × means that they are not satisfied.
75% of the users are satisfied with the computation. Unsatisfied users argue that they
expect a higher trust value. The node trust values of the unsatisfied users, have rela-
tively low values (around 0.5 or 0.6) compared to the other users. These users explain
that the lack of knowledge about some nodes leads them to vote with a neutral value
(0.5 or 0.6) which for them considered neither trustworthy, nor untrustworthy. Clearly,
such behavior is not compatible with a probabilistic interpretation where 0.5 is no more
neutral than any other possible value. The explanations provided by users reveal an in-
teresting point; even in the case of a local environment and even considering advanced
users, not everyone is in possession of all the information necessary for an informed
assessment. To conform to this reality and model this phenomenon, it requires to use a
formalism allowing to express uncertainty related to incompleteness of available infor-
mation. Classical probability theory is limited in expressing ignorance or uncertainty
while subjective logic [15] was proposed to deal with this issue. In our future work we
plan to extend SOCIOTRUST to use subjective logic.

5 Related Work

This paper proposes SOCIOTRUST, an approach to evaluate the system trust value for
an activity as a combination of several trust values through a graph. This work is related
to two domains: social networks and service-oriented computing (SOC).

Usually, a social network is represented as a graph where the nodes are persons
and the edges reflect the relations between these persons. The values associated to the
edges represent the value of trust between these persons. Trust propagation problem in
social network focuses on finding a trust value toward a defined person or resource
through the multiple paths that relate the trustor with the trustee. A lot of metrics
have been proposed to calculate this trust value like the one of Richardson et al. [16],
the TidalTrust [14], the SUNNY algorithm [17], the work of Agudo et al. [18]. SO-
CIOTRUST converges with these works on some points like navigating on the graph
between the source and the target to collect the values of trust and combining these
values to obtain the general trust value but it diverges in other points like, the values of
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Table 3. User’s trust value in the system SVN in LINA

A B C D E F G System trust User’s feedback about the
value system trust value

P1 0.5 0.5 1 0.5 0.5 1 1 0.4375 �
P2 0.7 1 1 0.7 0.7 1 1 0.847 �
P3 0.5 0.5 1 0.7 0.5 1 1 0.4375 ×
P4 0.6 0.6 0.8 0.7 0.6 0.8 0.6 0.3072 ×
P5 0.8 0.8 1 0.8 0.8 1 0.9 0.8202 �
P6 0.9 0.9 1 0.9 0.9 0.9 0.9 0.9043 �
P7 0.6 0.6 0.7 0.6 0.6 0.6 0.7 0.2770 ×
P8 0.8 0.6 1 0.9 0.8 0.8 1 0.7416 �
P9 0.7 0.5 1 0.4 0.7 0.6 0.9 0.4407 �
P10 0.8 1 0.7 0.8 0.8 0.9 0.8 0.6975 �
P11 0.5 0.5 0.9 0.5 0.5 0.5 0.9 0.2473 ×
P12 0.95 0.95 0.8 0.8 0.95 0.95 0.8 0.8655 �
P13 0.8 0.9 0.8 0.7 0.95 0.8 0.7 0.6433 �
P14 0.8 0.7 0.9 0.7 0.9 0.8 0.8 0.6652 �
P15 0.9 0.8 0.8 0.9 0.9 0.9 0.8 0.7733 �
P16 0.7 0.6 0.6 0.6 0.8 0.7 0.6 0.337 �
P17 0.5 0.9 0.8 0.7 0.9 0.5 0.8 0.3807 ×
P18 0.7 0.7 1 0.7 0.6 0.7 1 0.6088 �
P19 0.8 0.8 1 1 1 0.8 1 0.8704 �
P20 0.9 0.9 0.8 0.9 0.9 0.9 0.8 0.7971 �

trust associated to each node in our work are values attributed by the source node which
represent her trust in these nodes. In their works, the values associated to the edges rep-
resent the trust between the nodes related with this edge. Hence, these works discuss the
problem of trust propagation through a graph, while SOCIOTRUST focuses on finding a
trust value toward the whole graph that reflects an activity performed through it.

In SOC, a service invokes other services forming a composite service, so the com-
posite service can be represented as a graph where the nodes represent the service com-
ponents and the edges represent the relation of invocation. In [13,19,9], authors evaluate
the trust toward the composite service by considering the value of trust as probability
depending on the definition presented in [4]. They calculate a global trust value toward
the separated services and they use the theory of probability to evaluate the global trust
value of the composite services. These works are similar to our proposal in some points.
Firstly, the value associated to a node in the graph is represents the value of trust toward
a service. Secondly, they consider this value as a probability that the node performs
a given action that enables a user to achieve her activity. However, they diverge from
SOCIOTRUST in a main point. In their work, the computed trust value is toward a cer-
tain choice (path) of the composite services where in our work, it is toward the whole
system including all the paths that enable a user to achieve an activity.

The trust evaluation proposed in these two domains cannot be straightly adopted in
our work due to the difference in the graph nature between their works and ours.

6 Conclusion and Perspectives

In this paper, we present a new notion of trust: trust in a system for an activity. We
propose SOCIOTRUST, a probabilistic approach to calculate the system trust value. We
conduct some experiments to illustrate that the system construction is a key factor in
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evaluating the user trust value in a system. Finally, we confront our approach with
real user opinions based on a real modeled system to extract the limitations of this
proposition. A serious limitation of our study is that trust values have been considered
as a traditional probability where expressing ignorance or uncertainty is not possible.
Subjective logic which is an extension of probability theory can deal with this issue. We
are currently extending SOCIOTRUST to use subjective logic.
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Abstract. Trust Management researchers have created several sound frame-
works for well-defined problems based on their deep understanding of the field 
and the current state of the art. However, Trust Management experts are rarely 
contacted for the design of distributed business applications. Developers of 
these kinds of business applications are not familiar with latest results and are 
only aware of a very limited set of applicable solutions. This hinders the adap-
tion of these novel security solutions into provided future services. To support 
the integration of Trust Management into these areas we defined a design 
process, which can be applied systematically by developers. Based on the de-
sign process they can use their scenario knowledge to narrow down their design 
space and finally select from a limited set of applicable implementations the 
best fit. We extended the static TrustFraMM meta-description of Trust Man-
agement in a way to enable it to support the exploration and exclusion of exist-
ing trust functionality implementations. We built our process on a number of 
requirements collected through our user-centered design approach. We also 
provide a possible visualization of the process which we evaluated using a pa-
per prototype. Our process had a positive user acceptance among the questioned 
users. 

Keywords: Trust management, development process, user-centered design,  
meta-model. 

1 Introduction 

With the recent acknowledgment of soft-security and Trust Management [1] different 
domains seek robust procedures protecting nodes in open and distributed environ-
ments. Trust Frameworks (TF) evolved with specific tasks for well-defined domains. 
They estimate the probability of correctness or the related risk of consuming a service 
of one node or another. Such a service might be the distribution of a file in a P2P 
network [2], forwarding of a data packet in an ad-hoc network [3] or simply a state-
ment about the authenticity of a person [4]. 

As shown by multiple surveys, security expertise and especially Trust Management 
(TM) expertise is not available at the implementation of new business services and  
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applications1. Following the current trend of growth in the Information and Communi-
cation Technologies sector and the number of businesses in this area the situation of 
security expertise involvement is not likely to change. As a result these business solu-
tions do not benefit from the novel TM solutions specifically designed for their use-
cases. To overcome this obstacle our suggestion is to create systematic procedures for 
integrating TM that can be directly applied by non-security experts to their applications. 

We created a TF design process applicable by system designers and developers 
building on their domain knowledge and its relevant requirements. Our process is 
based on the Trust Framework Meta-Model [5], which modularizes available TFs into 
a well-defined structure. It provided a good framework to access state of the art know-
ledge and divide the problem space into smaller units. We added attributes to the dif-
ferent static elements of the meta-model that focus on typical aspects of the element’s 
functionality. These attributes are comprehensible to the users and enable them to 
describe their use-case. With the process users can explore and narrow down the de-
sign space by selecting and excluding some of the attributes. This way they can select 
the most compelling implementation of the TF for their application at the end of the 
process. 

As a next step we created visualization for the process based on a user-centered de-
sign approach [6, 7]. We held multiple workshops and interviews to understand users’ 
needs and their understanding of TM. We incorporated their requirements into a paper 
prototype and evaluated it using interviews. Our interviewed users appreciated the 
operation of the process and found the visualization appropriate to support them. They 
also found that by selecting attributes and seeing how this influences their remaining 
choices they learn possible combinations and gain additional comprehension of TM. 

In this paper we first look at the state of the art. Section 3 describes the user-
centered design approach we followed and the user needs we collected throughout our 
iterations. Based on these needs we created a design process which is presented in 
section 4. The prototyped visualization is presented in section 5, followed by the con-
clusions in section 6. 

2 State of the Art 

There is a large number of TFs available designed for different domains [2, 3, 4]. Simi-
larly there exist many surveys collecting and categorizing TFs and identifying common 
aspects [8, 9]. As evident from these examples TM has exhaustively been researched 
and there are many findings available. It is easier to access these findings with the Trust 
Framework Meta-Model [5]. TrustFraMM was born from the idea to identify identical 
functionalities in different available TFs. These functionalities have been formalized 
into elements with dependencies and interfaces. Using TrustFraMM it is possible to 
describe any TF as a set of standard functionalities. The authors provided typical im-
plementations for their elements based on existing solutions. However, as TrustFraMM 

                                                           
1 http://www.cio.com/article/710218/Ease_the_Need_for_IT_Security 
_Pros_by_Writing_More_Secure_Code [accessed: 16th March 2013]. 
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is only a static model describing frameworks it is per se not applicable for the design of 
a TF. We amended TrustFraMM and used it as a basis for a design process as described 
in the later sections. 

When trying to find any defined development process for TM there is little work 
available to build on. Ref. [10] introduces an UML-based method, which by compar-
ing alternative outcomes defines trust policies which ensure optimal outcome for the 
specific interactions. While the method is systematic its scope is more limited then we 
aim for. A more general approach can be seen in [11], which provides a number of 
questions that help to find the appropriate trust metrics for a use-case based on the 
assessed risks. While this process is very helpful for developers with experience in the 
field the questions are too unspecific to be used by a non-security expert. 

Applying user-centered design [6] to security is a very novel approach. User-
centered security is a specialization of UCD and is defined as “security models, me-
chanisms, systems and software that have usability as a primary motivation or goal” 
[7].  Ref. [12] uses a user-centered design approach to collect user needs of TM. We 
used their identified needs for the first iteration of our design process and collected 
additional ones. 

3 User-Centered Design Steps and Identified Needs 

Our main requirement for the design process was to support non-security expert sys-
tem designers and developers in developing secure distributed applications based on 
TM functionality. To achieve this we decided to follow a user-centered approach  
[6, 7] involving such users. This ensured that we have a proper understanding of the 
target users of our design process and their requirements. 

3.1 Involving Users 

As seen from the workshops of [12] “… designers and developers are confident in the 
use of the term trust…” and “they do not fear to make decisions based on it in existing 
systems.” So as long as there are TFs available to calculate trust values and non-
security experts do not need to implement the procedures themselves they believe in 
their effectiveness. Building on these results but also to have additional and more 
specific requirements for our purpose we held a workshop with six users. Our users 
worked all as researchers in an IT institute but had different specializations. Three 
worked mainly in the HCI field, one in business informatics, one in context-aware 
systems and one in web development. Each of our users had significant experience 
with the development of distributed systems and had also industry experience but 
were no security experts. We presented two different scenarios to them in which they 
had to design different applications. They had an open discussion about how they 
would proceed with the development of the application, assuming they had tool  
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Fig. 1. The two paper prototypes 

support for the TM part. The two scenarios were designed in such a way that they 
would focus on different aspects and enable us to collect several different needs. 

The first scenario foresaw a simpler TF making them feel more comfortable and 
enabling them to focus on the development process. It was about developing a phone 
app in which users in real-time reported and acknowledged the existence of traffic 
jams. The trustworthiness of these reports was to be assessed by the system. 

The second scenario was more challenging as it required the participants to design 
a trustworthy routing system for ad-hoc networks. As this scenario was difficult to 
handle for the users it made them envision how they would like to receive support for 
the design of the TF. Aim of the workshop was also to see whether our imagined 
process would fit users’ expectation. 

Based on the input from the workshops we finalized the design process and de-
cided to use paper prototypes as evaluation tool [13]. The created paper prototypes 
can be seen in Fig. 1. We had prepared two conceptually different prototypes to si-
multaneously test a larger set of requirements and be able to have a comparison  
during our test. The prototypes consisted of large sheets of paper with the default 
workspace printed on them. We prepared additional whole paper sheets for larger 
changes in the interface. We placed smaller paper labels onto the workspace as pop-
up when needed. The first prototype (left in Fig.1) was more focused on the informa-
tion flow and gave users a free hand in composing their architecture. The workspace 
had at the bottom the TrustFraMM elements, which when clicked on listed the as-
signed attributes. Attributes could be dragged and dropped onto the workspace and 
then grouped or connected using a pen.  The second prototype (right in Fig. 1) showed 
the TrustFraMM elements connected according to functional dependencies. The 
attribute selection was simulated using a pen. After each interaction of the user we  
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either placed pre-prepared paper labels onto the workspace or drew the exclusions 
with the pen. 

These prototypes were separately shown to the same six users who participated in 
the workshop. We decided to use the same users because we wanted to iterate their 
formulated needs. The users were asked to use the prototype in the traffic jam scena-
rio from the workshop and comment on the usability. After collecting comments 
about specific usability issues we always had a short open discussion with them. In 
this we asked what their general opinion was, what they thought as strengths and 
weaknesses and whether they would use such process. These comments were used to 
finalize the process and our proposed visualization. 

3.2 Identified Needs 

After the workshops and interviews we evaluated the notes we made during the dis-
cussions and identified main needs concerning the design process. These needs can be 
divided into two main categories. One category contains more general needs concern-
ing the main properties a design process should have, the way it should work and how 
it should be used. These needs are collected in Table 1. The second category, shown 
in Table 2, is more related to our created design process and mainly contains the 
feedback gained from the paper prototypes. Due to space limitations we did not in-
clude those needs which were already listed in [12]. 

Table 1. General needs 

Visualization • Visualization should serve as catalogue of options 

• Visualization should be similar to UML 

• Information flow should be traceable 

Suggestions • Support should suggest Trust Model 

• Fine tuning should be possible based on defaults 

• Higher level categories should be provided 

• Colliding requirements should be traceable 

Implementation • Code generation is inconvenient 

• API should provide base classes to inherit from 

• Implementation should be event based 
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Table 2. Specific needs 

Attributes 
• Attribute wording should be self-explanatory 

• Additional descriptions about the meaning of attributes should
be provided 

• Similar attributes should be grouped 

Exclusion 
• See which attribute caused what exclusions 

• Description should be provided why two attributes collide 

Selection 
• References for further reading should be provided for

implementations 

• Implementations should be ordered based on relevance  

4 Defined Trust Framework Design Process 

Based on the requirements presented in section 3 we aimed at creating an easy to 
follow TF design process, which can provide a sound solution building on the scena-
rio knowledge of the user. We found that the creation of a TF for a new scenario is 
not the result of a systematic design process with sequential steps. If using approved 
state of the art procedures, the design rather consists of selecting suitable solutions for 
the scenario at hand. There are typical aspects of a problem, like the availability of a 
trusted entity or the need to balance load, which narrow the number of applicable 
solutions. Thus we conclude that selecting the appropriate TF is an explorative 
process. Therefore what we wished to provide the users with was a clear method to 
explore possible solutions guided through their scenario. For this purpose we suggest 
to describe the approved TF procedures using attributes, which target the problem 
aspects we just mentioned. 

In our foreseen design process the user selects, based on the characteristics of the 
scenario, attributes that apply to her use-case. These attributes are assigned to the 
different elements of TrustFraMM to distribute the problem into smaller sets. When 
an attribute is selected other attributes that collide with the selected one get unavaila-
ble, thus step by step narrowing the design space. As an example, when we decided to 
use exclusively global reputation values (like eBay [13]) for participants, it is not 
consistent to use recommendations anymore as these would produce a personalized 
view of the participants. After the user has selected all the attributes she sees appro-
priate the process provides the set of remaining implementations possible. The fol-
lowing sections provide a more detailed description of the individual steps and related 
design decisions of our process. 
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4.1 Attributing the Elements 

To group the attributes into smaller units as the users requested we decided to use 
TrustFraMM as a basis. As shown in [5] the different elements of TrustFraMM have 
different typical implementations. Depending on the application scenario some im-
plementations are more appropriate than others, e.g. it is inconvenient to use a central 
server if there is no continuous Internet connectivity. Consequently, we propose to 
assign the planned attributes to each implementation to characterize the functionality 
and applicability of it. We also suggest the use of standardized attributes to ensure 
that different implementations select from the same set to describe themselves. 

This approach also enables the process to be extendable and not only work on the 
number of implementations available when realizing it. Every time a new implemen-
tation is designed for one of the elements the author can describe it using the available 
set of attributes or extend the standard set, if the available ones are not sufficient for 
the exact description. Without any change to the process the users can be presented 
with and also use the new attributes together with the already available ones. 

4.2 Exclusion of Colliding Attributes 

When the process starts inside each TrustFraMM element the user is presented with 
the collection of all the attributes the different respective implementations have. As 
attributes are standardized and they describe different sub-aspects many listed 
attributes are going to belong simultaneously to multiple implementations. This limits 
the total number of individual attributes that are listed. 

The user now starts selecting attributes, which seem appropriate for the specific 
use-case. There is no limitation to which element should be handled initially as de-
pending from the use-case different aspects may be known in advance. For example, 
if in the beginning the network structure is known it is advisable to start with Trust 
discovery and distribution. On the other hand, if rather the interaction with the system 
is given Interaction Evaluation and Trust enforcement may seem as good starting 
points.  

As the user selects attributes the process checks which available implementations 
contain it. The attributes of the remaining implementations stay selectable, while the 
other attributes get struck through. This process continues as long as the user selects 
attributes, leaving at the end only a limited number of attributes and thus limited 
number of possible implementations remaining. 

Additional issue to solve is the relation between different TrustFraMM elements 
and the exclusion of attributes based on these dependencies. Similarly to attributing 
an implementation in section 4.1 the creator of an implementation has to look at 
TrustFraMM elements her element depends on. From these elements the attributes 
have to be chosen which when selected the implementation is not applicable anymore. 
Consequently in the process, when an attribute is selected all depending TrustFraMM 
elements have to be checked. The attributes of not colliding implementations remain 
selectable, while the remaining attributes are struck through. 
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As a dependency gets resolved, resulting in excluding attributes, this may have an 
effect on further dependencies. This recursive operation will stop after a limited num-
ber of steps as TrustFraMM does not contain any dependency cycles. As soon as the 
user is finished with selecting attributes she can proceed to the next step in the 
process. 

4.3 Selecting the Specific Implementation 

When the user decides that she is finished with selecting attributes the final step of the 
process may start. Since during every step the remaining possible implementations 
were checked it is possible without any further computation to list them. It is advisa-
ble however, to present one implementation for each element as default based on the 
largest set of attributes covered. Then, in sorted order, further implementations based 
on the number of attributes covered should be listed. 

During this final step the user can view the implementations, which have been sug-
gested for the individual elements. After reviewing the implementations the user may 
decide to change the implementation from the default one to another or go back to 
selecting another set of attributes. If the user has selected the implementations she 
would like to use for the elements the process can be closed. The user has now gained 
from requirements and attributes about her application a suggestion on a TF and  
the implementation of different elements without the need to investigate TM state of 
the art. 

5 Interaction and Graphical User Interface 

Section 4 introduced the theoretic basics of our proposed design process. As one of 
the main requirements of the users was to have a visual aid for the process we also 
built a possible visualization. In this section we introduce the structure of our visuali-
zation and emphasize on the features we included for better usability. We also present 
here fragments of the finalized paper prototype created throughout our iterations. 

At the beginning the user is presented with an overview of TrustFraMM with the 
relevant attributes within the elements. This helps the users to know the different 
aspects of a TF and avoids them feeling lost in this unknown field. When a user goes 
over an attribute with the mouse a hint is displayed to avoid problems regarding 
wording. An illustration for this can be seen in Fig. 2. There is a button in each ele-
ment through which a more detailed description can be reached about the responsibili-
ty of the element and the cause for dependencies to other elements. 

The selection of an attribute is marked through a dot appearing at the end of the 
line. As attributes are selected others are struck through. A cross icon behind excluded 
attributes enables the users to see the list of attributes - both from this and from other 
elements - colliding with this one. A button in the corner of the workspace allows the 
user to proceed to the next step of the process. 
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Fig. 2. Selecting attributes of TrustFraMM element 

In the next step the user again sees an overview of TrustFraMM. This time, how-
ever, each element is filled with a specific implementation based on the selection of 
attributes from the previous step. An illustration of this can be seen if Fig. 3. Below 
the implementation name is a short text as a reminder of the functionality of the spe-
cific implementation. The box can be expanded by the use of the triangle button in 
 

 

 

Fig. 3. Showing implementations for elements 
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the left bottom corner. When expanded the user is presented with the set of attributes 
the implementation fulfills. There are two additional options. With the “Refer-
ences…” button additional information about the implementation can be requested in 
form of an extended description or a number of papers describing it. To ensure that 
the replacement of the implementation is a conscious decision the list of further im-
plementations can only be reached over an additional dialog. There the user can see 
what attributes other implementations fulfill and can collect additional details, which 
support the decision. 

The main conclusion we gained from the GUI prototype was that a visualization of 
the design process also serves an e-learning purpose. This means that the user learns 
about TM and the possibilities while going through the design. We decided to realize 
this via a great number of tooltips, help dialogs and further visual clues. This addi-
tional information also serves a better understanding of TM. This is necessary as users 
are not going to integrate components they do not completely understand or they do 
not know how those work. 

6 Conclusions 

In this paper we presented a systematic approach for the design of Trust Frameworks. 
Throughout the creation of the design process our main requirement was that it should 
be applicable by security-experts but also by non-security experts. To achieve this we 
used a user-centered design approach and held multiple interviews with distributed 
system designers and evaluated our product with a paper prototype. 

Our process is built on attributing the elements of the Trust Framework Meta-
Model. The creators of specific implementations describe the implementation’s prop-
erties with a default set of attributes and define colliding attributes for the dependent 
TrustFraMM elements. The user of the process can then select from these attributes 
and this way they exclude not fitting implementations. At the end of the process the 
user receives a suggestion for her use-case without having investigated into Trust 
Management.  

We also built a possible visualization for the process based on the user needs we 
collected. With our visualization the user is guided through the process and based on 
the tooltips and further visual clues provided her knowledge of Trust Management is 
extended. This enables the user at the end of the process to make a more conscious 
decision regarding the implementation to be applied. 

The result of our interviews was that the proposed design process with the sug-
gested visualization was comprehensible and usable for the target end-users. They 
understood the concept, appreciated to learn more about Trust Management and felt 
capable of designing an appropriate Trust Framework. 

As next step of our research we plan on implementing a tool, which uses the pre-
sented process and is also able to generate executable program code. This can then be 
integrated by the user into her application. This tool will build on the well-defined 
interfaces of TrustFraMM and contain several implementations from state of the art 
Trust Frameworks. We will also provide a number of pre-defined classes to be  
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implemented by the user to customize the framework to their target use-case. Using 
this tool we will then be able to further evaluate and improve our process. 
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Abstract. Model-based risk analysis methods use graphical models to
facilitate participation, risk communication and documentation and
thereby improve the risk analysis process. Currently, risk analysis meth-
ods for identity management systems (IDMSs) mainly rely on time con-
suming and expensive manual inspections and lack graphical models.
This article introduces the executable model-based risk analysis method
(EM-BRAM) with the aim of addressing these challenges. The EM-
BRAM employs graphical models to enhance risk analysis in IDMSs.
It identifies risk contributing factors for IDMSs and uses them as inputs
to a colored petri nets (CPNs) model of a targeted IDMS. It then verifies
the system’s risk using CPNs’ state space analysis and queries.

1 Introduction

Identity management systems (IDMSs) create and manage identities of end-
users [1]. They have three main stakeholders - the system end-users, who create
or obtain and show credentials; the identity provider (IdP), the organization
that issues the credentials to end-users; and the service provider (SP); the or-
ganization that provides services or resources to end-users after verifying their
identities. SPs may be referred to as relying parties (RPs).

Model-based risk analysis methods use graphical models to facilitate partici-
pation, risk communication and documentation [2] and thereby enhance the risk
analysis process. The extent to which model-based risk analysis methods can
improve privacy and security risks analysis in IDMSs have not been the main
focus of current research. Furthermore, current risk analysis methods for IDMSs
mainly rely on manual inspections [3]. Manual inspections are time consuming
and expensive.

This article contributes by introducing the executable model-based risk anal-
ysis method (EM-BRAM) for IDMSs. The EM-BRAM identifies risk factors
inherent in IDMSs and uses them as inputs for a Colored Petri Nets (CPNs) [4]
model of an IDMS system to analyze the system’s privacy and security risks.

The rest of the article is organized as follows: Section 2 discusses the related
work. Section 3 presents part of the privacy and security risks model for IDMSs.
Section 4 is a case study on how the risk analysis method works. Finally, Section 5
concludes the article.

S. Furnell, C. Lambrinoudakis, and J. Lopez (Eds.): TrustBus 2013, LNCS 8058, pp. 48–61, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Related Work

Gajek et al. [5] analyze the Microsoft CardSpace IDMS or identity metasystem.
The analysis focuses on how the vulnerabilities of a browser can threaten the se-
curity of the Microsoft CardSpace. They describe an attack where an adversary
extracts and replays a security token from the protocol execution and thereby
enables possible impersonation of an end-user. Gajek et al. observed that the
CardSpace tokens contain end-users’ claim but not their identity (ID). This con-
tributes to identification risk in the CardSpace IDMS. In addition, end-users are
not involved in the protocol execution. Thus, end-users tokens or credentials are
encrypted with the relying party’s public key and signed by the identity provider
without their involvement. Furthermore, an attacker can subvert the same-origin
policy (SOP) checks in order to acquire the privilege to access the CardSpace
token. Similar manual risk analysis of the security assertion markup language
(SAML) single sign-on IDMS was done by [6]. However, manual inspections are
time consuming and therefore expansive. Rather than manual analysis, this ar-
ticle attempts to automate privacy and security risks in IDMSs. In addition,
the above approaches are not model-based and therefore lack the benefits of
model-based risk analysis.

Current risk analysis methods for IDMSs are mainly qualitative, rely on man-
ual inspections and incomplete because the stakeholders’ interests are ignored [3].
However, the metric-based framework proposed by Cabarcos et al. [3] for IDMSs
has no intuitive risk or system model that can help stakeholders to understand
the risk analysis process. The EM-BRAM is intuitive, partially automated and
can reduce subjectivity in risk analysis.

Suriadi et. al. [7] formally evaluated two security and privacy goals of IDMSs.
They showed that end-users could maintain anonymity throughout multiple sin-
gle sign-on sessions and minimize the ability of IdPs and SPs linking their activ-
ities in their proposed user-centric federated SSO system. However, their tech-
nique is not comprehensive because it focuses on only two out of many privacy
and security goals.

3 Risk Analysis Model

This section presents part of a risk analysis model for privacy and security risks
analysis in IDMSs. The full risk model can be found in [9]. The risk model is
developed from a Delphi study on characteristics of tokens or information that
flow in IDMSs [8]. We studied tokens because they are personal data sources and
gateway to personal data [10]. A token can be an identifier such as username, a
claim such as a password, an assertion such as SAML tokens, a credential such
as a X.509 certificate or combinations of these.

The Figure 1 represents the partial risk model for IDMSs. It focuses on the
characteristics of tokens that can threaten privacy and security in IDMSs. The
external factors are threats or vulnerabilities that may be outside the control of
IDMSs. On the other hand, the internal factors are threats or vulnerabilities that
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Fig. 1. Internal and External Risk Factors [8]

may be under the control of IDMSs and could be verified by technical means.
The intersection represents both internal and external factors.

The risk analysis focuses on the internal factors and we discuss them in
Table 1.

4 Case Study and Application

As a case study, we apply the risk model in Figure 1 to analyze privacy and
security risks of SAML SSO service (SAML-SSOS) for Google Apps [16]. The
attack scenario for the SAML-SSOS IDMS is shown in Figure 2 and explained
in the list below:

Fig. 2. SAML SSO service for Google Apps and an Intruder [17]



Executable Model-Based Risk Analysis Method for IDMSs 51

Table 1. Risk Factors for IDMSs [9]

Factors Explanation

multiple times In an IDMS, the activities of an end-user may be linked or profiled when
she uses a token multiple times. Hence multiple uses of tokens create
linkability or confidentiality risk

single sign-
on,multiple
services

A token used for multiple purposes or services may be subjected to ille-
gal processing or abuse. IDMSs that support single sign-on (SSO) allow
tokens to be used for multiple services sometimes in multiple domains
upon a single authentication [11]. Although SSO reduces human error, it
leads to sharing of valuable information across services or domains [12].

creation,
archiving

The creation risk factor verifies if a token is created with sensitive per-
sonal data and its number of attributes is sufficient to protect the se-
curity and privacy of an end-user. A token created with limited or less
sensitive attribute may enhance privacy because personal attributes are
minimized [12]. Similarly, archiving a sensitive or excessive collection of
personal attributes may lead to privacy risk

public, infer-
able, revocable

A token’s secret is public if it can be found in an unauthorized or public
database. Revealing a token secret to an unauthorized entity creates risk
in the IDMS. A token’s secret is inferable if it can be guessed or deduced.
We can determine if a token’s secret is inferable by computing its entropy
[13], [14]. The entropy of a token is given byHt = −∑N

i=1 pilog(pi) where
p(i) are the probabilities of individual characters in the token’s secret
string and N is the characters space. The entropy of a password secret is
given by H = nlog2b where b is the character space and n is the password
length [13]. For example, the character space for English keyboard is 94.
The entropy of a biometric template can be found in [14]. When a token’s
secret is revoked the user of the token could be identified or confidential
information may be made available to unauthorized persons

copyable,
concurrently
usable

If the content of a token is not protected from adversaries then it can
be copied. For example, the content of a RFID tag with no additional
security could easily be read by anyone with an appropriate reader but
a RFID tag that comes with additional security may ensure that only
authorized readers have access to its content. A token is “copyable” if
its content can be read by an unauthorized agent. This risk can occur
externally or internally. Concurrent use of a token may contribute to
privacy and security risks if the token is stolen or disclosed without the
knowledge of the token owner. On the other hand, concurrent use of
token can enhance availability since the token can be used concurrently
in many parallel sessions

loss, disclosure,
disruption

The value at risk when a token is lost, disclosed or disrupted is deter-
mined by these factors. Sharing a token in an IDMS can lead to a conflict
situation where a token can be lost. A token can be disclosed inside or
outside an IDMS. For example, if a token is not encrypted in an IDMS
its content can be disclosed. The cost of disclosure may depend on the
application using the IDMS. A token can be disrupted in an IDMS if
there is a deadlock in the system. This risk can occur externally if the
token fails to function.

origin, authen-
ticity, identity,
validity

To enhance security, an IDMS should have a mechanism for checking the
authority who issues a token if the token. In addition, there should be a
means of ensuring the validity, identity and authenticity of the token [15].
The authority who issued the token should be clearly identified (token
origin). Token authenticity determines if a token belongs to the entity
presenting it to the IDMS. Token identity determines if a token identifies
the subject or the entity possessing the token. Token validity determines
if a token has not expired, its lifespan is within the validity period or has
passed the validity test
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1. S1: A user (bob) or browser agent attempts to reach a service hosted by the
Intruder SP (IntruderSP).

2. S1: The Intruder SP being aware that bob has a possible subscription with
Google requests for Google calendar service from GoogleSP with bob’s iden-
tity.

3. A1: The Intruder SP waits for an authentication request (authReq) from the
Google calendar application or cloud service.

4. A1: Upon receiving the authentication request, the Intruder SP requests for
authentication assertion from bob’s IdP.

5. A2 and A3: Authentication request is forwarded to the IdP, the IdP builds
authentication assertion and sends response to the Intruder SP.

6. A4 and S2: The Intruder SP sends a response to the Google cloud service
and receives bob’s resources.

Fig. 3. Hierarchical CPNs Model for SAML-SSO Service for Google Apps

The CPNs model in Figure 3 consists of places, transitions (events), input
and output arcs. We represent the places by ellipses, transitions by rectangles,
input/output arcs by directed arcs [4]. A place may hold a collection of tokens
and may represent system conditions. A CPNs token is a variable with data type
and a value. It is not the same as security tokens discussed above. We refer to the
data type as color set and the values as token colors. The set of tokens on all the
places at a given moment represents the system state or marking. The transition
represents the events or actions that can cause a system to change state. An arc
serves as data input and output for a transition. It enables a transition to remove
one or more tokens from an input place to an output place. When this happens,
we say that the transition is fired.

Figure 3 is the hierarchical CPNs model for the SAML-SSOS attack sce-
nario described in Figure 2. We use the hierarchical CPNs to make a large
model manageable and compositional. Figure 3 has five substitution transitions
or sub-models. Substitution transitions are the rectangles with double lines while
normal transitions are marked with single lines. We use the substitution transi-
tions to represent the system agents – User, IdP, IntruderSP and GoogleSP. The
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scenario for each system agent is modeled in the respective sub-model. The In-
truderSP represents the intruder (i) in Figure 2. The numbered places represent
the possible sequence of information flow in the top-level model. For example,
Step1 in Figure 3 represents the first place to receive token in the hierarchical
model.

Fig. 4. User

The system is initiated by the User sub-model. The User sub-model is in
Figure 4. In Figure 4, the place “bob” starts the process by submitting a token
(bob,intruderSP,URI) to the IntruderSP. The Browser1 transition moves the
token to the output port Step1. The output port Step1 is connected to the
Step1 place in Figure 3, the top-level model. The token is sent through Step1 in
Figure 3 to the IntruderSP sub-model in Figure 5. The IntruderSP sub-model
receives the token through the input port Step1. The transition IntruderSP12
verifies if the IntruderSP has the required session key to decrypt the token. The
IntruderSP then creates a new request token for the GoogleSP and sends it
through the output port Step2.

In the GoogleSP sub-model in Figure 6, the input port Step2 receives the
request. A new authentication request is created and sent via the output port
Step3 to the IntruderSP. In the IntruderSP in Figure 5, the IntruderSP modifies
the token and sends it to the IdP sub-model via the output port Step4. The
token is received by the input port Step4 in the User sub-model. The end-user’s
authentication information is then added to the token and sent via the Step5
output port to the IdP sub-model.

The input transition Step5 receives the token in the IdP sub-model in Figure 7.
The IdP transition authenticates the token and issues an assertion via Step6
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Fig. 5. Intruder SP

Fig. 6. Google SP
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output port. The User sub-model in Figure 4 receives the assertion through the
input port Step6 and forwards it to the IntruderSP. The Step7 input port of the
IntruderSP receives the token, modifies it and sends to the GoogleSP via the
Step8 output port. In addition, it uses the fusion set Replay to resend the token
to the GoogleSP. Furthermore, the IntruderSP archives the token on the place
Archive2.

Fig. 7. IdP

The GoogleSP sub-model receives the token on the input place Step8. It veri-
fies the session key and releases the resource via the output port Step9 if the ver-
ification is successful. In addition, it stores the assertions on the ReceivedAsser-
tion place. The GoogleReplay transition releases a resource whenever a new
token is received on the fusion set Replay. Finally, the IntruderSP receives the
unauthorized resources.

The tokens of the IDMS are composed of fields. Some of the fields are atomic
others are structured. The atomic fields or data types include keys and IDs.
Structured fields are constructed from the atomic ones. For example, a cipher or
an assertion is given by the order pair (K,I) where K is an encryption key and I
is an identity.

The data types or colors are declared as follows:

colset KEY = with prKidp|kGP|kPI|kUI|kUIdP|kIG|kIIdP; colset ST
= string timed;colset URL= with URI|calendar;colset ID = with
idIntruder|idISP|gsp|idGSP;colset EA2=EA1; colset NAME = with
intruderSP|google|IdP|bob|alice;colset A2=A1;colset ESTRING =
product KEY *STRING;colset EA1=product KEY*A1; colset S1 =
product NAME*NAME*URL;colset ES1=product KEY*S1;colset NAMEURL=
product NAME*URL;colset SAA=product KEY*NAME*NAME; colset AA =
product ID * NAME;colset A1 =product NAME* AA*URL;colset A3=
product NAME*SAA*URL;colset EA3=product KEY*A3;colset A4=A3;
colset EA4= EA3;colset A1PN=product AA*URL*NAME;colset EA1PN=
product KEY*A1*KEY*STRING*NAME; fun verify(k1:KEY,k2:KEY)=k1=k2;
val users =[bob,alice];val pwDB=["PW", "PW1"];
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The color sets with “E” in front of their names represent the encrypted version
of the corresponding color sets without an E. E.g. ESTRING is the encrypted
version of STRING. The color set of the variable s1 is S1, es1 is ES1, a1 is A1,
and ea1 is EA1 etc. The function verify(k1:KEY, k2:KEY) checks if an agent
has the required session key to decrypt a token. It returns true if the agent has
the required session key.

4.1 Privacy and Security Risks Analysis

This section shows how privacy and security risks of the SAML-SSOS model in
Figure 3 can be analyzed. The objective of risk analysis is to identify and assess
all risks and suggest a set of controls that will reduce these risks to an acceptable
level [18]. Hence, we analyze if the characteristics of tokens in the SAML-SSOS
IDMS threaten system privacy and security and suggest suitable controls based
on the risk model in [9].

Fig. 8. State Space Graph

We use CPNs simulation tools to check the correctness of the model. We then
use the CPNTools [4] to generate the state space graph of the system model and
search through the graph for privacy and security risks. Figure 8 is the state
space graph automatically generated by the CPNTools. It has the 16 nodes and
18 arcs. The nodes represent the system states and the arcs are the transitions
from one system state to another. In other words, nodes correspond to the set
of reachable markings and the arcs correspond to occurring binding elements. A
marking is the number of tokens and the token colors on the individual places
which together represent the state of a system.

We analyze the privacy and security risks as follows:

Multiple times: The place GoogleSP’ReceivedAssertion in Figure 6 stores
all the tokens or assertions received by the GoogleSP. To verify multiple uses
of tokens, we use the query “PredAllNodes(multipleUse())” to find the upper
integer bound of all the nodes where tokens on the GoogleSP’ReceivedAssertion
place is greater than 1. The result shows that multiple uses of tokens occurred at
nodes 13,14 and 16. This means the end-user can be profiled by the GoogleSP,
hence we have profiling or linkability risk.
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fun multipleUse()=fn n=>size(Mark.GoogleSP’ReceivedAssertion 1

n)>1;

SSO/Multiple Services: The alias or the identity “bob” is not supposed
to be seen by the GoogleSP because “bob” requested a resource from the In-
truderSP. However, because the end-user used the same identity “bob” for the
two services, it was easy for the IntruderSP to mount an attack using the iden-
tity of “bob”. Hence, the end-user’s token can access the calendar service with-
out her consent or knowledge. We verify this risk using the query “PredAllN-
odes(isMultipleService())”. The function “isMultipleService()” is defined below.
The results show that the identity “bob” appears in GoogleSP’s domain at nodes
10,11,12,13,14,15 and 16.

fun isMultipleServices()=fn n=> isSubstring "bob"
(st_Mark.GoogleSP’ReceivedAssertion 1 n);

Creation/Archiving: We verify whether the token has the recommended
number of attributes in every state of execution and contains no sensitive at-
tributes. Sensitive attributes include criminal record, BankID, health status etc.
[19]. The SAML-SSOS IDMS requires four attributes for assertions i.e. AuthAs-
sert(ID,User, IdP, SP) [17], and at least two attributes (Entity’s name and URL)
to be secure. The query (a) retrieves all the attributes or the binding elements of
the model. The binding element can be analyzed to verify whether the number
of the attributes is six as recommended or more than sufficient.

The query (b) verifies whether the token attributes contain sensitive data.
For example, query (b) searches through all the states of execution to find if the
sensitive data “bankID” is one of the attributes. The query returns an empty
list which indicates that “bankID” is not an attribute in any binding elements.
We assume that the attributes have standard names.

SearchNodes (EntireGraph, fn n => (length(OutArcs(n))>=0),
NoLimit, fn n => ArcDescriptor n,[],op ::) --(a)
SearchNodes(EntireGraph,fn n =>isSubstring "bankID"
(ArcDescriptor n),NoLimit,fn n=>ArcDescriptor n,[],op ::) --(b)

The SearchNodes function in the queries (a) and (b) traverses the nodes of
the state space. It has six arguments. The first argument specifies the part of the
state space to be searched. E.g the “EntireGraph” argument means search the
entire state space graph. The second argument maps each node into a boolean
and uses the nodes that are true for the analysis. The third argument specifies the
number of times the predicate function (e.g. fn n => (length(OutArcs(n)) >=
0) can evaluate to true before it terminate. “NoLimit” means unlimited times.
The fourth argument is the evaluation function. It analyzes the nodes selected
by the second arguments. The fifth argument specifies a constant. The constant
enables the last argument to combine the results obtained from the fourth and
the fifth arguments [20].
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To verify if the tokens of the initial marking can be archived, we use the
reachability analysis. We verify if a token can reach any of the Archive places
with the function “Reachable(1,16)”. The function returns true, which means
that, the tokens of the initial markings can reach the last node which has non-
empty colors in their archive places. Hence, the tokens of the initial marking can
be archived.

Public: We verify if the end-user’s password can be found outside the User
and the IdP domain or unauthorized domain using the query below:

SearchNodes (EntireGraph, fn n=>(isSubstring "PW"(ArcDescriptor n)
andalso isSubstring "IntruderSP" (ArcDescriptor n)) orelse
(isSubstring "PW" (ArcDescriptor n) andalso isSubstring "GoogleSP"
(ArcDescriptor n)), NoLimit, fn n => n, [],op ::)

The result shows that the password “PW” is not found outside the User and
IdP domains but occurs in state 5 and 6 in the IdP and User domains. Hence, the
password between the User and the IdP is not public or it is in an unauthorized
domain. The inferable password can be computed outside the system model.

Copyable/Concurrently Usable: We use the following query to determine
if the token is copyable.

SearchNodes (EntireGraph,fn n => (isSubstring "empty" (st_Mark.
Hierarchy’Step1 1 n))=false andalso (isSubstring "k" (st_Mark.
Hierarchy’Step1 1 n))=false,NoLimit, fn n => st_Mark.Hierarchy’
Step1 1 n, [],op ::)

The query is repeated for all intermediate nodes. The query retrieves all tokens
that pass through the intermediate places (Step1,..Step9) and verifies whether
they are encrypted. The encryption keys begin with the letter “k”. If a token is
not encrypted on an intermediate place then such token is copyable because it
flows in plain text. The results of the query is empty list which indicates that
no unencrypted token passes through “Step1”.

Secondly, we verify if a session key of a token can be found in an unauthorized
database using the query below. The secret keys used in the sessions are kUI,
kIG, kUIdP and kIIdP. kUI is the secret key for User and IntruderSP while
kIG is that of the GoogleSP and IntruderSP. The session key kIIdP is for the
IntruderSP and IdP. kUIdP is for the User and the IdP.

SearchNodes (EntireGraph, fn n => (isSubstring "kUIdP"
(ArcDescriptor n) andalso isSubstring "IntruderSP"
(ArcDescriptor n) ) orelse (isSubstring "kUIdP"
(ArcDescriptor n) andalso isSubstring "GoogleSP"
(ArcDescriptor n)),NoLimit, fn n => n, [], op ::)

The query above returns empty list indicating that the secret between the
end-user and the IdP (“kUIdP”) is not found outside the two domains. Hence,
the tokens are not copyable. We can repeat the query for other entities in the
model.
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For concurrently usable of tokens, we have found that the model can hold
more than one token using the PredAllNodes(multipleUse()) query. Upper inte-
ger bound also determines system concurrency [4]. Hence, the model supports
concurrent use of tokens.

Loss, Disclosure/Disruption: The function “ListDeadMarkings()” returns
the node 16 as the only dead node. In addition, the function “Terminal(16)”
returns true which indicates that node 16 is the terminal node. Furthermore,
the output from the “print(NodeDescriptor 16)” function shows that all the
places in the system are empty except the archive places. This means that all
the tokens have been received at node 16, hence, there was no conflict, deadlock
or an attack in the system that could lead to the loss of tokens.

We have already shown that no token is copyable; this means that no token
can be disclosed in the model. Moreover, no token is disrupted in the model
because the only deadlock in the model occurred at the last node where the
model terminates.

Token’s Origin, Authenticity, Identity/Validity: Token’s origin can be
found in the states by examining the markings of the intermediate places Step1
..Step9, using the query below.

SearchNodes (EntireGraph, fn n => (isSubstring ‘‘empty’’
(st_Mark.Hierarchy’Step1 1 n))=false, NoLimit, fn n =>
st_Mark. Hierarchy’Step1 1 n, [], op ::)

The query is repeated for all the intermediate places. The query retrieves
all tokens that pass through the intermediate places. This can be examined for
originators of the tokens. For example, a token from the IdP to User must contain
the originator of the token which is the IdP.

Token authenticity requires that tokens are not forged or belong to the entity
presenting it. We verify this factor by comparing the tokens (assertions) issued
by the IdP to the tokens received by the GoogleSP using the following query:

fun auth()=(Mark.IdP’IssuedAssertion 1 16)=
(Mark.GoogleSP’ReceivedAssertion 1 16);

The query returns false which indicates that some of the tokens (assertions)
belong to a different entity or were forged. This risk occurs because the model
does not verify the authenticity of the assertions.

We use the query below to verify whether identification of the end-user was
successful. The query verifies if the authentication was successful and the asser-
tions contain the identity of the end-user “bob”. The query returns true which in-
dicates that the assertions contain the identity of the end-user. A false result will
require further examination of the tokens on the two places IdP’IssuedAssertion
and IntruderSP’Archive2 to ascertain whether the inconsistency was not caused
by the identities.

fun isIdentity()=(Mark.IdP’IssuedAssertion 1 16)=(Mark.
IntruderSP’Archive2 1 16) andalso isSubstring "bob"
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(st_Mark.IdP’IssuedAssertion 1 16) andalso isSubstring
"bob" (st_Mark.IntruderSP’Archive2 1 16);

We can model the token validation by introducing additional time field in
the assertion issued by the IdP. This will then be validated by the GoogleSP. To
simplify the model, the time field is not considered. This enabled the IntruderSP
to use replay attack (IntruderSP’Replay) to successfully access a resource. We
conclude that token validation failed in the model.

Table 2. Risk Analysis Report

Factors Risk Meaning
Value

multiple times Yes Tokens can be linked or profiled by a SP

single sign-on/ Yes Tokens can be linked or profiled by different SPs
multiple services

creation Yes Token has insufficient number of attributes
No Token has no sensitive attributes

archiving Yes/No Token can be archived by SPs but token is not sensitive

public No Token secret is kept private between end-users and IdP

inferable Yes Tokens’ secret can be guessed by SPs

copyable No Tokens cannot be copied outside their requested domain

concurrently usable Yes/No Token can be used concurrently

loss No Tokens cannot be lost in the IDMS

disclosure No Tokens cannot be disclosed in the IDMS

disruption No Tokens are not disrupted by conflict or deadlock in the IDMS

origination No Tokens’ originators are included in the information flow

authentication Yes Tokens’ authentication failed

identification No Assertions include the identity of the end-user

validation Yes Tokens’ validation failed

Table 2 is the summary report of the risk identified in the vulnerable SAML-
SSOS for Google Apps IDMS. The “Yes” in column two of the table indicates
possible privacy or security risk in the IDMS. The “Yes/No” means the privacy
or the security risk depends on the security goal being protected. The risks are
caused by system vulnerabilities in the IDMS. The possible controls (use cases)
for risk mitigation are proposed in [9].

5 Conclusion

This article introduces the executable model-based risk analysis method (EM-
BRAM) for identity management systems (IDMSs). The method identifies risk
factors inherent in IDMSs and uses them as inputs to a Colored Petri Nets
(CPNs) model of a targeted IDMS to analyze the system’s risk. The method is
applied to analyze privacy and security risks of the SAML single sign-on service
(SAML-SSOS) for Google Apps. The EM-BRAM provides an initial step towards
a comprehensive model-based risk analysis method for IDMSs. The method
is partially automated and has the potential of reducing subjectivity in risk
analysis.
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Abstract. In the last years, social networking sites (SNSs) have enjoyed
an undeniable success. Those web platforms have huge quantities of ac-
tive users sharing lots of information everyday. Usually, user-generated
content may be almost innocuous, however, some studies have shown
that it may also contain very sensitive personal data. This situation may
pose a serious privacy threat to the users due to the fact that third par-
ties can gather and exploit that knowledge for their own benefit. There
are some proposals in the literature that try to address this situation.
Nevertheless, they fail to provide a practical solution capable of working
with well-known SNSs. In this paper, we propose a new scheme that fills
this gap. More specifically, we present a privacy-preserving system that
enables the users to decide which individuals (e.g., other users, third
parties or even the SNS itself) can access to their user profiles. We have
implemented our scheme to be used by Facebook users. We have run
some tests with our prototype and the results show that the added over-
head is affordable.

Keywords: Privacy, Confidentiality, Social Networks, Access Control,
Facebook.

1 Introduction

Social networking sites (SNSs) are the most representative result of the rise of the
Web 2.0 and its related technologies. In these environments, users publish and
share information and services that can be easily accessed by a global audience.

The success of these platforms can be effectively measured in terms of num-
ber of users, and the results are really stunning. Specifically, main players like
Facebook or Twitter claim to have more than 800 and 100 million active users
respectively [1]. More impressive is the fact that those numbers grow each day
and their limit cannot be still envisaged.

With such a huge quantity of users and so many different activities available
on SNSs, the amount of user data which can be gathered from those places
is especially large and heterogeneous. Particularly, user-generated content may
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reflect general opinions and information which can be considered innocuous but
it also might contain very sensitive personal data. In this way, the Consumer
Reports’2010 State of the Net analysis [2] states that more than half of users of
social networks share private information about themselves online.

The existence of sensitive information among the data publicly shared by the
users may represent a relevant privacy threat due to the fact that third parties
can gather and exploit that knowledge for their own benefit. More specifically,
leakage of personal data, especially one’s identity, may invite malicious attacks
from the cyberspace (e.g.; personalized spamming, phishing, etc) and even from
the real world (e.g., stalking) [3].

Recently, these privacy concerns have been reported to negatively affect the
way the users use SNSs. In this way, a survey presented in [4] shows a strong
association between low engagement and privacy concern. Specifically, users who
report concerns around sharing control, comprehension of sharing practices or
general SNS privacy concern, also report consistently less time spent as well
as less posting, commenting and “Like”ing of content. This situation can be
harmful for the SNSs since their business model requires large quantities of
users generating new content without limit.

Therefore, in the last years, the SNSs themselves have provided some privacy
settings for their users that allow them to set the privacy level of their online
profiles and to disclose either some or none of the attributes in their profiles [5].
However, this privacy-preserving approach suffers from two main problems: (i)
these privacy settings are generally not sufficiently understood by the average
users who seldom change the default configuration [6](according to [7], this con-
figuration generally makes most of the user information public [7]; and (ii) this
method does not prevent the SNS itself from gathering the sensitive user data,
in fact, a relevant percentage of the users are worried about how SNSs protect
their privacy [8] due to the fact that they are aware of their data being exploited
by advertisers [9].

Due to the fact that the companies that support SNSs are not fully reliable
in terms of protecting the user’s privacy, in order to limit the privacy problems
that have been stressed above, it is necessary to design new privacy-preserving
mechanisms intended to be deployed and managed by the users themselves.

1.1 Contribution and Plan of This Paper

In this paper we propose a new scheme that enables the users of SNSs to de-
cide exactly which individuals can access to their published sensitive data. This
implies that other users, third parties or even the SNS itself cannot obtain any
protected information if this is not explicitly allowed by the owner. Obviously,
this approach does not rely on the active collaboration of the SNS.

The target platform of this proposal is a typical SNS where the user has a
profile, a list of friends and a place to publish photographs or images (e.g., Photo
Album or similar). Even though the proposed mechanism can be deployed in any
SNS that fulfills those requirements, in this work, we have implemented it to be
used with Facebook.
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Section 2 introduces the state of the art related to the privacy-preserving
approaches which can be found in this field of research. Section 3 introduces
the system model. Section 4 details our new proposal. Section 5 evaluates the
runtime cost of the proposed scheme. Finally, Section 6 reports some concluding
remarks.

2 Previous Work

The use of user privacy policies (in the form of a contract) to ensure the proper
protection of private data is one of the main approaches to provide privacy-
preserving SNSs. For example, the works presented in [10,11,12] follow this idea.
The main shortcoming of these proposals is that SNSs are supposed to implement
such policies to improve the privacy of their users and this is currently unrealistic.
Under this research line, it is worth to mention the existence of Persona [13],
a social network integrated with Facebook as an application to which users log
in through a Firefox extension. In Persona, users define a privacy policy that
manages access to their information. As a result, only users of Persona with
the necessary access rights can get the protected data. Nevertheless, this tool is
only a Facebook application that can be easily removed by Facebook from the
applications directory.

Other researchers have focused on designing new SNSs that effectively ad-
dress the privacy concerns of the users. These platforms generally trust on a
completely distributed architecture. Diaspora [14] is a clear example of that.
This SNS is a privacy aware, personally controlled, do-it-all distributed open
source social network. This project is described as a network that allows every-
one to install their own “seed” (i.e., a personal web server used to store photos,
videos and everything else) within the larger network. That seed is fully owned
and controlled by the user, so the user can share anything and still maintain
ownership over it. In this way, the social network gives individuals control over
their personal information without being subjected to changing privacy policies
and sell-outs to third parties [15]. Diaspora is not the unique system that follows
this approach. Other privacy-preserving SNSs based on p2p architectures have
been proposed in [16,17,18]. However, the main drawback of all these systems is
that they will be hardly adopted by the mainstream audience. Note that cen-
tralized SNSs like Facebook and Twitter are very well established and it is quite
unrealistic to assume that a new competitor without a very strong company
behind will get enough users to represent a proper alternative.

Focusing on privacy-preserving approaches that can be integrated with tradi-
tional SNSs, a straightforward solution to prevent any unauthorized entity from
accessing the protected user data is using cryptography primitives to cipher any
text or attribute before publishing it. Applying this method, only the individ-
uals with the correct cryptographic keys will be able to access the protected
content. Nevertheless, this solution is quite problematic because, usually, regis-
tering on well-know social networks under a pseudonym, or obfuscating personal
information in any way is forbidden by the terms of service. More specifically,
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Facebook (the target platform of this work) has banned users who have violated
those terms [19]. According to that, the ideal privacy-preserving method should
generate protected data that does not look suspicious to the SNS, this is, the
information to be published must look real while being incorrect (or, at least,
partially incorrect).

Following this idea, the authors in [20] present a scheme that, first, divides
the private data into atoms and, then, replaces each atom with a corresponding
atom from another randomly selected user who uses the same application. Two
significant shortcomings of this proposal are: (i) it requires a certain number of
users to provide anonymity; and (ii) it requires some external infrastructure that
keeps the relations between the users and their atoms.

A similar proposal is introduced in [21]. This is a Firefox extension that allows
users to specify which data or activity need to be kept private. The sensitive data
is substituted with fake one, while the real data is stored in a third party server
that can be only accessed by the allowed users. Like in the former proposal,
one of the main shortcomings of this scheme is that it relies on a centralized
infrastructure that must be honest and always available.

Finally, [22] addresses the problem of the centralized infrastructure by locally
storing the real data on the allowed friends’ machines. In this way, only fake
information is stored on Facebook. When a user using this scheme browses a
profile of another user who also uses this system, a software component is in
charge of transparently showing the real information stored locally, instead of
the one actually published on the SNS. This solution requires the users to always
connect to the SNS using the computer that locally stores the real data. This
may be a main problem for certain users. Moreover, whenever a certain user
modifies her protected information, it has to be individually sent to all authorized
friends. This issue is not quite efficient in terms of bandwidth usage and it might
generate some unstable situation where not all the authorized recipients would
have access to the newest information. Also, this solution requires the users
to store in their own computers unspecified quantities of information related
to others. Some users may feel uncomfortable with this situation, while others
might not be willing to spend their storing resources on this task.

In order to solve all these issues, the authors in [22] propose to store all the
protected information steganographed within images published in the SNS. Even
though this idea is quite promising, the authors do not develop it in their work
and it is even not considered for future work.

3 System Model

As explained previously, we propose a new privacy-preserving scheme that en-
ables the users of SNSs to decide exactly which individuals can access to their
published sensitive data.

We next detail the kind of SNSs which can be the target of our proposal.
Then, the requirements of the designed system are provided. Finally, we briefly
describe how our system works and its architecture.
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3.1 Target SNS

Our work has been designed at high level to be integrated with any SNS that
offers the following assets: (i) a user profile; (ii) list of friends; and (iii) place to
publish photographs or images (e.g., Photo Album).

Due to the fact that Facebook is a really well-known SNS that properly fulfills
all those requirements, we have chosen this platform to implement our proposal
and retrieve some empirical results. Accordingly, Facebook is considered the
target SNS in the rest of this document.

3.2 System Requirements

At the current development stage, the main target of the proposed scheme is to
enable users to only protect their personal data which appears in their “User
Profile” section of the SNS. This implies that hiding other sources of information
such as the list of friends or the timeline/wall (i.e., a section of the SNS where
users and friends publish text and images) is left for future work.

A complete user profile in a SNS such as Facebook reveals a lot of sensitive
information from the owner: gender, date of birth, current location, religious or
political views, current and past jobs, interests, education, marital status, etc.
This fact clearly stresses the relevance of preventing any unauthorized entity
from freely gathering information from this source of data.

Personal data must be protected but this must be done in a transparent way
from both the point of view of the users and the SNS. In the case of the users,
nowadays, a huge quantity of them are already used to interact with classic SNS
(like Facebook) in a determinate way. Therefore, in order to be fully adopted, any
privacy-preserving solution should not interfere (or interfere the least possible)
in the fixed routine of the users. Regarding the point of view of the SNS, we
have explained previously that Facebook (or other similar platforms) does not
allow its users to publish fake information in their accounts. Therefore, in order
to reach its target, the privacy-preserving mechanism must publish fake data
that looks real in front of the SNS.

3.3 Our Scheme in a Nutshell

The main idea behind the proposed system is to replace the sensitive data that
can be found in the “User Profile” section of a SNS with fake information in-
troduced by the user herself. The proposed scheme first uses cryptography to
protect the original sensitive information and, then, it hides the ciphered data
in a certain image by means of steganography. Access-control techniques are
applied to allow only certain users to retrieve the original information. The re-
sulting image is finally published in the place reserved by the SNS to publish
images (e.g., Photo Album).

When any entity (e.g., users, external third-party, the SNS itself) tries to read
the “User Profile” of a protected user, two main situations may apply depending
on whether this entity is aware of the privacy-preserving system used or not:
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– The reader is not aware. In this case, this entity only obtains the fake infor-
mation introduced by the user who runs the privacy-preserving method. If
the target SNS does not allow users to obfuscate their personal information,
the introduced fake data must look real in order to fool it.

– The reader is aware. In this case, the reader looks in the Photo Album for the
image that contains the real information (i.e., the stego-object), obtains the
ciphered data and applies its cryptographic material to retrieve the authentic
user profile. At this point, the access-control method grants or revokes the
reader depending on whether it has been authorized by the user running the
privacy-preserving system or not.

3.4 Proposed Architecture

The general structure of the proposed solution is depicted in Figure 1. Next, the
main parts of the proposed architecture are briefly described.

Fig. 1. Structure of the application

– Proxy. This module is the core of the application. Its target is to capture
the HTML requests and responses that are transmitted between the Web
Browser and the Social Network server (i.e., Facebook) and modify them in
order to show the real data to the user in a transparent way. This implies
that the user is not aware whether the real data is directly obtained from
the user profile stored in the SNS or from the stego-object published in the
Photo Album.

– Data Manager. The objective of this module is to manage which data is
published in the SNS and which one is really shown when browsing Facebook.
When a user wants to protect her profile, this module generates a stego-
object and uses the Proxy module to publish it. On the other hand, when
a user is browsing the protected profile of another individual, this module
obtains the real information from the stego-object published in the Photo
Album and submits this data to the Proxy module which is in charge of
showing it to the user.

– Access-control Manager. This module manages the cryptographic material
required to allow users to retrieve protected information. It also encrypts or
decrypts information under request of the Data Manager module.
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4 Our Scheme in Detail

In this section, we detail the two main algorithms that are used to protect per-
sonal data and retrieve it. After that, we focus on the steganographic technique
used to hide the protected information in the SNS and also the method used
to perform the cryptographic key management which is essential to perform a
proper access control on the protected data. Finally, some deployability issues
are discussed.

4.1 Proposed Algorithms

The proposed system is formed by two main algorithms that focus on protecting
the sensitive data of the user profile and retrieving it. The first procedure is
executed by the user who wants to protect her privacy from any other entity of
the system (e.g., other users, the SNS, external third parties, etc). The second
procedure is run by any authorized user who wants to retrieve the protected
information. Both are detailed in the following two subsections.

Algorithm-1: Protecting Personal Data. First, let us consider that a user
profile P in a SNS is mainly a finite set of items I that provide some kind of
information. This is P = {I1, . . . , In}. Now, let us assume a user Ui who wants
to protect some items of her user profile PUi . In order to do that, Ui executes
the following protocol:

1. Ui requests to the SNS the web page that contains her user profile.
2. For each item Iw that Ui desires to keep private, she replaces the existent

data with fake information. Note that, if the user is not comfortable with
introducing fake data and the item is not mandatory for the SNS (e.g.,
birthday and gender are mandatory fields in Facebook), it is also possible to
leave it blank.

3. Ui selects which users from her list of friends will be authorized to access
the protected data.

4. The proposed system builds a XML fileM that contains all the real data that
must be protected. This file is then encrypted using the AES cryptosystem
and the corresponding cryptographic key KUi . This is C = EKUi

(M).
5. The system uses broadcast encryption techniques to perform the access con-

trol to the protected content according to the selection done by Ui in the
step-3. In this way, key KUi , which is required to decrypt M , is ciphered
according to the selected broadcast encryption technique (see Section 4.3 for
more details about this). Let us denote the resulting element as λ. Note that
the use of broadcasting encryption requires Ui to share a set of secret keys
with each one of her friends in the SNS.

6. The system uses steganographic techniques (see Section 4.2 for more details
about this) to hide C and λ in a cover image δ provided by Ui.

7. Finally, the system publishes the stego-object δ in the place reserved by the
SNS to store images uploaded by users (i.e., Photo Album).
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Algorithm-2: Retrieving Protected Data. Let us consider a user Uj who
is also using the proposed privacy-preserving scheme. This user is browsing the
Facebook profile of Ui and wants to retrieve a certain item Iw from PUi . In order
to achieve that, Uj executes the following protocol:

1. Uj requests to the SNS the web page that contains the user profile of Ui.
2. The privacy-preserving system tries to find a valid stego-object δ in the place

reserved by the SNS to store images uploaded by Ui (i.e., Photo Album). If
δ is not found, it means that all the information published in the user profile
is real and, hence, no further works is required and the protocol ends at this
step. On the other hand, if δ is found, the proposed system continues the
protocol.

3. The system uses a steganographic method (see Section 4.2 for more details
about this) to obtain two items from the δ: (i) ciphertext C; and (ii) the
access control element λ that was generated using a broadcast encryption
method (see Section 4.3 for more details about this) and that contains a
ciphered version of KUi .

4. The system uses the set of secret keys shared between Uj and Ui to retrieve
KUi from λ. If Uj has not been authorized by Ui, Uj will retrieve an invalid
key and she will be unable to get the real user profile of Ui. In other case, Uj

obtains KUi , she is able to decrypt C and, hence, she gets the real content
M (i.e., DKUi

(C) = DKUi
(EKUi

(M)) = M).
5. The system shows the real content to Uj instead of the fake information that

is stored in the SNS. All the information is transparently shown to Uj using
her own browser.

4.2 Hiding Information from the SNS

As explained previously, SNSs generally do not allow their users to publish
fake information in their accounts. Therefore, published fake data must look
real in front of the SNS and the protected information must be hidden some-
where. In this way, the authors in [22] proposed to store all the protected data
steganographed within images published in the SNS itself.

Using certain steganographic methods, a lot of data can be hidden inside
standard images. Unfortunately, in this scenario, achieving a good information
rate is not enough. More specifically, we require a steganographic scheme that
also provides imperceptibility and robustness. Moreover, it should be oblivious
(the recovery algorithm should not require the original unmarked image).

The well-known F5 algorithm [23] fulfills the aforementioned requirements,
hence, we first used it to hide information in the images uploaded to Facebook.
Nevertheless, Facebook applies a heavy compression on the uploaded images,
modifies the points-per-inch (ppi) to 72 ppi and changes any embedded profile
to sRGB. As a result of all these transformations, no embedded data can be
recovered from uploaded images marked with F5.

In order to overcome these difficulties, we developed a new stenographic
algorithm robust enough to resist all the modifications currently applied by



70 A. Viejo, J. Castellà-Roca, and G. Rufián

Facebook. This algorithm is not the main contribution of this paper and, for
this reason, we only give a brief description:

– Embedding process. First, the cover image is divided in cells of 8x8 pixels.
Then, each cell is analyzed. If a cell is homogeneous (all pixels are similar),
one bit of information is embedded, otherwise it is discarded. Finally, for
each selected cell, we do the following: if we want to embed a “1”, the less
significant bits of each pixel are replaced with a certain fixed pattern a;
otherwise, if we want to embed a “0”, these bits are replaced with a certain
fixed pattern b. Additionally, Reed-Solomon correcting codes [24] are used
to improve the robustness.

– Recovering process. First, cells containing embedded information are identi-
fied. Then, for each one we get “0” or “1” depending on the number of pixels
which are closer to pattern b or to pattern a. Finally, the correcting-codes
retrieve the hidden information.

We have tested this method and it has been able to recover the embedded in-
formation from images uploaded to Facebook. Note that it is not the purpose of
this paper to study the suitability of other stenographic algorithms present in
the literature.

4.3 Access Control and Key Management

A practical privacy-preserving scheme should not rely on a central server or
require the users to be always on-line. In order to fulfill those requirements,
we propose the use of broadcast encryption because it allows the owner of the
protected data to grant or revoke access to one or several users in an easily way.
Additionally, the owner can be off-line (i.e., users who try to get the protected
information do not need to establish a direct connection with the owner). Instead
of that, all the required access control data can be found embedded in the stego-
object, together with the protected information.

In our implementation, we have used the well-known Subset Difference (SD)
broadcast encryption scheme [25]. The reason is that it is is a particularly efficient
scheme that generally requires a small amount of access control data even if there
are several revoked users. Note that studying the deployability of other broadcast
encryption schemes is out of the scope of this paper.

Finally, it is worth to mention that every user in our system uses a back-office
application to interact with the “Access-control Manager”. This application al-
lows them to generate cryptographic keys for their friends and deny/grant access
to their protected information. Then, these keys can be sent/received by e-mail.
The list of friends and their email addresses can be directly found in the SNS.

4.4 Deployability Issues

Even though the general idea of the proposed system can be applied to any SNS
that offers classic functionalities (such as image uploading support, user profiles,
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etc), the implementation is completely platform-dependent due to the specific
particularities of the HTML traffic generated by each SNS. This issue is not
limited to the deployment of the proposed mechanism in different SNS, in fact,
if the Facebook implementation changes, the Proxy module already implemented
should be adapted to deal with the changes. This implies that a realistic privacy-
preserving scheme based in our proposal should be continuously supported (e.g.
by the open source community) in order to work properly. This shortcoming is
shared with the scheme presented in [22].

5 Evaluation

In order to evaluate the performance of the proposed system we have measured
the runtime cost of the following tests:

– Test-1. Retrieve the “User Profile” web page of a certain Facebook user Ui

using a clean Firefox browser.
– Test-2. Retrieve the “User Profile” web page of Ui using a Firefox browser

that is connected to Facebook through the Proxy module proposed in this
paper. Note that, in this test, only the Proxy module is used.

– Test-3. Protect the “User Profile” of Ui using the proposed system.
– Test-4. An authorized user retrieves the protected “User Profile” web page

of Ui.
– Test-5. A revoked user tries to get the protected “User Profile” web page of

Ui.

All these tests have been run using a computer equipped with an Intel Core i7
at 2.7 Ghz, 8GByte of RAM, Windows 7 and DSL connection 10Mbit/1Mbit.
Table 1 shows the different runtimes (in seconds) achieved by each test. The
results provided are the average of 100 executions.

Table 1. Runtime cost (in seconds) for each test

Test Runtime cost

Test-1 4.886
Test-2 5.495
Test-3 4.137
Test-4 6.903
Test-5 5.638

It is worth to mention that these results represent the time required to fully
download a complete “User Profile” web page. This point is relevant because,
in addition to the requested profile, a “User Profile” web page also contains
additional data such as advertisements, Facebook chat, etc. This fact justifies
the 4.886 seconds required by Test-1.
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Focusing on the time cost needed to obtain a protected user profile (Test-4),
the overhead introduced by the proposed privacy-preserving scheme is around
2.017 seconds. We believe that this cost can be affordable for those users inter-
ested in explicitly controlling who can retrieve their personal data. Also, it is
worth to mention that this is a first prototype and, probably, there is room for
improvement.

6 Concluding Remarks

In this paper, we have proposed a new system that enables the users of SNSs
to protect their personal data. More specifically, by means of our proposal, they
can exactly decide which individuals can access to their published information.
As a result, even the SNS that hosts the user data cannot obtain any protected
information if this is not explicitly allowed by the user. In addition to that, the
new scheme has been designed to work properly with well-known SNSs such as
Facebook.

Our scheme has been implemented and tested. We believe that the runtime
costs obtained are quite competitive when compared with a direct connection
to Facebook. More specifically, the proposed system introduces an approximate
overhead of 2 seconds.

Regarding future work, it would be interesting to try to protect other sensitive
elements which are present in SNSs such as user publications in the timeline/wall,
the list of friends, etc.

Disclaimer and Acknowledgments. This work was partly supported by the
European Commission under FP7 project Inter-Trust, by the Spanish Ministry
of Science and Innovation (through projects eAEGIS TSI2007-65406-C03-01,
CO-PRIVACY TIN2011-27076-C03-01, ARES-CONSOLIDER INGENIO 2010
CSD2007-00004,Audit Transparency Voting Process IPT-430000-2010-31, ICWT
TIN2012-32757 and BallotNext IPT-2012-0603-430000) and by the Government
of Catalonia (under grant 2009 SGR 1135).

References

1. McMillan, G.: Twitter reveals active user number, how many actually say some-
thing. In: Time - Techland (September 2011)

2. Consumer Reports National Research Center: Annual state of the net survey 2010.
Consumer Reports 75(6) (2010)

3. Zhang, C., Sun, J., Zhu, X., Fang, Y.: Privacy and security for online social net-
works: Challenges and opportunities. IEEE Network 24(4), 13–18 (2010)

4. Staddon, J., Huffaker, D., Larking, B., Sedley, A.: Are privacy concerns a turn-off?
engagement and privacy in social networks. In: Proc. of the Eighth Symposium on
Usable Privacy and Security, SOUPS 2012 (2012)

5. Zheleva, E., Getoor, L.: To join or not to join: The illusion of privacy in social
networks with mixed public and private user profiles. In: Proc. of the 18th Inter-
national Conference on World Wide Web, WWW 2009, pp. 531–540 (2009)



Preserving the User’s Privacy in Social Networking Sites 73

6. Van Eecke, P., Truyens, M.: Privacy and social networks. Computer Law & Security
Review 26(5), 535–546 (2010)

7. Bilton, B.: Price of facebook privacy? start clicking. In: The New York Times (May
2010)

8. Wilson, D.: Users are worried about social network security and privacy. The In-
quirer (October 2011)

9. Crimes, S.: Twitter sells old tweets to marketers - should users be worried? The
Inquirer (March 2012)

10. Dhia, I., Abdessalem, T., Sozio, M.: Primates: a privacy management system for
social networks. In: Proc. of the 21st ACM International Conference on Information
and Knowledge Management, CIKM 2012, pp. 2746–2748 (2012)

11. Cheek, G., Shehab, M.: Privacy management for online social networks. In: Proc. of
the 21st International Conference Companion on World Wide Web, WWW 2012,
pp. 475–476 (2012)

12. Aimeur, E.: Privacy management for online social networks. In: Proc. of the
International Conference on Availability, Reliability, and Security, ARES 2010,
pp. 172–179 (2010)

13. Baden, R., Bender, A., Spring, N., Bhattacharjee, B.: Persona: an online social net-
work with user-defined privacy. In: Proc. of the ACM SIGCOMM 2009 Conference
on Data Communication, SIGCOMM 2009, pp. 135–146 (2009)

14. Diaspora, http://joindiaspora.com (last accessed: February 12, 2013)
15. Vaughan-Nichols, S.: Diaspora: It’s no facebook ... yet. Computerworld (September

2010)
16. Cutillo, L., Molva, R., Strufe, T.: Safebook: A privacy-preserving online social

network leveraging on real-life trust. IEEE Communications Magazine 47(12),
94–101 (2009)

17. Vu, L., Aberer, K., Buchegger, S., Datta, A.: Enabling secure secret sharing in
distributed online social networks. In: Proc. of the Annual Computer Security
Applications Conference, ACSAC 2009, pp. 419–428 (2009)

18. Nilizadeh, S., Jahid, S., Mittal, P., Borisov, N., Kapadia, A.: Cachet: a decentral-
ized architecture for privacy preserving social networking with caching. In: Proc.
of the 8th International Conference on Emerging Networking Experiments and
Technologies – CoNEXT 2012, pp. 337–348 (2012)

19. Scoble, R.: Facebook disabled my account. In: Scobleizer (January 2008)
20. Guha, S., Tang, K., Francis, P.: NOYB: Privacy in online social networks. In: Proc.

of the First Workshop on Online Social Networks (2008)
21. Luo, W., Xie, Q., Hengartner, U.: Facecloak: an architecture for user privacy on

social networking sites. In: Proc. of the 2009 International Conference on Compu-
tational Science and Engineering, pp. 26–33 (2009)

22. Conti, M., Hasani, A., Crispo, B.: Virtual private social networks. In: Proc. of the
First ACM Conference on Data and Application Security and Privacy, CODASPY
2011, pp. 39–50 (2011)

23. Westfeld, A.: F5 - a steganographic algorithm. In: Proc. of the 4th International
Workshop on Information Hiding, IHW 2001, pp. 289–302 (2001)

24. Reed, I., Solomon, G.: Polynomial codes over certain finite fields. Journal of the
Society for Industrial and Applied Mathematics (SIAM) 8(2), 300–304 (1960)

25. Naor, D., Naor, M., Lotspiech, J.: Revocation and tracing schemes for stateless
receivers. In: Kilian, J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 41–62. Springer,
Heidelberg (2001)

http://joindiaspora.com


 

S. Furnell, C. Lambrinoudakis, and J. Lopez (Eds.): TrustBus 2013, LNCS 8058, pp. 74–84, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Classification of Factors Influencing Low Adoption  
of PETs Among SNS Users 

Konstantina Vemou and Maria Karyda 

Department of Information and Communication Systems Engineering,  
University of the Aegean, Samos, GR-83200, Greece 

{kvemou,mka}@aegean.gr 

Abstract. Privacy concerns among Social Networking Services (SNS) users are 
increasing. However, Privacy-Enhancing Technologies (PETs) are not, yet, 
widely deployed and their deployment rate is marginally growing. This is sur-
prising given the fact that PETs are widely recognized as effective at reducing 
privacy risks. This paper explores this paradox, by presenting a classification of 
the key factors influencing the adoption of PETs. The conclusions of our analy-
sis suggest that, certain factors are overemphasized, while the importance of 
others has been overlooked. Our classification is based on relevant literature 
and experimental analysis of PETs, and can inform both practitioners for  
designing and enhancing PETs, as well as researchers, as we identify several 
open issues.  

Keywords: Social Network Services, Privacy-Enhancing Technologies,  
adoption. 

1 Introduction 

Privacy concerns among Social Networking Services (SNS) users are increasing [1], 
[2], and there is even a small proportion of users who are willing to pay for privacy-
friendly services [3]. Privacy research in SNS focuses on developing and applying Pri-
vacy-Enhancing technologies (PETs) to support users participating in social networks, 
while maintaining their privacy. PETs used in the context of SNS include, mainly, 
attribute-based controls, such as Facecloak, decentralized SNS, such as Diaspora and 
privacy management applications, such as MyPermissions Cleaner.  

However, privacy enhancing technologies are not, yet, widely deployed [3], [4]; 
moreover the rate at which their deployment has grown over the last few years has not 
been substantial. This is surprising given the fact that PETs are widely recognized as 
effective at reducing privacy risks [4], [5]. This paper discusses this paradox and ad-
dresses the question why PETs adoption by social network users is so far limited. 
Understanding this issue and analyzing the underlying causes can serve as a guide for 
future research and practice, to provide users with more effective and attractive PETs. 

To analyze the problem of low adoption of PETs, we have followed a multifaceted 
approach: First we identified all relevant factors associated with the low adoption of 
PETs from the extant literature. Then we conducted experiments with several PETs, 
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and evaluated them against these factors in order to derive more insights with regard 
to their use. This exploration resulted to a classification of key factors influencing low 
adoption of PETs in SNS, based on literature research and experimental use of PETs 
by the authors.  

The literature analysis allowed us derive important conclusions and identify  
contradicting findings. For instance, while several papers argue on the importance of 
users being aware of PETs [6], [7], others suggest that awareness is not associated 
with their increased deployment. This paper provides a deeper understanding of the 
issues pertaining to the use of privacy enhancing technologies, whereas current  
approaches tend to shed light to specific aspects of the issue, while neglecting others.  

The contribution of this paper is both theoretic and practical: On a theoretical level, 
we identify and provide a classification of the key factors influencing the limited use 
of PETs in the context of SNS. We discuss these factors and show that some may 
have been overestimated while the importance of others seems to evade researchers’ 
attention. From a practitioner’s viewpoint, we illustrate aspects of privacy protection 
that commonly used PETs fail to meet, thus contributing to users’ abstention from the 
use of privacy preserving technologies. 

The paper is structured as follows: in the following chapter, we describe PETs used 
in SNS. In chapter 3 the classification of key factors affecting PETs adoption by SNS 
users is presented. The last chapter contains conclusions deriving from our work, as 
well as highlights of areas for further research.   

2 Background: Privacy Enhancing Technologies and Social 
Networks 

Privacy concerns related to the use of Social Network Services are increasing [2]. To 
address these concerns several technological measures have been developed, aiming 
to protect published information from unauthorized audiences and raise the users’ 
awareness when it comes to sharing personally identifiable information (PII). Such 
technologies, commonly known as Privacy Enhancing Technologies, or PETs, include 
a wide range of applications including access control, privacy signaling tools, third 
party tracking tools, social identity management systems and decentralization of  
Social Network Services.  

PETs used in SNS include attribute-based controls which are based on encryption 
(e.g. Lockr [8], Persona [9] and EASiER [10]), role-based access controls, based on 
encryption and/or obfuscation or perturbation (e.g. BlogCrypt [11], FlyByNight [12], 
Facecloak [13], FaceVPSN [14] and NOYB [15]), and audience segregation (e.g. the 
Clique Prototype [7]). Another approach aiming at protecting PII via avoiding central 
repositories has been implemented either as web-based decentralized SNS (Diaspora 
[16], Vis-à-vis [17], Frenzy [18]) or as Peer-To-Peer SNS (Safebook [19], PeerSoN 
[20], Life Social [17], Likir [17]). 

Privacy signaling technologies such as RMP-Respect My privacy [21] and P3P 
[22] can also be applied in SNS, while other tools include privacy wizards that help 
users set their privacy settings (e.g. Collaborative policy analysis [23], PriMa [24], 
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MyPermissions Cleaner [25], privacyfix [26], Priveazy LOCKDOWN [27]). Privacy 
Mirrors help users understand which of their personal information is visible to other 
users (such as Facebook’s ViewAs and Search engine profile preview [28], Privacy 
Mirror [29], Privacy Check [30], PrivAware [31], make myself clear [32]).  

There are also Social Network Visualization Tools (such as Vizster [33], 
Friendwheel [34]) and Personal Containers, which register which information about 
the user has been published and where they were published (Privacy Delegate [35], 
Privacy Butler [36]). Last but not least, there are tools that reveal which social  
networking services track users while surfing the internet (Disconnect [37]). 

Despite this plethora of privacy tools, some of which are independent applications 
while others are embedded into SNS platforms, users still don’t seem to be taking 
advantage of them, despite rising privacy concerns and thriving use of SNS. For  
instance, relevant literature reports on the limited use of access controls and privacy 
settings that are provided within the SNS platforms [38], [1], [39], [40]. It should be 
noted though that perception of low adoption of PETs is based mainly on literature 
and there is lack of published research and statistics about the use of specific standa-
lone PETs in practice.  

But why does this phenomenon happen? Why do so few users employ privacy  
enhancing technologies? Several reasons have been proposed, including lack of  
knowledge, lack of skills [5], the time needed to learn a new technology, the complexity 
of existing technologies [52] the multiplicity of approaches to privacy protection [41], 
cost [42], usability issues [41], lack of support by the platform [43], users cognitive and 
behavioral biases [42]. Another aspect of users’ paradoxical behavior has been traced in 
their unawareness of some of privacy threatening e-service aspects [44]. Most relative 
studies  try to answer this question by focusing on a specific aspect of the problem, 
especially to why some users change their privacy settings within SNS, when this is 
provided as an option, to limit the audience of what they share, while others don’t [45], 
[5]. 

Up to now, however, no relevant study has attempted a thorough discussion of all 
factors contributing to the low adoption of PETs by SNS users. In the following we 
provide an in-depth discussion of the key factors we have identified through literature 
review and deployment of a large set of available PETs that are applied by SNS users. 

3 Key Factors Affecting PETs Adoption by SNS Users 

3.1 Awareness of Privacy Risks and PETs 

It has been suggested that many SNS users are unaware of the existence of some PETs 
[46]. Moreover, it is often the case that users are not aware of certain privacy-
threatening aspects of the services they are using, such as, for instance, privacy dangers 
deriving from third-party applications [44]. Therefore, they cannot benefit from special 
purpose PETs, such as those aiming at limiting the access of third party applications to 
personal information (e.g. MyPermissions Cleaner [25]). Relevant literature, however, 
also reports findings where individuals despite being aware of PETs, did not use them 
[4], [47]. 
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Generally, privacy concerns and awareness of privacy risks are considered to  
contribute to a user's informed decision to reveal PII [6], as well as to take measures 
against its misuse. This is also true the other way around, as Xu and al. (2009) found 
the level of privacy concern to be inversely linked to perceptions of control on the 
flow of information disclosure, including PETs use [48]. The level of privacy concern 
acts as a motive for PETs use, however it is a weak predictor to the users' decision, as 
the user faces cognitive and behavioral biases [41].  

Conclusively, being aware of privacy tools is an essential prerequisite for their  
use, awareness is only weakly linked to their deployment. It this thus important, to 
include other individual as well as technical related factors in order to gain a deeper 
understanding of the problem.  

3.2 Requirements for Special IT Skills 

Lack of technical skills and the time needed to learn a technology have also been 
identified as possible inhibitors for the use of PETs [5], [4]. As Yao [49] states, many 
online privacy protection strategies require technical skills beyond that of an average 
user, and this is true even for young adolescents [50].  

Our experience from testing relevant tools, indicates that SNS users need to be  
familiar with the not so trivial use of browser extensions in order to use applications 
such as Priveasy Lockdown [27] and FaceVPSN [14]. Moreover, users need at least 
basic knowledge of concepts as encryption is applied in most access control solutions. 
For example, to use Blogcrypt [11] the user has to manually import and export  
encryption keys. Even worse, to use PETs deployed in distributed social networks, as 
in the case of  Vis-à-Vis [17], users must be able to create and publish their own  
profile, and maintain them in their personal computer resources. 

3.3 Complexity and Diversity 

The need for privacy protection, including adoption of PETs, stems from a set of  
multiple and different risks, resulting of different aspects of SNS use, e.g. posting of 
photographs, chatting, sharing friends list. As a result, different practices are applied to 
protect a user’s privacy, some aiming at awareness and some aiming at information 
concealment. Moreover, researchers provide different solutions to the same aspects of 
privacy risks. An example is the implementation of access controls by obfuscation, as in 
NOYB [15] or encryption, as in StegoWeb [51]. This leaves the user with multiple and 
diverse tools or technologies to evaluate, in order to choose which one to use, a process 
that requires a significant amount of time, effort and knowledge. In addition to the  
diversity of PETs, users encounter complex and unusable interfaces [38] that make the 
tools difficult to configure [52], thus adding to the difficulty of PETs adoption.  

3.4 Direct and Indirect Cost 

As with other software products, the use of PETs may entail direct cost for acquiring the 
tool, as well as intangible costs, related to time for learning [53], limited functionality 
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and usability issues, such as how seamless is the authentication to third-party websites 
[41] etc. 

Most users report they are not always willing to pay for acquiring a privacy tool, 
despite having privacy concerns [41]. Rose (2005) found that, although most partici-
pants in a survey reported being very sensitive to privacy issues, less than half of 
them would be willing to pay roughly $29 to have their privacy protected by means of 
property rights on personal information [41]. However, many PETs can be acquired 
and used with no direct cost.  

Moreover, SNS users are not keen of experiencing delays, changing their habits of 
interacting with an e-service or discounting usability, due to PETs use. For example, 
 a typical Facebook user with an average number of 130 friends [54], who wants to 
encrypt her posted data using FlyByNight, needs to encrypt messages with each of her 
friends public keys, thus experiencing  significant overhead and delay [12]. 

Switching costs, usually described as platform lock-in, can also affect the intention 
of SNS users to deploy PETs, if this requires switching to a new SNS platform [53]. 
For instance, to use Scrambls, all recipients need to use the required platform plugin 
[55] to decrypt a message. Ajami and Ramadan [43] argue that if an SNS provider 
identifies the use of Facecloak, a PET that replaces selected information with other 
meaningful values when these are posted to the SNS, then they may suspend the user 
account. This also adds to the switching costs for the use of PETs, since a privacy 
sensitive user needs to switch to another social network platform in order to apply 
privacy preserving tools.  

Generally, PETs are technologies that make processing of personal data more cost-
ly or may prevent it altogether. Only a subset of PETs can claim to be ‘positive‐sum’ 
in the sense that they allow the delivery of services as well as or better than would be 
the case without them. [4] 

3.5 Low Visibility of Effectiveness and Inadequate Feedback 

Users’ awareness of the benefits derived from preserving their privacy is also a criti-
cal factor with regard to their decision to use privacy enhancing applications. There 
are users who report that they do not believe in the effectiveness of PETs [56]. This 
can be attributed to the way PETs communicate, or rather fail to do so, their results 
and to the way they give feedback for actions they have performed to protect the user 
[57] or to the way privacy related dangers are presented by the technology used [58]. 

For instance, Disconnect, a block-tracking tool that filters traffic to third-party sites 
to prevent tracking, does not provide any feedback on the privacy risks deriving from 
the third-party websites that are blocked [37]. The same problem exists with the use 
of encryption enabling PETs that do not inform users who or what were prevented 
from accessing their personal information.  

3.6 Privacy Requirements are Partially Addressed 

Most privacy enhancing technologies meet specific, only, privacy requirements. While 
privacy protection generally entails protecting PII from unauthorized information  
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collection, processing and dissemination, informing users and providing them with 
control over their personal data [59], [60], each privacy tool typically meets only a 
small fraction of these requirements.  

For instance, both FlybyNight [12] and NOYB [15] use encryption and obfuscation 
in order to conceal user’s information from the SNS platform and unauthorized users, 
but fail to protect the future inappropriate use of this information by users that may be 
authorized to access it [43]. At the same time, other types of PETs, such as privacyfix 
[26] and MyPermissions Cleaner [25], aim at raising user’s privacy awareness, by 
visualizing the entities that may access their information or highlight issues deriving 
from the privacy policy, but offer no actual data shield, unless the user actively 
changes her privacy settings. 

3.7 The Role of the SNS Platform 

Some PETs, such as P3P [22], need to be supported by the SNS provider in order for 
users to employ them. However, providers are not always happy to support PETs if 
they are not obliged to, as there is no evidence that they will gain competitive advan-
tage by establishing the use PETs [61] and at the same time they need to abandon 
personal information collection and pay the cost of acquiring a technology, as well as 
changing their technical infrastructure [62].  

A typical example is Facebook’s complex access control mechanisms, offered in 
Privacy Settings. While privacy breaches due to this type of access control have 
reached spotlight and Google+, a competing SNS provider is built on the idea of  
personal circles [63], Facebook has not redesigned social networks organization on 
the principles of audience segregation to support PETs such as Clique Prototype [7]. 
Finally, the application of basic access controls in some SNS was a late response to 
privacy advocate requests and not an initiative of SNS providers to protect personal 
information [64]. 

3.8 Responsibility Misconceptions 

When it comes to privacy protection, many users have the belief that providers and 
government are applying necessary measures to ensure it, and are not aware that  
privacy protection is partly their responsibility as well. In fact, a Location Based  
Services Privacy survey, conducted in 2009, showed that PETs were perceived to be a 
relatively weaker mechanism for enhancing control and reducing privacy risk because 
they shift the responsibility of privacy protection on the individual users [48]. What is 
more, most existing PETs for SNS are based on the user’s choice to use, such as 
browser add-ons that encrypt posted messages or highlight potential privacy issues, 
deriving from default privacy settings. Studies have shown that belief of low  
effectiveness of privacy regulation or company privacy policies is an incentive for 
protection technology adoption by the user [65], so low adoption of PETs appears as a 
result of this belief.  

Complex privacy policies published in most SNS contribute to this finding because 
many users misinterpret their presence as enabled privacy protection, while if the 
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presentation was simple and direct, they could understand the privacy issues and 
would be willing to pay for PETs [41][66]. On the other hand, SNS compliance to 
privacy regulations is difficult to audit, due to lack to accountability mechanisms. For 
example, there is the discussion of whether self-regulation, co-regulation or direct 
regulation should be used to enforce respect to users’ stating their preference by  
employing the Do Not Track (DNT) mechanism [3]. 

3.9 Culture 

Privacy concerns and privacy behavior are culture dependent. It has been found, for 
instance, that in Eastern culture, excessive self-disclosure is considered inappropriate, 
so privacy concerns are increased [67]. In 2009, a study by Hichang Cho et al. found 
that internet users’ privacy concerns and behavioral responses such as opt-out and 
avoidance, varied significantly across nationalities, and they can be partially  
explained by national culture values [68]. However, multinational studies do not focus 
on how effectiveness of individual privacy protection mechanisms and strategies, 
including PETs, is perceived by individuals of different cultural background [48][68].  

4 Conclusions and Further Research 

The protection of PII in SNS is a complex issue involving several stakeholders,  
such as the users, PETs industry and developers, SNS providers, governments and 
regulatory bodies and third parties (e.g. advertisers). It thus calls for combined solu-
tions, in which economic forces, cryptographic technologies, and targeted regulatory 
guidelines conspire to create a system with adequate enforcement and control powers 
(see also OECD (1997)) [41]. 

This paper presents an in-depth analysis of the key factors contributing to the  
limited adoption of privacy supporting technologies among SNS users. To the best of 
our knowledge, this is the first attempt to provide a unified view of the problem.  
Extant literature provides partial explanations derived from specific viewpoints: e.g. 
some researchers draw on social theory and employ diffusion of innovation models, 
others employ behavioral theories and technology acceptance models [41] or even 
economic theories [41]. This paper presents a critical discussion of all factors that 
have been identified and provides an integrated approach to the problem.  

Our analysis has showed that the importance of awareness is rather overestimated, 
since many users are aware of different PETs but still refrain from their use. Cost, 
both direct and indirect, also contributes to low PETs adoption, but it is also the issues 
of the diversity and multiplicity of tools and applications that needs to be considered. 
Moreover, complexity and usability issues are also important determinants of PETs 
deployment, while the fact that users tend to underestimate their effectiveness due to 
low visibility of their results, seems to be ignored by vendors and developers.  

It is also important to note that PETs currently offer very specific and limited func-
tions with regard to privacy requirements in the context of SNS and that researchers 
and providers need to provide more integrated privacy solutions. Finally, the role of 
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culture seems to play an important role with regard to users’ inclination against the 
use of PETs, and should be further explored. 

Our effort to identify and evaluate the adoption of specific PETs by SNS users, 
was limited by the complete lack of relevant statistics and studies on the actual use of 
privacy tools by SNS users. Future research includes measuring the importance of 
each of the factors we have identified through a qualitative analysis, using actual user 
data. 
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Abstract. Current Cloud services raise serious security and privacy con-
cerns due to the potential misuse of user data by the omniscient Cloud
service provider. Solutions proposing the “Cloud-of-clouds” paradigm
just mitigate service availability threats, and additional encryption op-
erations do not prevent users from being identified and traced. Moreover,
these solutions still fail to address a main orthogonal problem, i.e. the
intrinsic contrast between the provider’s business model and the user’s
privacy. In this paper, we propose a new architecture for Cloud comput-
ing which addresses the protection of the user’s privacy from the outset.
Cloud services are provided by a number of cooperating independent
parties consisting in the user nodes themselves. Unlike current Cloud
services, the proposed solution provides user anonymity and untrace-
ability. Such architecture can still take part in the “Cloud-of-clouds”,
allowing users to select service providers on the basis of the expected
privacy protection.

Keywords: Peer-to-Peer, Cloud, privacy-by-design.

1 Introduction

The Everything as a Service paradigm proposed by Cloud computing is changing
de facto the way Internet users, such as individuals, institutions and companies,
deal with data storage and computation. Globally deployed cost-efficient and
scalable resources are made available on demand, allowing users to access them
via lightweight devices and reliable Internet connection. In recent reports, Com-
score pointed out that 9.4 million new smartphones were acquired in EU51 in
December 2012, and 136 million people now have a smartphone in this area [4].
Moreover, 92% of the world’s data has been created in just the last two years,
and right now popular Cloud platforms such as YouTube store 72 hours of new
videos every minute [5].

Evidence shows that the benefits from apparently unlimited resources come
at extremely high security and privacy costs [13]. User identity, location and ac-
tivity information is constantly uploaded and synchronized at Cloud providers’
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facilities through mobile services, online social networks, search engines and col-
laborative productivity tools. Such data can be misused both by the provider
itself and by attackers taking control of it. Additionally, due to the huge user
base, Denial of Service (DoS) attacks reveal to be more effective.

While dependability can be addressed by running several service instances on
different Clouds at increased costs, therefore moving to the so-called Cloud-of-
clouds, security and privacy vulnerabilities still remain open issues and have a
severe impact on user trust in the Cloud [1].

Adoption of an appropriate encryption mechanism may appear a viable
solution to protect user privacy. Unfortunately, securing outsourced data and
computation against untrusted Clouds through encryption is cost-unfeasible
[3], being outsourcing mechanisms up to several orders of magnitude costlier
than their non-outsourced, locally run, alternatives. Moreover, the simple use of
encryption to provide data confidentiality and integrity fails to hide sensitive
information such as user identity and location, session time and communication
traces.

However, even at the presence of fine-grained, cost-effective security and
privacy protection tools based on encryption, current Cloud solutions would
still suffer from a main orthogonal problem: the intrinsic contrast between their
business model and user privacy. As a matter of fact, all current Cloud services
are run by companies with a direct interest in increasing their user-base and
user demand; service level agreements are often stringent to the user, and coun-
termeasures against privacy violations are usually taken a-posteriori, once the
violation has been detected. Given the promising public Cloud service market
size, which is estimated to grow from $129.9 billion in 2013 to $206.6 billion
in 2016 [7], Cloud providers are not likely to address this problem in the near
future.

In this work, we assume the protection of user privacy against the omniscient
Cloud provider to be the main objective for Clouds, and we present a sketch for
our novel approach to Cloud-of-clouds services that helps to better protect the
security of users while allowing for the full scale of operations they are used to
from existing Clouds.

The main contributions of our work are two: (i) to facilitate confidentiality and
privacy by avoiding potential control from any central omniscient entity such as
the Cloud provider through a distributed architecture for Cloud-of-clouds, where
each Cloud user is a Cloud service provider too; (ii) to leverage on the real life
trust relationships among Cloud users to lower the necessity for cooperation en-
forcement with respect to Cloud service availability. As an additional objective,
the protection of the user’s privacy against malicious users is also addressed.

The proposed architecture aims at preserving the user’s privacy from the
outset, and targets privacy-by-design .

This paper is organized as follows: section 2 introduces the main security
objectives we expect to meet with our novel approach, which is presented in
section 3 and detailed in section 4; section 5 provides a preliminary evaluation
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of the approach against such objectives, while section 6 presents the related
work. Finally, section 7 concludes this paper and outlines future work.

2 Security Objectives

We assume the protection of the user’s privacy against the omniscient Cloud
service provider to be the main objective for Cloud services.

Privacy. Privacy is a relatively new concept, born and evolving together with
the capability of new technologies to share information. Conceived as “the right
to be left alone” [14] during the period of newspapers and photographs growth,
privacy now refers to the ability of an individual to control and selectively disclose
information about him.

The problem of users’ data privacy can be defined as the problem of usage
control [11], which ensures access control together with additional control on the
later usage of the data, even once information has already been accessed. Access
to the content of user-generated data should only be granted by the user directly,
and this access control has to be as fine-grained as specified by the user.

In addition, communication privacy calls for inference techniques aiming at
deriving any type of information with regard to: (1) anonymity, meaning that
users should access resources or services without disclosing their own identities;
(2) unobservability, i.e. the requirement that no third party should gather any
information about the communicating parties and the content of their commu-
nication; (3) unlinkability, which requires that obtaining two messages, no third
party should be able to determine whether both messages were sent by the same
sender, or to the same receiver; (4) untraceability, which demands that no third
party can build a history of actions performed by arbitrary users within the
system; in other words, it demands both anonymity and unlinkability.

In summary, the objective of privacy is to hide any information about any
user at any time, even to the extent of hiding their participation and activities
within the Cloud service in the first place. Moreover, privacy has to be met by
default, i.e. all information on all users and their actions has to be hidden from
any other party internal or external to the system, unless explicitly disclosed by
the users themselves.

Integrity. In Cloud services, any unauthorized modification or tampering of
user-generated information has to be prevented. This encompasses the protection
of real identity of users within the Cloud platforms. In this sense, the definition
of integrity is extended in comparison with the conventional detection of modifi-
cation attempts on data. Moreover, problems with integrity of user profiles and
their contents may have devastating impact on the objectives put forth with
respect to the privacy of Cloud users. Since the creation of profiles in popular
Cloud services is easy, protection of real identities is insufficient in today’s plat-
forms. In particular, providers offering Cloud services for free are often unable
(and perhaps even not interested in) to ensure that a profile is associated to the
corresponding individual from the real world.



88 L.A. Cutillo and A. Lioy

Availability. The objective of availability for Clouds aims at assuring the
robustness of the services in the face of attacks and faults. Due to their exposure
as single points of failure, centralized Cloud services are exposed to denial-of-
service attacks, which directly impact the availability of user’s data.

Also distributed services, which are implemented in a decentralized way,
possibly via peer-to-peer systems, or which follow other types of service del-
egation, may be vulnerable to a series of attacks against availability as well.
These attacks include black holes, aiming at collecting and discarding a huge
amount of messages; selective forwarding, where some traffic is forwarded to the
destination, but the majority is discarded; and misrouting, which aims to in-
crease the latency of the system or to collect statistics on the network behavior.
In any case, attacks on distributed Cloud systems are more effective in case of
collusion amongst malicious users or in the presence of Sybil nodes controlled
by the attacker, which is not the case for the centralized Cloud providers.

3 A New Approach

Our system provides Cloud services based on a peer-to-peer architecture. The
peer-to-peer architecture meets the privacy concerns by avoiding potential con-
trol and misuse of user’s data from the omniscient Cloud service provider or
attackers taking control of it. Furthermore, cooperation among peers is enforced
by leveraging on the real life trust relationships among the user themselves.
Each participant is associated to a User Identifier (UId) and joins the net-
work from multiple devices associated to different Node Identifiers (NIds).
Resources of the participant’s devices are available to the participant himself,
and to the participant’s trusted contacts and contacts-of-contacts with the par-
ticipant’s consent.

3.1 System Overview

Our system consists of three main components (Fig. 1): aWeb of Trust (WoT),
a Distributed Hash Table (DHT), and a series of Trusted Identification
Services (TISs).

The WoT provides the basic distributed structure used to supply Cloud
services, the DHT provides a basic dictionary service to perform lookups,
finally each TIS serves the purpose of user authentication.

Web of Trust. The WoT (Fig. 2) is a digital mapping of the trust relationships
users entertain in their real life, and serves the purpose of Cloud service provision-
ing. In a user’s WoT view, each user’s trusted contact acts as a Trusted Cloud
Service Provider (TCSP), and provides the user with storage and computing
resouces. Such resources can be allocated both on the TCSP hardware and in
that one of its respective TCSPs ones. However, since we don’t assume transi-
tivity of trust, a TCSP of a user’s TCSP is considered an Untrusted Cloud
Service Provider (UCSP). To preserve both the consumer’s privacy and the
trust edges in the WoT, UCSP resources are transparently accessed through
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Fig. 1. Main components of the system: Distributed Hash Table, Web of Trust, and
Trusted Identification Service network

TCSP only. Finally, in case a TCSP is offline, the set of UCSP resources acces-
sible through that TCSP is still reachable through a set of Auxiliary Access
Points (AAPs), which lead to the TCSP contacts through random walks on
the WoT graph.

Fig. 2. The Web of Trust Component: in white, Trusted Cloud Service Providers
(trusted contacts) for V; in light gray, Untrusted Cloud Service Providers for V. Node
B is offline, part of the services B provides to V are still accessible from B’s Auxiliary
Access Points D and E . Random walks in light gray forward V’s request for B’s services
to B’s direct contacts A and C without revealing the real requester V’s identity.

DHT. The DHT is implemented by an overlay on top of the internet where
peers are arranged thanks to their NId and serves the purpose of TCSP lookup.
The DHT is maintained by the users’ nodes and provides three distinct lookup
services: it returns IP addresses associated to a target NId; it returns a list of
AAP for a given UId; it returns the UId associated to a target TCSP identity,
such as the user’s full name.

Therefore, the DHT allows for building the WoT overlay and addressing the
TCSP services.
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TIS Network. TISs are independent trusted parties serving the purpose of
user and device authentication. A TIS provides each user with a certified UId
and a set of certified NIds, one for each user device. Any TIS computes identifiers
starting from the user’s real identity by running the same algorithm.

TISs are offline entities contacted at the first join and do not play any role
neither in the communication between users nor in the Cloud service provision-
ing. Consequently, they do not break the main purpose of decentralization.

3.2 Orchestration

A newcomer generates a series of public-private key pairs, contacts a TIS and
obtains as an answer his User- and Node- Identifiers, together with certificates
associating each identifier with a public key. The newcomer device joins the
DHT thanks to the Node Identifier, and the newcomer starts looking for trusted
contacts from a series of properties such as the contact name. As an answer,
the newcomer receives a set of AAPs for different User Identifiers, and starts
retrieving publicly available profile data associated to each identifier through
the respective AAPs. Once identified the correct trusted contact, the newcomer
sends a contact request to the AAPs which is forwarded along a random walk on
the WoT graph. Replies are forwarded back along the same path. A new trusted
link is therefore established in the WoT graph. Contact requests contain available
devices Node Identifiers and a series of secrets to access their running services.
The newcomer queries the P2P system for the IP addresses of each device, and
establishes one-hop connections with them. The newcomer then sends to the
trusted contact a random walk request, which will create a random walk ending
to an AAP for the newcomer. By repeating the abovementioned process, the
newcomer adds further real-life trusted contacts and creates a random walk
for each of them. The newcomer’s trusted contacts act as TCSPs and provide
services encompassing Infrastructure as a Service (IaaS), Platform as a Service
(PaaS) and Software as a Service (SaaS).

4 Operations

In the following, we sketch the operations implementing the distributed Cloud-of-
Clouds, which consist of: (i) account creation, (ii) trusted contact establishment,
and (iii) Cloud service access.

Each operation calls for the execution of a series of secure protocols aiming
at obtaining credentials, building and keeping the consistency of the WoT and
DHT overlays and establishing secure communication channels.

Throughout the description of these protocols, {M}SKX
denotes a message M

being signed by user X ’s private key K −
X , and EKY {M} denotes the message M

being encrypted with the user Y’s public key K +
Y

2. The distinct identifiers of

2 More precisely, session keys are used to encrypt the payload. Such keys are advertised
at the beginning of the message encrypted with the target Node Id public key.
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users are associated with keypairs: while NX =
{

N −
X ,N +

X
}
denotes the keypair

for the Node Id, UX =
{

U−
X ,U+

X
}

denotes the keypair for the User Id, and

WX =
{

W −
X ,W +

W
}
denotes the keypair for the random walk Id of node X .

4.1 Account Creation

In order to create an account, a newcomer V generates a series of keypairs UV ,
{NV,0≤i≤n}, {WV,0≤j≤m} to be associated, respectively, to his personal identity,
his n devices and m random walks. All public keys are sent to the TIS, together
with V ’s identity record nameV =< firstName, . . . , nationality > and a proof
of identity ownership3.

Starting from a series of secrets MKU, MKN , MKW , the TIS computes V ’s
User Identifier UIdV as a keyed hash function hMK applied to nameV . Sim-
ilarly, the TIS also computes a set of n node and m random walk identifiers
by using MKN , MKW respectively, and applying the keyed hash function on a
concatenation of nameV and an integer 0 ≤ p ≤ n.

Finally, each identifier is sent back to V together with a certificate associat-
ing such identifier to a different user-generated public key. The certificate also
contains further information on the TIS, a timestamp and an expiration time.
Additional meta identifiers are sent back to V . Each identifier is computed as a
well known hash function of a possible combination of the values in nameV such
as h (firstName, nationality).

Once received the certified identifiers, V can join the P2P network.

Trusted Contact Establishment. The newcomer V needs to build his web
of trust to access (and provide) Cloud services from his node pool. To find a
trusted contact U , V hashes a subset of properties of nameU and looks for this
meta identifier on the DHT. As an answer, all User Identifiers UIdi associated to
such meta identifier are provided to V , which triggers another request for each of
them. A list of random walk identifiersWIdij and corresponding auxiliary access
points is retrieved for each UIdi. User V then triggers a profile request to the
AAPs. Requests are routed along the random walks thanks to WIdij ; publicly
available profile data is served by each UIdi (or one of his trusted contacts) and
is forwarded back along the same path. At the reception of profile data, V selects
the correct target UIdU and sends him a contact request containing V ’s User-
and Nodes- Identifiers together with the TIS certificates and a list of available
Cloud services running at V ’s node pool. Again, the contact request is sent to
U ’s AAPs and is routed along the random walks. User U can accept the request
and reply directly to V .

Once a bidirectional trust link has been built, V can access Cloud services
offered by U , and vice-versa.

Cloud Service Access. The first Cloud service V accesses is the Communi-
cation Obfuscation as a Service (COaaS), where V creates a random walk
of q hops starting from U . A random walk request RWR message is sent to U
3 Such proof can consist of a secret shared OOB after face-to-face identity verification.
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and forwarded along the WoT graph. Such RWR contains a walk token WTok, a
recursively signed Time To Live message and a signed random number rndSW− .
The WTok contains the jth random walk Id certificate Cert (WIdV,j) and an
expiration time signed with W −. At each hop, a user in the random walk de-
creases the TTL and selects a random contact to forward the request. When
TTL = 0, the current node G verifies the signature on the random number is as-
sociated to Cert (WIdV,j), and registers the pair 〈DHTkey,DHTvalue〉 on the
DHT, where DHTkey = WIdV,j and DHTvalue = [WTok,Cert (NIdG)]SN −

G
.

The presence of rndSW− in the DHT storage request for 〈DHTkey,DHTvalue〉
triggered by G poses as an authorization.

Once such association has been registered, a confirmation is routed back
according to WIdV,j along the random walk. At the same time, V stores a new

association
〈
UIdV , [Cert (UIdV) , Cert (WIdV,j) , exptime]SU−

V

〉
in the DHT.

Storage of
〈
metaIdV , [Cert (metaIdV) , Cert (UIdV) , exptime]SU−

V

〉
is

optional and may happen at any time.
A series of IaaS, SaaS, PaaS services can be provided, with the user consent,

to the user’s contacts in addition to the user himself. User U has n real/virtual
nodes in the DHT which form U ’s node pool and provide basic services like
COaaS and storage. Among such nodes, those with higher resources run an
hypervisor and instantiate virtual machines, which may be connected to form
more complex virtual data centers.

Within the MapReduce framework, trust-based parallel processing is achieved
by splitting problems in sub-problems and distributing them to trusted user main-
tained nodes. Sub-problemsmay further be divided and dispatched along theWoT.

As shown in Fig. 3, among the series of services U provides to V , part of them
may not be run directly on U ’s nodes. U may in fact advertise services provided
to him by his trusted contact Z. In this case, U acts as a proxy for V . When
all U ’s nodes are disconnected, V can still access services running at Z nodes by
contacting U ’s AAPs.

Fig. 3. Availability of Cloud services provided by user U to V: in white, available
services running at U ’s nodes; in black, unavailable ones; in gray, services running at
Z nodes available for U which U respectively provides, as a proxy, to V
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5 Preliminary Evaluation

A complete performance evaluation of the proposed system is not available at
this point, as we are describing work in progress. In the following we however give
an overview to evaluate the compliance with respect to the security objectives
we required in section 2.

Integrity. The one-to-one correspondance between a user’s identity and his
User Identifier is ensured by the TIS. This prevents malicious users from creating
fake identities, or mounting impersonation attacks and disrupt the WoT.
Even when a user starts the account creation process with two different TISs,
since the different MK used for identifier computation are shared within the
TIS network, such user will receive the same identifiers.

A newcomer V is prevented from sending a trusted contact request to AAPs
which are not those associated to the legitimate target U . The association be-
tween a certified meta identifier and a certified UId cannot be stored in the DHT
in case of mismatch between the public keys contained in both certificates. The
same applies to the association between a UId and a WId.

Finally, the association between a certified WId and a certified AAP Nid
cannot be stored without the proof such AAP is at the end of a random walk
originated at the legitimate V . Such proof is represented by rndSW− .

Since the association between a walk identifier and the AAP Node Identifier is
publicly available, collusion between DHT nodes and unlegitimate AAPs can
be detected and malicious association removed from the DHT.

Privacy. The proposed solution guarantees anonymity, since a user can choose
to skip the registration between any of his meta identifiers and his UId. Compu-
tation of the victim’s UId cannot be performed with dictionary attacks due
to the adoption of a keyed hash function to compute identifiers. Even brute
force attacks to guess a victim’s UId fail in case such victim does not provide
publicly available information on his identity.

An anonymous user V may still find and establish a trusted contact with a
non anonymous user U . However, when both V and U are anonymous users,
trusted contact establishment succeeds only after UIds have been exchanged
out-of-band. Currently, a TIS can detect if a user is participating in the system
or not. We are investigating further distributed authentication mechanisms to
overcome this limitation.

Hop-by-hop communication integrity and confidentiality is ensured by signing
each message with the sender’s node private key and encrypting the concatena-
tion of message and signature with the receiver’s node public key. Eavesdrop-
pers are therefore unable to detect any information on parties’ identifiers and
communication content. Additionaly, in case of trusted contact establishment
or asynchronous communication, end-to-end communication integrity and con-
fidentiality is ensured by signature and encryption operations based on keypairs
associated to User Identifiers.
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In case TCSPs provide storage space, a user V ’s data is stored at the TCSP
U in an encrypted and partitioned form. In fact, each user is considered honest
but curious.

User identity cannot be linked to IP addresses since the relationship between
Node Identifiers and User Identifier is not stored in the DHT and is disclosed to
trusted contacts only at the act of contact establishment.

Nodes participating in serving random walks cannot derive any information
on the originator of the walk: given a WId, it is impossible to retrieve any
information on any other WId related to the same user, consequently, if present,
any publicly available information on such user.

Finally, no entity in the system can derive the composition of the WoT, since
a user’s knowledge of the WoT is limited to his trusted contacts only.

Availability. Adoption of certified identifiers prevents sybil and denial of
service attacks. Malicious nodes fail in perpetrating DHT poisoning due to
the presence of signatures in each record they store. Furthermore, due to the
parallelism of DHT lookup and storage operations, a malicious peer dropping
requests does not impact provisioning of results.

6 Related Work

To the best of our knowledge, no work in literature proposes the adoption of
decentralized architectures to preserve Cloud users’ privacy. On the contrary, a
series of work aims at moving towards P2P to increase Cloud service availability.

The work in [15] proposes a P2P Cloud solution to provide a distributed
data storage environment to address the problem of bottlenecks due to central
indexes in Cloud storage systems. In Cloud-to-Cloud [8], Cloud service providers
participate in a pool of computer resources. Resource requests which cannot be
provisioned by a particular Cloud service provider can be met from such a shared
ecosystem of resources in a seamless manner. In [10], authors present the design
of P2P MapReduce, an adaptive framework which exploits a P2P model to
allow for MapReduce in Cloud-of-clouds environment. Compared to centralized
implementations of MapReduce, such solution provides resiliency against node
churn and failures.

Researchers also got inspired from P2P systems to propose new way of look-
ing up for resources in Cloud environments. Cloud peer [12] creates an overlay
network of virtual machines to address service discovery and load-balancing. VM
instances update their software and hardware configuration to a DHT supporting
indexing and matching of multidimensional range, so that provisioning software
can search for and discover them. Authors in [2] propose a distributed IaaS
Cloud system using gossip based protocols to manage a pool of peers without
coordinators. Users can request a fraction of the available resources matching a
given query. Authors in [9] propose an hybrid overlay composed by a structured
P2P system with an unstructured one to support multi-attribute range query.
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The overlay is organized in clusters, each cluster being composed by resource
groups, in turn composed by peers with the same resources.

The work which is closest to our approach has been presented in Safebook
[6], a decentralized architecture for privacy preserving online social networks.
As in our solution, Safebook relies on the trust relationships among users to
provide P2P services. As opposed to Safebook, our solution does not depend on
a single TIS, allows multiple user’s nodes to join the network at the same time,
and provides higher privacy protection in terms of communication untraceability
thanks to the adoption of random walk based routing. Moreover, while Safebook
exploits direct contacts resources to provide a limited range of social network
services, our solution exploits the entire WoT and is conceived to provide a wide
range of Cloud services.

7 Conclusion and Future Work

In this paper, we proposed a decentralized approach to protect critically sensi-
tive user data against the potential control of malicious omniscient Cloud service
providers and attackers taking control of them. The approach leverages on ex-
isting trust among users to provide Cloud services and anonymize traffic. Our
solution consists on a Web of Trust among users, who also play the role of Cloud
service providers. User nodes take part in a DHT and run Cloud services, which
may be accessed directly or indirectly, as a function of the WoT shape and with
the user consent. Resilience against offline Cloud providers is achieved through
Auxiliary Access Points for those providers’ services. The sensitive information
describingWoT users and their relationships is protected through encryption and
anonymization techniques similar to onion routing, applied to random walks on
the WoT graph.

As future work, we plan to develop a full model of the system in order to
study the service availability. We have already started to develop a prototype
based on the new WebRTC4 technology, which allows to build a P2P network
from popular web browsers. We plan to complete our prototype and integrate
it with popular IaaS solutions such as OpenStack and SaaS such as Hadoop.
Since trust between users does not correspond to trust on their hardware, we
plan to investigate new mechanisms to guarantee the execution and correctness
of a sequence of operations at the Cloud side. Finally, we also plan to evalu-
ate the tradeoff between usage control and anonymity through new distributed
collaborative privacy policy enforcement schemes.

Acknowledgments. This research has been partly funded by the European
Commission within its seventh Framework Programme (FP7/2007-2013) under
grant agreement n. 257243 (TClouds5 project).

4 http://www.webrtc.org
5 http://www.tclouds-project.eu
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Abstract. Anonymization-based privacy protection ensures that pub-
lished data cannot be linked back to an individual. The most common
approach in this domain is to apply generalizations on the private data
in order to maintain a privacy standard such as k-anonymity. While
generalization-based techniques preserve truthfulness, relatively small
output space of such techniques often results in unacceptable utility loss
especially when privacy requirements are strict. In this paper, we intro-
duce the hybrid generalizations which are formed by not only generaliza-
tions but also the data relocation mechanism. Data relocation involves
changing certain data cells to further populate small groups of tuples that
are indistinguishable with each other. This allows us to create anonymiza-
tions of finer granularity confirming to the underlying privacy standards.
Data relocation serves as a tradeoff between utility and truthfulness and
we provide an input parameter to control this tradeoff. Experiments on
real data show that allowing a relatively small number of relocations
increases utility with respect to heuristic metrics and query answering
accuracy.

Keywords: Privacy, Anonymization, Privacy-preserving databases.

1 Introduction

The advance of technology along with the low cost of handling data have led ser-
vice providers to collect personal information with the hope of turning this data
into profit. In some cases, the potential value of such data is so great, it needs to
be outsourced for analysis or it has to be published for research purposes as is
the case with health related data in medical research. However, such data often
contain sensitive information that needs to be kept private such as diagnosis
and treatments. Thus sharing it raises every privacy concern [10]. In order to
preserve the privacy of individuals, data needs to be properly anonymized be-
fore publishing meaning the link between sensitive information and individual
identity should be removed. Such an anonymization must not only satisfy the
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underlying privacy requirements but also preserve the utility of the data. Oth-
erwise, it would be difficult to extract useful information from the anonymized
data.

Unfortunately, just removing uniquely identifying information (e.g., SSN)
from the released data is not enough to protect privacy. Works in [23] and [24]
show that using publicly available sources of partially identifying information
(quasi-identifiers) such as age, gender and zip-code, data records can be re-
identified accurately even if there is no direct identifying information in the
dataset. For example, in Table 1, suppose we release T as a private table. Even
if T does not contain unique identifiers, an adversary that knows that her 41
years old friend Obi from USA with zip 49001 is in the dataset will be able to
identify him as tuple q7.

To prevent identification, many different privacy metrics [23,24,18,16,27,21]
have been introduced for various adversary models. As an example, k-anonymity
requires that for each tuple t in the anonymization, there should be at least
k − 1 other tuples indistinguishable with t. Two individuals are said to be in-
distinguishable if their records agree on the set of quasi-identifier attributes. To
achieve the underlying privacy standard, many algorithms have been proposed.
A common feature of these algorithms is that they manipulate the data by using
generalizations which involves replacing data values with more general values
(values that include the meaning of the original value and that may also imply
other atomic values, e.g., ’Italy’ is changed to ’Europe’) so that more tuples will
express similar meanings. As an example, suppose the desired privacy standard
is 3-anonymity. In Table 1, T ∗

μ1
is a 3-anonymous generalization of T . Note that

generalizations applied to T create two equality groups that contain similar tu-
ples with respect to QI attributes. From the adversary’s point of view, tuples
with each equality group are indistinguishable from each other. If the data owner
releases T ∗

μ1
instead of T , Obi can at best be mapped to the white equality group

of size 5 and to a set of salaries {18K, 35K, 14K, 25K, 29K}.
A nice feature of generalizations is that unlike perturbation techniques (that

apply noise to data cells independently before publishing), generalizations pre-
serve the truthfulness of data. However, generalizations result in information
loss, thus over-generalization should be avoided as long as the privacy require-
ments are satisfied. To solve this problem, many heuristics have been designed,
however relatively small output space of such techniques often results in huge
utility loss especially when privacy requirements are strict [3]. Preservation of
utility still stands as a major problem for generalization-based techniques. One
of the main reasons for over-generalization is the existence of outliers in private
datasets. As the neighborhood of the outliers is not heavily populated in the
high dimensional domain, it becomes difficult for an anonymization algorithm
to generate an equality group of sufficient size. For those algorithms that are
vulnerable to outliers, a relatively large group can degrade the overall utility of
the whole dataset [20].

To address the negative effects of outliers and over-generalization, in this pa-
per, we propose the hybrid generalization technique which combines the
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generalization technique with a data relocation mechanism in order to achieve
more utilized anonymizations. Data relocation involves changing certain data
cells (that act as outliers) to further populate small equality groups of tuples.
Over relocation harms truthfulness and localized utility, thus over-relocation
should be avoided as well. This can be achieved by bounding the number of
relocations that the algorithm can apply, thus controlling the trade-off between
truthfulness and utility. Even a small number of relocations can prevent over-
generalization. As an example, in Table 1, Table T̂ is a relocation of Table T
in which less than 10% of the data cells are relocated (see tuple q4). Table T̂ ∗

μ1

shows a 3-anonymization of T̂ (which we will also name as a 10%-hybrid 3-

anonymization of T ). T̂ ∗
μ1

is more specific than T ∗
μ1

1 and possibly more utilized.
Our contributions in this paper are as follows:

– We introduce the hybrid k-generalization concept that allows relocation of
tuples between groups to increase the overall utility at the cost of truthfulness.

– We show how one can use hybrid generalizations to achieve k-anonymity.
– We present hybrid anonymization algorithms that address three classes of

adversaries.
– We empirically compare the hybrid algorithms with previously proposed al-

gorithms and show that hybrid generalizations create better utilized
anonymizations.

2 Background and Related Work

Given a dataset (table) T , T [c][r] refers to the value of column c, row r of T .
T [c] refers to the projection of column c on T and T [.][r] refers to selection of
row r on T . We write |t ∈ T | for the cardinality of tuple t ∈ T (the number of
times t occurs in T ).

Although there aremanyways to generalize a given value, we stick to generaliza-
tions according to domain generalization hierarchies (DGH) given in Figure 1(a).

Definition 1 (i-Gen Function). For two data values v∗ and v from some
attribute A, we write v∗ = Δi(v) if and only if v∗ is the ith (grand) parent of v in
the DGH for A. Similarly for tuples t, t∗; t∗ = Δi1···in(t) iff t∗[c] = Δic t[c] for all
columns c. Function Δ(v) without a subscript returns all possible generalizations
of a value v.

E.g., given Figure 1(a), Δ1(USA)=N.AM, Δ0,2,3( <12,USA,47906>)=<12,AM,

47***>, Δ(USA)={USA,N. AM,AM,*}
Definition 2 (μ-Generalization). A generalization mapping μ is any surjec-
tive function that maps tuples from domain D to a generalized domain D∗ such

1 ’more specific’ does not necessarily mean ’more utilized’. We should take into ac-
count the cost of the relocations. We show, in Section 5, that utility gained due to
lesser degrees of generalizations more than compensates the local utility loss due to
relocations.
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Table. 1. T: private table; T̂: a 10%-relocation of T ; T∗
μ1

, T̂∗
μ2

: 3-anonymous sin-

gle dimensional generalizations of T and T̂ respectively; T∗
μ2

: a single dimensional
generalization of T

Id Age Nation Zip Sal.
q1 12 Greece 47906 13K
q2 19 Turkey 47907 15K
q3 17 Greece 47907 28K
q4 23 Spain 49703 14K
q5 38 Brazil 49705 18K
q6 33 Peru 49812 35K
q7 41 USA 49001 14K
q8 43 Canada 49001 25K
q9 48 Canada 49001 29K

Not. Definition

T A private table
T ∗ A generalization of T
T̂ A relocation of T
T̂ ∗ A hybrid generalization

of T
t ∈ T A tuple in T
μ A generalization map-

ping
T ∗
μ The generalization of T

with mapping μ

Id Age Nation Zip Sal.
q1 12 Greece 47906 13K
q2 19 Turkey 47907 15K
q3 17 Greece 47907 28K
q4 31 Brazil 49703 14K
q5 38 Brazil 49705 18K
q6 33 Peru 49812 35K
q7 41 USA 49001 14K
q8 43 Canada 49001 25K
q9 48 Canada 49001 29K

T Notations T̂
Id Age Nation Zip Sal.
q1 11-30 EU 4* 13K
q2 11-30 EU 4* 15K
q3 11-30 EU 4* 28K
q4 11-30 EU 4* 14K
q5 31-50 AM 4* 18K
q6 31-50 AM 4* 35K
q7 31-50 AM 4* 14K
q8 31-50 AM 4* 25K
q9 31-50 AM 4* 29K

Id Age Nation Zip Sal.
q1 11-20 E. EU 47* 13K
q2 11-20 E. EU 47* 15K
q3 11-20 E. EU 47* 28K
q4 21-30 W. EU 49* 14K
q5 31-40 S. AM 49* 18K
q6 31-40 S. AM 49* 35K
q7 41-50 N. AM 49* 14K
q8 41-50 N. AM 49* 25K
q9 41-50 N. AM 49* 29K

Id Age Nation Zip Sal.
q1 11-20 E. EU 47* 13K
q2 11-20 E. EU 47* 15K
q3 11-20 E. EU 47* 28K
q4 31-40 S. AM 49* 14K
q5 31-40 S. AM 49* 18K
q6 31-40 S. AM 49* 35K
q7 41-50 N. AM 49* 14K
q8 41-50 N. AM 49* 25K
q9 41-50 N. AM 49* 29K

T ∗
μ1

T ∗
μ2

T̂ ∗
μ2

that for t ∈ D and t∗ ∈ D∗; we have μ(t) = t∗ (we also use notation Δμ(t) = μ(t)
for consistency) only if t∗ ∈ Δ(t). We say a table T ∗ is a μ-generalization of a
table T with respect to a set of attributes QI and write Δμ(T ) = T ∗, if and only
if records in T ∗ can be ordered in such a way that Δμ(T [QI][r]) = T ∗[QI][r] for
every row r.

(a) DGH structures

[0,0,0]

[0,0,1] [0,1,0] [1,0,0]

[0,0,2] [0,1,1] [1,0,1] [0,2,0] [2,0,0][1,1,0]

.

.

.

[5,3,3]

[4,3,3] [5,2,3] [5,3,2]

(b) Generalization Lattice

Fig. 1.
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In Table 1, T ∗
μ1

and T ∗
μ2

are two generalizations of T with mappings μ1 and μ2

respectively; E.g, Δμ1 (T ) = T ∗
μ1
. Δμ1(<41,US,49001>) = <31-50,AM,4****>

Definition 3 (Single Dimensional Generalization). We say a mapping μ is
[i1, · · · , in] single dimensional iff given μ(t) = t∗, we have t∗ = Δi1···in(t). We
define in this case the level of μ as i1 + · · ·+ in.

Each attribute in the output domain of a single dimensional mapping contains
values from the same level of the corresponding DGH structure. In Table 1, T ∗

μ1

and T ∗
μ2

are [2,2,4] and [1,1,3] generalizations of T respectively.
Given two single dimensional mappings μ1=[i11, · · · , i1n] and μ2 = [i21, · · · , i2n],

we say μ1 is a higher mapping than μ2 and write μ1 ⊂ μ2 iff μ1 
= μ2 and i1j ≥ i2j
for all j ∈ [1− n].

We also cover multidimensional generalizations. Due to page limitations, we
refer the reader to [22] for related definitions and discussion on the advantages
of both approaches.

k-Anonymity privacy protection limits the linking of a record from a set of re-
leased records to a specific individual even if adversaries can link individuals to QI:

Definition 4 (k-Anonymity [23,5]). A table T ∗ is k-anonymous with respect
to a set of quasi-identifier attributes QI if each tuple in T ∗[QI] appears at least
k times.

T ∗
μ1

is a 3-anonymous generalization of T . Note that given T ∗
μ1
, the same adver-

sary can at best link Bob to tuples q5, q6, q7, q8, and q9.

Definition 5 (Equality group). The equality group of tuple t in dataset T ∗

is the set of all tuples in T ∗ with identical quasi-identifiers to t.

In dataset T ∗
μ1
, the equality group for tuple q7 is {q5, q6, q7, q8, q9}. We use

colors to indicate equality groups in Table 1.
While k-anonymity limits identification of tuples, it fails to enforce constraints

on the sensitive attributes in a given equality group, thus there is still a risk of
sensitive information disclosure. We start our analysis with k-anonymity because
it has a simple definition and k-anonymity and k-anonymization is still used in
several domains as a privacy metric [9,27,25] and as a sub procedure [26].

In Section 4, we use the anti-monotonicity property of k-anonymity. Given
μ1 ⊂ μ2 and a dataset T , if Δμ1(T ) is not k-anonymous, neither is Δμ2(T ). In
Table 1, if T ∗

μ2
is not 3-anonymous, neither is T .

There may be more than one k-anonymization of a given dataset, and the one
with the most information content is desirable. Previous literature has presented
many metrics to measure the utility of a given anonymization [12,20,13,6,2]. We
use the LM cost metric defined in [12]. Given a is the number of attributes:

LM(T ∗) =
1

|T ∗| · a
∑
i,j

|Δ−1(T ∗[i][j])| − 1

|Δ−1(*)| − 1

Related Work. The value of utility preservation in anonymized dataset
has been widely recognized by the literature since the very first works on
anonymization-based privacy protection.
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The first class of works on utility introduces new heuristic algorithms that
generates equality groups composed of tuples that are as close to each other as
possible. Grouping of close tuples achieves better utilized generalizations. [23] ob-
serves that all possible single dimensionalmappings create a lattice over the subset
operation. The proposed algorithm finds an optimal k-anonymous generalization
(optimal in minimizing a utility cost metric) by performing a binary search over
the lattice. [14] improves this technique with a bottom-up pruning approach and
finds all optimal k-anonymous generalizations. [2] introduces more flexibility by
relaxing the constraint that every value in the generalization should be in the same
generalized domain.Works in [18,19,16,7,21] adopt previous single dimensional al-
gorithms for other privacy notions such as �-diversity, t-closeness, and δ-presence.
Among other works on heterogeneous generalizations, works in [20,4,1,17] use
clustering techniques to provide k-anonymity. [15] and [11] partition the multi-
dimensional space to form k-anonymous and �-diverse groups of tuples. [8] makes
use of space filling curves to reduce the dimensionality of the database and pro-
vides k-anonymity and �-diversity algorithms that work in one dimension. All of
the above works are based on pure generalizations and are orthogonal to our ap-
proach. As will be clear in later sections, the relocation technique proposed in this
paper can be used to utilize most generalizations regardless of the underlying algo-
rithm. Even though we are not proposing standalone anonymization algorithms,
our approach can be considered in this category as we aim to create better equality
groups out of existing groups at the cost of truthfulness.

Another way to improve utility is by releasing more information on the equality
groups without changing the groupings of the tuples. Our approach differs from
such an approach as we form new groupings without specifying how we release the
groups. We refer the reader to [22] for a detailed discussion on these approaches.

3 Hybrid Anonymizations

3.1 Classical Adversaries

The classical adversary is the same adversary addressed inmost previous literature
(see Section 2). The adversary knows the QI attributes of an individual and tries to
discover, from the released dataset, the sensitive value belonging to the individual.

As mentioned in Section 1, data relocations can improve utility of released
datasets. One should be careful on the number of relocations applied to the
dataset as each relocation makes data less truthful. We now formally define p%-
table relocations in which the maximum number of cell relocations is bounded
by the p% of the whole dataset:

Definition 6 (p%-Table Relocations). We say a table T̂ is a p%-relocation

of a table T with respect to a set of attributes QI and write T̂ 	p T , if and only
if records in T̂ can be ordered in such a way that
– T [c][r] 
= T̂ [c][r] for at most p% of all possible (attribute c ∈ QI, row r) pairs

and
– T [c][r] = T̂ [c][r] for all (attribute c /∈ QI, row r) pairs.
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In Table 1, T̂ is a 10%-relocation of T as only two data cells (see q4) out of 27
is relocated. We now formally define hybrid anonymizations which are created
by anonymizing table relocations:

Definition 7 (p%-Hybrid Generalization). We say a table T̂ ∗ is a p%-
hybrid generalization of a table T with some mapping μ if and only if there
exist a T̂ 	p T such that T̂ ∗ = Δμ(T̂ ).

In Table 1, T̂ ∗
μ2

is a 10%-hybrid generalization of table T with mapping [1,1,3].
From now on, we assume p = 10% and do not mention p in our discussions.

Definition 8 (Hybrid k-anonymity). We say a table T̂ ∗ is a k-anonymous

hybrid of a table T if and only if T̂ ∗ is a p%-hybrid generalization of a table T
and T̂ ∗ is k-anonymous.

In Table 1, T̂ ∗
μ2

is a 3-anonymous hybrid of the table T .
As the domain of all possible generalizations of a given table T is a subset of

the domain of all possible hybrid anonymizations of T , LM cost of an optimal
hybrid anonymization will be at least as small as that of a generalization under
the same privacy standard. For example, T ∗

μ1
and T̂ ∗

μ2
both satisfy 3-anonymity,

however, T̂ ∗
μ2

has a smaller LM cost as μ2 is a more specific mapping. This

does not necessarily mean T̂ ∗
μ2

is more utilized as LM cost does not take into
account the information loss due to relocations. However, in practice, for most
applications, a small number of relocations can increase the overall utility of
the released dataset at the expense of decreasing utility on relocated data cells.
In order to benefit from hybrid anonymizations, we now state the problem of
k-anonymity in the context of hybrid anonymizations. In Section 4, given a
private table T , we propose algorithms to find a k-anonymous hybrid T̂ ∗ of T
that minimizes the LM cost metric. .

3.2 Statistical Adversaries

In a hybrid anonymization, the distribution of the tuples in the released data will
deviate from the original distribution. If the deviation is too large, an adversary
that knows about the original distribution may suspect that some groups in the
released data have been artificially populated. For example, in a census dataset,
if the adversary sees that there are considerably more males than females, the
adversary can suspect that some females are relocated. To defend against such
attack, the distance between the original distribution and relocated distribution
should be bounded such that the deviation should look as if occurred by chance.

Definition 9 (α-Hybrid k-Anonymization). Let T be a private table and X

be the multinomial random variable from which the tuples are drawn from. T̂ ∗ is
an α-hybrid if the hypothesis that the group sizes in T̂ ∗ are consistent with the
parameters of X cannot be rejected at the significance level α.

For significance testing, we use the Pearson’s chi-squared test for multinomial
distributions. Given T̂ ∗ = {G1, · · · , Gn} with mapping μ and size N , the X2

can be approximated as follows. Let Ei = N ·∑t | μ(t)=Gi
P(X = t).
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X2 =

n∑
i

(
|Gi| − Ei

Ei
)

Note that we assume a strong adversary that knows the exact distribution X of
the tuples or sensitive values. In reality, the adversaries may only know partial
information about X , such as ”the number of Italians is less than Chinese”. As
it is difficult to predict the true background of the adversary, we assume a worst
case scenario.

In addition to the above mentioned adversaries, we will also assume adver-
saries might know the underlying hybrid algorithm. It has been shown in [26,29]
that such adversaries can reverse-engineer the anonymization algorithm and
learn information that would not be allowed by the underlying privacy metric.
However, ensuring a theoretical bound on the disclosure against such adversaries
is not a trivial problem and can also result in a huge decrease in utility. Instead,
we will make it practically hard for such an adversary to reverse-engineer the
algorithm by making random decisions during the algorithm. We will employ
multiple random sources within the algorithm that will generate many possible
pathways for the algorithm to follow.

Algorithm 1. S-Hybrid

Require: a private table T from domain D, privacy parameter k, a utility cost
metric CM , a user threshold p;

Ensure: return a minimum cost k-anonymous single dimensional hybrid gener-
alization of T .

1: create lattice lat for all possible generalization mappings for D. Let n be the
maximum level of mappings in lat.

2: for all level i from n to 0 do
3: for all mapping μ of level i in lat do
4: T̂ ∗ = createHybrid(Δμ(T ), k, p)

5: if T̂ ∗ is not k-anonymous then
6: delete node μ and all children and grandchildren of μ from lat.
7: else
8: calculate cost CM(T̂ ∗) and store the cost on the lattice node.
9: if no node exists on the lat then

10: return null.
11: find the mapping μ with the minimum cost on the lat.
12: return createHybrid(Δμ(T ), k, p)

4 Hybrid Anonymization Algorithms

In this section, we present a set of single dimensional hybrid k-anonymization
algorithms each addressing a different adversary as mentioned in Section 3. All
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Algorithm 2. CreateHybrid

Require: a generalization T ∗, privacy parameter k, and a user threshold p;
Ensure: return p%−hybrid generalization T̂ ∗ with the same mapping as that

of T ∗. T̂ ∗ will not contain any more non k-anonymous groups than T ∗.
1: T̂ ∗ = T ∗;
2: let G be the set of equality groups in T̂ ∗.
3: let Gsm ⊂ G be the set of groups with less than or equal to k/2 tuples.
4: let Gbig ⊂ G be the set of groups with more than k/2 tuples, but less than

k tuples.
5: for all g ∈ Gsm do
6: let ptr be an empty group pointer to hold a target group.
7: if Gbig is not empty then
8: find the group g′ ∈ Gbig that is closest to g.
9: ptr → g′

10: else
11: find the group g′ ∈ G−Gsm that is closest to g.
12: ptr → g′

13: if ptr is null then
14: return T̂ ∗.
15: change all tuples in g so that the tuples are moved (relocated) into g′|ptr →

g′

16: remove g′, update G,Gsm, Gbig accordingly.

17: if T̂ ∗ is not a p%−hybrid generalization then
18: roll back the last change and return T̂ ∗;
19: for all g ∈ Gbig do
20: find the group g′ ∈ G − Gsm − Gbig that has more than 2k − |g| tuples

and is closest to g.
21: if no such g′ exists then
22: return T̂ ∗;
23: pick any k − |g| tuples in g′ and change the tuples such that they are

moved (relocated) into g.
24: update G,Gsm, Gbig accordingly.
25: if T ∗ is not a p%−hybrid generalization then
26: roll back the last change and return T̂ ∗;
27: return T̂ ∗;

algorithms trace the whole space of single dimensional mappings and returns a
mapping as an approximation to the problem of hybrid anonymity. The algo-
rithms are based on the optimal single dimensional anonymization algorithm,
Incognito [14] but improve Incognito by searching the space of hybrid general-
izations (Definition 7) rather than table generalizations 3.

Deterministic S-Hybrid. The pseudocode for the S-Hybrid algorithm is given
in Algorithm 1. The algorithm traverses the whole space of single dimensional
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mappings, applies each mapping to the private dataset, produces a hybrid gen-
eralization by calling the function createHybrid. Fortunately, the possible single
dimensional mappings over a table domain form a lattice on the ⊂ relation (see
Figure 1(b)). In lines 2-8, we traverse the lattice in a top-down manner. In lines
5-6, we use the anti-monotonicity property of k-anonymity to prune the lattice,
thus reduce the search space.

The pseudocode for the createHybrid function is given in Algorithm 2. The aim
of the algorithm is to convert the given generalization into a k-anonymous hy-
brid generalization with fewest relocations as possible. We start by classifying the
groups as Gsm (groups with less than or equal to k/2 tuples), Gbig (groups with
more than k/2 but less than k tuples) and G (all groups). The reason for such a
classification is that distributing the tuples in groups of few tuples while complet-
ing groups that have almost k tuples potentially minimizes the required number of
relocations. With such reasoning, the relocation of tuples are done in two phases:

Distribution: In lines 5-18, the algorithm attempts to relocate the tuples in
Gsm first into the closest group in Gbig . Two tuples are closest if they agree on
the most number of attributes. If Gbig is empty, the tuples are relocated into the
closest k-anonymous group. After this phase, some groups in Gbig may become
k-anonymous, thus may be removed from Gbig .

Completion: In lines 19-26, the algorithm relocates tuples from closest k-
anonymous groups that has enough number of tuples into groups in Gbig .

After each relocation, the algorithm checks if the maximum number of allowed
relocations (specified with the input p) has been exceeded. If that is the case,
the algorithm roll backs the last relocation and returns the non k-anonymous
hybrid generalization generated so far.

As an example, in Table 1, if we use μ2=[1,1,3] as the generalization mapping,
k = 3, and p = %10; T ∗

μ2
will be the input to the createHybrid algorithm.

The algorithm will set Gsm = {{q4}} and Gbig = {{q5, q6}}. The algorithm
starts distributing the tuples in Gsm into groups in Gbig . The tuple q4 will
be sent to the only (closest) group {q5, q6} in Gbig . As a result, q4 becomes
<31,Brazil,49703>. Note that this change only relocates 2 out of 27 data cells
thus performing the change creates a 10%-table relocation. Since the resulting
hybrid generalization is k-anonymous, the algorithm returns T̂ ∗

μ2
.

Randomized S-Hybrid. As mentioned in Section 3, adversaries that know the
underlying algorithm can attempt to reverse-engineer the algorithm and create
non k-anonymous subgroups [26,29]. Such attacks pose a threat to privacy espe-
cially if the underlying algorithm is deterministic. To resist reverse-engineering
attacks, we create the Randomized S-Hybrid algorithm.The algorithmmakes ran-
domdecisions at certain points, thus can followmultiple pathwaysmaking reverse-
engineering attacks difficult. The sources of randomness can be listed as follows:

→ In the distribution/completion phases, in lines 8, 11, and 20, instead of
picking the closest group as the target/source group for relocation, we pick the
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target group randomly from the sets Gbig or G. Most of the time, the sizes of
these sets are large enough to create a probability space of sufficient size for the
flow of the algorithm.

→ In the completion phase, in line 23, instead of relocating exactly k − |g|
tuples, we relocate a random number of tuples such that both the target and the
source group remains / becomes k-anonymous. Relocating a random number of
tuples prevents the source group to contain exactly k tuples.

Statistical S-Hybrid. As mentioned in Section 3.2, statistical adversaries use
the known distribution of the tuples to identify artificial relocations. α-Hybrid
k-anonymization addresses such adversaries by bounding the statistical difference
between the original distribution and relocated distribution. Deterministic S-
Hybrid algorithm can easily be modified so that it accepts the statistical threshold
α as an input and returns α-Hybrid generalizations. In Algorithm 2, in lines, 17
and 25, whenever we check if a relocation violates p%-Hybrid anonymity, we in-
stead check if the relocation violates α-Hybrid anonymity.

It should be noted that even with low α settings, α-Hybrid anonymity is a
strict privacy definition. That is, the definition allows fewer number relocations
making it more difficult to create a k-anonymous hybrid from a non k-anonymous
generalization. In Section 5, we empirically compare α-Hybrid anonymity with
p%-Hybrid anonymity in terms of utility and show that the former allows a lower
level of utility at the benefit of stronger privacy.

(a) Single Dimensional- LM Cost (b) Single Dimensional - Error rate

Fig. 2. Varying k - Sal

We also designed multidimensional versions of the algorithms proposed in this
section (M-Hybrid). Due to space constraints, we refer the reader to [22] for details.

5 Experiments

This section presents the experimental evaluation of S-Hybrid and M-Hybrid
algorithms. In addition to the three algorithms mentioned in Section 4, we also
evaluate algorithm S-Hybrid-rstat which is randomized S-Hybrid against statisti-
cal adversaries. During our experiments, we use the real datasets ’Sal’ and ’Occ’
that were extracted from CENSUS data and previously used by [28,8]. Both
datasets contain 100.000 tuples. As the results were similar for both dataset, we
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(a) Single Dimensional- LM Cost (b) Single Dimensional - Error rate

Fig. 3. Varying Distortion Limit p - Sal

present results only on the ’Sal’ dataset. Results on the ’Occ’ dataset can be
accessed from [22].

We used two metrics to measure utility: LM cost metric defined in Section 2
and the range query error rate used in [8,15]. Query error is calculated by issuing
count queries on anonymizations and normalizing the deviation of count from
the original count in the private dataset.

Varying Privacy Parameter k
We first fix the distortion limit as %1, α as %5, vary the value of k and compare
S-Hybrid algorithm with the previously proposed single dimensional Incognito
algorithm with respect to the LM cost and query error metric. Note that %1
distortion limit is almost a negligible sacrifice from the truthfulness of data.
Figure 2 shows the results on the ’Sal’ dataset. According to utility cost exper-
iments, in nearly all cases, all Hybrid approaches give better results than the
algorithm Incognito. S-Hybrid and randomized S-Hybrid perform better than
statistical Hybrid algorithms. As mentioned before, this is because, compared to
hybrid k-anonymity, α-hybrid k-anonymity is a strict privacy definition assum-
ing a powerful adversary. In most cases, the number of allowed relocations for
α-hybrid anonymity is much smaller than that for hybrid anonymity resulting
in less utilized anonymizations. For statistical S-Hybrid and Incognito, for some
cases, we observed fluctuations in error rates when we increase k. The reason
is that, in these settings, the resulting mappings cannot be ordered with re-
spect to the ⊂ operator (see the definition of higher mappings in Section 2) and
are close to each other in the generalization lattice. Any one of the mappings
can be considered better utilized than the other depending on the underlying
application.

Varying Distortion Limit p
In these experiments, we fix the value of k as 10, α as %5, vary the value of the
distortion limit p. We present the results in Figure 3. We see that non statistical
S-Hybrid algorithms increase in utility as we increase the distortion limit (e.g.,
as we apply more and more relocations). Statistical S-Hybrid algorithms are
not very sensitive to changes in p. The reason is that significance test via the
parameter α is more decisive on the number of allowed relocations than the
limit via the p. Generally, significance test for further relocations fail even before
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the number of relocations reach %0.1. Thus the utility of statistical S-Hybrid
algorithms do not change much. The comparison of algorithms with each other
is similar as mentioned in the previous section.

We also made experiments regarding the multidimensional hybrid algorithm,
M-Hybrid. M-Hybrid algorithms show a similar behavior. Due to space con-
straints, we refer the reader to [22] for experimental results.

6 Future Work

As a possible future work, new hybrid algorithms can be designed for other
privacy metrics such as �-diversity, (α, k)-anonymity or δ-presence. This would
be crucial in addressing different types of adversaries. There is also room for
improvement for the hybrid algorithms proposed in this paper. For example, one
can design hybrid algorithms that would theoretically bound the probability of
identification against algorithm-aware adversaries. Hybrid techniques can also
be evaluated with respect to different cost metrics and real applications so that
utility gain can better be quantified under different scenarios.
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Abstract. Hospital information systems increasingly handle information  
related to the health status of citizens, due to the proliferation of the use of  
the electronic health record. Because of this, hospital information systems 
constitute a part of a country’s critical information infrastructure; hence, the 
state of affairs regarding their security is of paramount interest. In this paper we 
report on the results of a survey performed among all public Greek hospitals 
regarding the security of their information systems. Comparisons to the 
situation in other countries as this is manifested in similar studies are made and 
conclusions are drawn; these indicate that there is much room for improvement.  

Keywords: Hospital information systems, health information security, security 
policies. 

1 Introduction 

A fundamental change regarding ICT in health care is the transition from the 
traditional model of a stand-alone HIS, that is the HIS operating within the boundaries 
of a single Healthcare Organization (HO), to the networked HIS, that is a HO’s HIS 
interconnected to HISs of other HOs or even of third parties, over national or 
international Wide Area Networks (WANs). Moreover, web-based e-health services 
are already been regularly provided and the healthcare sector has started exploiting 
the cloud computing paradigm [1]. Additionally, mobile devices like laptops, PDAs 
and even mobile phones are being increasingly used by the healthcare industry to 
access, store or transmit health information within the framework of providing health 
services [2].  

In Greece, hospitals started using information systems considerably later than in 
other European countries. The process not only started late, but proved to be slow and 
difficult. This was mainly due to the frequent re-organization of the public health 
system of the country in the past fifteen years. Whereas initial designs called for 
isolated information systems per hospital, subsequent changes in the administrative 
hierarchy of HOs were only partially reflected to information systems. In such a 
landscape, the security of hospital information systems was (and still is) often not 
given the required attention. This is why the results of the survey may prove to be 
very useful to policy makers and administrators, as they allow the identification of 
areas where attention should be given and, accordingly, possible directions for 
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management priorities. As comparisons with findings from other countries reveal, 
many findings are not dissimilar, thus highlighting the need for intensifying efforts in 
securing information systems operating in HOs on a global rather than local level.   

This paper reports on the findings of a recent survey of hospital information 
systems in Greek public hospitals that pertain to the security of their information 
systems. The remaining of the paper is structured as follows: In section 2 we describe 
the survey process and the questionnaire used. In section 3 we discuss the survey 
findings with references made to respective findings in similar studies performed in 
other countries. Finally, section 4 summarizes our conclusions and recommendations.   

2 The Survey Process and Questionnaire 

The questionnaire we used consisted of 162 questions. Possible responses are 
structured (yes/no) or of a Likert type scale. At the end of each thematic area there is 
space available for free text to be used for further explanations or details on the 
answers given. 

The questionnaire was structured in two sections; each section was further 
structured in three thematic areas. The first section is designed to explore the hospital 
information system. The three thematic areas herein are the organization of the 
information system, wherein the structure of the information system and some generic 
administrative operations are explored (30 questions); the hospital functions covered 
by the information system (33 questions); and the security of the information system 
(43 questions). The second section was designed to explore the business continuity 
and the disaster recovery capacity of the hospital. In the sequel, we will only discuss 
findings pertinent to the first section of the survey and particularly to the last thematic 
area, even though use of responses to questions posed in other sections/areas of the 
survey will be also utilized, so as to get as clear and full picture as possible on the 
security of the information system.  

The survey questionnaire was aimed at all public hospitals in Greece; there are 139 
of these, scattered all over the country. We decided to extend the survey only to 
public hospitals, as private HOs in Greece are mostly small clinics [3].  

Even though the security of information systems should ideally be the 
responsibility of the top management in any organization, this is far from being the 
case in Greek hospitals, where top management is usually unaware of such issues. 
Consequently, the survey questionnaire was sent by e-mail to the IT Director of each 
hospital, following a telephone contact with them. Respondents were encouraged to 
consult with the competent personnel when formulating their responses rather than 
providing their personal (perhaps misinformed) opinion. Monitoring of the progress 
of responding to the questionnaire was also done over the phone. Responses were also 
received by e-mail. Statistical processing of the responses was made using SPSS v.19.  

2.1 Response Rates and Profile of Respondents  

Questionnaires were sent to all 139 public hospitals in the country. Completed 
questionnaires were received from 100 hospitals (71.94%), 14 hospitals (10.07%) 
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either declined taking part in the survey or stated that they do not have an IT 
Department and the remaining 25 hospitals (17.99%) did not respond. This response 
rate is similar to those reported in [4], [5] and far larger than that reported in [6]; 
however, the absolute number of respondents of the present survey is closer to that of 
[6] and far larger than those of [4] and [5]. The returned questionnaires contained 
answers to more than 99% of the questions.  

From a health administration point of view, the country is divided into seven 
administrative health regions. The response rate among hospitals in different regions 
ranged from 61.29% to 85%.  

The questionnaire included six identifying questions, as well as the identity and 
contact information of the IT Director were included. These questions were answered 
by 99.66% of the respondents, thus allowing full identification of all hospitals and, 
consequently, association of responses to hospitals. 63% of the responses came from 
general hospitals, 13% from general University hospitals, 7% from regional general 
hospitals and 14% from other types of HOs, such as health centers. 

The distribution of the hospital size, in terms of number of beds, is given in Fig. 1. 
 

 

Fig. 1. Hospital size by number of beds 

2.2 Information Systems’ Configuration 

Initially, the strategy followed to develop hospital information systems was to 
develop individual information systems (e.g. Patient administration information 
system, ERP, Laboratory Information System, radiology information system etc.) 
which would be federated (sometimes loosely) into a whole. This strategy proved to  
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Fig. 2. IS workstations 

 

Fig. 3. IS users 

be inefficient, mainly due to the lack of interoperability standards and of wide 
consensus on issues related to the medical practice itself (e.g. standardization of the 
contents of the medical record). The survey revealed that this strategy has already 
started to change, towards the direction of developing, right from the start, one and 
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only integrated hospital information system; this is found to be the case in 51% of the 
hospitals. Answers to related questions on the age of the installed information systems 
indicate that 12% are less than two years old and 39% are little more than three years 
old. This compares to the report [4] that in 2005, in the U.S., 22% of the installed 
systems were less than ten years old whereas 56% were older than ten years.  

The client/server architectural model is followed in 91.9% of the cases; servers 
appear to be physically positioned in one space only (server room) in 85% of the 
cases. The remaining 15% is clearly moving towards the same direction of positioning 
all servers in the same location. The number of workstations connected to the 
information system is shown in Fig. 2 and the number of users is shown in Fig. 3. It is 
interesting to note that in 9% of the hospitals the number of workstations is between 
500 and 600, while the number of users is larger than 600. 

3 Security of Information Systems 

The findings in this section are grouped into categories matching the security control 
clauses of ISO 27002:2005 [7] and ISO 27799:2008 [8]. 

3.1 Risk Assessment and Treatment 

ISO 27002 stipulates that management actions and priorities for managing 
information security risks and for implementing controls selected to protect against 
these risks should be guided and determined by risk assessments. Risk assessment 
should be performed according to ISO 27005:2011 [9]. Interestingly, only 37% of  
the hospitals had performed a risk assessment and treatment exercise for their 
information systems, whereas only 7.5% reported having used a specific risk analysis 
methodology; this was CRAMM [10] in all cases. This means that the vast majority of 
Greek hospitals face information security risks which have not been measured and 
which are probably completely unknown. 

3.2 Security Policy 

Any serious effort towards securing an organization’s information systems starts with 
the formulation, establishment and enforcement of a security policy that provides 
clear guidance on all matters related to the security of systems and information [7]. 
According to ISO 27002, “management should set a clear policy direction in line with 
business objectives and demonstrate support for, and commitment to, information 
security through the issue and maintenance of an information security policy across 
the organization”. When asked whether a security policy exists, only 57% of the 
respondents responded affirmatively. Of these, a very small (5) number of hospitals 
do not enforce their security policy, even though they do have one in place. Therefore, 
only 54.7% of Greek hospitals have a security policy in place, which is also enforced. 
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The above notwithstanding, it is possible that some security controls are enforced 
without the formal establishment of a security policy. This was also investigated by 
means of a question “whether there exists a way for making the personnel aware of 
security controls and procedures and whether the personnel are being trained on 
these”; only a small percentage of 20% responded affirmatively. 15% of those 
hospitals that do have a means of making personnel aware of security controls and 
procedures and 17% of those that train personnel on these have a security policy in 
place. This finding is in line with the conclusion arrived at in [11], that one of the 
three major issues relevant to security among clinical staff in hospitals is the change 
in the approach taken towards training such personnel on data security in hospital 
environments.  

3.3 Organization of Information Security 

In order to manage information security within the organization, a management 
framework should be established to initiate and control the implementation of 
information security. Within this framework, security roles should be defined and 
assigned [7].  

Greek hospitals have defined a role of IT Security Officer (ITSO) only in 10% of 
the cases. It is, however, possible that other hospitals have delegated these 
responsibilities and duties to the IT Directors. As it will be clearly seen in the sequel, 
the definition and assignment of this role is paramount to adhering with other crucial 
areas of security controls.   

3.4 Asset Management 

In order to achieve and maintain appropriate protection of organizational assets, all 
assets should be accounted for and have a nominated owner [7].  

In our case, 32% of the hospitals report that responsibility for IT assets has been 
assigned to specific staff members.  

3.5 Human Resources Security 

In order to ensure that employees, contractors and third party users understand their 
responsibilities and are suitable for the roles they are considered for, and to reduce the 
risk of theft, fraud or misuse of facilities, security responsibilities should be addressed 
prior to employment in adequate job descriptions and in terms and conditions of 
employment. All candidates for employment, contractors and third party users should 
be adequately screened, especially for sensitive jobs and employees, contractors and 
third party users of information processing facilities should sign an agreement on their 
security roles and responsibilities [7].  

Only 7.1% of the hospitals require their staff to sign a confidentiality agreement 
when employment starts. Prior-to-employment personnel screening for criminal acts 
is applied in 12.6% of the cases.  
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In Greece, there is no legislation specifically mandating the protection of health 
data, as is the case, for example of the Health Information Privacy and Accountability 
Act (HIPAA) in the U.S. [12]. Instead, as in other EU-member countries, such 
protection is mandated by a generic law on the protection of personal data. In the case 
of Greece this is law 2472 of 1997 that transposed the European directive on the 
protection of personal data [13] into the Greek legal order. According to this law, the 
person responsible for processing health data may be sanctioned if such data are 
inadvertently or purposefully disclosed to unauthorized recipients. Sanctions are also 
foreseen for the organization hosting the data (in our case the hospital). 

Organizational sanctions in the form of disciplinary action for those employees 
violating the security policy exist in only 6.1% of the cases; therefore, in practice, 
abiding by the security policy is mostly on a voluntary basis. 

Only 16% of the respondents report that a procedure ensuring non repudiation of 
staff actions exists. 

Security standards also require assigning security roles and responsibilities, 
regardless of the establishment of an ITSO role [7-9]; 21% of the hospitals have  
done so. 

24.4% of the hospitals intend to require external providers with whom exchange of 
information takes place to be security certified. 

3.6 Physical and Environmental Security 

Physical access to information systems facilities is one of the main areas of security 
concern. In order to prevent unauthorized physical access, damage and interference to 
the organization’s premises and information, critical or sensitive information 
processing facilities should be housed in secure areas, protected by defined security 
perimeters, with appropriate security barriers and entry controls [7]. 

When asked whether information systems are located in controlled –from a 
physical access viewpoint- spaces, 79% of the respondents responded affirmatively. 
Still, a substantial percentage of hospitals keep their systems in mostly uncontrolled 
spaces. Clearly, allowing unauthorized internal or even external to the organization 
persons to physically access information systems is a risky practice that can lead  
to several security breaches, including disclosure of sensitive personal data or damage 
to equipment.  

In 41% of the hospitals, spaces with special security specifications (e.g. server 
rooms) exist. However, procedures for controlling access to these spaces exist in only 
19% of the cases, even though more than half of the hospitals acknowledge the need 
for such procedures. 

12% of the respondents report that information processing equipment is being used 
outside the premises; this is usually mobile equipment (e.g. notebooks). A formal 
policy for such use is in place in only 17.2% of the cases. A cross examination of the 
answers to these responses reveals that most (75.8%) of the hospitals where 
processing outside premises is taking place do not have an appropriate policy in place. 
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32% of the hospitals have controls in place for ensuring the secure disposal and/or 
replacement of storage media. 

3.7 Communications and Operations Management 

To ensure the correct and secure operation of information processing facilities, 
responsibilities and procedures for the management and operation of all information 
processing facilities should be established [7].  

A percentage of 56% is recorded for those hospitals that have a policy for using the 
network resources of the hospital that prohibits the personal use of such resources for 
purposes other than those within the employees’ duties. Even worse is the situation 
with policies on the use of the internet and of the e-mail service: only 39% of the 
respondents have such a policy in place. It is interesting to notice that all hospitals 
that have an ITSO also have a security policy and a policy for the use of network 
resources in place. Additionally, seven out of ten of these hospitals have a policy for 
the use of the internet and of the e-mail service.  

On the other hand, 55.6% of the respondents have set procedures for using the 
system control tools; 27.3% of the remaining ones do not have a security policy in 
place. However, 17.2% have not set such procedures, even though a security policy 
exists. 36.4% use authorization procedures for accessing system documentation; this 
reveals an often neglected security issue. Most of these hospitals have included 
pertinent controls in their security policy. Similar findings exist for hospitals having 
established controls for the correct use of information systems and installations, e.g. 
on conditions for allowing (or completely disallowing) the local installation of small 
applications by the users themselves on selected workstations. 

Daily activity logs of IT staff are maintained in 15% of the cases, whereas the 
percentage in case of a security event is 17%. 

87% of the hospitals report the use of antiviral software; this compares favorably 
with the reported percentage of 67% over all enterprises [14]. 55% of these hospitals 
also check externally developed or procured software for side channels and Trojan 
horses.  

37.4% of the respondents report the existence of specialized software for checking 
system files for corruptions. On the other hand, 59 hospitals do not keep regularly 
backup copies of their system software. Overall then, the majority of hospitals that do 
keep backups, do not check these for corruptions. This finding is particularly useful 
when assessing the capacity of the hospitals to recover following a disaster.  

43.4% of the hospitals have established pre-specified procedures for checking the 
security of their networks; the respective percentage among those hospitals that have 
an ITSO is 90%. 

56% of the hospitals monitor the use of their information systems to avoid unused 
open connections, whereas 70% monitor their systems to identify future bandwidth 
needs.  

Clock synchronization for auditing is used in 54.5% of the cases. Clear desk and 
screen policies exist in only 20% of the cases, even though this has been identified as 
one of the three major security issues among clinical personnel [11]. 
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3.8 Access Control 

Access to information, information processing facilities, and business processes 
should be controlled on the basis of business and security requirements [7]. 

Set procedures for assigning user rights exist in 76% of the cases; 16% of the 
remaining cases are small hospitals with less than 150 users. Unfortunately, only 
24.5% of the respondents report the existence of such procedures to remote users of 
organizations affiliated to but nevertheless discrete from the main hospital (e.g. health 
centers). 39% of those hospitals having a security policy in place have not set such 
procedures. 

71.4% of the respondents report that the hospital requires of its suppliers certified 
conformance to quality standards. However, only 14.1% have an established policy 
requiring the inclusion of access controls to its systems in outsourced service 
contracts. 

Only 49% of the hospitals have an established password policy; this percentage 
rises to 80% among hospitals with an ITSO. 

Only 48% of the hospitals have a user access control policy in place, either 
standalone or as part of the organizational security policy. 

3.9 Information Systems Acquisition, Development and Maintenance 

The design and implementation of the information system supporting the business 
process can be crucial for security; hence, security requirements should be identified 
and agreed prior to the development and/or implementation of information systems [7].  

In the case of Greece, public hospitals’ information systems have been designed, 
developed and implemented centrally, with little interaction between the developers 
and the hospital itself. As such, security requirements have not been set by the 
hospitals themselves.  

Only 19% of the hospitals use cryptography, whereas no hospital has established 
key management procedures; this is equally true even among those with an existing 
security policy and those with an ITSO. Digital signatures are used only in 4% of the 
cases. 

3.10 Information Security Incident Management 

To ensure information events and weaknesses associated with information systems 
are communicated in a manner allowing timely corrective action to be taken, formal 
event reporting and escalation procedures should be in place [7].  

A percentage of 15% of affirmative responses is recorded to the question whether 
procedures have been established and roles and responsibilities have been assigned for 
handling security incidents. A little better is the situation with assessing security reports 
received by the users, where 25% of the respondents report the existence of pertinent 
procedures. However, procedures for reporting security events or vulnerabilities exist in 
only 21% of the cases; this percentage rises to 90% among hospitals having an ITSO. 
Similar findings have been reported in [5] in Swiss hospitals.  
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3.11 Business Continuity Management 

A business continuity management process should be implemented to minimize the 
impact on the organization and recover from loss of information assets to an 
acceptable level [7].   

In our case, only 33% of the responses indicate that the term “disaster” has been 
defined by the hospital. The same number of hospitals report that they have 
formulated a disaster recovery plan. However, both (i.e. definition of the term and 
existence of plan) appear in only 24% of the cases. This is considerably less than the 
percentage (79%) reported in [15], [16] for 2007 and 2010 respectively over 
enterprises in all sectors of the economy.  

3.12 Compliance 

Breaches of any law, statutory, regulatory or contractual obligations and of any 
security requirements should be avoided [7].    

We find that 76.8% of all respondents have not established secure information 
storage and processing procedures. Of the remaining respondents, 18.2% have a 
security policy in place. 

Controls for protecting personal data exist in 46.5% of the cases; of these, 32.3% 
do have a security policy in place.  

19% of the hospitals reports full knowledge and recording of laws and regulations 
pertinent to the operation of their information system. Less than half (46%) of the 
hospitals maintain contact with the Authority for the Protection of Personal Data, an 
independent agency competent by law to oversee all issues relevant to data protection, 
including those being processed by health care providers. Therefore, awareness on 
developments regarding the pertinent legislation is limited. 

A commonly used approach to achieve an acceptable level of security in an 
organization is to certify its security-related policies and practices against pertinent 
international standards. Such certification also enhances the reputation of the 
organization and consequently positions it better with respect to its competitors. 
Additionally, security certification is known to assist in developing and maintaining a 
security culture within the organization. Only 14.4% of Greek hospitals report their 
intention to certify the security of their information systems against international 
standards, ISO 27799:2008 being the most preferable one. However, even though 
determining the aim of the certification is known to be one of the crucial issues to 
resolve before engaging in a certification exercise, only 12.6% of the hospitals have 
done so. 

4 Conclusions 

Hospital Information Systems largely process sensitive personal information. 
Protecting the security of this information needs to be based on a security plan that 
has been formulated following a risk analysis and management exercise in the 
organization. This is not the case in the vast majority of Greek hospitals, where 
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security policies have been formulated largely ad hoc and organizational security 
policies exist in slightly more than half of the hospitals. This might have been very 
different if more hospitals had established the ITSO role; this is the case only in very 
few hospitals. 

The overall picture emerging from surveying the security management practices of 
information systems operating in Greek hospitals is one with serious security gaps, 
which are accentuated even more by the fact that existing policies are sometimes not 
enforced and/or enforcement is left at the discretion of the individual members of 
staff. Very few hospitals make their employees aware of security issues and train their 
staff accordingly, even though they may have a security policy in place. However, it 
is fair to say that the situation as compared to that of hospitals in other countries is not 
significantly different, with the exception of particular areas; it seems that information 
security still remains an issue among healthcare organizations everywhere. 

It is clear that there is much room for improving the situation. A good starting 
point that could immediately make significant difference in the measured levels of 
security would be the establishment of a strict legal or regulatory requirement to 
address security issues in healthcare in particular, rather than including this into the 
generic legal requirements for the protection of personal data. 

When modern technologies like mobile devices, body sensors connected through 
WSNs to the hospital network, cloud computing processing and visualization will be 
incorporated into the everyday life of a hospital, issues related to the security and 
privacy of health data will become even more pronounced and important, particularly 
because hospitals are part of a country’s critical infrastructure. Hence, the need to 
keep track of the status of hospital information systems with regards to security and 
privacy issues becomes apparent. This can be, at least partly, achieved by surveys 
similar to the one herein.  
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Abstract. Classical methods for risk analysis usually rely on probabil-
ity estimates that are sometimes difficult to verify. In particular, this is
the case when the system in question is non-stationary or does not have
a history for which reliable statistics is available. These methods focus on
risks in relation to threats failing to consider risks in relation to oppor-
tunity. The Conflicting Incentives Risk Analysis (CIRA) addresses both
these issues. Previously, CIRA has been investigated in analyzing threat
risks. The paper contributes by illustrating the concept of opportunity
risk in the context of CIRA. We give some theoretical underpinnings of
risk acceptance and rejection of CIRA, addressing both risks. Further-
more, the paper explains the extension of CIRA to risk management by
outlining the risk treatment (response) measures for threat (opportunity)
risks.

Keywords: threat risk, opportunity risk, risk acceptance, risk rejection,
risk analysis.

1 Introduction

The Conflicting Incentives Risk Analysis (CIRA) method provides an alternative
notion of risk. That is, risk is specified in terms of conflicting incentives between
the stakeholders (the risk owner and the strategy owner(s)) in regards to the
execution of actions. The risk owner is the stakeholder whose perspective we
consider when performing the risk analysis, i.e., he is the stakeholder at risk.
The strategy owner is the stakeholder who is capable of triggering an action to
increase his perceived benefit. For e.g., when analyzing risks to an end-user of
a social networking service, the risk owner is the end-user while the strategy
owners can be system administrator, hacker, etc.

Risk is the subjective concern that an individual can feel towards the out-
come of events. Taking this perspective, we have two kinds of risks: concern
that something undesirable might happen and concern that something desirable
might not happen. In the following, we use the term threat (opportunity) to refer
to the former (latter). To date, CIRA has been used in analyzing threat risks
[9], [10]. In [10], CIRA is used for analyzing privacy risks faced by an end-user
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in a fictitious case study of an identity management system. Threat risks are
caused by intentional execution of strategies by the strategy owner which results
in gain for himself and loss for the risk owner. However, the use of CIRA for
opportunity risk has not been investigated yet. Opportunity risks are caused by
the strategy owners’ potential failure to trigger a strategy that the risk owner
could reasonably expect that he should trigger.

Most of the works on information security risks analysis and management
such as NIST 800-30 [11], ISO/IEC 27005:2008 [7] and CORAS [3] consider
only threat risks. This view is backed by researchers in [4], [12], [8]. Hillson
[4] agrees that most of the classical risk management methods consider threats
while the opportunities are ignored or addressed only reactively. In [8], Olsson
also provides the evidence that the current risk management approaches focus
on risk rather than opportunity. In economics, one tends to include opportunity
risk. We agree with the economic perspective. For instance, we think that the
risk that members of staff may fail to take advantage of new security technologies
is a risk that must be included in the Chief Information Security Officer’s bag
of concerns.

To our knowledge, no works have been published addressing how risk accep-
tance and rejection criteria can be captured and analyzed in the context of CIRA.
This paper gives some theoretical underpinnings of risk acceptance and rejection
of CIRA method, addressing both threat and opportunity risks. In particular,
it highlights and goes some way towards resolving a serious limitation present
in other works on risk management- identification and management of opportu-
nity risk in the context of information security management. Furthermore, the
paper explains the extension of CIRA to risk management by outlining the risk
treatment (response) measures for threat (opportunity) risks.

The remainder of the paper is organized as follows. In Sect. 2, we discuss the
related work followed by the overview of CIRA. We explain the threat and op-
portunity risks in the context of CIRA in Sect. 4 and the details on computing
the risk acceptance and rejection bounds are provided in Sect. 5. Sect. 6 out-
lines the risk treatment (response) measures for threat (opportunity) risks. In
Sect. 7, we discuss some issues for further research. Finally, we conclude the
paper in Sect. 8.

2 Related Work

In classical risk management, risk is often calculated as a combination of the
likelihood of an incident and its consequence. The events are usually associated
with having adverse/ unfavorable effect. This is further endorsed by the defini-
tion: “risk is a function of the likelihood of a given threat-source’s exercising a
particular potential vulnerability, and the resulting impact of that adverse event
on the organization” [11]. Thus, typically most of the risk analysis and risk man-
agement approaches such as NIST 800-30 [11], ISO/IEC 27005:2008 [7], CORAS
[3], OCTAVE [1] and RAMCAP [2] focus on threat risks. At the top level, the
risks sources are categorized into human and non-human. Human threat sources
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further include both the intended and unintended actions of human beings. The
non-human threat sources consist of natural threats (e.g. flood, earthquake) and
environmental threats (e.g. power failure, system failure). In NIST 800-30, risk
from the given threats sources are considered: human (unintentional or deliber-
ate actions), natural and environmental [11]. The ISO/IEC 27005:2008 standard
also categorizes the origin of threat into accidental, deliberate and environmental
(natural) [7].

The usage of the terms risk and opportunity varies among the risk analyst/
researchers. Some view risk as a term capturing both opportunity and threat
[4]. On the other hand, some view opportunity as the opposite of risk [13], [8].
The latter view is usually captured by the term uncertainty; risk is defined as
the uncertainty with negative consequences while opportunity is defined as the
uncertainty with positive consequences. Even though the view on the definition
of opportunity differs, most of the researchers agree that opportunity should
be considered, whether being integrated into risk management [4], transforming
risk management to uncertainty management [12] or as a separate field which is
referred to as opportunity management [13], [8]. This issue has been emphasized
mainly in the field of project management.

Hillson [4] explains how an existing risk management method can be extended
to incorporate both threats and opportunities by: (1) adding new identification
ways to effectively identify opportunities, (2) using double probability-impact
matrix for representing both risks and (3) incorporating new strategies to re-
spond to opportunities which are exploit, share, enhance and ignore. Ward et al.
[12] argue that both threats and opportunities should be managed and proposes
to transform the current project risk management processes into project uncer-
tainty management. Further, White [13] suggests that at the enterprise level,
more attention should be given to opportunity management than risk manage-
ment. The Risk IT [5] framework looks at both IT risk and opportunity in an
enterprise. The opportunity is concerned with the benefits that can be achieved
(for e.g. identifying new business opportunities from using IT). In ISO 31000 [6],
risk is defined as the “effect of uncertainty on objectives” whether positive or
negative. Thus, the guideline can be used to determine risks having both positive
or negative consequences.

3 Overview of CIRA

In this section, we provide an overview of CIRA explaining the terms, concepts
and procedure. CIRA identifies stakeholders, their actions and perceived ex-
pected consequences that characterize the risk situation. As mentioned before,
there are two classes of stakeholders: the strategy owner and the risk owner.
Typically, each stakeholder has associated a collection of actions that he owns.
Risk is modeled in terms of conflicting incentives between the risk owner and
the strategy owners in regards to the execution of actions. The actions of the
strategy owners may cause threat/ opportunity risks to the risk owner.
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Human related risks is the focus of CIRA. This corresponds to understanding
the human behavior and incentives that influence their actions. An incentive
is something that motivates a stakeholder to take an action to increase his ex-
pected/ predicted utility. Utility is the benefit as perceived by the corresponding
stakeholder and it comprises of utility factors. Each utility factor captures a spe-
cific aspect of utility e.g. prospect of wealth, reputation, legal compliance, ego.
Thus, utility can be approximated as the sum of weighted values for utility
factors using Multi Criteria Decision Analysis.

When we (the risk analysts) interact with the stakeholders, we assume that
their preferences have been determined according to their thinking/ perception
about the available options and what is good for them with respect to how others
choose their actions. Thus, game theory comes into play in our model as it helps
us understand these strategic settings that influence the stakeholders’ behavior.
However, we do not employ game theoretic modeling (i.e. constructing models
of strategic settings) and computations.

People consider their self-interest when they interact in a strategic setting
and this often gives rise to conflicts. However, we cannot ignore the fact that
individuals acting in their self interest sometimes do cooperate to maximize the
benefit of all involved. In our setting, it is assumed the stakeholders choose their
utility factors according to their self interest and in turn their strategies/ actions
to maximize their utility. In other words, the stakeholder will make the move
that he thinks will give him the highest gratification.

When identifying and modeling strategy owner actions, the actions modeled
correspond to the first move of a game and the effect of the move is modeled as
the value of the game as perceived by the strategy owner and risk owner. Note
that the strategy owner may be playing a game with multiple stakeholders. For
e.g., an attacker will play a game with law enforcement and the legal system.
However, we will model this as a strategy that modifies the utility factors of the
strategy owner and the risk owner taking into account how the attacker perceives
the outcome of the attack including the uncertainty relating to his capture and
prospect of penalty. Thus, we do not engage in game theoretic computations of
stakeholder behavior but rely on data collection to capture expectations relating
to strategy outcomes. The procedure in CIRA is divided into: structural data
collection phase (1-6), numerical data collection phase (7-9) and analysis phase
(10-13) as depicted in Fig. 1.

4 Explaining Risk in the Context of CIRA

In this section, we explain the risks caused by intentional execution of strategies
by the strategy owner: threat risk and opportunity risk in the context of CIRA. In
classical risk analysis, risk is usually determined as the combination of likelihood
and consequence resulting in the unit of Ut−1, where U represents utility and
t represents time. On the other hand, in CIRA, risk is the result of conflicting
incentives and its unit is U2.
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Fig. 1. Procedure in CIRA

4.1 Risk Visualization

In CIRA, we visualize risk using an incentive graph which is a simple 2 axis
coordinate system corresponding to the set of incentives (s, r), where s(r) corre-
sponds to the incentive of the strategy owner (risk taker) as shown in Fig. 2. Note
that all events above (below) the X-axis belong to the collection of opportunity
(threat) events. These concepts are described in Table 1. The graphs defined by
RO, AO, AT , RT , X-axis in Fig. 2 partitions the risk plane into 6 non-overlapping
areas as described in Table 2.

4.2 The Threat Risk

Previously, CIRA [9], [10] has been restricted to analyzing threat risks i.e. risk
facing the risk owner caused by the intentional execution of strategies by the
strategy owner which results in gain for himself and loss for the risk owner.
The idea being that, risk is the combination of the strength of the force that
motivates the strategy owner to send the risk owner to an undesirable state and
the magnitude of this undesirability. These risks are usually the consequence of
some personal motivations of the strategy owner such as gaining wealth, status,
free time, etc. It is reasonable to make the assumption that the strategy owner
will be rational in a behavioral economic sense. For e.g., for an end-user of a
social networking service, there is uncertainty to the protection of his privacy
as his information could be exploited for secondary purposes. In this case, he is
facing a threat risk.

4.3 The Opportunity Risk

Opportunity risk is the concern that something desirable might not happen.
The risk owner is facing opportunity risk when he is concerned that the strategy
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Fig. 2. CIRA risk visualization using the incentive graph

Table 1. Legend for CIRA Risk Visualization

For Threat Risk

RT Rejection boundary of threat risks

AT Acceptance boundary of threat risks

e1 - e3 Outcome of a typical threat event having an acceptable risk

e4 Outcome of a typical threat event for which it is not known if the risk
is acceptable or not

e5 - e7 Outcome of a typical threat event having an unacceptable risk

f1 Rejection rationality for threat risks

f2 Acceptance rationality for threat risks

For Opportunity Risk

RO Rejection boundary of opportunity risks

AO Acceptance boundary of opportunity risks

e8 - e10 Outcome of a typical opportunity event having an acceptable risk

e11 Outcome of a typical opportunity event for which it is not known if the
risk is acceptable or not

e12 - e14 Outcome of a typical opportunity event having an unacceptable risk

f3 Acceptance rationality for opportunity risks

f4 Rejection rationality for opportunity risks
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Table 2. CIRA Plane Partition Legend

Area bounding Explanation

AO and X-axis Acceptable risk from opportunity events (e10)

Left and above RO Unacceptable risks from opportunity events (e14)

AO and RO Information is lacking with respect to the acceptability
of the risk of these opportunity events (e11). It is called
as the Opportunity Risk Uncertainty Channel (ORUC).

AT and X-axis Acceptable risk from threat events (e3)

Below and to the
right of RT

Unacceptable risk from threat events (e7)

AT and RT Information is lacking with respect to the acceptability
of the risk of these threat events (e4). It is called as the
Threat Risk Uncertainty Channel (TRUC).

owner may fail to trigger a strategy that he could reasonably expect that the
strategy owner should trigger. The reason being that the strategy owner would
have to take a loss in utility and the risk owner would have the prospect of a
gain. Likewise, in the threat risk case, it is reasonable to make the assumption
that the strategy owner will be rational in a behavioral economic sense. For
e.g., if there is uncertainty as to the willingness of a member of staff to spend
some effort to identify and deploy more cost effective security products (while
maintaining its security posture), the organization is facing opportunity risk.

5 Computing Risk Acceptance and Rejection Bounds

Assume we have a collection point sets P = 2U×U , where U denotes the set
of utilities. We select a set D ∈ P of (Incentive, Consequence) pairs and for
each of these pairs, we ask the risk owner if he finds the risk associated with
this pair acceptable or unacceptable (reject). A risk pair with a negative (pos-
itive) consequence is referred to as a threat (opportunity) risk. Then we define
DAT , DRT , DAO, DRO ⊆ D such that DAT denotes the set of threat risks to be
accepted, DRT the set of threat risks to be rejected, DAO the set of opportunity
risks to be accepted and DRO the set of opportunity risks to be rejected. Thus,
the risk owner partitions D into the disjoint subsets DAT , DRT , DAO, DRO. We
require that DAT , DRT , DAO, DRO are non-empty.

We stipulate that the risk owner is rational in the following sense: Let i, j, d
be any positive utilities and c be negative for threat consequences and positive
for opportunity consequences, then

R1 If a threat consequence c is accepted by the risk owner for a given strategy
owner incentive i, then the consequence c+ d is acceptable for the incentive
i− j.

R2 If a threat consequence c is unacceptable (i.e. rejected) by the risk owner for
a given strategy owner incentive i, then the consequence c−d is unacceptable
for the incentive i+ j.
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R3 If an opportunity consequence c is accepted by the risk owner for a given
strategy owner incentive i, then the consequence c− d is acceptable for the
incentive i+ j.

R4 If an opportunity consequence c is unacceptable (i.e. rejected) by the risk
owner for a given strategy owner incentive i, then the consequence c+ d is
unacceptable for the incentive i− j.

For example, in the case of opportunity risks, if the gain is relatively modest,
you may be prepared to forfeit the gain generated by the strategy. However, if
you stand to gain a lot, you will be less inclined to accept the possibility that
you may not receive the benefit. Thus, you will require that the strategy owner
has strong incentives to implement strategies that would give you large benefits.

The functions defined below compute bounds for acceptance and rejection for
both opportunity and threat risks under the assumption that the risk owner is
rational in the above sense.

Definition 1. Risk acceptance and rejection bounds
The lower bound of consequences for threat risks to be accepted, specified as a

function of strategy owner incentive is:

AT (x) = Min({y′|∃x′ · (x′, y′) ∈ DAT ∧ x ≤ x′})

The upper bound of consequences for threat risks to be rejected, specified as a
function of strategy owner incentive is:

RT (x) = Max({y′|∃x′ · (x′, y′) ∈ DRT ∧ x′ ≤ x})

The upper bound of consequences for opportunity risks to be accepted, specified
as a function of strategy owner incentive is:

AO(x) = Max({y′|∃x′ · (x′, y′) ∈ DAO ∧ x′ ≤ x})

The lower bound of consequences for opportunity risks to be rejected, specified as
a function of strategy owner incentive is:

RO(x) = Min({y′|∃x′ · (x′, y′) ∈ DRO ∧ x ≤ x′})

We can then define the rationality closures for the risk acceptance and rejection
sets as follows:

Definition 2. Risk acceptance and rejection rationality closures

Ac
T = {(i, c)|c ≥ AT (i)} All acceptable threat risks (R1)

Rc
T = {(i, c)|c ≤ RT (i)} All unacceptable threat risks (R2)

Ac
O = {(i, c)|c ≤ AO(i)} All acceptable opportunity risks (R3)

Rc
O = {(i, c)|c ≥ RO(i)} All unacceptable opportunity risks (R4)
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Theorem 1. All elements in DAT , DRT , DAO, DRO belong to the corresponding
rationality closures, i.e.

DAT ⊆ Ac
T

DRT ⊆ Rc
T

DAO ⊆ Ac
O

DRO ⊆ Rc
O

Proof. By expansion and noting that for any closed boolean expressions P (.), a
and b:

P (a) ⇒ a ≤ Max({y|P (y)})
P (b) ⇒ b ≥ Min({y|P (y)})

Theorem 2. The rationality closures extends the acceptance and rejection
bounds. I.e. for all i, j, d ≥ 0 then

c ≤ 0 ∧ (i, c) ∈ Ac
T ⇒ (i− j, c+ d) ∈ Ac

T (R1)

c ≤ 0 ∧ (i, c) ∈ Rc
T ⇒ (i+ j, c− d) ∈ Rc

T (R2)

c ≥ 0 ∧ (i, c) ∈ Ac
O ⇒ (i + j, c− d) ∈ Ac

O (R3)

c ≥ 0 ∧ (i, c) ∈ Rc
O ⇒ (i− j, c+ d) ∈ Rc

O (R4)

Proof. By expansion and noting that a + b ≥ a for b ≥ 0, e − f ≤ e for f ≥ 0
and for any closed boolean expression P (.):

Min({y|∃x · P (x, y) ∧ (i− j) ≤ x}) ≤ Min({y|∃x · P (x, y) ∧ i ≤ x})
Max({y|∃x · P (x, y) ∧ x ≤ i}) ≤ Max({y|∃x · P (x, y) ∧ x ≤ i+ j})

when j ≥ 0.

The acceptance and rejection sets are mutually consistent for threats (opportu-
nities) iff their rational extensions are non-overlapping. Given a risk acceptance
(rejection) set A (R), we define opportunity (OC(.)) and threat (TC(.)) risk
acceptance/rejection consistency as

Definition 3. Risk acceptance and rejection consistency

OC(R,A) = TC(A,R) = ∀i, j, c, d · (i, c) ∈ A ∧ (j, d) ∈ R ⇒ i < j ∨ c > d

Theorem 3. The rationality closure is consistency preserving. I.e.

TC(AT , RT ) ⇒ TC(Ac
T , R

c
T )

OC(AO, RO) ⇒ OC(Ac
O, R

c
O)
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Proof. Since the acceptance and rejection sets are mutually consistent, noting
that there is a transitivity property between position of the point in AT , RT and
the point in the closure, it suffices to show that each element in the accept (reject)
closure is ‘on the correct side’ of some point in the corresponding partition of
D. But this holds by Lemma 1.

Lemma 1. All elements in a closure are bounded by some element in the cor-
responding partition of D:

∀i, c · (i, c) ∈ AC
T ⇒ ∃j, d · (j, d) ∈ DAT ∧ j ≥ i ∧ d ≤ c

∀i, c · (i, c) ∈ RC
T ⇒ ∃j, d · (j, d) ∈ DRT ∧ j ≤ i ∧ d ≥ c

∀i, c · (i, c) ∈ AC
O ⇒ ∃j, d · (j, d) ∈ DAO ∧ j ≤ i ∧ d ≥ c

∀i, c · (i, c) ∈ RC
O ⇒ ∃j, d · (j, d) ∈ DRO ∧ j ≥ i ∧ d ≤ c

Proof. By expansion, using the existential witness obtained from the antecedent,
we can easily construct the existential witness required in the consequent. Noting
that ∀x · x ≤ max(y|P (y)) ⇒ ∃z · x ≤ z ∧ P (z) and ∀x · x ≥ min(y|P (y)) ⇒
∃z · x ≥ z ∧ P (z).

We can easily restrict acceptance and rejection closure sets to the corresponding
consistent subset as follows:

Ac
TC = Ac

T \Rc
T

Rc
TC = Rc

T \Ac
T

Ac
OC = Ac

O \Rc
O

Rc
OC = Rc

O \Ac
O

However, in practice, rather than restricting the acceptance and rejection sets,
one would engage in a dialogue with the risk owner such as to ensure that the
partitions of D (i.e. DAT , DRT , DAO, DRO) are mutually consistent.

6 Risk Treatment (Response) Measures for Threat
(Opportunity) Risks

In this section, we explain the risk treatment (response) measures for threat (op-
portunity) risks. The overall process for risk management in CIRA is depicted
in Fig. 3. Risk analysis helps to identify and estimate risks, and provide insight
suitable for deciding if risk exposure needs to be changed. That is, if a treat-
ment/ response action is needed, or risk exposure may be increased. Further,
risk management is taking actions to treat/ respond to those risks that are not
within the risk acceptance criteria. The treatment measures for the threat risks
include: mitigate, avoid, transfer and accept (i.e. accept the risk without taking
any action). On the other hand, the response measures for the opportunity risks
include enhance, exploit, share and ignore [4].
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Fig. 3. CIRA Risk Exposure States and Transitions

The risk exposure is either acceptable, unacceptable or uncertain/ unknown.
By doing risk analysis, we can determine if the exposure is acceptable or not. If
the system or the environment changes, we may no longer have sufficient evidence
to conclude that the exposure is acceptable. Similarly, over time, the system and
its environment may be exposed to changes that are not easily discoverable.
Thus, we are drifting towards a state of unknown exposure. When implementing
a risk treatment/ response measure, this measure may only have a partial effect
and it may also have side effects giving rise to new vulnerabilities. The risk
analysis process further helps to decide the risk exposure.

In classical risk management, risk is managed through reduction of incident
likelihood and consequence. Since CIRA does not adopt the likelihood and con-
sequence paradigm, our risk management goals will be somewhat different. In
CIRA, risk treatment/ response amounts to the modification of perceived util-
ity caused by the strategies in questions. That is, a risk treatment/ response
measure aims to modify the weights that the stakeholders assign to the relevant
utility factors or modify the incentives of the stakeholders. This is illustrated in
Fig. 4 and described in more detail below. Threat risks can be mitigated through
a combination of strategy owner incentive reduction and risk owner incentive in-
crease. In Fig. 4, the arrows in m1 represent the desired direction that we want
to move the outcome through mitigation. In the above threat risk example, risk
faced by the end-user can be reduced if privacy rules and regulations (that gov-
ern when and how the services use/ collect personal information of customers)
are established and enforced. In the case of opportunity risks, the primary risk
response strategy is to increase the strategy owner incentives to implement the
strategy (represented by the rightward arrow in m2). We may also respond to
the risk by reducing the utility of the risk owner (represented by the downward
arrow in m2). However, sometimes we may also want to increase the utility of the
risk owner. In the above opportunity risk example, the staff can be incentivized
by enforcing and communicating rules within the organization or providing free
training so that they are willing to deploy more cost effective security products
which in turn benefits the organization.
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7 Future Work

Some of the potential issues for further work include the exploration of the newly
introduced theoretical concepts on opportunity risk, risk treatment and response
measures. More case studies needs to be conducted to explore the different risks,
and to validate and improve the method.

In CIRA, risk acceptance criteria is determined after the decision input pa-
rameters are determined unlike in most of the classical methods. For instance,
in the ISO/IEC 27005:2008 standard, it is required that the risk acceptance
criteria should be determined before the threat and vulnerability discovery is
carried out. However, this may not be economically rational. For e.g., we may
have a situation where a risk that is low is unacceptable because the mitigation
effort required to control the risk is very low. Similarly, we may accept a very
high risk if all response options have little or no effect. Thus, an economically
rational actor will determine his risk acceptance threshold on at least the fol-
lowing information: incident risk, risk mitigation cost and the effectiveness of
mitigation measures. Thus, it is questionable if it is a good strategy to fix the
risk acceptance criteria as an expected value before the relevant decision input
parameters have been determined. This issue can be further investigated.

8 Conclusion

This paper has explained the key concepts of risk acceptance and rejection in
the CIRA method. Definitions have been formalized and we have included some
theorems establishing some consequences of our definitions. Our definitions and
model introduce the concept of opportunity risk in the context of information



136 L. Rajbhandari and E. Snekkenes

security management. The opportunity risk remains overlooked and needs more
emphasis by current research on risk management. A comprehensive Conflicting
Incentives Risk Analysis and Management (CIRAM) method which considers
and addresses both threat and opportunity risks has the potential to enhance
the overall risk management process.
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Abstract. It is an undisputable fact that nowadays many different types
of crime are conducted by utilizing some type of electronic device -
communication. To address this new situation, modern forensics tools
evolved, becoming sophisticated enough to handle almost all kinds of
digital content. However, surprisingly enough, collecting and validating
the authenticity of online content remains, until now, a problem to re-
solve. The common practice is to capture (screen-shot) or save a web
page, the authenticity of which is usually validated in a judicial process
by an expert’s testimony. In this paper, we introduce ProCAVE , a sim-
ple software architecture with a set of accompanying procedures, and we
argue that their combined use can deliver evidence from online sources
in the court, in a sound and privacy-preserving manner.

1 Introduction

The web today is used by billions of people, facilitating business, communication
and exchange - dissemination of information. However, this new reality also has
a “dark side” [5], since a series of crimes are committed through and with the
use of it. Such crimes are known as: (a) “Computer Crimes” i.e. those posing a
direct threat to data, information systems and networks, (b) “Computer Related
Crimes”; i.e. crime perpetrated by means of a computer such as computer fraud,
property rights infringements, and (c) “Content-related Crime”; such as child
pornography, defamation via internet, etc.

In the legal system of most countries, guilt in a criminal proceeding is the
summation of means, motive and opportunity [4]. However, the presence of those
three elements is often not sufficient to convict someone; appropriate evidence
must be presented that will prove that the opportunity was indeed taken by the
accused for the crimes that he/she is charged (a U.S. example is stated in [4]).
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Nevertheless, legal systems are mostly tailored to traditional types of crime.
Any information obtained from the Internet has to convince the truth of a deed,
which means that it must have all the attributes of conventional evidence. It has
to be “irrefutable authentic”, i.e. it must be possible to positively tie evidentiary
material to the incident [5] and collected in accordance with formal requirements
to establish its reliability [13] and admissibility. As for conventional crime, in
order to prove the guilt and convict a person for having committed an offense,
it is required to recognize, recover, reconstruct and present the digital evidence
in a way that it renders it admissible in legal proceedings [11].

World Wide Web has become not only a crime scene, but also a breeding
ground for primary and secondary sources of evidence. However, internet evi-
dence, as internet content, is ex natura ephemeral and volatile, since it can be
easily altered or deleted. Even though it should be stressed that, in general, with
the advent of European digital signature legislation (Directive 2000/31/EC on
electronic commerce), electronic material has gained a comparable legal status
as paper material.

Considering crimes in which online content plays a crucial role, the main
challenge is its collection, preservation and admissible presentation. In order to
achieve its goal, i.e. allow and assist the court to form and pass a judgment, this
online content has to be properly collected and its authenticity validated.

To this end, a number of different procedures have been employed around
the world. Perhaps the most common one is taking a screenshot of a web site,
printing it and validating its authenticity in the court by a witness’ testimony
[2,6]. The same procedure is followed with web pages that have been saved
using the “Save As” function of the browser, or with other means of web page
downloading. Recently, there are some tools that have also been proposed, mainly
for forensics purposes, that save online content locally and perform some hashing
and/or apply the current timestamp to the downloaded content [26].

There are cases where the aforementioned procedure, based on a witness’
testimony, is not enough [3]. Furthermore, it is possible the content in question
to be removed, so an expert from a certain company (usually WebArchive) is
being called to provide evidence of what a web page looked like at a certain point
of time. When this is not feasible, then the owner of the web site in question is
called to testify, in order to provide evidence of the online content [3].

It is well known among the people involved in judicial processes, that the
approaches described above cause too many controversies and concerns which
often result in non-admissibility of the digital evidence. Some examples are:
“The witness altered/photoshoped the screenshot”, “The witness changed the
html code of the saved web page before signing it”, “The web page was not
publicly available at that time”, “The site’s administrator/owner is in another
country and cannot testify”. Such statements demonstrate that the key element
for online content admissibility is the validation of its authenticity; as stated in
[7], once the authenticity of the electronic evidence has been validated, all other
evidentiary problems are the common problems lawyers face all the time.
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This paper proposes a novel way for collecting online evidence and validating
its authenticity so as to be acceptable for evidentiary purposes. Our approach is
based on the notion of web proxy, which has never been used before in collecting
and validating the authenticity of web site content. It is argued that, as soon as
someone identifies online content related to a crime, he/she can pass the request
through a web proxy (belonging to a trusted authority) that will ”freeze” the
content, apply current timestamp and signatures and deliver the evidence to the
user (a natural person, an organization or a public authority). Moreover, the
same request can be simultaneously performed by other web proxies in order
for the evidence to be securely stored in more than one servers. To demonstrate
the applicability of the proposed solution, ProCAVE has been implemented and
tested extensively with various web sites.

The rest of the paper is organized as follows: Section 2 reviews the current legal
and technological status regarding the collection and validation of authenticity
of online content. An overview of the proposed software solution is presented in
Section 3. The experimental evaluation and results are discussed in Section 4
whereas Section 5 refers to some technical and other considerations.

2 Current Status and Motivation

Evidence has been present in legal systems since the first trial in the human
history. All countries have incorporated rules and procedures that are deemed
to be appropriate and legally robust for validating the authenticity of evidence
in the court. Judge Grimm [14] has codified the rules governing the validation
of the authenticity of web page evidence under the US Law. According to this
categorization the most common rules for web pages are the following:

• 901(b)(1): witness with personal knowledge,
• 901(b)(3): expert testimony,
• 901(b)(4): distinctive characteristics of a web site,
• 901(b)(7): public records - usually from government web sites,
• 901(b)(9): system or process capable of producing a reliable result, and
• 902(5): official publications.

The important part of validating the authenticity (and thus admissibility) of
the evidence is that one cannot rely on a simple method, since the degree of
foundation which is appropriate in any given case is in the judgment of the
court [14]. Thus, if multiple methods are used it is more likely that a court will
deem the online content as authentic [9]. This is the main reason that all of the
solutions that are currently used fail to produce undisputable results.

First of all, the authenticity of printed copies or captured images of a web site
has to be validated by the witness in order to be admitted [20], a procedure that
many times is still questionable especially when the witness is not independent
(e.g. is not a police officer). Moreover, the exact time that the specific content
was accessible online cannot be proven, since standard time-signing techniques
cannot be applied [10].
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Certain commercial tools [6,26] claim that they support a sound mechanism
for collecting online evidence; the time issue may be resolved, however once
again the user needs to validate the authenticity of the evidence in the court.
The cost is another drawback, and of course when someone comes across online
content that needs to be collected for legal purposes, no one expects him to buy
a software only for saving an instance of a page!

Expert testimony (as is usually the case with Web Archive) is always an
option. However companies that archive web pages do not store dynamic or
personalized content, and there are also cases that some content has been re-
moved before the page was archived. Moreover, it is surely very difficult (nearly
unfeasible) for experts from Web Archive to testify in another country.

The last option is to have the web site’s owner testify about the web site’s
content at a certain date/time. But this is very rarely done and of course even if
such a testimony exists, it is still necessary to employ third party tools to prove
the existence of the content.

Another essential feature missing from all above online content preservation
techniques, and which has partially motivated our work, is the notion of pri-
vacy. More specifically, as described in [11], the use of forensics methods may
itself constitute a violation of citizens’ fundamental right to privacy; that’s why
digital evidence must - among others - comply with the respective provisions
guaranteeing data privacy.

Finally, as extensively documented over the past few years [8,11,16], forensics,
in general, lack standardization of methods and formats, a fact that causes many
procedural problems. In terms of collection of online content, this is impossible
with existing techniques, since they are proprietary, diverse and depend on each
user’s technical knowledge regarding evidence acquisition.

The above-described needs for a privacy-preserving, standardized method of
independent collection of online content nurtured the seeds of our current work.
To this end, our paper makes the following contributions:

• The first privacy-preserving web-based tool for collecting evidence from web
pages, namely ProCAVE , is presented. It is demonstrated that it fulfills all
the aforementioned requirements.

• A prototype of ProCAVE has been implemented and together with a dataset
of known web sites has been used for the evaluation of its effectiveness and
accuracy.

3 Solution Overview

This Section unravels the logic behind the proposed ProCAVE software solution.
To accomplish its goals, ProCAVE is practically comprised of two elements: the
Web Proxy and the Collection and Validation of Authenticity (CVA) Engine.

3.1 Web Proxy

As soon as a user discovers a web site, e.g. www.abc.com, whose content can be
used as evidence, he/she visits the web site www.xyz.com, which serves as the
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Web Proxy of ProCAVE. There he/she is presented - among other options - with
an address field, where he/she can enter the url that he/she wants to navigate to.
He/she enters www.abc.com and the Web Proxy receives the request, forwards
it to www.abc.com and receives and forwards back the result. This procedure is
depicted in Figure 1.

Fig. 1. Proxy HTTP request

Therefore, the user requests url www.xyz.com\www.abc.com, and he/she is
presented with the contents of url www.abc.com. However, contrary to a conven-
tional HTTP request, this specific request passes through the ProCAVE Web
Proxy that keeps a copy of the response (i.e. HTML code, CSS, images, scripts
etc.) locally. This means that whenever the user wishes, and provided that the
content is the one that he/she wants to collect, he/she can proceed to the next
step which is the Collection and Validation of Authenticity described next.

3.2 Collection and Validation of Authenticity (CVA)

Currently the user possesses content (a response), which is stored locally in the
Web Proxy. He/she can now proceed with the validation of the authenticity of
the stored content. This will be done, as shown in Figure 2, with the help of
privacy, hashing and digital signing modules.

As soon as the user selects the CVA option, the id of the response is sent to
the Web Proxy, along with some other parameters. These parameters reflect the
privacy level that the user is requesting and correspondingly the confidentiality
level for the collected content. To this end, if the user decides to use the privacy
option, a blacklist/whitelist option is adopted; i.e. the user is allowed to choose
some content and scramble all the other, or scramble some content and leave
all the other intact. This scrambling is accomplished by sending the chosen
HTML element ids, together with the selected option, to the Web Proxy, that
modifies the content accordingly. The scrambling process engages the public key
of the user, and is represented in Figure 2 with a dashed rectangular due to its
optional use.
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Fig. 2. Collection and Validation of Authenticity (CVA) Workflow

Next, a hashing of the (scrambled or unscrambled) content is performed, pro-
ducing the ”digest”, which will be later utilized for the verification of the content.
A timestamp (which has been produced at the time of the request) is concate-
nated to the digest, in order for the date and time to be bind to it, according
to [10]. The concatenated ”digest + timestamp” is fed once more to the hash
module, producing the final hash value.

Up to now the proposed mechanisms ha maintained the original message while
a message digest has been produced. In the final step of the CVA procedure,
the original message is signed with the engine’s private key, thus validating the
authenticity of the evidence’s creator, which is the engine itself. The final (signed)
elements will be grouped together, forming the evidence of the online content.
This evidence will be returned to the user, and it will be also stored locally for
future reference.

3.3 Multiple Requests

As already discussed in previous sections, a single copy of digital evidence is not
necessarily sufficient to prove a crime. It may be necessary to prove how the
specific web site was visible to various locations around the world. Moreover,
it may be necessary to store the evidence in various, geographically spread,
locations.

The design of ProCAVE satisfies the above requirement. When a certain Web
Proxy receives a request, it creates a copy of this request and forwards it to
other Web Proxies. As a result, each one of these Web Proxies will collect and
validate the authenticity of the www.abc.com web site’s content, returning the
resulting evidence. The returned evidence may be different from one Web Proxy
to another, since the content of the same web site may differ from country to
country. Nevertheless, the collection of online content from different locations
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Fig. 3. Performing multiple requests

serves the purpose of: (a) storing evidence multiple times for security reasons
and (b) depicting how a web site was appearing to the users around the world.
Figure 3 illustrates this procedure.

3.4 Putting It All Together

Let’s consider a simple use case scenario for ProCAVE.

Scenario. The web site www.abc.com contains content that can be presented as
evidence in a judicial process. It must be properly collected and its authenticity
must be validated.

Procedure. The user visits web site www.xyz.com (the Web Proxy) and through
that proxy performs a request to the web site www.abc.com. The result of the
latter request is shown on his/her browser. If this is the content that, according
to the user, is related to a crime, then the user selects the content that he/she
wishes (or does not wish) to be anonymized. Consequently, he/she chooses to
store the content, and the website returns the evidence from multiple locations,
along with validation of its authenticity.

The above procedure addresses all the problems related to evidence from online
content. Specifically, the user has a fully-functional html file that can be pre-
sented to the court as its authenticity is proved. Moreover, the user can prove
the exact date and time that the evidence was created and by which engine.
Therefore if someone questions the initial evidence, he/she can take a copy from
the corresponding engine to see if something has changed. In addition, there
is evidence from multiple locations, something that provides the user with the
opportunity to prove that this content was visible from around the world.
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The way ProCAVE handles digital evidence covers more than one of the re-
quirements stated by [14,24]; they can be admitted to court by a witness, an
expert (administering the local copy of ProCAVE) can testify in the court regard-
ing the locally stored content and this content can also fall under rule 901(b)(7)
as public record, if ProCAVE is run by a governmental organization [15].

Last but not least, the entire procedure respects the privacy of the user, since
he/she is given the option to scramble all the content that he/she wants to be
invisible or not accessible to third/not authorized persons.

4 Implementation and Experimental Evaluation

4.1 Implementation

To evaluate the effectiveness and applicability of the proposed solution, Pro-
CAVE was implemented as a PHP/MySQL software tool [22]. The implemen-
tation was based on a simple web proxy, described in [17], extended to include
the collection and authenticity validation functions described in the previous
sections.

More specifically, each time a request for a web site is performed through the
Web proxy, a random 6-digit hex number is assigned to it and to the subsequent
requests made for downloading the other components of the page (stylesheets,
images, scripts, etc.). Thus, when the viewed page needs to be stored, the CVA
engine uses this number to group all these files together (response). In terms of
hashing, the standard hash file() php function, with the 320-bit version of the
RIPEMD algorithm, is utilised. On the other hand, digital signing is performed
with the SHA-1 algorithm for hashing, followed by encryption with a private-key
generated with the help of OpenSSL [23].

4.2 Results

ProCAVE was tested with various web sites of diverse content (news, academics,
entertainment). For each of those web sites, evidence was collected through the
proposed tool and was then compared to the content resulted from the usual
“Save As” procedure supported by the browsers. The comparison was performed
with the Similarity Analyzer [19], which examines two web pages and computes
the percentage of HTML similarity and Text Similarity. The results for 10 web
pages are depicted in Table 1.

It can be noticed that in most cases, HTML Similarity is close to 90%. This is
an expected result, since both ProCAVE and the browser’s “Save As” function
change the links in the downloaded HTML code to point to local locations, which
is different for those two methods. On the other hand, Text Similarity is close
to 98%, which means that what someone can see through the browser is very
close to what is saved through ProCAVE. The 2% difference on average is mainly
due to text parts that are downloaded/altered in the browser, with standard or
asynchronous scripting and not in the content saved through ProCAVE.

A graphical representation of the results, together with their mean values, is
depicted in Figure 4.
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Table 1. Results of the comparison between ProCAVE and the “Save As” function

Hex Web page HTML Similarity Text Similarity

298168 inria.fr 99,86% 99,98%

558404 ssl.ds.unipi.gr 100% 100%

20d62f news.yahoo.com 93,23% 96,72%

337ec6 spiegel.de 94,68% 99,38%

408faa behind-the-enemy-lines.com 48,56% 90,59%

418f7e maawg.org 94,57% 98,75%

75a048 ansa.it 97,31% 98,05%

79031e bbc.co.uk 87,58% 95,79%

7a777b slashdot.org 96,14% 99,13%

82400b xkcd.xom 84,03% 100%
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Fig. 4. Graphical representation of the results and their mean values

5 Anti-forensics and other Considerations

As stated in [1], from the very first day that digital computers and networks
appeared, data hiding was, and continues to be, an issue. Since it is not expected
that ProCAVE will be an exception to that, this section refers to technical and
other issues that have mainly to do with anti-forensics.

Considering that ProCAVE will run in centralized locations (servers), a per-
petrator could find all the domain names and ip addresses used by the tool
and deny all requests originating from them - or, even worse, present legitimate
content to them. A simple solution to that would be the use of a dynamic ip
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address pool for the server’s outgoing traffic, or the use of ip proxy servers that
periodically change ip address.

Another anti-forensic technique would be the use of programming tools to
present content to the user in a way not supported by ProCAVE, e.g. syn-
chronous/asynchronous scripts. However, this is something that can be easily
addressed through minor modifications of the way ProCAVE works. For instance,
in the current implementation a javascript/ajax request would produce a false
result, since it would modify content locally without making the correct changes
in the saved copy. A solution would be to support listening of local events and
simulating them to the remote end (with the use of a scriptable Web browser,
like in [18]). Especially for the AJAX case, it is not a major issue since according
to [25] only 3.2% of all web sites use this technology.

There are certain applications that do not fall under the above mentioned
case; those would be flash-based web sites, specific chatting technologies etc.
We believe that those services are out of this work’s scope, since they represent
instantly available content which does not resemble the traditional online content
that ProCAVE deals with.

Since the functionality of ProCAVE will be publically available, it will be
also vulnerable to attacks like denial-of-service (DOS), abusing etc. To that end,
standard techniques for protecting a web site must be adopted, like firewalls,
intrusion prevention systems, etc. Moreover, access to the website can be limited
to registered users (perhaps owning a digital certificate), who will be able to
perform a certain number of requests per minute.

Furthermore, regarding the use of digital certificates in ProCAVE’s privacy
option, a Public-Key Infrastructure (PKI) must be used for their creation, man-
agement and revocation. However, the level of trust that is achieved depends
heavily on the chosen Certificate Authority (CA). Simple implementations can
make use of open source tools, like OpenSSL [23], but for large-scale use a com-
monly trusted entity must be employed.

Last but not least, an important issue refers to the authority which could
be considered as being trustworthy enough to be held responsible for running
this tool and keeping local copies of evidence. We argue that this issue has to be
handled in accordance to the legal framework and the jurisdiction of the Forensics
Department of each Country or Region; however, the distributed design of our
tool and the fact that multiple requests can be performed (and multiple copies of
the evidence can be saved) by remote servers, makes it easy for every individual
or organization to run an instance of ProCAVE. In any case, we may assume
that if more ProCAVE instances are involved, the integrity and acceptability of
evidence and the procedure is better served and preserved.

6 Conclusions and Future Work

In this paper a simple software solution, namely ProCAVE, that can collect and
validate the authenticity of content from online sources has been presented. To
the best of our knowledge, ProCAVE is the first system that avoids the usual
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local copies or screenshots of web sites (and the resulting dispute). Instead, it is
based on an online architecture that collects evidence from multiple locations at
the same time and, most importantly, in a privacy-preserving manner.

To verify it’s correctness, a simple implementation of ProCAVE was employed
for conducting a series of representative tests. The results of the tests have proved
that the resulting evidence was of great resemblance to the content that the user
was presented through his/her browser and thus that ProCAVE can produce
acceptable digital evidence in real-time; i.e. during the time that the user sees the
content on his/her screen, without involving him in any complicated procedures.

Future work will include modifications of the software so as to implement
currently unsupported features, like listening to local events and modifying re-
mote content accordingly, grabbing videos etc. The employment of ProCAVE
by Forensics Departments around the world would also be of great importance,
since it would provide valuable feedback from real-life scenarios.

Acknowledgements. The first author would like to thank Stavros Niarchos
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Abstract. This paper proposes a self-assessment framework that allows
a user to determine security metrics that are feasible specifically for the
user’s ISMS. To achieve this, a metric catalogue containing 95 metrics
from different sources was created. The catalogue was enhanced by as-
certaining requirements that need to be fulfilled in order to be able to
use the metric as well as ISO 27001 clauses and controls whose effec-
tiveness is being measured by each metric. During an assessment, the
user indicates which requirements are fulfilled. After conducting an as-
sessment, a list of feasible metrics, the number of metrics per ISO 27001
clause and control, and other information are generated as assessment
results. A software prototype was created and shows a proof of concept.
The results of the study were evaluated by external experts, which has
validated the composition of the metrics catalogue, the design of the self-
assessment framework, the value of the prototype and helped to identify
areas of improvement and future work.

Keywords: Security Metrics, Security Measurement, Feasibility, Effec-
tiveness, ISMS.

1 Introduction

Being able to measure the level of security within an organisation is important
to, and desired by, many organisations. In order to achieve this, the challenge of
selecting the right and most feasible metrics has to be tackled first.

This study aims to develop an approach which allows an organisation to se-
lect feasible security metrics from a given metrics catalogue. Security Metrics are
used to measure the effectiveness of an organisation’s Information Security Man-
agement System (ISMS) as well as the sub-processes, activities and controls of
the ISMS. Specifications and guidelines for establishing a so-called Information
Security Measurement Programme within an organization are given by a variety
of different guidelines, standard or other publications. Some of these publications
also establish a list of example metrics.

With the self-assessment framework, an organisation can describe their ISMS
or organisational structure and thereby determine a set of metrics, based on a
metrics catalogue. This set of metrics is then supposed to be suitable for their
organisational structure and given IT infrastructure.
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The term metric generally refers to the process and methods of quantification
of a given attribute, aspect or characteristic [1,2]. The overall aim is to “[. . . ]
simplify a complex socio-technical system into models and further to numbers,
percentages or partial orders” [3]. According to this definition, information se-
curity metrics measure aspects of information security.

While security metrics are defined differently and can be categorised differ-
ently [1,2,4,5,6], this study focuses on security metrics according to ISO 27004
[7]: Metrics that measure the effectiveness of an ISMS and its sub-processes and
controls. A variety of frameworks and guidelines on how to set up a so called in-
formation security measurement programme exist [4,5,7,8], although these pub-
lication only give little or no guidance on how to select the most feasible or
adequate security metrics.

Further publications in the area of security metrics mostly agree that this
is a difficult area and further research is strongly needed [2,6,9,10,11,12]. Two
approaches for determining feasible security metrics were reviewed more into
detail. Savola’s approach [3] is a set of evaluation criteria with a scheme how to
evaluate candidate metrics. Fruehwirth et al. [13] published an approach that
tries to determine feasible metrics by considering the organisation’s capabilities
according to the Systems Security Engineering Capability Maturity Model (SSE-
CMM). The two-way relationship between metrics and capabilities is weighted;
on one side the extent to which the measurement process of a metric requires a
capability to be in place, and on the other side to which extent a metric can help
to assess or improve a capability. It was found that both reviewed approaches rely
on subjective perceptions of individuals, which can be considered as a weakness.
Furthermore the both approaches do not define which metrics shall be evaluated,
while integrating widely used metrics could speed up the process.

2 Possibilities to Describe an ISMS

For the self-assessment framework that was developed during this study a formal
method to describe an organisation’s ISMS is vital in order to enable the deter-
mination of feasible security metrics. Rather than evaluating a list of security
metrics from a catalogue and determine the best suitable or most feasible met-
rics according to an evaluation scheme such as Savola’s [3] approach, a method
to describe an organisation’s ISMS and determine feasible metrics with the in-
formation about the ISMS was researched.

Similar to the approach published by Fruehwirth et al. [13], the maturity
model used in CobiT 4.1 [14] and the ISO/IEC 15504 based process capability
model used in COBIT5 [5] were reviewed. When it comes to the idea of using
these models to determine feasible metrics, the difficulty seems to be the estab-
lishment of a relation between single processes at specific maturity levels and
single metrics. In other words, it is difficult to say that metric A can be cal-
culated easily if process B is at maturity level C. Theoretically, metrics can be
linked to processes and as generally known, processes at specific maturity levels
are considered measurable. The model of assessing processes with a capability
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or maturity level seems to lack of the needed granularity to tell which metrics
are feasible with this information. Process capability and maturity models can
give a general indication, whether processes are well managed and measurable or
not. Establishing a direct link to specific metrics and producing a list of feasible
metrics seems to be very difficult.

An additional possibility to describe an organisation’s ISMS is offered by
catalogues of possible elements of an organisation’s ISMS, such as the “IT-
Grundschutz Catalogues” [15]. It was evaluated how the existence of specific
components could indicate that specific metrics are feasible.

Linking specific metrics to specific modules of the catalogue was not found
useful for the self-assessment framework for several reasons. On one side, a mod-
ule might allow a metric to be calculated so that it can be considered feasible.
On the other side, the existence of a module does not implicate that a metric
is feasible. To tell which metrics are feasible from the mere existence of one
or more components is difficult, owed to the type of components used in BSI
catalogues. The existence of a module does not say a lot how measurable the
module is. Additional to the mere existence it is very often a certain condition
that needs to be fulfilled. A further issue that makes the use of BSI component
catalogue unsuitable for this project is the lack of up-to-dateness of the english
version of the catalogue. The most current english catalogue was published in
2005. Furthermore, using a set of components like the BSI catalogues is very
specific to the used framework. This weakness was also discovered for process
maturity and capability levels. An organisation which has used ISO 27001/2 to
organize its ISMS and control will not likely use BSI Catalogues to determine
feasible metrics.

It was decided to use a method that is closer oriented to metrics and less bound
to ISMS frameworks like ISO 27001 [16] or the COBIT process capability and
maturity model [5,14]. To describe an organisation within the self-assessment
framework, requirements of each metric were worded without using a predefined
model or formal language. Requirements are described as a condition that needs
to be fulfilled by components of the ISMS or information that needs to be re-
ported by components of the ISMS, e.g. “Inventory of assets indicates number
of applications that are classified as critical to the organisation”. The list of
recorded requirements can then be used to build an organisational model. An
organisation shall be described by the list of fulfilled requirements, which will
be a subset of the overall list of requirements.

3 Metrics Catalogue

A metric catalogue was created containing the following information:

– Source of the metric
– Title of the metric
– An identifier which is unique within the source
– Brief description, e.g. “Percentage (%) of information systems that have

conducted annual contingency plan testing”
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– ISO 27001 processes and controls that are measured by the metric. At the
end of an assessment, this allows to determine which controls are measured.

– Requirements of the metric, i.e. a condition that needs to be fulfilled for the
metric to be feasible.

An overview of sources and the number of metrics used from each source is shown
in Table 1.

Table 1. Number of metrics per source

ISO 27004 [7] 13

NIST SP 800-55 [4] 16

Steve Wright [17] 7

The CIS Security Metrics [18] 28

Scott Berinato [19] 5

Robert Lemos [20] 4

COBIT5 [5] 13

security metametrics blog [21] 9

total number of metrics 95

As mentioned earlier, requirements of each metric were worded without us-
ing a predefined model or formal language. The ascertained requirements differ
in terms of the type of condition that needs to be fulfilled. The majority of
requirements refer to the ability to report certain data. A different type of re-
quirement refers to a condition of the data source, e.g. “Incident management
differs between occurrence and detection of incident”. A further type refers to
an organisational condition, e.g. “Authorization from management to perform
attack on password hashes” or “Availability of and expertise with password
cracking software”. Whenever a requirement is related to the possibility to col-
lect data, this does not only refer to the availability of the data but also to its
up-to-dateness. Although feasibility of a metric only requires data to be avail-
able and obtainable, a lack of up-to-dateness decreases meaningfulness and the
metric’s quality heavily.

While ascertaining requirements it was found that the feasibility of metrics
depend heavily on the support given by software used for patch, asset, incident,
identity, etc. management. This finding also reflects that some of these software
solutions fully integrate the calculation of security metrics.

The list of ascertained requirements was then grouped into categories of re-
quirements. Categories were made based on the area of the ISMS or the IT
activities that are addressed. Categories are similar to ISO 27001 control sec-
tions or control objectives.

For each metric, the selection of ISO 27001 clauses and controls that are mea-
sured by the metric were assigned. Thus, for each clause and control the number
of metrics that measure it can be determined. This also allows determining the
most frequently measured clauses and controls. It was found that the controls
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that are measured the most often are incident and vulnerability management re-
lated clauses and controls (4.2.2 h, 4.2.3 a, A.12.6.1, A.13.1.1, A.13.2.1, A.13.2.1),
management commitment and security co-ordination (A.6.1.1 and A.6.1.2) and
awareness and training (A.8.2.2).

Figure 1 shows, by the way of an example, how the metrics catalogue looks
like. Metric shown is “Nr 2 - Vulnerability Measure 1” from NIST SP 800-55
[4]. The catalogue as it is displayed in the figure is created and its data is
being managed by the software prototype which was used to implement the
self-assessment framework (see section 4).

Fig. 1. Example metric from the metrics catalogue

4 Self-assessment Framework

Figure 2 shows an overview of the developed self-assessment framework, the data
that is being used and how this data correlates.

As initial data the framework uses the metrics catalogue, the list of require-
ments, a list of ISO 27001 clauses and controls and the relationships between
these three items, which are again stored in the metrics catalogue.

During an assessment, the user is asked to indicate which of the requirements
are fulfilled within the ISMS. It might occur that a requirement is currently
not fulfilled properly, but fulfilment can be achieved in near future. If this is
possible with a reasonable effort and the user is willing to do so, the user can
indicate this for each fulfilment of a requirement. In this case, the requirement is
considered as fulfilled to the effect that the metrics that rely on this requirement
are considered feasible as long as the metric’s other requirements are fulfilled.
Comments on how the requirement will be fulfilled in future should be added
for documentation purposes.

The opportunity to add comments on the possibilities and modalities of data
collection related to each requirement is given to the user. While indicating that
a certain requirement is fulfilled, details on how often respectively easily data
can be collected or other comments can arise, which is why this information can
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Fig. 2. Self-assessment framework

be added by the user. This option is given to user as the possible interval of
data collection has impact on the possible interval of metric results. It would
be possible to ask the user to enter the interval as a numerical value of days
or select from weekly, monthly, quarterly, etc. for each requirement and then
determine the measurement interval of the metrics automatically. However, in
the current version this data is collected as comment only and can be used for
documentation purposes.

For an assessment the scope is very important. Components with different
scopes concur at an assessment: the ISMS, the measurement programme ac-
cording to ISO 27004, a requirement and in particular a data source (e.g. patch
management software) as well as a control. In the best case, all listed components
have the same source, but this might not always be the case in practice. Accord-
ing to ISO 27001 [16], the scope of an ISMS and its controls should be same and
be defined clearly. In practice, it might occur that a requirement’s data source
has a wider scope than an ISMS control, although these two components are re-
lated to each other or even the same (e.g. an IDS as data source for a metric and
the same IDS as security event detection and monitoring control). This shows
that a data source of a metric might have a different scope than the control it
is measuring. In addition, the measurement programme has a scope that might
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differ. According to ISO 27004 [7], the scope of the measurement programme is
even recommended to be smaller at the beginning than the scope of the ISMS.
This issue was found very difficult to be addressed in the framework. However,
the user should keep this in mind and consider scope discrepancies while indi-
cating which requirements are fulfilled and make a note of these discrepancies
while conducting an assessment.

5 Assessment Results

Once the user has scrolled through the list of requirements and has indicated
which ones are met, the following can be determined:

Feasible metrics: A list of feasible metrics is generated, i.e. metrics that have
all their requirements that are not optional fulfilled. If one or more require-
ment of a metric needs some further action in order to be fulfilled properly,
the metric is still considered feasible.
A feasibility score is calculated for each metric by dividing the number of
fulfilled requirements by the number of need requirements. Optional require-
ments are not considered at this score. Using the feasibility score, a metric
is feasible if the score is equal to 1.
All metrics on this list can be used with the ISMS that was assessed with
the self-assessment framework, given that the needed action indicated in the
next section is taken.

Requirements that need further action: A list of requirements that need
further action to be fulfilled properly is generated, i.e. all the requirements
for those it was indicated that the requirement is currently not fulfilled but
fulfilment will be achieved with reasonable effort in near future. All issues
on this list should be addressed by the user of the framework.

Partially feasible metrics: A list of partially feasible metrics is generated, i.e.
some but not all the requirements were fulfilled. In terms of the previously
mentioned feasibility score, this refers to metrics that have a score greater
than 0 and less than 1. This list indicates which metrics could be used if
more requirements were fulfilled.

Measured ISO 27001 clauses and controls: A list of ISO 27001 clauses and
controls with the number of feasible metrics per clause and control is gen-
erated. For each clause and control, the number of feasible metrics that are
assigned to the clause or control according to the metrics catalogue is counted
and displayed. In this way, the user of the framework sees at a glance of which
clauses and control he or she is capable of measuring the effectiveness.

6 Software Prototype

With the aim of providing an example how the self-assessment framework could
be used in practice, a software prototype was implemented. This was achieved
using Microsoft Access 2010. The prototype offers functionalities for editing the
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metrics catalogue and the list of requirements as well as conducting assessments.
Reports for metrics (i.e. the metrics catalogue), requirements and assessments
can be generated as well. A screenshot of the assessment form that is used for
conducting an assessment and collecting data about currently fulfilled require-
ments is shown in Figure 3.

Fig. 3. Assessment form

In order to draw a line between the framework and the prototype, in can be
said that the framework is the theoretic approach of using the metrics catalogue
(including the requirements per metrics) and determining feasible metrics for a
customer by using the entire list of requirements and indicating which metrics are
fulfilled. The prototype is a software implementation of the framework, but the
idea behind it resides with the framework. That means that it is not necessary
to use the prototype in order to use the framework, one could make a different
implementation or do it manually with paperwork. The self-assessment frame-
work and the prototype are not the same thing but the prototype is strongly
linked to the framework.

7 External Evaluation and Discussion

The results of the study were evaluated by 11 external experts. Evaluators are
working in the following positions: Professor at University of Applied Sciences
Upper Austria, CISO at Domestic & General, Manager at a leading Security
Consulting Company in London, Sr. IT Auditor at General Motors UK, Secu-
rity Manager at HCL Great Britain Ltd, GRC Consultant in InfoSec at RNG
Conseil Limited, Digital Security Risk Consultant at BP, Information Security
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Manager at Marie Curie Cancer Care, Audit Manager at Cofunds Limited, Se-
curity Manager at Hermes Fund Managers Limited as well as IT Risk and Com-
pliance Manager at Sony Europe. The evaluation was done by asking for the
evaluators’ opinions about the metrics catalogue, the list of requirements, the
self-assessment framework (as a theoretic description) and the software proto-
type via 13 open-ended questions. The questionnaires were sent to the experts,
who then completed them and send back their responses.

In general, the evaluated components were found very useful. Some evaluators
found that the catalogue contains too many metrics and is too lengthy. The
number of metrics in the catalogue could be a problem if the catalogue was
published as security metrics guideline or proposed set of security metrics. The
difficulty to select the “right” metrics from this long list is addressed in the self-
assessment framework by proposing feasible metrics based on the fulfilment of
requirements. In other words, it is the idea of the project to take a list of metrics
that would be to long if a user had to select metrics manually from the catalogue.
The project foresees the self-assessment framework which uses the catalogue and
in particular the list of requirements to determine feasible metrics.

No metrics were proposed for removal from the catalogue, although some met-
rics were critisized as not being meaningful or as bad quality metric in general.
Some new metrics were recommended; ITIL metrics for service management re-
lated areas such as configuration management and some specific sources were
proposed. The areas of SOX and other compliance-related aspects and business
continuity management were identified as areas that need more metrics.

Some metrics were found as infeasible respectively the metric’s requirements
were found as very difficult or unlikely to be fulfilled. This is known and shall
not be considered as a weakness. Metrics can be added to the catalogue, even
though their requirements are very infeasible, as long as their requirements were
ascertained and worded correctly. This solely results in the metrics being feasible
during hardly any assessment.

It was also commented that metrics should be linked to business objectives
and then be selected according to the metric’s ability to fulfil relevant objectives,
as it is done by other publications [4,7,13]. However, metrics are linked to control
objectives, which are subordinate to business objectives. Although the framework
in its current version does not select metrics according to a list of ISO 27001
control objectives that shall be achieved, it is possible to adapt both framework
and prototype to allow this.

The self-assessment framework was found adequate and helpful by the major-
ity of evaluators, although the description should be improved. The possibility
to indicate that a requirement is currently not fulfilled but will be fulfilled in
future was found very useful, as this – together with the ability to add comments
how fulfilment will be achieved – allows a gap analysis where work needs to be
done and allows the generation of an action plan, as it is done by the prototype.

The prototype was found useful by many evaluators, also the report and in
particular the generated list of ISO 27001 clauses and controls with number of
feasible metrics per control was found useful. However, the fact that it is rather
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a prototype delivering a proof of concept of the framework than a software that
is ready for release was addressed by many evaluators. Some evaluators detected
a lack of usability, as it was commented that it takes some time to understand
how the forms should be used and how the software works. It was commented
that visualizing the flow of an assessment and indicating the current step in the
assessment form would make it easier for the user to understand how the as-
sessment works. As further proposals for future development, it was mentioned
that more graphical output would be beneficial, in particular for showing the
report to company executives. For example, a pie chart showing feasible metrics
per source could be added to the catalogue. Some proposals were related to ex-
tending the software to support data collection and calculation of metric results
as well. The results of the study leave room for further development, but these
proposals address functionalities that were not part of the original aims of the
study.

8 Conclusion and Future Work

The metrics catalogue delivers an extensive set of metrics for measuring the
effectiveness of an ISMS or processes and controls of an ISMS. The use of the
catalogue is not limited to the self-assessment framework; it can be used indepen-
dently as a collection of security metrics. The catalogue is not only a collection
of security metrics, also ISO 27001 clauses and control were assigned to each
metric if their effectiveness is being measured. As essential information for the
self-assessment framework requirements were ascertained for each metric. The
metrics catalogue does not and could never claim completeness. As used sources
can change or new sources can appear, constant monitoring of existing sources
and updating of the catalogue is needed.

The self-assessment framework defines how feasible metrics can be determined.
An assessment is conducted by presenting the list of requirements to the user,
who indicates which requirements are fulfilled by the user’s ISMS. Results of the
assessment are not only feasible metrics: a list of partially feasible metrics can be
created together with an action plan indicating which requirements need further
action to be fulfilled properly and the number of feasible metrics per ISO 27001
clause and controls, which has the benefit that the user of the framework sees
at a glance which parts of the ISMS have their effectiveness measured. With the
self-assessment framework, anybody can determine feasible metrics; no special
knowledge regarding security metrics is needed. The only prerequisite is being
sufficiently informed about the ISMS or having enough information about the
ISMS at disposal so that one can indicate which requirements are fulfilled.

The prototype provides a proof of concept of how an assessment according to
the self-assessment could be conducted with tool support. Additionally, the pro-
totype allows management of all data needed by the self-assessment framework
and generates documents such as the metrics catalogue. The prototype is rather
a proof of concept than a piece of software that is ready for release. Further work
is needed before releasing it to the market. The framework and the prototype
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could be developed further by adding graphical charts to the reports, allowing
users to adapt metrics, include processes from data collection to presentation of
metric results and offering more interactive methods than PDF files to explore
data like the metrics catalogue or the assessment results.

The external evaluation showed the usefulness of the results of the study
and additionally helped to identify limitations and future work. However, the
number of 11 evaluators is too low to enable generalisation, a more extensive
review should be conducted in future.

In common with other approaches for selecting metrics, this approach still re-
lies on subjective perceptions of individuals. The ascertainment of requirements
for each metric involves subjectivity. In addition, the assignment of controls to
security metrics was done mainly based on the perception of the researcher. The
metrics catalogue and in particular mappings to controls and requirements could
be revised in a peer review process.

The reviewed frameworks and guidelines for establishing an information se-
curity measurement programme offer little guidance on how to select metrics.
Therefore, the self-assessment framework could be integrated into those frame-
works. Any source of metrics could list the requirements per metric and enable
users to determine feasible metrics via the self-assessment framework and the
prototype.
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Abstract. Willingness to share personal information is a strong indi-
cation of trust in persons and confidence in institutions. Mobile phones,
high connectivity, and social media have opened up new ways of shar-
ing personal information, and many are using these possibilities eagerly.
Here we present results from a study on how social media use influences
people’s willingness to share location and other personal information.
We conducted a survey about willingness to share and in addition ran
an experiment where the treatment was use of Foursquare, a location-
oriented social medium. The analysis shows that frequent social media
users are more inclined to share location and other personal information
than others. The difference varies, as they are not much more willing to
share location information with persons, but more willing to share with
social media and other institutions. Frequent users seem to have more
confidence in institutions, both public and commercial, and are more will-
ing to share location in exchange for location oriented services. A main
finding is that the experience with social media itself is an important
cause for the increased confidence.

Keywords: privacy, confidence, information sharing, social media,
location.

1 Introduction

With the World Wide Web privacy has become a prominent issue in the daily
lives of people. People have access to technologies that enable them to share
personal information with persons, social media, and institutions at any time and
in any place. The need to protect personal information or control its propagation
and use is what information privacy is about, and it has become something we
relate to daily. We have to assess the risk of personal information being used in
a way we do not appreciate, balancing this with the value gained from sharing
with recipients ranging from family to distant organisations, all who may want
our personal data to support their activities.

A particular form of personal information is the location a person is at. Knowl-
edge about location has a potential for persons and institutions to provide valu-
able services like information about public transportation or nearby restaurants.
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But location recipients may also have intrusive or threatening uses like tar-
geted advertisement and private intelligence activity on their agenda. Hence our
trust in persons or confidence in institutions are essential factors when it comes
to sharing location information and other information types. In this article we
analyse personal location information and how willingness to share it varies.

Central channels for sharing location information and other personal infor-
mation are social media. We see that people to a large extent use social media
to tell where they are, what they do at the place, and what their plans for mov-
ing around are. So, the main research focus in this article is to assess the effect
of the use of social media on the willingness to share location information. We
also take a look at how demographic variables like age and gender influence the
willingness to share location information, and also contrast location information
with people’s willingness to share unspecified information types.

The article continues with a background section where we place our study in
the context of trust, confidence, and privacy research. In section 3 we motivate
our research and present research questions and methods, before we analyse
the survey data as well as an experiment that we conducted (sections 4 and
5). The results presented in the discussion and conclusion sections are mainly
showing that social media experience has a significant positive and causal effect
on the willingness to share locations with institutions in general, and in particular
with social media themselves, indicating that people’s confidence in institutions
increases with increased social media use.

2 Background

The concept of trust has been studied by many sociologists, and it is often
contrasted with the term confidence, which refers to our relation to institutions
[1–3]. Trust is for these researchers a concept used for the belief that a person will
behave in a way we approve of. Trust thus implies a continuous risk assessment.
Confidence on the other hand is the belief that an institution works according
to society’s expectations, playing a meaningful role. Predictibility is thus a main
factor of people’s sense of confidence. This distinction between trust as a personal
relation and confidence as a societal relation to institutions is of importance when
we investigate how willing people are to share their personal information, and is
central in the analysis and discussion presented here.

When people have trust or confidence in the information recipient they are
normally more willing to share their personal information. Beldad et al. [4] men-
tion five factors that influence our willingness to share with institutions; those
are perceptions about data relevance, the sensitivity of the data, perceptions of
risk, trust (confidence), and benefits from sharing. Risk and confidence are for
some based on privacy statements or security mechanisms like passwords [5],
but most commonly the organisation’s need for a good reputation[6]. Willing-
ness to share is also influenced by the perceived value of services. So, services
are traded for risk. When it comes to trust (in persons) and willingness to share,
this is to a large extent connected to who the person is. Wiese et al.[7] have
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shown that people’s perception of (emotional) closeness to a particular person
is almost the only factor deciding whether they are willing to share. In addition,
the willingness to share is strengthened if a person is a family member.

In the context of privacy, social media play a particular role, as the social
medium on the one hand is a communication channel to your friends, and to
some extent a proxy for physical nearness to your friends. On the other hand,
it may be a commercial service provided by an organization that will use the
information gained from the social medium for their own purposes. This may be
about using people’s personal data for statistical purposes, but it is also about
targeting people as individuals for commercial purposes.

In a review study, Nadkarni & Hoffmann [8] show that the two main reasons for
people using Facebook is the need to belong, and the need for self-presentation.
Belonging in a society means to give something of yourself, and self-presentation
is about informing others, directly or indirectly, about personal qualities. But as
people share personal information in the social medium, they also automatically
provide information to the owner of the social medium about their interests,
opinions, and needs. So, people somehow balance the trust they have in their
friends to whom they promote themselves with the confidence that the medium
owner will use the information in a way that is not harmful. It would be worth-
while trying to understand how people cope with this contrast, and in particular
how the experienced social medium user relates to sharing information with
personal and institutional recipients, as well as with social media.

In this article we focus on people’s willingness to share location information.
It has a temporal dimension and may be quickly outdated; it can be used to
deduce other types of information about a person; and it may have a variety
of uses for different recipients depending on their relation to you. Commercial
companies may want to use it for pushing ads, whereas your friends need it
to meet you quickly. Location is also sensitive; as soon as someone knows your
location, this information can be used to deduce more information about you
that may be used for harmful or annoying purposes.

The computer-human interaction field also relates to location privacy. Con-
solvo et al. [9] show that willingness to share location is dependent on who asks
for the location, when the sharer is asked, what he or she is doing, and with
whom. Their investigation is supported by several studies, but willingness to
share is also influenced by the receiver’s motive for wanting this information[10–
12]. Olsen et al. [13] did a clustering analysis of willingness to share with dif-
ferent persons and established five distinct groups for our willingness to share:
the public, coworkers in general, trusted coworkers and manager, family, and
spouse. Willingness to share was clustered into 6 types of information (from
least to most sensitive): work contact information, home contact info and for-
mal social status, work documents and availability (including location), health
and personal preferences, personal data and opinions, personal secrets. Khalil
and Connelly [14] support these findings, indicating that location and activ-
ity information is something we are less willing to share than company (people
we are with) and conversation (what we are talking about). Location is more
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sensitive information type others because of the social dynamics in groups, and
the conflict of disclosing versus not disclosing your location. Being secretive
about location may be just as problematic as always being open about your
location to a group that you have a close social relationship to[15].

3 Research Problem and Method

Factors like who, where, when, and what are essential when we assess whether we
want to share data, but research on sharing has so far focussed on willingness to
share with persons, and has often put institutions into a large collective category.
On the institution side we also find the social media, where many share personal
information for the purpose of belonging and self-promotion. With the role these
media now have in our daily lives, it is relevant to see how the sharing behaviour
of the experienced social medium user compares to others, and how it relates
to social media experience. Merging the personal trust we have in social media
friends with the confidence in the social medium company has the potential to
create a particular sharing behaviour, and influence our opinion about the value
of location information. We wanted to observe the variation in sharing behaviour,
with social media use as a central explanation variable, also controlling for gender
and sex.

More precisely formulated the main research questions of the study are:

Q0. How is willingness to share personal (location) information with persons,
social media, and institutions influenced by social media use?

Q1. How does social media use relate to acceptance of recipients’ using our
location information?

Q2. How does social media use relate to willingness to share location informa-
tion in exchange for different services?

The main dependent variables (willingness to share with varying categories of
information recipients, accepting use of location information, willingness to share
in exchange services) in our study are measured by answers to a questionnaire.
The survey was conducted with 82 respondents from the Norwegian municipality
of Sogndal. The respondents were mainly people we met in the streets during
the day, recruited for instance at outdoor cafes. We also recruited people who
filled in the survey form at office locations and at home after we had made
appointments with them.

There are now thousands of location-based applications and services to avail-
able for smart phones. A well-known example is Foursquare, which is a location-
oriented social medium that allows you to tell about a place you are at and what
your are doing at the place when you are there. As we focused on location in
this study, we also conducted an experiment to check if recent experience with
a location-based social medium service (represented by Foursquare) on top of
frequent use of social media in general would influence responses to questions
about location information. We recruited 17 young persons in Sogndal in aged
from 18-24 years, who were using Facebook frequently on their mobile, and asked
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them to use Foursquare for 24 hours. These 17 persons answered the same survey
form as the other 82, and the answers were compared with a control group con-
sisting of 35 respondents in the main survey data material that shared age group
and social media use pattern. The goal was to see if exposure to Foursquare led
to immediate changes in the respondents’ sharing behaviour.

4 Survey Analysis

The variables analysed are mainly index variables computed as sums of Likert
scale values. Use of social media is for example operationalised as the sum of Lik-
ert scores to the respondent’s degree of use of 8 types of social media (Facebook,
Twitter, LinkedIn, Foursquare, ...). Willingness to share with institutions is given
by one index variable adding up willingness to share with each of 6 institution
categories (police, religious organisations, political organisations, newspapers,
public organisations, commercial organisations). Willingness to share with per-
sons is summarized by using answers to questions about willingness to share
with family, friends, or colleagues. As mentioned above we consider social media
to have a special function in this context, and have chosen to analyse responses
about willingness to share with social media separately.

4.1 Willingness to Share Information

As a foundation for comparison we first analysed how willing our respondents
were to share personal information of an unspecified category. We thus got a first
understanding of the level of willingness of our respondents to share with various
recipient categories by ranking the answers by recipient. The ranking found is
family (median = very willing), friends, police, colleagues, government institu-
tions, news media, social media, political organisation, commercial organisation,
religious organisation (median = unwilling). With the exception of police and
government, respondents are mainly unwilling to share with institutions, but
are quite willing to share with persons they know well. This is a confirmation of
results from earlier studies [7, 13, 16].

To get a first impression on how social media influence willingness to share
we split our respondents into 2 groups, the first consisting of respondents who
answered very often or often to a question about use of Facebook, and the
remaining respondents were placed in the second group. We found that people
who do not use Facebook or use it seldom are highly unwilling to share with social
media, placing social media lowest in a ranking of recipients. Social media got a
slightly higher ranking in the frequent users group than in the combined groups.
For other recipients the differences in rankings are small and not significant,
both in the frequent and non-frequent user groups.

With respect to our three independent variables, willingness to share personal
information with persons, willingness to share personal information with social
media, and willingness to share personal information with institutions, we have
some correlations between age and social media use and willingness to share,
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whereas gender does not seem to have any significant influence on people’s re-
sponses. We also found no relationship between gender and social media use or
other variables in our analysis, so for the remaining part of the article, we will
not discuss gender as an explanatory factor.

There is an expected strong negative sample correlation [17, Ch. 15-1] between
age and social media use, as younger people use social media much more than
older people (corr = -0.572, N = 82, p = 0.000). Age correlates with negatively
with willingness to share with persons (corr = -0.305, N = 74, p = 0.008),
willingness to share with social media (corr = -0.411, N = 79, p = 0.000), and
willingness to share with institutions (corr = -0.230, N = 75, p = 0.047). At the
same time social media use correlates positively with these three willingness to
share variables (persons (corr = 0.290, N = 74, p = 0.012), social media (corr
= 0.424, N = 79, p = 0.000), institutions (corr = 0.306, N = 75, p = 0.008)).

It is not obvious how age and social media use interact to create the effect
we see on willingness to share. However, from the literature we know that age
is a demographic variable that does not influence trust and confidence [18, 19].
One would expect that this also goes for their willingness to share information,
making older people as willing to share personal information as younger people.
When doing a partial correlation analysis [17, Ch. 15-4] between social media
use and the three willingness to share variables controlling for age, we still see
a positive correlation between social media use and willingness to share with
social media (corr = 0.28, N = 68, p = 0.015) and with institutions (corr =
0.261, N = 68, p = 0.029), but not with persons. When repeating the partial
correlation analysis, now controlling for social media use, we find no significant
correlations between age and the three willingness to share variables. Our results
thus confirm the findings in the literature, and allow us to make the conclusion
that social media use is the main factor influencing willingness to share. The
correlation with age is a direct effect from the fact that older people do not use
social media as much as the young ones.

4.2 Willingness to Share Location Information

When looking into the data on willingness to share location information, we first
did a ranking of recipient categories. We found few differences in the list com-
pared to the one for unspecified information, except that colleagues and social
media each moved one place up on the list. A Wilcoxon test [17, Ch. 16-3] com-
paring willingness to share unspecified information versus location information
showed that there is overall less willingness to share location information. This
was significant for persons (p = 0.023), institutions (p = 0.001), and for social
media (p = 0.002).

A sample correlation analysis looking for relations between age, social media
use, and willingness to share location showed correlations between both age (corr
= -0.442, N = 80, p = 0.000) and willingness to share with social media as well
as social media use (corr = 0.532, N = 80, p = 0.000) and willingness to share
with social media. We found no significant differences in willingness to share
locations with persons and institutions for the eager social media users (p-values
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around 0.10 for both persons and institutions). The higher willingness to share
location with social media remains for eager social media users when controlling
for age (corr = 0.344, N = 66, p = 0.004), but the relation to age disappears
when controlling for social media use.

4.3 Sharing Location for Services

To get more insights into which factors that make people willing to share loca-
tion information, we asked the respondents to assess to what extent they would
share location data in exchange for different services. We found no correlation
between willingness to share location for service and willingness to share location
with persons. But there is a correlation with willingness to share location with
institutions (corr = 0.379, N = 71, p = 0.001). This means that those who find
location services useful, are also those who are most willing to share location
with institutions in general. This also applies to specified services, as correlation
is also found for 10 out of the 11 specific types of services we queried about.

When ranking the 11 services according to willingness to share location in
exchange for the service we got the following list:

1. Get updated information about public transportation schedules
2. Get updated information about traffic conditions
3. Find a nearby restaurant
4. Make an appointment with a precise meeting points
5. Find facts about the place
6. Get information about public services at the place
7. Get news about the place
8. Learn about local history
9. Get tourist information
10. Buy or sell things at the place
11. Get advertisements at the place

Notice that the top four concern information that is relevant both at the location
and in real time. The next ones are less temporally oriented, and are related to
information you might just as well search for at home. At the bottom of the list
we have two services related directly to commercial activities, which probably
is due the fact that spending money is something we want to control ourselves,
and such services may be felt as more intrusive than the others.

When we see these findings in relation to the findings that age and social
media use explain willingness to share location with institutions, it is tempting to
explain young, social media users’ willingness to share location as an implication
of higher appreciation of location-oriented services.

4.4 Opinions about Recipients’ Use of Location Information

To get an understanding of how willingly the respondents accepted that re-
cipients used their location information for varying purposes, we asked them
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about how they would feel about a particular recipient (the same 10 recipients
as before) using their location for particular purposes. We listed five different
purposes: selling the information, giving it away or using it for directed advertis-
ing, political activities, intelligence, and statistical purposes. The respondends
are most accepting to family members regarding use of location information,
whereas they are least accepting of religious organisations. It must be said that
the respondents were rather sceptical to any use of their personal location in-
formation, but still there were differences regarding purpose. It was considered
most acceptable to use the location information for collecting statistics, then
political purposes, commercial purposes, intelligence, and the least acceptable
purpose was to sell the location information. An explanation is that use for
statistics is least intrusive and least personal and also considered to be of benefit
to society; political and commercial purposes are intrusive, but not threatening;
whereas intelligence or selling your personal information to unknown parties is
felt threatening.

There is a strong correlation between age and accepting that others use your
location information in the sense that young people are more accepting than
older people (corr = -0.417, N = 71, p = 0.000). We do not in general find the
same correlation between social media use and acceptance of use. However, it
is interesting that there is a strongly significant relation between social media
use and acceptance of social media using your location information, and at the
same time there is a strong correlation with accepting that your location is used
for directed advertising. This suggests that eager social media users are more
accepting of their personal information being used for commercial purposes, i.e.,
they are more inclined to accept the business model with targeted advertising
as a necessity for social media. They have experienced the predictability of the
social media, and as a result confidence grows.

Furthermore, people who more willingly share their location in social media
are more accepting of others’ use of their location information, and for those

Fig. 1. Correlation between three variables, willingness to share location information,
willingness to share location for services, and acceptance of others’ use of location
information
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who more willingly share with institutions we find an even stronger correlation.
Figure 1 shows how the three variables willingness to share location informa-
tion with institutions (WillLocInst), willingness to share location for services
(WillLocServ), and acceptance of others’ using location information (AccUse-
Loc) relate to each other.

It is not obvious that this has a causal explanation, but it seems to strengthen
the argument that people who like location-based services are more willing to
give away their location to institutions. Probably the respondents thought about
’institutions’ in the sense ’institutions that provide services’ when responding to
the questionnaire. These have behaved according to the respondents’ expecta-
tions, and they therefore become more accepting of institutions’ use of their
personal data.

5 The Foursquare Experiment

In addition to the survey, we ran an experiment where we tested the immediate
effect of use of Foursquare on people’s willingness to share. The treatment was
to make the 17 respondents, selected due to their age and their experience with
Facebook on the mobile, use Foursquare for 24 hours. The respondents installed
Foursquare on their mobiles, and checked in on Foursquare five times at different
locations during a period of at least 24 hours. Foursquare was set up so that it
also posted all their Foursquare check-ins on Facebook. After the 24 hours these
respondents filled in the same questionnaire as the 82 other respondents. The
Foursquare users were paid 200 kroner to participate in the experiment.

As a control group for the experimental group we used respondents from the
survey who have the same profile as the Foursquare users, i.e., is a frequent
user of Facebook, and use mobile Facebook. The control group consisted of 35
respondents. We tested the effect of the experimental treatment using Mann-
Whitney tests [17, Ch. 16-3]. These showed that the Foursquare users were even
more willing to share location with institutions than the control group (p =
0.024). They were similar to the control group when it came to sharing unspec-
ified information, and also sharing location information with social media and
persons.

Considering opinions about willingness to share in exchange for services, the
Foursquare users are even more positive than the control group (p = 0.022),
indirectly confirming that experienced social media users share more willingly
with institutions. We also compared how the two groups responded to the ques-
tions about acceptance of use. We found a clear correlation in the sense that
our Foursquare users are more accepting of the use of their personal location
information for all recipient categories.

We have observed the effect that respondents are more willing to share loca-
tions with institutions when having used a new social medium. The value of the
Foursquare service seems to have become evident for the users after one day’s
use, and willlingness to share location increased with their experience of using
the medium. When our experiment group used Foursquare, they got a feeling of
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what it in fact means to share the location with institutions, an experience that
made it feel less threatening.

6 Discussion

The main finding of this study is that people’s willingness to share personal
information and location information is positively influenced by the use of social
media. We found no relations between willingness to share and gender, but there
is a relation between willingness to share and age. However, this was explained
away as we controlled for age in the analysis.

If we accept that willingness to share personal information represents personal
trust and institutional confidence, our results show that people’s trust in other
persons does not change significantly with use of social media when it comes to
location, and neither when using a location-oriented social medium. Regarding
confidence in social media, people get higher confidence when using social me-
dia, but confidence does not increase more when using Foursquare in addition.
As last, institutional confidence increases with social media use and even more
through the use of Foursquare. This finding was strengthened with the observa-
tion that the Foursquare users were more willing to share location in exchange
for services, and had less problems with information recipients making use of the
location.

It seems that the potential for personal trust is reached before the introduction
of social media, whereas the institutional confidence has a potential to increase
with use of social media. The experience with using social media in fact builds
up people’s confidence towards service providers, including providers of location
services. The effect may come about because people who use social media are
also more used to relating to institutions on the computer, as they for instance
use the web for services, meet these institutions in that form, and have few bad
experiences with them.

However, the Foursquare experiment shows that the effect is seen for two iden-
tical respondent groups, with experience in disclosing the location to others as
the experimental treatment distinguishing the groups. The actual act of sharing
locations on the mobile phone, the experience that it was not felt threatening,
and that it was considered a valuable service, contributed to increased confi-
dence. That is, the social media experience caused the increased confidence.

According to our observations, the increasing use of social media in the popu-
lation will most likely contribute positively to trust and institutional confidence
in the (Norwegian) population. The confidence in institutions may in the future
be just as dependent on high quality services and presentations on the web and
in social media, as it previously depended on well kept buildings, and service-
minded personnel at a reception desk.

Three other observations: First, location information in itself seemed to bemore
sensitive for people than unspecified information types. This means that location
is kept more secret than personal information in general, and should have a special
role in how people’s privacy issues are handled. Second, people who do not use
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social media a lot are strongly against sharing information on social media. Their
lack of knowledge and experience with the technology seems to create a lack of
confidence in social media, and it makes these people critical of sharing personal
information in social media. Third, people valuemost the location services that are
important both at the place and in real time. Developing other types of location-
based information services may not have the same potential.

A couple of validity issues must be mentioned. First, going from answers to
queries about willingness to share personal location information to conclude
something about trust and confidence, is perhaps a long step. Trust and confi-
dence may not be very precisely defined as theoretical concepts in the literature,
but trust and confidence in communication activities is certainly a significant
contributor to willingness to share personal information. Willingness to share
information is thus a clear indication of trust and confidence. Second, the re-
spondents we have all live in one single, mainly monocultural, town in Norway,
in a rural district. This is a fact which to some extent weakens the study’s gen-
eralizability. It is a goal for us to redo the study in a highly urban area like
London, to establish better generality of results.

7 Conclusion

The survey and the Foursquare experiment conducted in Sogndal, Norway show
that willingness to share personal information and in particular location informa-
tion is influenced by people’s experience with social media. Those of our respon-
dents that were active on social media weremore willing to share with institutions,
thus showing an increased confidence in institutions. The benefits seen in using
location-oriented services further increased the acceptance of institutions’ use of
their personal location information. So, the most eager social media users aremore
inclined to accept the business model of location service providers companies, and
will more often disclose their location in exchange for services.

It remains to be seen if social media use will increase the overall confidence in
institutions on a long term basis, but as social media and other digital services
on the mobile phone are embraced by all generations, we will probably see this
effect. For business and governmental organisations this implies that predictable
behaviour on the web reinforces confidence and opens up for collecting personal
information with the aim to provide even more advanced user-adapted services.
Still, this will also depend on whether institutions are careful not to abuse the
confidence obtained. The scepticism to sharing personal information is still high,
and infringements may turn the tide in these matter.
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Abstract. The proliferation of smartphones introduced new challenges in the 
users’ security and privacy. Currently, the literature concentrates mainly on  
the ‘nuts and bolts’ of their security models. Not extensive work is available on 
the security awareness of smartphone users, even though their role in the eco-
system is important. This is so, as users’ actions directly affect their security 
and privacy. This paper extends a previous work on the awareness of smart-
phone users who install apps from official repositories. More specifically, we 
explore if a security background affects the smartphone security awareness of 
the survey participants by splitting them in two groups, comprising of security 
savvy and non-security savvy users. The results of the statistical analysis indi-
cate, inter alia, that the participants’ security background has slight impact on 
their security awareness in the smartphone ecosystem.  

Keywords: Smartphone, Security, Awareness, User Survey. 

1 Introduction and problem definition  

Smartphones are mobile devices that combine the functionalities of cell phones and 
portable computers [22]. The popularity of smartphones is constantly increasing to-
gether with the number of smartphone third-party applications (apps). Apps are distri-
buted in a centralized fashion from app repositories or app markets, such as Google 
Play, OVI Store, etc. The app repositories may be either official, i.e. maintained by 
the smartphone platform (e.g. Google Play), or unofficial (e.g. Amazon Appstore for 
Android).  

Each platform’s security model enforces different rules concerning whether apps 
from unofficial repositories are allowed to be installed in a device [2,16]. For instan-
ce, Android allows app installation from unofficial repositories, whereas unmodified 
iOS (i.e. not ‘jailbroken’) does not. In addition, new apps undergo different submissi-
on procedures in each smartphone platform [2,19]. 

Finally, the platforms have different expectations from users during app selection. 
They range from delegating users to infer whether an app will impair their security 
and privacy - which involves them to scrutinize any available security messages,  
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the app’s reputation score and review, etc. - to make simple authorization decisions, 
e.g. enable push notifications. 

Smartphone security literature currently focuses primarily on the platforms’ securi-
ty details (e.g. [6,8,9,11,20]) and on malware (e.g. [5,12,16-17,23]). In this context, 
less effort focuses on the security awareness of users, even though their role in the 
smartphone ecosystem is vital. This holds true, as their actions directly affect their se-
curity and privacy (e.g. installing malware), while it may also indirectly affect other 
users. For instance, thorough and technically sound reviews of a suspicious app may 
aid a non-security savvy user to avoid its installation. 

Herein, we extend the analysis of the user survey in [18], by splitting the sample 
population in two groups, comprising from security savvy and non-security savvy 
smartphone users. Our goal is to examine if a security background [21] - at minimum 
comprehension of the notion of threat, risk, safeguards - deriving from sources either 
academic (e.g., university information security courses), or industrial (e.g., informati-
on security certifications) - affects the participants’ security awareness. Our results 
suggest that the participants’ security background has a slight impact on their aware-
ness about security and privacy in the smartphone ecosystem. 

The rest of the paper is organized as follows. Section 2 presents related work. Sec-
tion 3 presents the survey’s methodology. Section 4 presents our results. Section 5 
presents our limitations. The paper concludes in Section 6. 

2 Related Work 

The literature that focuses on the security awareness of smartphone users is rather 
limited and focuses on Android [3,4,7,14]. Authors in [3] argue that current risk sig-
nals employed by an app repository become ineffective over time, as users tend to 
click through them.  

In [4], users were found not to consider security and privacy issues during app se-
lection, as they tend to ignore privacy policies and EULAs. Users also tend to ignore 
security messages during app installation from app repositories [7,14]. Moreover, they 
are unable to comprehend selected permissions and the risks that are related to them. 
Thus, security messages cannot assist smartphone users to make appropriate security 
decisions. 

Our previous analysis [18], which was concurrent with the above works, was not 
limited to Android users. Nonetheless, we found similar results regarding the lack of 
security awareness by all participants, irrespective of the device platform. In specific, 
users ignored the presented security and agreement messages and did not consider se-
curity issues during app selection. They poorly adopted common physical security 
controls (e.g. device password), as well as other third-party security software. Also, 
they consider apps that are available in the official app repository as risk-free.  

In this paper, we show that this misconception about apps from the official app re-
pository, the poor adoption of security controls, as well as ignorance of the prompted 
messages, do exist in both groups of participants. 
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3 Methodology 

3.1 Data Collection and Demographics 

The survey took place from September-December 2011 in Athens, Greece. We con-
ducted structured interviews [10], which lasted on average 5-8 min (due to space  
limitations the questionnaire is archived in [1]). Discussion with the user during the 
interview aimed to ensure the validity of responses, as well as the comprehension of 
questions and technical terms. 

The responses were collected from random people (on the street, or from public 
transportation means, i.e., train stations, underground, etc.). Participants were asked if 
they owned a smartphone and if they wished to participate in a survey about smart-
phone app usage. Then, they were asked if they knew what an app repository (or ‘app 
market’) is, and if they had installed any third-party app from it. A questionnaire was 
given to a user only if he/she had installed at least one smartphone app. 

We analyzed data from 458 smartphone users (minage=15, maxage=52). Among 
them, ~70% were male and 81% were aged [15-30]. The 56.3% were non-security 
savvy (Q4), i.e. not having a generic security background [21] from a source either a-
cademic (e.g. university security courses) or industrial (e.g. IT security certifications). 
Users classified themselves as: (a) 10.3% non-technically savvy (‘moderate’ IT),  
(b) 41.3% with good IT skills, and (c) 48.5% technically savvy (‘excellent’ IT). The 
81.4% were aware of smartphone malware and 95.2% were privacy concerned. The 
75.8% stored personal data and 35.8% stored business data in their devices. Finally, 
an in-depth discussion of the sample’s descriptive statistics is available in [18]. 

3.2 Data Analysis 

We splitted the sample into two groups (SECSAV, NSECSAV), according to the parti-
cipants’ responses in Q4, in order to examine any differences in their responses. 
SECSAV included users with a generic security background [21] and NSECSAV in-
cluded non-security savvy users, respectively. Initially, we examined if the groups 
responded similarly in the same questions. For doing so, we computed the appropriate 
x2 distribution test of independence (significance level a=0.05), between the responses 
regarding the security background question (sec_background_question) and the res-
ponses of the rest instrument’s questions. Thus, we tested the hypotheses that:  

H0: sec_background_question and questioni are independent 
H1: sec_background_question and questioni are not independent  

for every pair {sec_background_question, questioni} in the instrument.  
Then, we further analyzed the groups by identifying and comparing correlations 

between their responses. We computed for each group of smartphone users, the x2 
distribution test of independence (significance level a=0.05) for the responses of 
every pair of questions {a,b} in the instrument. We tested the null hypothesis H0: 
questiona and questionb are independent and H1: questiona and questionb are not in-
dependent. Then, we examined the direction (i.e. positive, negative) of all correlations 
that were statistically significant, by computing the φ coefficient. We filtered out 
findings that did not offer anything to the security discussion (e.g. correlation between 
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device misplace and efficiency as criterion for app selection). Finally, we compared 
the different associations of the two groups. The next section includes the results of 
our analysis.  

4 Findings 

4.1 Response Diversity 

This section focuses on the two groups’ diversity of responses. Our analysis revealed 
significant differences in the two groups’ responses in the questions that are presented 
in Table 1. Descriptive statistics for the rest responses of the survey are available in 
[18] and will not be repeated here. 

As one would initially assume, significantly less SECSAV users were unaware of 
smartphone malware (x2=8.623, p=0.003). Also, considerably more SECSAV users 
regard smartphone security software (hereto ‘secsoft’) as essential (x2=10.803, 
p=0.001) and password protect their devices (x2 =5.743, p=0.017). Regarding the 
security messages, significantly more SECSAV users scrutinized them (x2=8.097, p= 
0.004), while significantly more NSECSAV users occasionally (i.e. sometimes) in-
spected them (x2= 6.485, p= 0.011). However, this attitude is orthogonal with the 
expectations of smartphone platforms, in which users make informed decisions by 
scrutinizing any displayed security messages [16]. 

The results revealed that the majority of NSECSAV users consider apps that are in-
dexed in the app repository as secure for installation in their devices (hereinafter this 
is referred to as ‘trust in the app repository’). This trust in the repository is a serious 
vulnerability according to the analysis in [18]. Significantly less (x2=10.893, 
p=0.001) - but still a majority of - SECSAV users trust the app repository. Moreover, 
even though significantly more SECSAV users considered the reputation (x2=6.319, 
p=0.012) and security and privacy issues (x2= 12.949, p<0.001) during app selection, 
they were the minority of users in both groups. This clearly suggests that current risk 
signals in app repositories are not effective [3,18]. 

Finally, the results indicate that significantly more SECSAV users are technically 
savvy (x2=20.566, p<0.001), while significantly more NSECSAV users have good 
(x2= 11.257, p=0.001), or moderate (x2=4.102, p=0.043) IT skills.  

Table 1. Differences in responses between user groups 

Question  SECSAV NSECSAV 
IT skills (excellent), (Q3c)   60.5% 39.1% 
IT skills (good) (Q3b) 32.5% 48.1% 
IT skills (moderate) (Q3a) 7.0% 12.8% 
Privacy or security app criterion (Q8e) 7.0% 0.8% 
Reputation app criterion (Q8d) 12.5% 5.8% 
Security messages (always) (Q11c) 46.0% 32.9% 
Security messages (sometimes ) (Q11b) 41.5% 53.5% 
Smartphone malware existence (Q16) 87.5% 76.7% 
Smartphone security software essential (Q19) 74.0% 59.3% 
Trust app repository (Q9) 68.5% 81.8% 
Use device lock (Q20b) 70.5% 59.7% 
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4.2 Correlation Diversity 

This section focuses on the two groups’ correlation diversity in the user responses. 
Table 2 includes the details of the tests of independence in each group. It also summa-
rizes the findings of this section. 

Poor Adoption of Smartphone Security Software. The analysis revealed that users 
in both groups ignore endpoint security (Finding 1, Fd1), as: (a) they regard smart-
phone secsoft essential, but tend to use them only in their PC and not in their smart-
phone (Fd1a). This finding shows a clear asymmetry of security awareness in the two 
platforms (i.e. PC, smartphone). Our results revealed that (b) even though users in 
both groups ignore endpoint security they tend to be unsure if submitted apps in the 
repository undergo security analysis (Fd1b). Also, (c) iOS SECSAV users tend to re-
gard that smartphone secsoft is not essential (Fd1c). This erroneous security posture, 
which may stem from Apple’s walled garden approach (and marketing strategy), has 
been proven invalid since malware has been found in iOS [5]. 

On the other hand, we found that some participants (the minority of the sample, ac-
cording to [18]) opt for endpoint security (Fd2): (a) users in both groups tend to use 
smartphone secsoft when they respond that app testing takes place in the repository 
(Fd2a), thus not relying solely on the centralized protection, (b) SECSAV users con-
sider smartphone secsoft essential and search for free secsoft in the app repository 
(Fd2b), implying that these users try to protect their devices, and (c) NSECSAV An-
droid users tend to use smartphone secsoft (Fd2C), which may result from the fact that 
various smartphone malware families target Android [23]. 

NSECSAV users who inspect an app’s reputation are less likely to regard smartpho-
ne secsoft as essential (Fd3). This is a rather interesting finding, since smartphone 
secsoft can be used as an additional line of defense against malware, especially the 
ones from mediocre attackers [16-17]. Reputation score alone cannot guarantee that 
an app is benign, as popular apps do not necessarily respect a user’s privacy [3]. 

Unauthorized Access. Our results revealed that users in both groups are exposed to 
unauthorized remote access (Fd4). This is because they were found not to: encrypt 
their data, use third-party secsoft, and scrutinize security messages. Thus, if they grant 
malware or greyware access to sensitive resources or an attacker gains unauthorized re-
mote access via vulnerability exploitation, then their resources will be unprotected. 
Specifically: (a) users who do not use smartphone secsoft are less likely to encrypt 
their data (Fd4a) and (b) users who occasionally read security messages (i.e. responded 
sometimes) are less likely to encrypt their data (Fd4b). Also, we found SECSAV users 
who (c) are unaware of smartphone malware and are less likely to encrypt their data 
(Fd4c) and (d) tend to have encryption and remote wipe disabled (Fd4d). Finally, NSE-
CSAV users who ignore security messages are less likely to encrypt their data (Fd4e).  

Furthermore, our results revealed multiple cases where users in both groups are 
exposed to unauthorized physical access (Fd5). This happens since users do not adopt 
physical security controls (i.e. device password, encryption, remote device locator, 
remote wipe) and/or third-party security software, which can proactively (e.g. encryp-
tion), or reactively (e.g. remote wipe) protect against this threat. Specifically: (a) users 
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are less likely to use device password lock when they are not using encryption (Fd5a), 
(b) users who do not password protect their devices are less likely to enable remote 
wipe (Fd5b), (c) users who do not password protect their devices tend not to use the 
remote locator (Fd5c), (d) users tend to have the security mechanisms remote wipe 
and remote locator both disabled (Fd5d), and (e) users who do not use smartphone 
secsoft are less likely to encrypt the data (Fd5e). Moreover, our results revealed addi-
tional occasions where NSECSAV users were exposed to physical access, namely: (f) 
users tend to disable both device encryption and remote device locator (Fd5f), (g) 
users who do not password protect their device are less likely to use smartphone sec-
soft (Fd5g), and users who were ignorant about smartphone secsoft were found not to 
h) password protect their devices (Fd5h), and i) use encryption (Fd5i). 

The analysis revealed cases where the impact of unauthorized access attacks in the 
NSECSAV groups, increases (Fd6) since users who: (a) do not encrypt their data tend 
to store personal data in their devices (Fd6a), (b) store personal data are less likely to 
scrutinize security messages (Fd6b), (c) store personal data are less likely aware of 
smartphone malware (Fd6c), and (d) do not enable remote device locator tend to have 
misplaced their device in the past (Fd6d).  

Our analysis revealed that users who scrutinize security messages opt for physical 
security controls (Fd7a), since: a) users in both groups who scrutinize security mes-
sages tend to encrypt their data (Fd7a) and (b) SECSAV users who scrutinize security 
messages tend to password protect their smartphone (Fd7b). Thus, these users have an 
encouraging security posture against unauthorized access.  

Trust in the App Repository. The analysis in [18] indentified trust in the app  
repository as a severe vulnerability, as it lowered the sample’s security posture. This 
analysis revealed that this trust may expose users to malware/greyware residing in the 
repository [6,23] (Fd8). This is so, since: (a) users in both groups who are unaware of 
smartphone malware tend to trust the app repository (Fd8a), (b) SECSAV users who 
trust the repository tend to occasionally inspect the prompted security messages 
(Fd8b), and (c) NSECSAV users who trust the repository are less likely to search the 
app repository for free secsoft (Fd8c). The impact in case a NSECSAV user installs 
malware/greyware from the repository increases, because NSECSAV users who trust 
the repository tend to store personal data in their devices (Fd6e). 

Furthermore, the results suggest that NSECSAV users trust the app repository, but 
tend to be unaware whether apps are securely analyzed during their submission (Fd9). 
In this context, the results suggest that the trust in the repository does not stem from 
the perceived efficiency of the app vetting mechanism. On the other hand, our analy-
sis revealed some NSECSAV users who are not complacent with security provided by 
the app repository and try to amend it. This is so, as users who do not trust the app 
repository tend to search in it for free secsoft (Fd10).  

Inspection of Security Messages. The security models of smartphone platforms as-
sume that users scrutinize any messages that they prompt, in order to make informed 
security decisions. Our results suggest that in both groups, users exist who scrutinize  
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security messages and tend to scrutinize agreement messages (Fd11). Although this 
suggests that these users are concerned about their security and privacy, they are the 
sample’s minority according to the analysis in [18].  

Table 2. Findings from correlations between responses 

# Finding (Fd) SECSAV NSECSAV 
 Adoption of smartphone security 

software 
(x2,p,φ)1,..,(x2,p,φ)n† (x2,p,φ)1…(x2,p,φ)n 

1. Users ignore endpoint security 
(4.863,0.027,0.156)a,(5.654,0.
017,-0.168)b, (4.056,0.044,-
0.142)c 

(4.885,0.027,0.138)a, 
(6.735,0.009,-0.162)b 

2. 
Minority of users opt for 
endpoint security 

(8.344,0.004,0.37)a, 
(8.337,0.004,0.204)b 

(7.975,0.005,0.199)a, 
(7.594,0.006,0.172)C 

3. 
Users who inspect app’s 
reputation tend to not regard 
smartphone secsoft essential 

- 
(4.450,0.035,-0.131) 

 Adoption of physical controls (x2,p,φ)1,..,(x2,p,φ)n (x2,p,φ)1…(x2,p,φ)n 

4. Users are exposed to 
unauthorized remote access 

(5.770;0.016;0.170)a,(14.305,p
<0.001,-0.267)b, (6.491, 0.011, 
0.180)c, ( 5.931,0.015, 0.172)d 

(15.978,p<0.001,0.249)a,(5.1
12,0.024,-0.141)b, 
(5.878,0.015, -0.151)e 

5. 
Users are exposed to 
unauthorized physical access 

(5.4145,0.020,0.165)a,(10.525,
0.001,0.229)b, (8.776,0.003, 
0.209)c, (34.333, p<0.001, 
0.414)d, (5.770,0.016,0.170)e, 

(11.984,0.001,0.216)a,(6.828,
0.009,0.163)b, (9.959,0.002, 
0.196)c, (137.857, p<0.001, 
0.731)d, (15.978,p<0.001, 
0.249)e, (7.731,0.005,0.173)f, 
(8.292,0.004, 0.179)g, 
(13.001, p<0.001,0.224)h, 
(4.472,0.034, 0.132)i 

6. Increased impact of 
unauthorized access 

- 

(4.593,0.032,-0.133)a, (6.889, 
0.009,-0.163)b, (6.643,0.010,-
0.160)c,(7.755,0.005,-0.173)d, 
(8.768,0.003,0.184)e 

7. 
Users who scrutinize security 
messages opt for physical 
security controls 

(19.715, p<0.001,0.314)a, 
(8.085,0.004,0.201)b 

(17.352, p<0.001, 0.259)a, 

 Trust in app repository (x2,p,φ)1,..,(x2,p,φ)n (x2,p,φ)1…(x2,p,φ)n 

8. Users are exposed to malware 
indexed in the app repository  

(5.035,0.025,-0.159)a, (9.824, 
0.002,0.222)b, 

(9.167,0.002,-0.188)a, 
(5.337,0.021,-0.144)c 

9. Users trust the app repository 
but are unaware of app testing 

- (5.057,0.025, 0.140) 

10. 
Uses who do not trust app 
repository tend to search in it 
for free secsoft 

- (5.337,0.021,-0.144) 

 Inspection of security messages (x2,p,φ)1,..,(x2,p,φ)n (x2,p,φ)1…(x2,p,φ)n 

11. 
Minority of users scrutinize 
prompted messages 

(21.480, p<0.001,0.328) a (40.338, p<0.001,0.395) a 

12. Users ignore prompted 
messages 

(22.688,0.000,0.337)a,(12.195,
p<0.001,-0.247)b, 

(34.262,0.000,0.364)a,(20.45
2,p<0.001,-0.282)b, 

13. 
Users who ignore security 
messages are uncertain if apps 
undergo security analysis 

- (7.297,0.007, 0.168) 

 User’s background influ-
ences their security (x2,p,φ)1,..,(x2,p,φ)n (x2,p,φ)1…(x2,p,φ)n 
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Table 2. (continued) 

14. 
User’s security posture is 
influenced by IT skills 

(6.029,0.014,-0.174)a, (4.538, 
0.033,0.151)b, (12.122, 
0.000,0.246)c 

(12.272,p<0.001,-0.218)a, 
(8.471,0.004, 0.181)b, (5.853, 
0.016,0.151)d,(8.839,0.003,-
0.185)e, (8.628,0.003, 0.183)f, 
(12.093,0.001,0.217)g,(12.05
1,0.001,0.216),2)h,(16.502,p<
0.001,0.253)i  

15. 
Users are ignorant of 
smartphone secsoft and 
smartphone malware 

(41.976, p<0.001, 0.458)a (31.629, p<0.001,0.350) a 

16. 
Users disregard security 
notions in the smartphone app 
ecosystem 

- 
(7.297,0.007,0.168)a, 
(10.377,0.001,0.201)b, 
(19.988, p<0.001,-0.278)c  

 Other findings (x2,p,φ)1,..,(x2,p,φ)n (x2,p,φ)1…(x2,p,φ)n 

17. 
The device is used for 
personal and business pur-
poses 

(19.682, p<0.001,0.314) a (27.087, p<0.001,0.324) a 

18. 
Users disregard security 
indicators during app selection 

(5.283,0.022,-0.163) a 
(4.584,0.032,-0.133)a, 
(11.194,0.001,-0.208)b 

† x2 test of independence value, significance level, association’s direction (positive, negative). 
 

On the other hand, there are users in both groups who ignore prompted messages 
(Fd12). Namely: (a) there are users who ignore both security and agreement messages 
(Fd12a) and (b) users who occasionally inspect security messages are less likely to 
scrutinize agreement messages (Fd12b). Also, NSECSAV users who ignore security 
messages tend to be uncertain if apps are securely tested during their submission 
(Fd13). This indicates that the ignorance of security messages is not a result of the 
trust in the efficiency of the app testing mechanism. 

 
User’s Background Influences Their Security Posture. The results suggest that 
user’s security posture is influenced by their IT skills (Fd14). Firstly, in both groups: 
(a) technically savvy users are less likely to trust the app repository (Fd14a), and (b) 
users who scrutinize security messages tend to be technically savvy (Fd14b). In 
SECSAV, (c) non-technically savvy users tend to occasionally inspect security mes-
sages (Fd14c). In NSECSAV the results suggest that: (d) non-technical savvy users 
tend to be unsure if the repository’s apps are security analyzed (Fd14d), whereas (e) 
technically savvy ones are less likely to respond that they do not know if apps under-
go security analysis (Fd14e). Also, (f) non-technical savvy users are less likely to 
search the repository for free secsoft (Fd14f) and (g) users who inspect app reviews 
tend to be technically savvy (Fd14g). Finally, participants who use: (h) remote wipe, 
and (i) remote locator, tend to be technically savvy, (Fd14h) and (Fd14i) respectively.  

Furthermore, the results revealed users in both groups who are ignorant of smart-
phone secsoft and smartphone malware (Fd15). This is alarming, since in both groups 
there are users exposed to smartphone malware/greyware.  

Finally, our results suggest that NSECSAV users disregard important aspects of  
security in the smartphone app ecosystem (Fd16), as users who are unaware if  
app testing happens in the app repository tend to: (a) ignore security messages 
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(Fd16a), (b) ignore agreement messages (Fd16b), and (c) be unaware of smartphone 
malware (Fd16c). 

Other Findings. The results revealed users in both groups who store business data in 
their device and also tend to store personal data in it (Fd17). This suggests that the de-
vice is being used for business and personal purposes, thus the impact of unauthorized 
access increases. 

In addition, the results suggest that users disregard security indicators during app 
selection (Fd18), as (a) users in both groups who consider an app’s usefulness tend to 
disregard its reputation score during app selection (Fd18a) and (b) NSECSAV users 
who consider an app’s usefulness tend to disregard its reviews during app selection 
(Fd18b). The analysis in [18] revealed usefulness as the most popular app selection 
criterion and the above negative correlations suggest that users tend to disregard the 
two risk signals.  

5 Limitations 

A limitation of our study is that it may be affected by the sample’s demographics. As 
the majority of respondents are Android or iOS users, male, and aged [15-30], the re-
sults may be biased towards the population’s device, gender, or age. During our ana-
lysis we found only a few statistically significant differences in the responses between 
users of different gender and platform. Also, users aged [15-30] tend to be the early 
adopters of technology and, hence, we consider that our findings provide considerable 
insight about smartphone security awareness. This is validated from the common 
findings regarding the smartphone security awareness reported in related surveys, 
which had different demographics.  

Also, our data collection relies on self-reported statistics. For instance, we asked us-
ers to classify their IT skills and if they possessed a security background [21] (at mini-
mum comprehension of the notion of threat, risk, safeguard) - deriving from a source 
either academic or industrial. Although we decided to avoid a direct validation of these 
responses, to keep the length of the instrument short and avoid the user’s fatigue, our 
discussion with the user ensured the validity of responses, as well as the com-
prehension of the questions and technical terms.  

Moreover, during the discussion the researchers were cautious not to reveal that the 
survey’s purpose was to measure the user’s security awareness, as this would inflate 
their responses. This was the reason why in the survey’s beginning we claimed to con-
duct a survey about smartphone app usage. The findings showed that we successfully 
avoided such misleading behaviors, since the majority of the collected answers are 
alerting in terms of the user’s security awareness. Furthermore, the instrument included 
control questions (i.e. Q5, Q7, Q17-Q18), to ensure that the researcher did not acciden-
tally overlook any ambiguous responses from outliers during the interview. Each time 
a control question identified an outlier during the analysis, the relevant data were  
excluded, thus leaving us with 458 cases. 

Another limitation is that the survey is cross-platform, thus, it suffers from the he-
terogeneity of each platform’s security controls. In this context, a security control can 
be provided as a platform service (e.g. remote wipe in iOS), whereas it may require 
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the installation of a third-party app in others (e.g. in remote wipe Android). Software 
controls exists in some platforms that protects selected device assets (e.g. corporate 
documents). This software may be available either as a standalone app or as part of a 
Mobile Device Management solution. Moreover, the restrictions of the platform’s se-
curity model may hinder a security control’s availability (e.g. antivirus in iOS). In 
such cases, we excluded the relevant smartphone population from the analysis.  

This survey does not focus on the above mentioned details regarding security con-
trols. It examines whether users adopt security controls, without focusing on the im-
plementation details or the software origin (i.e. third-party or offered by the platform), 
finding that they are not applied by the majority of participants. 

6 Discussion and Conclusions 

The popularity of smartphones and their respective apps, which are being downloaded 
from ‘app repositories’ or ‘app markets’, is increasing fast. This popularity has drawn 
the attention of both attackers, who attempt to impair the security and privacy of 
smartphone users via malicious apps, and, relevant research that focuses on the protec-
tion of smartphones. Currently, the security awareness of smartphone users is not ade-
quately explored in literature. Nonetheless, users’ role in the smartphone ecosystem is 
crucial, since they are often delegated by the platforms to make informed decisions that 
impact their security and privacy. This is, in particular, true in case someone uses a 
smartphones in order to access critical applications or infrastructures, etc. [13, 15].   

In this paper, we extended our work on smartphone security awareness by examin-
ing whether a security background, deriving from sources either academic (e.g., uni-
versity security courses) or industrial (e.g., information security certifications), affects 
the survey participants’ security awareness. For doing so, we split the sample in two 
groups, comprising of security savvy users and non-security savvy users and then exa-
mine and compare their security posture.  

Our results suggest that the participants’ security background has slight impact on 
their awareness about the security and privacy in the smartphone ecosystem.  

Firstly, users ignored endpoint security even in cases where they were uncertain a-
bout centralized security (i.e. app testing in the repository). We discovered occasions 
that even security savvy users were exposed in unauthorized physical access, which is 
a critical finding due to the device’s small size and mobility. Furthermore, we found 
users in both groups who were exposed to smartphone malware/greyware, which is  
indexed in the app repository, due to their trust to the app repository, disregard of secu-
rity messages and in some cases due to the unawareness of the threat itself.  

Our results also suggest that current security indicators that are being used by app 
repositories are ineffective. Therefore they must be redesigned and the users must be 
trained to use them.  

Overall, our results provide proof that smartphone users require awareness training 
specifically tailored for smartphone security. To this end, the current common body of 
knowledge for the security domain (e.g. [21]) must be extended to include the neces-
sary background (e.g., impact of authorization decisions via security messages, unique 
attacks, significance in the adoption of security controls, etc.) to enable smartphone 
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users cope with the challenges in the smartphone ecosystem. We plan to extend the 
common body of knowledge in our future work. 
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Abstract. Cloud computing is a new paradigm with a promising potential. 
However, issues of security, privacy, and trust raise concerns and discourage its 
adoption. In previous work we presented a framework for the selection of 
appropriate cloud provider based on security and privacy requirements criteria. 
However, the adoption of cloud includes release of control over valuable assets, 
which constitutes trust in the cloud provider of paramount importance. In this 
paper we extend the framework by incorporating trust and control concepts in 
its language and adding a new activity to properly identify and reason about 
trust assumptions during the selection of appropriate cloud provider. Also, the 
CASE tool was extended to support the new activity. A case study is used to 
illustrate the usefulness of our approach. 

Keywords: Cloud Computing, Security, Privacy, Requirements, Trust, Control. 

1 Introduction 

Cloud computing is an evolving paradigm that is radically changing the way humans 
store, share and access their digital files. Its promise is the introduction of a rapid 
elastic and unlimited computation, storage, and bandwidth with a significant lower 
cost. However, to fully realize the potential of the cloud, appropriate security and 
privacy solutions must be adopted. Many organisations and individuals are still 
avoiding cloud services mostly because they are not sure if the services provided, by 
various providers, are suitable for their security and privacy requirements [1]. This is 
especially true since organisations and individuals would have to hand in their 
personal and organizational data into service providers over which they have no 
control. 
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It is therefore important, that appropriate software engineering techniques must be 
developed to support the structured and systematic identification of security and 
privacy requirements that an organization might have for their systems and based on 
those requirements to support selection of appropriate cloud services. However, and 
despite the recent research interest in developing software engineering techniques to 
support systems based on the cloud, the literature fails to provide a systematic and 
structured approach that enables software engineers to identify security and privacy 
requirements and select a suitable service provider based on such requirements.  

To this end, in previous work [2] we proposed a novel framework to support 
elicitation of security and privacy requirements and selection of a service provider 
based on those requirements. The framework consists of a modeling language, a 
process and a tool. The analysis performed by that framework, trusts that the cloud 
provider will deliver the required security and privacy mechanisms needed for the 
identified security and privacy requirements. However, blind trust is not ideal, but 
trust should be supported by appropriate justification. We want to be able to feel 
confident, in as higher degree as possible, that the cloud provider will deliver as 
promised and reasonably rely on them to care for our valuable assets. In order to be 
able to understand that, we need to clearly understand the relevant underlying trust 
assumptions, make them explicit and justify them.  

The work presented in this paper, extends our previous work to address the above 
challenges and to support justified trust assumptions through a systematic trust based 
process. In other words, we want to support the decision making process by 
identifying underlying trust assumptions and justifying the trust that we place on 
cloud providers. The language is extended with trust and control concepts, new 
activities are added into the process to identify direct and indirect trust relationships, 
and also the tool is extended to support the activities.  The rest of the paper is 
organized as follows. Section 2 presents an overview of our previous work. In section 
3 we present the extended framework that incorporates the trust process. An 
illustration of the framework is presented in section 4 using a case study while section 
5 presents the related work and section 6 concludes the paper. 

2 Background Information on the Framework 

The framework we already presented in [1] consists of a language and a process that is 
focused on the requirements engineering stage. The language employs concepts from 
the requirements, security and privacy engineering domains, and it is based on our 
previous work on security requirements engineering, and in particular Secure Tropos 
[3] and privacy requirements engineering, and in particular PRiS [4]. However,  
the language is enriched with new concepts, such as cloud actor, measure, and 
mechanisms, which are necessary to support the selection of cloud providers. The 
process supported by the framework is iterative and it is based on the development of a 
set of models that are incrementally refined to include further details. It provides a 
structured way of eliciting and analysing security and privacy requirements, identifying 
relevant security and privacy mechanisms and of selecting an appropriate cloud service 
provider based on these mechanisms. It comprises of three main activities: the Security 
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and Privacy Cataloguing, the Security and Privacy Analysis, and the Selection of 
Cloud Service Provider. Each one of these activities has specific inputs and it results in 
specific outputs. The first two activities enable developers to understand the security 
and privacy requirements of the system and identify relevant security and privacy 
mechanisms that the cloud providers should deploy to support the identified security 
and privacy requirements. Once all the security and privacy mechanisms have been 
identified, the third activity supports the selection of an appropriate service provider 
based on the degree of satisfaction of these mechanisms by potential cloud providers. 
Our framework makes use of an analysis technique based on an independent 
probabilistic model, which uses the measure of satisfiability [5]. In our work, 
satisfiability represents the probability that the security and/or privacy mechanism will 
be satisfied. Thus, the evaluation results in contribution relationships from the cloud 
provider to the probability of satisfying the security and/or privacy mechanisms of the 
system identified in the previous activity of our process.  

To express the contribution of each provider to the satisfiability of each 
security/privacy requirement of the system, a weight is assigned. Weights take a value 
between 0 and 1. The allocation of such weights is performed by the security, privacy 
and cloud experts after studying the required security and privacy mechanisms and 
the various characteristics and provisions that a potential cloud provider has in place 
to support these mechanisms. The overall satisfiability level is calculated by summing 
up all the satisfiability values of an individual cloud provider and dividing that sum 
by the number of security and privacy mechanisms required by the system. The cloud 
provider with the highest satisfaction level is the preferred provider. 

The framework is supported by a tool that has been developed based on the Open 
Models Initiative ADOxx Platform (www.openmodels.at). The tool provides an 
environment for developers to create a number of diagrams that support the described 
process. In particular, the process described in the previous section results in the 
development of four artefacts represented in terms of four diagrams. These are the 
Security and Privacy Reference Catalogue Diagram, the Security and Privacy 
Organisational Diagram, the Security and Privacy System Requirements Diagram 
and the Cloud Provider Selection Diagram respectively. 

3 Framework Extension 

The above described framework, helps to select among potential cloud providers 
based on the probabilities. However, trust is more than subjective probabilities [6], 
and the selection of a cloud provider should not only be based on calculation of 
probabilities. Even, if there is a probability that the cloud provider has the capability 
to support the required security and privacy mechanisms it does not mean that this 
will happen. What is required is a structured process that can reveal underlying trust 
relationships, reason about them and enable their justification. 

In previous work [7] we have presented a process for trustworthy information 
systems development that uses a language [8] based on trust and control concepts. We 
incorporate this work into the framework described in the previous section, to 
enhance its cloud provider selection activity by considering trust relationships. In 
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particular, the extension of the framework is threefold. The language is extended with 
trust and control concepts, new activities are added into the process to identify direct 
and indirect trust relationships, and also the tool is extended to support the new 
activities.  

3.1 Language Extension 

The language has been enhanced with the following trust-related concepts that allow a 
better understanding of the factors that affect confidence: Resolution. Resolution of a 
dependency is the indication of how the uncertainty in the fulfillment of a dependency 
is removed in order to build confidence in the dependency. It is necessary to be 
identified as a dependency implies a vulnerability for the depender because the 
dependee might not fulfill the dependency. There are two types of resolution, i.e., 
trust and control, that can be identified to feel confident in the fulfilment of a 
dependency. Also, there can be more than one resolution. Trust. Trust is the positive 
expectation of one actor about the behaviour of another actor by whom she/he might 
be positively or negatively affected [9]. In the context of a dependency, the depender 
is the trustor and the dependee is the trustee. There are four types of trust resolution: 

• Experiential Trust. Experiential trust is trust that originates from previous direct 
experience with the trustee. The depender then is actually depending on himself 
and there can be only one instance of experiential trust, as there is only one 
instance of someone’s self. 

• Reported Trust. Reported trust is trust that originates from a third party (the 
reporter) who reports that the trustee is trustworthy. Therefore the depender 
depends on the reporter to trust the dependee. There can be more than one of 
reporters who are reporting whether the dependee is trusted. Apart from human 
the third party can also be a system, such as a reputation system. 

• Normative Trust. Normative trust is trust that originates from the system 
environment norm. The depender is then depending on the environment norm. 
There can be only one environment norm. 

• External Trust. External trust is trust that originates from sources outside of the 
system environment. These for example can be government bodies. The depender 
is then depending on an external source of trust. There can be more than one 
external sources of trust. 

Trust Relationship. Trust relationship is defined as a relationship that exists between 
the trustor and the trustee and resolves a dependency based on trust. There are two 
types of trust relationship, i.e., direct and indirect. Direct trust relationship is the trust 
relationship that exists between the two actors of a dependency and it is not implied 
by any other trust relationship. Indirect trust relationships are trust relationships that 
are implied by direct trust relationships or control relationships and need to exist in 
order to support them. Control. Control is the power that one actor has over another 
actor. It helps to build confidence in another actor. Control specifies the ability of an 
actor to gather information about another actor in order to decide whether to execute 
an action. In addition, control specifies the action that is required for the dependee to 
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behave in an expected way. So, to achieve control, an actor needs to ensure 
observation and deterrence capabilities. Entailment. Entailment is a condition of trust 
that is required to be valid for having confidence in the dependency from which it is 
required. For example, if there is a reported trust resolution then it requires the 
entailment “the reporter is trusted” to be valid. Also, if there is a control resolution 
then it requires the entailment “the controller is trusted” to be valid. Such assumptions 
of conditions of trust require evidence in order to be justified. 

3.2 Process Extension 

An extension has been applied also on the framework’s process. In particular, during 
activity 3 “Selection of cloud service providers”, new steps have been added to 
identify resolutions and entailments, and examine the validity of the entailments.  
Figure 1 shows the updated activity, using the Software & Systems Process 
Engineering Metamodel Specification (SPEM). In particular, for each candidate cloud 
provider a resolution and entailment diagram needs to be constructed. The diagrams 
enable the identification of indirect trust relationships and the reasoning of them. A 
resolution can be trust or control and if it is trust resolution, then it can have single or 
multiple types of trust. Depending on the type of trust, new dependencies may be 
introduced.  So, a reported-based trust resolution creates a new dependency that needs 
to be resolved. The new dependency is on the reporter. While the other three types of 
trust resolution, i.e., experiential, normative and external, do not introduce new 
dependency. If the resolution is control-based then it introduces a new dependency in 
a similar way as the reported trust resolution. But, this time the dependency is on the 
controller. Therefore, whenever there are new dependencies created by a reported 
trust resolution or a control resolution the activity has to be applied again in order to 
identify resolutions for the new dependencies. At the end there is a list of resolutions 
that show why the cloud adopter is confident in the fulfilment of the security and 
privacy mechanisms and a resolution diagram that graphically shows the resolutions 
in order to allow better understanding and analysis.  

 

Fig. 1. Extended process definition in SPEM 

The next step identifies and analyses entailments, which are the trust conditions 
that need to be in place to justify trust relationships. This step starts by identifying 
entailments based on the resolutions identified from the previous step. Therefore 
resolution diagrams are necessary to identify the entailments. Entailments can be 
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identified based on the following five cases and graphically represented in an 
entailments diagram that shows from which resolution they originated: i) Control 
based resolution requires an entailment that the controller is trusted; ii) Experiential 
trust requires an entailment that the trustor can trust himself; iii) Reported trust 
requires an entailment that the reporter is trusted; iv) Normative trust requires an 
entailment that the environment norm is trusted; v) External trust requires an 
entailment that the external source of trust is trusted. 

At this stage, evidence is collected in order to validate the entailments. However, 
not all entailments may be valid due to lack of evidence or conflicting evidence. Then 
the resolution level of a dependency on a cloud provider is calculated by dividing the 
number of valid dependency entailments with the number of all identified dependency 
entailments. ݈݁ݒ݁ܮ ݊݋݅ݐݑ݈݋ݏܴ݁ ݕܿ݊݁݀݊݁݌݁ܦ ൌ  ݏݐ݈݊݁݉݁݅ܽݐ݊ܧ ݂݋ ݎܾ݁݉ݑܰ ݈ܽݐ݋ܶݏݐ݈݊݁݉݅ܽݐ݊ܧ ݈ܸ݀݅ܽ ݂݋ ݎܾ݁݉ݑܰ 

Then summing up all Resolution levels RL multiplied with the Satisfiability levels SL 
and dividing that sum with the overall number of security and privacy mechanisms m 
calculate the overall score of a single cloud provider. At the end the provider with the 
highest overall score level is selected.  ܱ݁ݎ݋ܿܵ ݈݈ܽݎ݁ݒ ൌ ∑ ௫ܮܴ ൈ ௫௠௫ୀଵܮܵ ݉  

3.3 Tool Extension 

The tool was extended to support the creation and analysis of diagrams related to the 
trust analysis (Figure 2). In particular, the following diagrams are now supported by 
the tool: Resolution diagram. This diagram graphically shows the resolutions of the 
dependencies on the cloud providers for the provision of the identified mechanisms. 
Also, it shows the indirect trust relationships that are implied from the existence of 
direct trust relationships. Entailment diagram. This diagram graphically shows the 
entailments and from which resolutions originate.  Also, it contains a list of valid 
entailments, which contains the conditions of trust that are true and a list of invalid 
entailments, which contains the conditions of trust that are not true and as a result 
further actions are required if the particular cloud provider is selected. 

 

Fig. 2. Trust and control graphical notation 
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4 Case Study 

In our previous work [1] the framework was applied on a real-world case study based 
on the development of a cloud based solution for the domain of Electronic-Point-Of-
Sale (EPOS).  The case study reported on a project that took place between the School 
of Architecture, Computing and Engineering at the University of East London and a 
company specialising at the provision of EPOS solutions1. EPOS Ltd depends on the 
Cloud Provider to Provide EPOS Software as Service, Manage EPOS Software 
Licencing and Provide Cloud Services. Figure 3 illustrates the partial result of the 
analysis that took place as part of that project. In particular, Figure 3 focuses on one 
of the EPOS Solutions goals, i.e. Provide EPOS Software as Service and on two 
security constraints (Ensure Availability of Software, Ensure Data Confidentiality) 
and one privacy constraint (Ensure Data Residency) related to that goal. For each one 
of these constraints, relevant security and privacy measures and mechanisms were 
identified as shown in the diagram. 

Based on the set of security and privacy mechanisms identified, the next activity 
aims to evaluate how specific service providers satisfy the security and privacy 
mechanisms identified in the previous step. In the rest of the case study the focus is on 
five of the security and privacy mechanisms. During the project discussed above, our 
analysis consisted of the evaluation of three cloud providers2. The outcome was the 
Satisfiability diagram shown in Figure 4. 

Following the new activities and language extensions described in the previous 
section, we have enhanced the analysis of the case study to consider trust 
relationships during the selection of the cloud provider. For each of the three cloud 
providers a resolution and entailment diagram is constructed. To keep the length of 
the paper to a minimum, we have combined in our illustration the resolution and 
entailment diagrams for each of the cloud providers. 

The combined diagram for Cloud provider 1 (CP1) is shown in Figure 5. There are 
a number of dependencies on the cloud provider to provide the five mechanisms. In 
particular, the dependencies for Log Data, for Pseudonymisation, and for ACID are 
resolved by Reported Trust. The reporter is the University Partner 1, who reports that 
CP1 is trusted for the provision of Log Data, Pseudonymisation, and ACID 
respectively. Nevertheless, as stated in the previous section, reported trust resolutions 
create new dependencies. The new three dependencies are on the University Partner 1 
who is reporting that CP1 can be trusted for the provision of the three mechanisms 
respectively. Therefore, new resolutions need to be identified for the new 
dependencies. The resolutions of the new dependencies are Experiential Trust as there 
is previous direct experience with the University Partner 1. However, the remaining 
two dependencies on CP1 for the provision of VM Isolation and Data Tokenization 
could not be resolved.  

                                                           
1 For confidentiality reasons we are not allowed to disclose the name of the company so we use 

the name “EPOS Ltd” to refer to it throughout the paper.  
2 For confidentiality reasons, we are not able to reveal the true identities of the analysed cloud 

providers. We report however, the real satisfability scores.   
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Fig. 3

 

3. Security and privacy analysis diagram 

 

Fig. 4. Satisfiability diagram 
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Each identified resolution requires an entailment. Therefore, the entailments are 
identified based on the rules described in the previous section. The entailments that we 
need to trust ourselves for what the University Partner 1 is reporting are valid, as there 
is a long history of collaboration, which make the specific dependencies on the CP1 
resolved. Since, there is only one resolution for each of these dependencies with valid 
entailments then their resolution level is 1. On the other hand, the resolution level of 
the dependencies without resolutions, and therefore without valid entailments, is 0. 

 

 

Fig. 5. Resolution and entailment diagram for cloud provider 1 

Next, the analysis of the resolutions and entailments of the second cloud provider 
is carried out and it is shown in figure 6. CP2 is being audited regularly and audits are 
a form of control on cloud providers as they monitor their performances and services 
provision. Therefore, all five dependencies on CP2 are resolved through Audit 
Control. Control resolutions though, introduce new dependencies on the controller to 
successfully audit the cloud provider. The controller in this case is a third party who is 
performing the audits, and the dependencies on it introduce new uncertainty. These 
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new dependencies though could not be resolved. However, there is another source of 
trust to resolve the initial dependencies, which is Normative Trust.  

Normative trust requires an entailment that the environment norm is trusted. In 
fact, CP2 is a company of high reputation with a large list of clients. Therefore,  
the entailments that the norms are trusted are valid. Since, there is one valid and one 
invalid entailment for the resolutions of each of the dependencies on CP2, the 
resolution level of those dependencies is 0.5 for each one of them.  

 

 

Fig. 6. Resolution and entailment diagram for cloud provider 2 

Similarly the resolution and entailment diagram for Cloud Provider 3 (CP3) is 
constructed and shown in figure 7.  CP3 is also under audit checks, but these checks 
are limited to the provision of Data Tokenization, Pseudonymisation, and VM 
Isolation. The existence of control resolutions has as result the introduction of new 
dependencies. We depend on a third party, as the controller, to control the cloud 
provider, i.e. perform audits checks. Again, though, no resolutions of the 
dependencies on the third party could be found. However, reported trust resolutions of 
the dependencies on CP3 for the provision of Pseudonymisaton and VM Isolation 
were identified. The reporter is another university partner, named for the purpose of 
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our explanation as University Partner 2. As said before, reported trust resolutions 
create new dependencies on the University Partner 2, who is reporting that the CP3 
can be trusted for the provision of Pseudonymisation and VM Isolation. Experiential 
Trust is then identified to resolve these new dependencies. 

The reported trust resolutions require an entailment that the University Partner 2 is 
trusted for what is reporting, while the experiential trust resolutions require 
entailments that we can trust ourselves. Again, there is a long history of collaboration 
with the University Partner 2 to trust our judgment, which makes the corresponding 
entailments valid. As a result, the entailments the University Partner is trusted for 
reporting that CP3 provides Pseudonymisation and VM Isolation are valid. The 
resolution level of the dependencies without resolutions or with resolutions but with 
out valid entailments is 0, while the resolution level of the dependencies for the 
provision of Pseudonymisation and VM Isolation is 0.5 as each one of them has one 
resolution with valid entailment and one with invalid entailment. 

 

 

Fig. 7. Resolution and entailment diagram for cloud provider 3 

Once the resolution levels of the dependencies on the cloud providers and their 
Satisfiability levels have been calculated then we can follow the steps of the selection 
activity, as described in the previous section. For each of the providers we take each 
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dependency for the provision of a mechanism and multiply its Resolution Level with 
its Satisfiability Level. Then their sum is divided with the number of mechanisms in 
order to produce an overall score for each cloud provider as shown below: 

CP1 = (0*1+1*0.75+1*0.5+0*0.75+1*1) / 5= 0.45 
CP2 = (0.5*1+0.5*1+0.5*1+0.5*1+0.5*1+0.5*1) / 5 = 0.5 

CP3 = (0.5*1+0*0.5+0.5*0.5+0*0.75+0*1) / 5 = 0.15 

The provider with the highest score, and therefore preferred, is provider 2. 

5 Related Work 

The literature has examples of works that focus on security requirements analysis 
and/or privacy requirements analysis. For example, methods, such as Secure Tropos 
[3], SQUARE [11], and SecReq [10,12], focus explicitly on security issues, while 
others, such as PriS [4] and LINDDUN [13], focus on privacy issues. Most of the 
works related to security focus on the requirements stage. However, none of these 
works considers their analysis within the context of cloud computing. On the other 
hand, there are works [14-17] that have been developed based on the idea of cloud 
computing, but these mostly focus on implementation concerns related to security and 
privacy in the cloud, and they do not provide a methodology to support the elicitation 
and analysis of security and privacy requirements and the selection of an appropriate 
cloud provider based on such requirements. Also, the literature provides examples of 
works [18-20] in trust analysis on the cloud but, again, these works focus on 
implementation concerns and trust is considered as a narrow concept that is limited 
only to security or accountability among others, excluding issues such as shared 
interests and goodwill. 

The work presented here differs from these approaches in that the proposed 
framework provides explicit support for elicitation and analysis of security and 
privacy requirements within the context of cloud computing and a systematic process 
to analyse trust as part of the cloud provider selection process. Assumptions about 
trust relationships are explicitly identified along with their underlying trust 
relationships. There is a systematic approach towards better understanding of why 
there is trust, or there is no trust, in a specific cloud provider.  

6 Conclusion 

The adoption of cloud computing imposes an unavoidable release of control over 
valuable assets. As a result trust in the cloud provider is required for a confident 
adoption of cloud computing and full utilization of its benefits. In this paper we 
extended previous work to incorporate a new activity that enables to identify direct 
and indirect trust relationships and to analyse the respective trust assumptions during 
the selection of a cloud provider.  

By applying the extended framework on the case study we have illustrated the 
applicability and the benefits of our approach. In particular, we identified trust 
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assumptions that are underlying the successful provision of five specific security and 
privacy requirements by three potential cloud providers and reasoned about them. 
However, it does not guarantee that the requirements will be met but that there is 
confidence in their fulfillment and that the selection of the cloud provider has been 
justified. If these had been left unexamined then the selection of the cloud provider 
could have been wrong, as the cloud provider would not have met the security and 
privacy requirements that we focused on in the case study.  

Future work will focus on methods that will further support the process of the 
validation of entailments. For instance what kind and how much evidence is required 
for entailments to be valid. We also plan to formalise the work and to enhance the tool 
to better support our framework. 
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