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Preface

We welcome you to the joint proceedings of the 13th NEW2AN (Next Genera-
tion Teletraffic and Wired/Wireless Advanced Networking) and 6th conference
on Internet of Things and Smart Spaces ruSMART (Are You Smart) held in St.
Petersburg, Russia, during August 28–30, 2013.

Originally, the NEW2AN conference was launched by ITC (International
Teletraffic Congress) in St. Petersburg in June 1993 as an ITC-Sponsored Re-
gional International Teletraffic Seminar. The first edition was entitled “Traffic
Management and Routing in SDH Networks” and held by R&D LONIIS. In
2002, the event received its current name, the NEW2AN. In 2008, NEW2AN
acquired a new companion in Smart Spaces, ruSMART, hence boosting inter-
action between researchers, practitioners, and engineers across different areas of
ICT. Presently, NEW2AN and ruSMART are well-established conferences with
a unique cross-disciplinary mixture of telecommunications-related research and
science. NEW2AN/ruSMART is accompanied by outstanding keynotes from uni-
versities and companies across Europe, USA, and Russia.

The 13th NEW2AN technical program addressed various aspects of next-
generation data networks. This year, special attention was given to upper-layer
networking protocols and applications as well as to cognitive radio networks. In
particular, the authors demonstrated novel and innovative approaches to perfor-
mance and efficiency analysis, employed game-theoretical formulations, Markov
chain models, and advanced queuing theory. It is also worth mentioning the tra-
ditional emphasis on wireless technologies, including, but not limited to, ad hoc,
cellular, satellite, sensor, and mesh networks.

The 6th conference on Internet of Things and Smart Spaces ruSMART 2013
provided a forum for academic and industrial researchers to discuss new ideas and
trends in the emerging areas of Internet of things and smart spaces that create
new opportunities for fully customized applications and services. The conference
brought together leading experts from top affiliations around the world. This
year, there was active participation by industrial world-leader companies and
particularly strong interest from attendees representing Russian R&D centers,
which have a good reputation for high-quality research and business in innova-
tive service creation and applications development.

This year, the first day of NEW2AN/ruSMART Technical Program started
with the keynote talk on “R&D Activities and Progress Around IoT in Finland”
by Wilhelm Rauss, who is consortium director of Finland’s national IoT Pro-
gram, senior R&D engineer and technical coordinator of the Cloud Computing
Center at Ericsson. Finland’s IoT consortium consists of more than 250 scien-
tists and international experts from more than 35 national and international
companies, organizations, and universities. In this session, there was a unique
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opportunity to learn about the activities, achievements, and progress of IoT in
Finland.

We would like to thank the Technical Program Committee members of both
conferences, as well as the associated reviewers, for their hard work and impor-
tant contribution to the conference. This year, the conference program met the
highest quality criteria with the acceptance ratio of 30%.

The current edition of the conferences was organized in cooperation with
Open Innovations Association FRUCT, ITC (International Teletraffic Congress),
IEEE, Tampere University of Technology, St. Petersburg State University of
Telecommunications, and Popov Society. The support of these organizations is
gratefully acknowledged.

We also wish to thank all those who contributed to the organization of the
conferences. In particular, we are grateful to Roman Florea for his substantial
work on supporting the conference website and his excellent job on the compi-
lation of camera-ready papers and interaction with Springer.

We believe that the 13th NEW2AN and 6th ruSMART conferences delivered
an informative, high-quality, and up-to-date scientific program. We also hope
that participants enjoyed both the technical and the social conference compo-
nents, the Russian ways of hospitality, and the beautiful city of St. Petersburg.

August 2013 Sergey Balandin
Sergey Andreev

Yevgeni Koucheryavy
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Francisco Ganhão, José Vieira, Luis Bernardo, and Rui Dinis

Erasure-Coding Based Data Delivery in Delay Tolerant Networks . . . . . . 188
Khalil Massri, Roberto Beraldi, and Andrea Vitaletti

Efficient Clustering of Cabinets at FttCab . . . . . . . . . . . . . . . . . . . . . . . . . . 201
Frank Phillipson

Network and Transport Layer Issues

Proxy Mobile IPv6-Based Seamless Handover . . . . . . . . . . . . . . . . . . . . . . . . 214
Jari Kellokoski, Joonas Koskinen, Tuomas Rusanen,
Pasi Kalliolahti, and Timo Hämäläinen

Influence of Buffer Size on TCP Performance in Heterogeneous
Wired/Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
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Internet of Things: The Foundational Infrastructure  
for a Smarter Planet  

Rob van den Dam 

IBM Institute for Business Value, 
Amsterdam, The Netherlands 

rob_vandendam@nl.ibm.com 

Abstract. Every day, our world is getting more instrumented and intercon-
nected. Streams of data are continuously being generated by mobile devices, 
personal computers, networks, sensors, RFID tags, web services, social media 
and the like. IBM's newest study reveals how new technologies support the  
development of the Internet of Things, and how the Internet of Things provides 
the foundational infrastructure for a smarter planet. Key trends that relate to  
the Internet of Things include Mobile, Big Data, Cloud Computing, and Smart 
Networks. The paper describes the latest developments in Mobile, Big Data  
(including cognitive systems capable to evaluate large amounts of both struc-
tured and unstructured data), Cloud Computing and Smarter networks (includ-
ing software defined environments to cope with the ever increasing workloads 
in the networks). 

Keywords: IoT, Mobile, Big Data, Cloud Computing, Software Defined  
Environment. 

1 Introduction 

The Internet of Things (IoT) is a technological revolution in the future of communica-
tion and computing that is based on the concept of any place, anytime connectivity for 
anything [1]. Even in these early stages, the IoT has transformed the way consumers 
and corporations interact with each other and the environment around them. IoT tech-
nologies have impacted solution domains, such as Smart Grid, Supply Chain Man-
agement, Smart Cities, and Smart Home. The IoT is a computing paradigm that will 
change business consumer experiences, models, technology investments, and every-
day life. 

The IoT also represents a network of Internet-enabled, real-world objects, such as 
consumer electronics, nanotechnology, home appliances, embedded systems, sensors 
of all kinds, and personal mobile devices. It includes enabling network and communi-
cation technologies, such as web services, RFID, IPv6, and 4G networks. We are 
already applying IoT solutions in practical ways by using mobile devices. For exam-
ple, people can monitor their home security, lights, heating, and cooling from their 
smartphone. They can purchase a refrigerator that monitors its processes and sends 
reports to their smartphone. 
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It is critical for us to consider the challenges and approaches in an IoT-centric eco-
system. The primary focus must be on critical operational considerations, such as 
scalability, availability, manageability, data management, and security.  

 

• Scalability 
An IoT environment contains two scalability issues, each of which poses unique chal-
lenges. The first scalability issue is based on the number of connected devices and 
include the number of concurrent connections, or throughput, that a system can support 
and the quality of service (QoS) level that can be guaranteed. Here, Internet scalability 
is a critical factor. Currently, most Internet-connected devices use IPv4, which does not 
provide sufficient unique addresses for the IoT, and optimum scalability would require 
migrating to IPv6 [2]. The second issue is based on the volume of generated data, and 
highlight performance issues that are associated with data collection, processing, sto-
rage, query, and display. IoT systems need to handle both device and data scalabilities. 

 

• Availability 
IoT availability involves reliability and recoverability. One architecture implication  
to availability is driven by the increased demand around cloud computing and x-as-a-
service, such as software as a service. Corporations must closely look at the implica-
tions to the services and capabilities that are required in an IoT environment. An  
innovative solution addresses fault avoidance/intolerance in ways that will facilitate a 
business to meet enterprise needs and customer expectations. 

 

• Manageability 
Currently, only IT-related systems, such as computers, servers, and storage devices, 
are managed under a governance model. Most other IoT devices are not managed 
systematically as part of a larger ecosystem. Many devices operate remotely without 
direct human interaction, which requires management of such devices in the same 
way, that is, remotely and without human intervention. New approaches are required 
to develop an IoT architecture and to manage its lifecycle. 

 

• Managing data 
Big data and the IoT are computing paradigms that, together, fundamentally change 
the nature of how we work, and interact with our environment. Where big data is all 
about volume, velocity, verity, and veracity, the IoT is about using that data in mea-
ningful ways to improve productivity and quality of life. For example, the IoT can 
collect temporospatial information, which is both temporal (time) and spatial (loca-
tion) data. This information, when combined with analytic technology, provides new 
insight into when, where, and how devices and humans can or should interact. The 
key issue is how corporations handle storing, managing, and manipulating this data.  

 

• Security 
Traditional lT security establishes secure boundaries and firewalls around internal  
IT systems. But with the Internet of Things, the concept of controlled access  
has changed to one of controlled trust that offers the widest range of possible  
solutions. Security challenges require IoT implementations to effectively deal with 
authentication, authorization, access control, trust and privacy requirements without 
negatively impacting usability. 
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The IoT represents the logical evolution in mobile, big data, cloud and smarter 
networks: 

• Mobile: Mobile is becoming a part of everything we do 
• Big data: The increasing number of ‘things’ will produce a tsunami of data, taxing 

our already complex information management systems 
• Clouds: IoT systems require systems to scale quickly and autonomously 
• Smart Networks: Networks must enable trillions of devices and objects to ‘talk’ 

Most of the elements in the IoT are mobile devices whether they are smart phones, 
tablets, automobiles or smart grids. They are connected wirelessly, and they each have 
an IP address. It is estimated that by 2015 we will have 1 trillion of such devices. 
These devices are not isolated instruments. The whole purpose of the device is to 
connect to networks, applications, data and people, that is to be interconnected. Mo-
bile can be leveraged to gather information, often in real time, and push out insights 
for better, faster decision making. 

Mobile extends to Machine-to-Machine (M2M) as well. Advances in technology 
are enabling M2M connections that are creating new operating models and opportuni-
ties to provide business value. We are able to identify things through tagging and 
sensing them. Advances in nanotechnology are helping us infuse intelligence and 
processing power into mobile objects to create thinking things. Advances in power 
technology allow us to power things more efficiently and for longer periods of time 
and in increasingly remote location. The ability to tag, sense, power and shrink things 
has extended mobility beyond people to nearly every type of object on the world. 
Mobile is right at the center of the IoT story. 

In the following sections, we will focus on three other key trends that relate to the 
IoT:  Big Data (analytics), Cloud computing and Smart networks. 

2 Big Data Is Getting Bigger 

Ten to fifteen years ago data was coming in from just a few sources, mainly customer 
transactions and supply chain transactions. Today, data is coming in from everywhere, 
ranging from the consumer space (personal devices like smartphones, gadgets, implants, 
etc.) to the service space (Internet services, local environment services, etc.). In addition, 
the huge growth of pictures, audio, video, social media and other unstructured data is 
taxing the storage systems and information databases of many data centers. 

Our appetite for creating, gathering and storing data continues to grow and grow 
and grow. IDC forecasts 15 billion devices will be communicating over the network 
in 2015 [3]. Ericsson estimates 50 billion devices will be connected to the Web by the 
year 2020, producing enormous streams of data [4]. 

To more clearly understand how organizations – and in particular communications 
service providers (CSPs) – view big data in the Internet of Things, the IBM Institute 
for Business Value conducted a global big data study, surveying 1144 businesses and 
IT professionals in 95 countries [5]. The CSPs in this survey responded quite different-
ly on a number of questions as compared to the other industries. For instance, more 
than any other industry we studied, CSP respondents define big data as the capabilities 
needed to perform ‘real-time’ information analysis (see Fig 1). In fact, 40% percent of 
CSPs defined big data as such, in contrast to only 15 percent in the total sample. 
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Fig. 1. For CSPs, big data is best described by the emerging requirements for real-time  
information 

While large volumes of data are not new to CSPs – collecting millions of call detail 
records per day has become routine – the level of complexity of data today is a 
significant challenge. Analyzing the contextual data provided today by smartphones, 
tablets, personal computers, networks, sensors, RFID tags, web services, social media 
and the like, in near real-time is becoming increasingly complex yet crucial. 
Moreover, with the advent of smart phones, tablets and other devices that are 
application dependent, the volume of signaling data – i.e. non-message information 
about the device, its location and updates – has also increased significantly. 

The real-time aspect of big data is extremely important for the IoT. For consumers, 
IoT and Contextual Services will make their lives fully connected. Today, mass  
production is no longer good enough; smarter consumers expect unique products and 
services customized for themselves. Interconnected devices are enabling mass perso-
nalization through contextual-awareness by utilizing continuous processing to make 
meaningful inferences that can benefit the end user. 

For businesses and government organizations the real-time aspect is very important 
in cases that require quick decision-making, such as logistic problems or spread of 
infectious diseases. Big data approaches can help cities to leverage near-real time city 
information, anticipate incidents and coordinate resources to give support in the event 
of an emergency. The Operations Center implanted in Rio de Janeiro, for example, is 
using a forecasting system that synthesizes data from rivers, historical rainfall logs 
and radar feeds in order to anticipate heavy rains, flash floods, landslides, power out-
ages and traffic hazards [6]. 

Big data itself does not create value in the IoT, until it is put to use to solve 
important issues or challenges. This requires access to more - and different kinds of - 
data, as well as adequate analytics capabilities.  

Examining the responses in our global big data survey, more than 75 percent of all 
types of organizations reported to have started with a strong core of analytics capabili-
ties - such as data mining - to analyze big data to support key decision processes. This 
can transform data into insight by delivering relevant, integrated, timely and actiona-
ble information. Two-thirds reported using predictive modeling, enabling them to 
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start the transition to an optimized, ‘outcomes-focused’ environment. Predictive capa-
bilities can create foreknowledge and deep awareness of consumer, operations and 
network behaviors [7]. 

Big data increasingly creates the need to analyze multiple data types, including loca-
tion data, social media, data from sensors and natural language text. In more than half 
of the active big data efforts, respondents reported using advanced capabilities de-
signed to analyze text in its natural state. These analytics include the ability to interpret 
and understand the nuances of language, such as sentiment, slang and intentions. 

Intelligent analytics and ‘autonomics’ can help create a highly dynamic and 
efficient information-centric environment. A system that is automated and aware of 
real-time events can provide input to promote solutions for immediate execution. As 
contextual information from the IoT and all other types of environments – including 
data produced by social platforms – becomes more important to support effective 
decision making, organizations should increasingly focus on acquiring the capabilities 
needed to wield prescriptive analytics designed to automate actions.  

New powerful technologies – including cognitive systems [8]  – are capable of 
evaluating large amounts of both structured and unstructured data in or near real-time. 
Whereas in today's programmable era, computers essentially process a series of "if 
then what" equations, cognitive systems learn, adapt, and ultimately hypothesize and 
suggest answers. 

 

Fig. 2. Cognitive systems 

Cognitive computing aims to break the conventional programmable machine 
paradigm and to evolve to entirely new computing architectures and programming 
paradigms. The end goal: ubiquitously deployed computers imbued with a new 
intelligence that can integrate information from a variety of sensors and sources, deal 
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with ambiguity, respond in a context-dependent way, learn over time and carry out 
pattern recognition to solve difficult problems based on perception, action and 
cognition in complex, real-world environments (Fig 2). 

Watson technology, for example, applies advanced natural language processing, 
information retrieval, knowledge representation and reasoning, and machine learning 
technologies to answering questions. It can sift through an equivalent of about 1 
million books or roughly 200 million pages of data, and analyze this information and 
provide precise answers in less than three seconds [9]. 

Cognitive computers are expected to learn through experiences, find correlations, 
create hypotheses, and remember - and learn from - the outcomes, mimicking the 
brains structural and synaptic plasticity. Next steps to more advanced cognitive 
computing includes: 

•  development of chips that enable brain’s abilities to perception, action and 
cognition 

•  computer simulation of the human brain 
•  exascale computing that will be more than 80% faster than today’s fastest 

computers while consuming just a trickle of energy through designs inspired by 
human brains 

3 Clouds That Scale 

For the full power of the IoT to be realized, the utilization of cloud computing is 
fundamental. The ‘things’ in the IoT - such as sensors in cars, cameras, food packages, 
refrigerators and the like - are generally very small, primary doing M2M 
communications and constrained in capacity. Cloud computing on the other hand has 
unlimited capabilities in terms of storage and processing power. Where sensors act as 
the digital nerves for connected devices, the cloud can be seen as the brain to improve 
decision-making and optimization for internet-connected actions related to these devices.  

 

Fig. 3. Devices connect to the Cloud, reducing complexity and further empowering the  
consumer 
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Cloud-based M2M technology is becoming increasingly important in smarter 
healthcare, smarter utilities, smarter cities and smarter homes, to mention a view (see  
Fig 3). The next wave of Internet applications promise to have a massive impact on the 
society as a whole, and cloud computing – though IoT may change the overall 
architecture of the cloud – will provide the virtual infrastructure for all these applications. 

Home automation is the “top of mind” application for many when discussing IoT. 
The market for cloud-based smarter home services is maturing in four key segments: 

• Entertainment and convenience: create an open platform for new lines of televi-
sions and devices that feature a portal which personalizes entertainment content 
from numerous content providers 

• Energy management: automatically synchronize lighting, home appliances, climate 
control sensors and other electronics to minimize energy use based on changing ex-
terior conditions and usage patterns in the home 

• Safety and security: deploy home sensors that can instantly notify the homeowner, 
police and fire departments and selected neighbors – enhancing home security and 
providing peace of mind 

• Health and wellness: continually monitor the health and fitness of patients using 
implanted or other at-home medical devices, avoiding the need to hospitalization or 
office visits. 

Some CSPs are already exploring the potential to combine the pervasiveness of 
mobile technology with the ubiquity of the cloud platform. This milestone will pave 
the way for consumers to better control ‘their’ IoT, such as managing heating, lighting, 
laundry and the like via the CSP’s mobile wireless network (see Fig 4).  

 

Fig. 4. In a M2M platform a variety of different devices are connected through fixed and  
wireless networks [10] 
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Vodafone, for example, combines mobile communications and cloud computing 
for the remote management of smart home appliances. The system combines Voda-
fone's Global M2M platform with a Smart Cloud platform to enable connected 
"smart" appliances to feed useful data to either service provider or vendor [11]. The  
system allows customers to control appliances through smartphones, with remote 
activities including the viewing of utility consumptions, security control, heating and 
lighting systems and the activation of appliances. It also provides vendors with a 
scaleable appliance management cloud-based platform, as well as the means to 
quickly introduce new consumer services. 

This Vodafone smarter home initiative is a peek into a larger vision for mobile + 
Cloud-based innovation that extends into cities, buildings, banking, healthcare, 
government and more. Strong examples of how cloud can enable IoT connectivity 
exist in the healthcare industry. It includes a CSP’s ability to offer health-specific 
solutions such as cloud-based remote monitoring to manage chronic diseases or 
sophisticated remote diagnostic capabilities. A&T, for instance, set up its ForHealth 
business unit in 2010, with a vision to accelerate the delivery of innovative, wireless, 
networked and cloud solutions specifically for the healthcare industry [12] 

CSPs have a crucial role to play and they are well-suited to take a central position 
in the cloud-based IoT [13].  They fully control QoS at every point in the network. In 
addition, a cloud solution requires an infrastructure that is reliable and secure, and 
CSPs have a good reputation for managing large-scale infrastructures, dealing with 
personal and business-sensitive data in a confidential way.  

They also have access to a wealth of information about their customers’ behavior, 
preferences and movements; applying analytics to produce the insights and context 
that are necessary to optimize decision making. And they are uniquely positioned to 
group and structure a wide variety of their own and third-party applications and 
services relevant in the IoT. 

4 Networks That Are Smart 

Ultra-fast broadband continue to be a high priority for CSPs, as they prepare to meet a 
considerable rise in demand for data capacity. Experimental fixed-broadband 
programs plans to offer 1000/1000 Mbit/s symmetrical connections directly to 
consumer homes. The race for ultra-fast broadband appears to have been decided in 
favor of LTE, in combination with WiFi mobile traffic offload and femtocells. LTE 
technology is to handle the tremendous surge in data traffic. 

High speed broadband, as important it may be, doesn’t make a network ‘smart’. 
We need the network to be multidirectional instead of point-to-point. Smart networks 
must be infused with advanced analytics and intelligence, so they can identify con-
nected instrumented things and collect relevant data from them. They’ll have to be 
built on a foundation of standards and software that allows trillions of devices and 
objects to ‘talk’. 

The realization of the Internet of things have placed requirements upon mobile 
networks that the infrastructure was not originally designed to accommodate. Adding 
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more intelligence at the edge of mobile networks is one of the options CSPs have to 
optimize their infrastructure to deal with unprecedented amounts of traffic, enhance 
latency-critical applications and to provide a distribution computing environment that 
can analyze massive amounts of information [14]. 

A more structural way of coping with the increasing workloads is the approach of 
Software Defined Environments (SDE) [15]. In the past (traditional) workload scena-
rios, there were few, stable and well known workloads (see Fig 5). The software was 
manually stood up on a fixed set of devices with minimum requirements for configu-
ration. Often the hardware and software were tightly integrated. 

 

Fig. 5. Today’s environment are making workloads (and Networks) more volatile 

With the emergence of cloud, traditional workloads were virtualized and moved to 
the cloud, but at large, they were continued to be manually tuned and managed. In 
addition, new workloads started to emerge. Though limited workloads are available, 
expert configurations and mapping are still required. Cloud infrastructures are largely 
based on pooling of homogeneous resources. 

Today’s environment with mobile first, social technologies and scalable service 
ecosystems is making workloads (and networks) extremely volatile. The environment 
becomes dramatically heterogeneous. The exploding number and increased volatility 
of workloads and applications coupled with the heterogeneity leads to a situation 
where standing and tuning applications can no further be done in a manual fashion.  
A need to automate the deployment and to continuously and optimally manage these 
workloads is evident. This includes both the software and infrastructure of workload 
fit systems. This is what SDE is about. 
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SDEs provide abstractions of workloads, services and infrastructure and end-to-end 
mappings (see Fig 6). Being able to abstract workloads and the infrastructure, the 
workloads, the network, the storage environment and the computing environment can 
be virtualized, as well as common services. As part of the deployment the abstract 
workload is mapped to the best suited sources at the time. The system is dynamically 
constructed and configured and the workload is mapped to this system. As a result 
SDE provides an end-to-end orchestration at the workload, services and system (re-
source) level. 

 

Fig. 6. Software Defined Environments provide abstractions of workloads, services and  
infrastructure and end-to-end mappings 

The mapping/orchestration is autonomous, continuously monitoring and assessing 
the state of the system and if necessary reconfiguring hardware and software top op-
timize the outcome. SDEs bring together three key requirement of workload deploy-
ment in cloud environments: agility, efficiency and consumability. The vision of the 
SDE is one of an intelligent data-driven ecosystem that is easily managed and scaled 
to meet the requirements of the IoT. 

5 Concluding Remarks 

The IoT is a technological revolution in the future of computing and communications 
that is based on the concept of any time, any place connectivity for anything.  
The Internet of Things provides the foundational infrastructure for a smarter planet. 
It comprises billions of sensors and actuators embedded in physical objects, which 
are linked through fixed and wireless networks parallel to the hundreds of millions of 
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people who have access to the Internet. When the objects in the IoT are able to in-
terpret the continuous flow of data, to sense what is happening and to communicate 
with each other, the IoT will enable applications and uses in people’s live that were 
previously unimaginable. The IoT vision is to provide a dynamic and global infra-
structure which is characterized by intelligent and self-configuring capabilities. 

A number of trends will be fundamental for realization of IoT. Communications 
and connectivity of IoT is enabled by IPv6, which is replacing IPv4. Sensors are get-
ting smarter, smaller and cheaper, and there will be billions of them. Sensors and 
systems of sensors will be increasingly talking to each other and data centers via wire-
less communications. IoT will act as a nervous system, enabling an automated sense 
and respond system for any business process or application. All these ‘things’ will 
produce an ever-increasing amount of structured and unstructured data that requires 
advanced analytics to provide insights from all the ‘things’. And IoT systems may 
have to scale quickly and autonomously. All these trends will result in new innovative 
and smart applications and services we only can dream of today. The IoT will impact 
every single industry and become a part of people’s lives. 
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Abstract. This article describes the work on validation and measurement while 
dealing with integration of heterogeneous IoT systems being done within 
BUTLER research project. First, we give the brief motivation for integration 
work and reference the visionary Smart Life scenario of hypothetic personas’ 
day from the year 2020. Presentation of identified security and privacy concerns 
of IoT deployments follows Smart Life scenario because of inevitable direct 
impact on large number of human end-users. Development objectives towards 
integration of heterogeneous IoT systems follow the defined scenario and are 
accompanied by IoT technical feasibility and user feedback validation targets 
and measurement values for the four to-be-deployed IoT applications. The arc-
hitectural system overview of technological enablers of interoperability and in-
terconnection between and within IoT applications are also important parts of 
the on-going research. The IoT application example gives an understanding on 
applicability of previously described considerations particularly in Smart Home 
domain. We round off with discussion on our developments at the end. 

Keywords: Internet of Things, experimental deployments, heterogeneity,  
integration, validation. 

1 Introduction 

Active digitization and automation in all the life areas starting from the end of nine-
ties has led to a number of specialized systems from different domains, from partially 
to totally incompatible with each other. In opposite, the vision of ubiquitous Internet 
of Things [1] implies the interdisciplinary system scalable to all areas of human activ-
ity. However, specific area impedes scalability because of the differences of logic 
processes in various fields and international differences. That is why the exemplary 
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focusing on different vertical domains like Smart Transport, Smart Health, Smart 
Shopping, Smart Home and Smart City is essential to show the ways for seamless 
integration of heterogeneous domain specific IoT technologies into one coherent 
technical solution facilitating the context-aware 24/7 information support for end-
users while preserving privacy and anonymity. In order to achieve this ambitious goal 
for interconnection and integration of IoT applications BUTLER project is designing 
and demonstrating the first prototype of a comprehensive, pervasive and effective 
context-aware information system, which will operate transparently and seamlessly 
across various scenarios. 

2 Defined Horizontal Scenario 

Horizontality is technically understood as complementary data exchange between 
different application domains generating the added value through availability of the 
non-core (also called contextual) information for a given application domain. Hori-
zontality is a key feature of BUTLER’s Smart Life Vision for ubiquitous context-
aware and secure IoT. Concretely, after several iterations the following multi-domain 
or horizontal scenario has been defined within BUTLER project based on the users’ 
stories [2] and the initial IoT applications available [3]. This horizontal scenario 
serves as a conceptual target to be reached by the end of the project and the final IoT 
platform is meant to implement this level of horizontality. 

Table 1. Horizontal Scenario 

Donald is 51 years old, works at a bank, married with Daisy. They have 2 child-
ren. They live in a house and own a chalet in the mountains. He enjoys eating out, 
despite food allergies and is interested in energy efficiency. 

Daisy is 45 years old, a housewife and part-time shop assistant. She is married to 
Donald and has 2 children. Daisy suffers from diabetes, tries to do fitness workouts 
regularly and likes shopping with her girlfriends. 

Story: Donald lives together with his wife Daisy and the two kids in its own one-
family house in a suburb of a bigger city. While he enjoys living and working near 
the city, he loves to spend his holidays in the mountains. They are just about to go 
there for a family skiing week… 

Donald is at home; he uses his tablet to check on the chalet and recognises that 
the temperature is just 12°C. Is the heating broken? BUTLER should have started 
heating the chalet up. He turns on the heating manually over his tablet and a second 
later the system comes up with notification: The alternative wind energy he had 
chosen for the operation of the electric heating system is very expensive at the mo-
ment as there is not much wind to drive the wind farms during the next 5 hours. So 
that was the reason why BUTLER hasn’t yet turned on the heating. However, the 
system predicts low energy prices for the night and still enough time to heat up the 
chalet to 20°C by tomorrow morning. It also gives Donald the opportunity to switch 
the energy source and/or turn on the heating anyway. No, that is not necessary.  
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Table 1. (Continued.) 

By the way, Donald is curious about the real energy consumption of his new TV. 
Using his tablet, he points the camera at the TV screen and sees the current watts 
augmented over the cam image. 20W, that’s ok. 

But for now Donald decides to watch the news magazine which is just about to 
start. After a while, his wife enters the living room. She has finished packing and 
wants to look at the “Ice Age”-Movie she recorded yesterday. No problem. Donald 
decides to go to the TV in the sleeping room and also start packing there for tomor-
row. So he presses a button on his phone and Ice Age starts in the living room. He 
first goes to the kitchen to drink a glass of water and when he finally enters the 
sleeping room, the news show continues exactly at the point where he stopped 
watching them in the living room. 

During the movie, her smart phone reminds Daisy of checking her blood values. 
As it’s very easy, she stops the movie for a moment. Then she takes the small test-
ing kit and starts the app on her phone. A few moments later she sees the actual 
amount of sugar in her blood. She also takes a look at the measurement history of 
the last week and the data of her step counter. The BUTLER App suggests more 
sports and fewer sweets. It was a stressful week and she ate too much of them. So it 
is about time to go to the mountains for few days of skiing. 

After the movie, Daisy gets another notification from BUTLER. Moon boots on 
sale at xyz-Store. It is one of those spark deal offers where you can register as a 
customer and get notified if they have your article. It is a very good offer! Those 
are exactly the sort of boots she wanted to have and they are on sale. She could use 
them well in the mountains. But she had to buy them today as they are leaving to-
morrow morning. There would be even half an hour time to buy them. But finding 
an available parking space at this time is a nightmare. Let’s ask BUTLER. Thank 
god, there is a free parking space right down the corner of the shop. She immediate-
ly reserves it and heads into the town where her boots already wait for her. When 
Daisy arrives to the shop, she utilizes her NFC-enabled mobile to pay for the usage 
of the reserved parking space. 

During the night, the heating turns on. BUTLER reminds that the old electric 
heating system is very inefficient and a nasty waste of energy. It context-sensitively 
calculates what he could save by replacing it. 

When leaving the home for their holidays the next morning, the house automati-
cally switches to the holiday mode. 

On Monday morning, Donald’s tablet suddenly buzzes.  Someone stands at the 
door of his home back in the city. Donald uses the app on the tablet to look who 
this could be. The front door is lit (BUTLER turned on the lights) and the postman 
stands there. Donald shortly opens the door and lets him enter the home with the 
packet. A minute later, he sees the postman leaving the house and BUTLER noti-
fies “door locked” again. 

 
Initial high level view on components part of horizontal IoT system for context-

aware 24/ 7 user information support, described in horizontal scenario, is shown on 
Figure 1. 
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Fig. 1. Scenario setup 

3 Security and Privacy Considerations in IoT 

The scenario described before as well as the full “One Day in 2020” [1] inevitably 
causes numerous issues about security and privacy [4] because they gather and ana-
lyze personal and behavioral data before, during and after the IoT pilot operation. The 
following main concerns have been identified by IoT community [5] and are actively 
addressed within our work: 

• Sensibility of user data: The IoT applications gather lots of information about the 
user (willingly or even without notice), that, despite a harmless appearance, can turn 
out to become sensitive by revealing daily behavior if analyzed on a large scale [6] 

• Security of user data: The user data must therefore be protected against unautho-
rized access, and this security should be ensured at each level of communication. 
The plethora of communicating devices in the IoT increases the complexity as the 
number of to be protected links grows exponentially 

• Management of data: Even when the security of the user data can be guaranteed 
against unauthorized access, the question of the actual management and storage of 
the information by the service provider remains 

• Ownership and communication of data: The ownership question of the data col-
lected is also central to the IoT applications. The monetization of user data can 
raise several issues on sharing the control and revenue, user awareness of moneti-
zation or third parties access 

• Captivity of data: what happens to the user data if the user leaves the service? And 
how feasible is it for a user or consumer to change service provider once he has 
been engaged with one for a significant time? These questions are important to 
avoid consumer captivity through data that would result in an unfair advantage 

• Availability of information: the quality of the information available to the user is 
key to the management of the ethical issues: the service provider must ensure not 
only that the information is available, but that it is presented in a way that ensure it 
is correctly understood by the user 

These ethical concerns lead to the so called “Privacy Paradox”: By collecting personal 
data, better “personalized’  services can be offered to the users; but on the other side, 
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these personal data can be collated, linked with transactional data, processed by  
powerful data mining techniques and assembled into user profiles that may become  
so detailed, that identification becomes possible. BUTLER project addresses this 
paradox using “Privacy by Design” approach [7] doing the systematic questioning of 
security and privacy issues at every step of new service design. Privacy is seen and 
treated as an ethics of knowledge: 

• Transparency data usage: User shall give explicit consent of data usage 
• Collected data shall be adequate, relevant and not excessive: The data shall be 

collected on “need to know” or “Data Minimization” principle that helps to setup 
user contract, to fulfill the data storage regulation / enhance the “Trust” paradigm    

• Collector shall use data for explicit purpose: Data shall be collected for legitimate 
reasons and shall be deleted (or anonymized) as soon as data is no longer relevant 

• Collector shall protect data at communication level: The required level of protec-
tion depends on the data to be protected according the cost of the protection and 
the consequence of data disclosure to unauthorized systems 

• Collector shall protect collected data at data storage: User has accepted to disclose 
information to a specific system, not all the systems. It also could be mandatory to 
get infrastructure certification. Security keys at device side and server side are very 
exposed and shall be properly protected against hardware attacks 

• Collector shall allow user to access / remove personal data: Personal data may be 
considered as a property of the user.  User shall be able to verify correctness of the 
data and ask – if necessary – correction. Dynamic Personal Data – for instance 
home electricity consumption – shall also be available to the user for consultation 

4 Development Objectives 

The horizontal scenario, implementing it IoT applications as well as the full “One 
Day in 2020” [1] shows a fully cross domain (horizontal) exploitation of the IoT. 
Horizontality as a main objective is achieved through interconnection and integration 
of heterogeneous systems [8]. The final goal is to prove that horizontality is technical-
ly possible and partially attainable. The approach to implement this horizontality con-
sists of the following activities: 

• Improving and / or creating enabling technologies to implement a well-defined 
vision of secure, pervasive and context-aware IoT, where links are inherently se-
cure (from PHY to APP layers) applications cut across different scenarios (Home, 
Office, Transportation, Health, etc.), and the network reactions to users are ad-
justed to their needs, learned and monitored in real time 

• Integrating / developing a new flexible device-centric network architecture where 
platforms (devices) function according to three well-defined roles: smart Object 
(sensors, actuators, gateways), smart Mobile (user’s personal device) and smart 
Server (providers of contents and services), interconnected over IPv6 

• Building a series of field trials, which progressively integrate and enhance state-of-
the-art technologies to showcase BUTLER’s secure, pervasive and context-aware 
vision of IoT 
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From the methodology viewpoint, the first step on the way to horizontality is  
to gather, evaluate and validate the technical requirements of the different IoT appli-
cation domains that may share some technologies but generally are not based  
on a similar architecture or platform [9]. This has been done in the following IoT 
application domains: 

• Smart Home - Monitoring and controlling home appliances demonstrates the moni-
toring of the energy consumption of home appliances and how a context aware  
application can give advice on when to execute certain tasks to use renewable 
energies as much as possible 

• Smart Home - Media everywhere demonstrates how a context aware media appli-
cation can follow the users when they switch activities and places 

• Smart Health - Personalized diabetes self-healthcare demonstrates how a context 
aware health application can follow the user lifestyle and recommend medication 

• Smart City - Smart parking space management demonstrates how a smart city 
could monitor the use of parking spaces and provide reservation services 

• Smart Shopping - Context-aware spark deals (product discounts) demonstrates a 
context-aware shopping application enabling users to benefit of specific and perso-
nalized deals 

• Smart Transport - Safe transportation of school kids demonstrates several scenarios 
based on the precise localization of a bus driver, school kids and their teacher on a 
school trip 

The second methodological step on the way to horizontality and also the the main 
technical objective of on-going work is focused on the integration of the heterogene-
ous IoT solutions within and between IoT application domains of smart home, smart 
health, smart city, smart shopping and smart transport. 

5 Validation Targets and Measurement Values for IoT Pilots 

Considering real deployments resulting in user- and business relevant applications of 
IoT technologies, the BUTLER project understands the need of setting added-value-
driven and solution-oriented objectives as well as adequate metrics for progress moni-
toring and success measurement within IoT application pilot deployments. In this 
regard a very promising approach for modeling the adoption process of consumer 
wireless initiatives has been recently presented by S. Roebuck and S. A. Snyder in 
[10]. According to this approach the IoT application adoptions are often less a chal-
lenge of technical implementation and are more a question of identifying / validating 
use cases that drive real business benefits. Having this in mind, the proposed score 
framework recognizes four key driving factors for the adoption of IoT solutions: 

• Strategic purpose: the offered solution has to be a part of the general strategy  
followed by the company implementing it. 

• Solution integration: the entire value chain of interconnected solutions has to be 
able to benefit from the existing frameworks, technologies and services. 
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• Consumer value proposition: only appropriate quantitative and / or qualitative  
rewards motivate the end-users to be a part of a solution ecosystem in a long-term.  

• User experience: minimal intrusion and seamless integration into existing 
processes of end-users are success factors for adoption 

The full explanation can be found in [10] but we would like to briefly list all the 
parts of the driving IoT factors here. Strategic purpose factors include customer reten-
tion, revenue generating, new channels and brand enhancement. Solution integration 
factors include ease of integration, internal device capabilities, connectivity standards 
(wired/wireless) and data analytics. Consumer value proposition factors include con-
venience, fiscal incentive, personalization and effective results. Finally, user expe-
rience factors include engagement, simplicity, security/privacy and reliability. 

Inspired by this approach [10] but realizing the differences between business prod-
uct adoption and experimental IoT pilot execution in a research project, the BUTLER 
consortium has modified and adapted the original approach. The resulting list of pur-
sued IoT pilot validation targets has been defined in regard to the BUTLER specific 
objectives of technological horizontality and ubiquitous context-awareness, Table 2. 

Table 2. IoT pilot validation targets and measurement values 

Validation target Values Description 
Technical feasi-
bility 

Feasible now 
Feasible in less than 3 
years 
Feasible in more than 3 
years 
Not feasible until 2020 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application can be tech-
nically implemented using a 
state-of-the-art technology set 
today or within the next years to 
come 

Technology inte-
gration 

Open for integration 
Open data formats only 
Standard communication 
protocols only 
Integration hardly possible 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application is ready for 
integration into the IoT ecosys-
tem including data formats and 
communication protocols 

Deployment ef-
forts  

Low – Remote automatic 
Feasible – Remote semiau-
tomatic 
Considerable – Onsite 
semiautomatic 
High – Onsite manual 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application can be easily 
deployed 

Maintenance ef-
forts 

Low – Remote automatic 
Feasible – Remote semiau-
tomatic 
Considerable – Onsite 
semiautomatic 
High – Onsite manual 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application can be easily 
maintained 
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Table 2. (Continued.) 

Validation target Values Description 
Scalability > 1’000’000 connected 

nodes 
100’000 – 1’000’000 con-
nected nodes 
10’000 – 100’000 con-
nected nodes 
1’000 – 10’000 connected 
nodes  
< 1’000 connected nodes 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application can be scaled 
to a large amount of nodes 

User experience / 
comfort / percep-
tion 

User-friendly,  simple, 
secure, reliable, privacy-
driven 
User-affine - Any three 
properties 
Limited - Any two proper-
ties 
Very limited - Any proper-
ty 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application attracts with 
a well-designed user experience  

User acceptance High – Daily usage 
Considerable – Weekly 
usage 
Borderline – Monthly 
usage 
Low – Less than monthly 
usage 

Field Trial aims to validate if 
the proposed IoT solution, ser-
vice or application is widely 
accepted 

 
As one can also see from Table 2, the requirement gathering through IoT applica-

tions continues through involvement of real users and stakeholders to gather not only 
technical feedbacks but more importantly user experience and acceptance data. The 
following IoT applications are being tested now based on access to the end-users as 
well as possibility to measure its technical feasibility: 

• Smart Office scenario – the main goal here is to optimize the information flows 
between all the office users and this way to increase flexibility / reaction times and 
to eliminate information losses inside of organization. Technically, smart office 
IoT application is aiming to develop, deploy and get the user feedback on united 
informational environment enabled by interconnection of common work tools 
(domain login/logoff times, calendar, phone and VoIP service, etc.), sensing in-
formation (energy consumption, temperature, humidity, air quality, luminosity) 
with personalized context information (activity, presence, location) within one or-
ganization. The expected feedbacks will come from office staff and system main-
tenance staff. Main users of this IoT application are the colleagues from BUTLER 
team involving in total around 100 users at different European locations 
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• Smart Shopping scenario - the main goal here is to enable the customers to benefit 
from personalized special product or service offers while saving time and money 
spent on search of the best preferences – quality – price ratio. For the shop owners 
the Smart Shopping IoT application opens a new advertisement channel thus en-
hancing their access to potential customers. This IoT application will be deployed 
in Europe over 2013, with a first identified preliminary set of 500 users. The ex-
pected feedback will come from customers and shop owners including quantitative 
(based on usage statistics and feedback forms) and qualitative (customers and shop 
owners interviews) feedbacks 

• Smart Transport scenario - the main goal here is to provide serving train staff with 
possibility to improve their service quality while serving their train passengers. 
This is being done by indoor localization system allowing releasing the staff from 
the duty to operate the internal doors by arms that are often busy with dishes or 
train operation materials. The initial deployment consists of a 6 week running test 
starting from January 2013 on the Glacier Express line in Switzerland. The ex-
pected feedback will come from train staff, passengers and system maintenance 
staff 

• Smart Parking scenario – the main goal here is to eliminate the effort of citizens for 
parking search in European urbanized areas. This IoT application is being deployed 
as part of the Smart Santander initiative. As a side effect of this deployment we ex-
pect the improvement of general traffic situation since fewer cars will circulate on 
the roads in a parking search process. The expected feedbacks will come from the 
end-users of reservation system, city authorities and system maintenance staff 

The next logical step is to deploy the multi-domain IoT platform into real IoT  
applications enabling communication and interoperability between them. This will not 
only extend the user basis and the associated users’ feedbacks but also test and  
demonstrate the readiness of the platform to be used by new stakeholders. This hori-
zontality requires that the different IoT applications share a common basis, a common 
technical infrastructure. 

6 IoT System Overview 

The implementation of horizontal technological IoT solution within BUTLER is or-
ganized in three flows, each one dedicated to the implementation of one platform. The 
3 platforms together constitute the IoT Horizontal Platform that is being integrated 
into interconnected heterogeneous IoT system, offering common functionalities to 
application developers. In particular, Figure 2 gives schematic view on platform parts 
and relations between them: 

• Smart Server platform: an integration of different servers to provide API building 
blocks on the IoT cloud for application and service integration. It provides to  
developers components that realize server-side functionalities horizontal to all ap-
plication, for example:  complex event processing, localization engine, context 
management framework, user profile and user behavior model, security policies 
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Fig. 3. IoT application example 

As a common option, the particular external services from different providers are 
connected to the cloud for publishing their data and control API to the central control 
and visualization server. This server accesses the gateways and web services in order 
to fetch data coming from the attached sensors as well as from the prediction algo-
rithms (green lines). It processes the data and finally generates the information to be 
visualized and sent to the TV as well as the tablet (red lines). Interaction with the user 
happens over the tablet. 

Although all platforms come with their own visualization and input variants, this 
approach over the central server and its connected Flash Clients running on different 
target hardware was chosen in order to provide this IoT application example with a 
homogenous user interface (red lines). The data interfaces to get to the data and 
switch the loads are specifically defined between service providers and central server 
(green lines). 

8 Concluding Discussion 

After short introduction into the IoT world challenges of isolated domain specific 
applications we have presented the vision on integration and interconnection of hete-
rogeneous IoT subsystems. The main goal of this integration is a generation the added 
value in the context-aware 24/7 information support for end-users through availability 
of the non-core information for a given application domain IoT applications from 
different vertical domains like Smart Transport, Smart Health, Smart Shopping, Smart 
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Home and Smart City. These IoT applications of horizontal BUTLER scenario have 
been explicitly chosen to validate and measure technical and integration feasibility, 
deployment and maintenance efforts, scalability as well user experience and accep-
tance following the implementation of previously suggested by authors values for IoT 
pilots. The architectural system overview of technological enablers of interoperability 
and interconnection as well as security and privacy concerns between and within  
IoT applications have been afterwards instantiated in the first concrete IoT application 
example in Smart Home domain. The future work will be focused on finalization of 
validation and measurement methodology based on feedback collection from IoT 
pilot development, deployment, commissioning, operation and maintenance users. 
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Abstract. Next generation sensor networks are predicted to be deployed in the
Internet-of-the-Things (IoT) with a high level of heterogeneity. They will be us-
ing sensor motes which are equipped with different sensing and communica-
tion devices and tasked to deliver different services leading to different energy
consumption patterns. The application of traditional wireless sensor routing al-
gorithms designed for sensor motes expanding the same energy to such heteroge-
neous networks may lead to energy unbalance and subsequent short-lived sensor
networks resulting from routing the sensor readings over the most overworked
sensor nodes while leaving the least used nodes idle. Building upon node inter-
ference awareness and sensor devices service identification, we assess the rele-
vance of using a routing protocol that combines these two key features to achieve
efficient traffic engineering in IoT settings and its relative efficiency compared to
traditional sensor routing. Performance evaluation with simulation reveals clear
improvement of the proposed protocol vs. state of the art solutions in terms of
load balancing, notably for critical nodes that cover more services. Results show
that the proposed protocol considerably reduce the number of packets routed by
critical nodes, where the difference with the compared protocol becomes more
and more important as the number of nodes increases. Results also reveal clear
reduction in the average energy consumption.

1 Introduction

1.1 Motivations

The recent advances in Radio Frequency Identification (RFID) and Wireless
Sensor/Actuator Networks (WSANs) have led to a new information technology (IT)
era where devices built around these technologies are deployed in our daily living en-
vironments to provide services that range from the most common, such as weather
forecasting, to most unusual such as body area monitoring. While RFID systems are
used in such environments to accurately identify objects in a number of applications
such as asset tracking, telemetry-based remote monitoring, and real time supply chain
management, they usually fail short to accurately locate these objects and sense what is
happening in their surrounding. On the other hand, while being good in the localization
and recognition of the physical parameters of the environment in applications such as
precision agriculture, fire detection, weather and pollution monitoring and many oth-
ers, sensor devices are unable to identify objects. The integration of both technologies

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 25–35, 2013.
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into hybrid sensor devices capable of both sensing and identifying objects present a
great advantage compared to using a single technology or deploying these technolo-
gies separately. When deployed in a hospital setting, for example, to monitor babies
in a maternity ward, hybrid sensors can both localize the movement of each baby dur-
ing daily care, e.g., what treatment stations the baby has been through, and report on
the environmental conditions he has been exposed to, e.g, temperature, humidity, light
exposure, etc. Separate deployment of these technologies may lead to a duplication of
resources both hardware and software, complex and costly system management and dif-
ficult software trouble shooting and maintenance. The relevance of using hybrid sensors
compared to single or separate technology deployment can also be demonstrated in un-
derground mine monitoring where the placement of such devices in different locations
of a mine may enable both localization of miners and identification of the environmen-
tal parameters they are exposed to in order to trigger early warning in case of high
exposure to high levels of gazes and danger of explosion.

Ubiquitous Sensor Networks (USNs) [1] are emerging as a family of networks that
build upon the integration and networking of RFID, WSAN and hybrid devices into a
common communication platform capable of identifying the objects in our living envi-
ronment and sense what is happening in such environment to enable pervasive access
to the information carried by a multitude of user applications and produced by a multi-
tude of objects that surround us. When endowed with an IP address (or any global ID),
USN devices may transform the objects and things we use in our daily environment into
”smart objects” capable of using the Internet and web services to communicate among
themselves, and with humans in the ”Internet-of-the-Things (IoT)” [2]. Born between
2008 and 2009 when the number of objects/things connected to the Internet exceeded
the number of people connected, the IoT is raising a great interest by both the research
and practitioner’s communities as a network of the future that is predicted to connect
by 2020, billions of objects outfitted with sensor, actuator and RFID devices. It is also
expected to provide access to the information not only “anytime” and “anywhere”, but
also by “anyone” and using “anything” with projected high impact in the development
of innovative technologies that will lead the near future. Based on their scientific, eco-
nomic and engineering benefits, these technologies are opening tremendous opportuni-
ties for a large number of novel applications that promise to revolutionize and improve
the quality of our lives.

Traditional WSN routing protocols have been designed on a routing model that route
sensor readings from nodes to a gateway by assuming that the sensor nodes are of the
same fabric and expected to deliver the same service: sensing and forwarding the sensor
readings towards the sink node. The application of these routing protocols in the het-
erogeneous IoT settings may lead to performance degradation as different nodes might
exhibit different levels of service heterogeneity: e.g some nodes might be sensing their
environment and using their GPRS modem to send SMSs in fire-fighting applications,
other nodes might be tasked to achieve both sensing, identification and forwarding as
illustrated by the underground mining example above.
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1.2 Related Work

Integration of sensors and RFID devices have been largely investigated in the literature
[3–6]. In [3] for example, a two-tiered RFID sensor network where readers collect data
from tags and forward it to the base station is proposed. The authors identified energy
unbalance in the network caused by an increase in the amount of traffic as the distance
to the base station gets shorter. Consequently, readers closer to the base station die
quicker. To solve the problem, they propose a scheme that balances load among readers
by adding more readers in areas near the base station. The results obtained from the
simulation show that the network lifetime increases as the number of readers close to
the base station increases. The solution is very expensive considering the current cost
of RFID readers. Furthermore, an increase in the number of reader nodes may lead to
an increase in the number of collisions in the network.

In [4–6], different techniques for integrating sensor nodes with RFIDs are discussed.
The objective of the different integrations is to achieve an ad-hoc network similar to
WSNs. The integrated readers collect data from the environment and share the data
among themselves. This type of integrated network has similar energy limitations to
WSNs because all the nodes have the same properties. In order to save energy in the
network, the authors in [4] decreased energy consumption of the network by propos-
ing an on-demand wakeup capability that eliminates idle listening. This approach saves
power, but it is a Medium Access Control (MAC) protocol and not a routing protocol.
Multi-objective routing solutions [7–9] have also been proposed to improve the QoS
delivery in sensor networks. While [7] uses an energy constrained multipath routing
approach, the works in [8, 9] are based on geographic routing but using service differ-
entiation with respect to the traffic classes and requirements in a homogeneous environ-
ment. This differs from the solution proposed in this paper where service differentiation
is related to the delivered services of the sensor nodes in a heterogeneous environment.

Data collection protocols such as collection tree protocol (CTP) [10], TinyOS bea-
coning (TOB) [11] and RPL [13] are closely related to the routing solution proposed in
this paper. They are designed around a collection tree structure where minimum- cost
trees for nodes that advertise themselves as tree roots are built and maintained to for-
ward the sensor readings from nodes to the base-station. CTP and RPL use the trickle
algorithm to enable data traffic to quickly discover and fix routing inconsistencies by
relying on the Collection tree and adaptive beaconing features to reduce route repair
latency and beacon messages. It has been credited to the TOB protocol the attractive
feature of node simplicity and the advantage of not having to maintain large routing
tables or other complicated data structures. However, this attractive feature has to be
weighted against some of the inefficiencies of the beaconing protocol. These include
1) the lack of resilience to node failures, leading to an entire sub-tree being cut off
from the base-station during the current epoch when a parent node fails, 2) the tree-
like m-to-1 sensor readings dissemination model leading to uneven power consumption
across network nodes as the nodes surrounding the base-station tasked to forward pack-
ets from all the nodes in their sub-tree consume a lot of power, whereas the leaf nodes
in the spanning tree, which do not perform any forwarding, consume least power. These
shortcomings are addressed in this paper.
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1.3 Contributions Overview

This paper tackles the issue of energy efficiency for USNs to evaluate the impact of us-
ing role-based service differentiation on USN efficiency in IoT settings. We propose the
LIBP protocol that combines node interference with role-aware service differentiation
to enable USN devices of different predefined roles to provide different routing services
and thus avoid to over-stretching the most over-worked sensor nodes. Our simulation
results obtained using TOSSIM [12] reveal the relative scalability and efficiency of the
traffic engineering scheme resulting from LIBP compared to state of the art collection
protocols TOB and CTP. The remainder of this paper is organized as follows: Section 2
presents the proposed model and protocol. The experimental results obtained through
comparative simulation study are presented in Section 3, and finally Section 4 draws
the conclusions.

2 Proposed Solution

2.1 Path Finding Scenario

Fig 1 depicts a USN as a trap topology graph with the sink located at node 0 and the
edges showing potential wireless links that can be used to route the sensor readings
from nodes to sink. The application of any of collection protocol to the USN illustrated
by Fig 1 may lead to two sensor network routing configurations, depending on how
the parent nodes are selected at each epoch: A path multiplexing configuration illus-
trated by Figure Fig 2 (a) and a path separated configuration revealed by Fig 2 (b).
The path separated configuration is a load balanced configuration which can be use-
ful in 1) interference-aware routing schemes 2) service-aware routing schemes and
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3) heterogeneous routing situations combining both schemes which we predict to be
common in the IoT. Interference-aware routing aims to minimize traffic flows interfer-
ence on nodes with the expectation of reducing energy usage as each node will route less
traffic. Interference-aware routing also protects the network against the impact of node
failures by having less branches cut from the network upon failure. Service-aware rout-
ing protects critical nodes from being overworked by the routing process while leaving
the less critical nodes idle. The “least interference beaconing (LIB)” model proposed
in this paper is a scheme where a weighted combination of interference and service-
aware routing is piggy-backed on the beaconing process applied to collection protocols
to achieve efficient and scalable USN management. As applied in this paper, path sepa-
ration can 1) protect node 3 in interference-aware routing from becoming a single point
of interference consuming high energy and leading to the high traffic loss under failure
and 2) protect critical node 3 in service-aware routing from being overworked while
less critical nodes are idle.

2.2 The Routing Problem

The routing in USNs can be formulated as a zero-one linear problem consisting of find-
ing for each node n, the subset N0 ⊆ N[n] of its neighbours that solves the following
zero-one linear problem

min
∑

j∈N[n] xj

subject to
(1)⎧⎨⎩w(n) = αwi(n) + βws(n) (2)

parent(j) = n | w(n) = minx∈N (j){w(x)} (3)
xj = 0 or 1 , ∀j ∈ N[n] (4)

where β = 1−α while parent(j) is a function that returns the preferred parent for a
given node n. w(n) is the routing metric associated with node n. It is a weighted expres-
sion of its interference in the number of children that it is carryingwi(n) =

∑
j∈N[n] xj

and the penalty related to the role played by the node in the network expressed by
ws(n). It can be set high to protect critical nodes from battery depletion or low to steer
the traffic flows towards less critical nodes. Note that as expressed above, the problem
formulation expresses the node interference minimization and role-based differentia-
tion of services and how they are mapped into i) a routing metric/cost expressed by
equation (2), ii) a parent selection expressed by equation (3) and iii) the zero-one lin-
earity model expressed by equation (4). The routing model formulated above is a local
optimization problem that may be solved using a heuristic solution described in sub-
section 2.3, and then implemented as a protocol in subsection 2.4. The β value and
consequently α = 1 − β is an important parameter that defines the routing model. As
expressed below

β =

⎧⎨⎩
0 Interference-aware routing
1 Service-aware routing
x ∈]0 . . . 1[ Hybrid routing.

It expresses the network administration preference for a given routing model.
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2.3 LIBA: An Algorithmic Solution

Least Interference Beaconing Algorithm (LIBA) is an algorithmic solution to the
routing problem formulated by (1)-(4). It uses a time-bound by ”epoch” distributed
breadth-first search model to find the routing paths for the traffic flows carrying the
sensor readings from nodes to the sink/gateway node. A high-level description of LIBA
is presented in Figure 3 (a) for the sensor nodes, where Te is the duration of an epoch,
and mod is the modulo operation used in our case to compute the beginning of a new
epoch. Its gateway version is depicted by Figure 3 (b).
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T=Clock(syn);
get synchronized clock time;

w(x) =ßWr(X)

epoch!=0
?

yes

T mod Te=0?

epoch++;
Select(parent(x));
Compute(w(x));
Broadcast(w(x));

yes

no

Collect & forward
sensor reading to

parent(x);

no

Faulty branch
is announced

by the gateway

Set epoch to 0

yes

no

END

(a) Node Algorithm

START

Faulty
gateway?

yes

Faulty branch
found in the
network?

no

Collect sensor reading from base station;
Record data at gateway & recognize

situation;

no

Set  epoch to 0
Broadcast(epoch)

yes

END

(b) Gateway Algorithm

Fig. 3. Least Interference Beaconing Algorithm

As presented in Figure 3 (a), LIBA provides a heuristic solution to the least interfer-
ence routing problem expressed by (1) by using a similar scheme to TinyOS beaconing,
but with a slight modification to the beaconing process in order to meet the routing
constraints (2), (3) and (4) as follows:

– When broadcasting the beacon after the initial step, the parent computes its weight
specifying a weighted average of the number of children it is supporting (inter-
ference) and the role played by the node (service delivery), as expressed by the
routing constraint (2). It then includes the calculated weight in the beacon that is
being broadcasted.

– Upon reception of the beacons from potential parents, the children nodes select
their preferences for the least weighted parent and update their forwarding tables
based on the expression of the routing constraint (3).
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– The zero-one linearity routing constraint (4) can also be expressed by

xj =

{
1 parent(j) = ı
0 otherwise.

It suggests the creation of a breadth-first spanning tree rooted at the sink through
recursive broadcasting of routing update beacon messages and recording of parents.

Figure 3 (b) presents a high level description of the algorithm implemented by the
sink/gateway. It involves a situation recognition process that triggers recovery mecha-
nisms, by reinitializing the epoch counter, epoch = 0, upon detection of a node failure.
However, in this paper, situation recognition has been limited to ensuring that as a pro-
tocol implementation of the zero-one linear formulation, LIBA leads to a connected net-
work. The study of the recovery processes under failure conditions are beyond the scope
of this current work. It should be noted that the LIBA algorithm depicted in Fig 3 (a)
might (i) lead to a path multiplexing configuration such as illustrated in Fig 2 (a) during
an epoch where all weights are equal, and it might (ii) converge to a path separated
configuration as depicted in Fig 2 (b) after computation and broadcasting of weights.
In the illustration provided in Fig 2, the convergence to a path separated configuration
happens after weight allocation and broadcasting in a given epoch where from a path
multiplexing, node 3 informs nodes 5 and 6 that it has a weight = 2. In this case,
during the parent selection process that follows the weight allocation and broadcasting,
node 5 will select node 3 as parent while node 6 will prefer node 4 as parent.

2.4 LIBP: A Protocol Implementation

LIBP is a protocol implementation of the LIBA algorithm described above. It builds
upon an ad hoc routing model similar to TOB in terms of simplicity, and to the emerg-
ing RPL protocol in terms of structure. It uses beacons and acknowledgements as main
messages and weight updating, weight broadcasting, and parent selection as its main
operations. The beacon messages carry the sender’s identity and weight, and they are
broadcasted to potential children by senders. Parent selection is performed at reception
of the beacon messages but acknowledged to only the selected parents, which sub-
sequently increase their weights only after receiving the acknowledgement message.
LIBP is based on the following key features:

– Use of a simple ad hoc routing protocol, which creates a breadth-first spanning
tree rooted at the sink through recursive broadcasting of routing update beacon
messages and recording of parents.

– The beacon messages are (1) broadcasted periodically at intervals called epochs,
(2) propagated progressively to neighbours and (3) received by a few nodes located
in the vicinity of the source of the beacon message.

– The transmission of the beacon is built around a source marking progressive prop-
agation to neighbours and rebroadcasting progress, which sets up a breadth-first
spanning tree rooted at the sink.

– The least interference paradigm is integrated into the process through selection of
a parent node that has the least weight. It is thus a point of least burden in terms of
node interference and service delivery.
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– While the LIBP protocol leads to the same number of messages exchanged as TOB,
it implements a different parent selection model where instead of selecting the first
parent node they heard from, the sensor nodes hear from a set of neighbours and
select the least burdened (in number of children, task, or trading-off both depending
on the values of β and α) as the parent node.

Note that by piggy-backing the parent identification into the beacon broadcasting
process and adding parent identification to the packet header, our model may avoid
the signalling overheads related to the addition of an acknowledgement into the rout-
ing process. However, as LIBP acknowledgements are sent to only the selected parents,
they are bound by the maximum number of nodes in the network, thus reducing tremen-
dously the signalling overheads during an epoch.

3 Simulation Study

To evaluate the performance of the proposed protocol and compare it with CTP [10]
and TinyOs Beaconing (TOB) [11], extensive simulations have been conducted with
TOSSIM [12]. The number of nodes have been varied from 20 to 200, and β, from 0.2
to 1. In each scenario, 10% of nodes where set to be critical (hybrid) nodes whose en-
ergy resource management is of high importance due to the high loads they are required
to perform. These node should route as few packets as possible to ensure a long net-
work lifetime. The number of packets forwarded by these nodes is thus the key perfor-
mance metric that should be optimized (minimized) in this hybrid environment. Table 1
sketches the most relevant simulation parameters. Each point of the plots is the average
of several runs, and results are presented with 99% confidence interval. The number of
packets forwarded by critical nodes has been measured. Fig. 4 depicts the number of
packets forwarded by critical nodes in LIBP vs. β. The plots show averaged values of
the minimum number, the maximum number, and the mean number of the forwarded
packets by the 10 critical nodes in the 100 nodes scenario. We can see that there is a
sharp decrease from β = 0 to β = 0.4, then all the numbers become more or less stable
with some but insignificant fluctuation. We conclude that setting β to 0.4 is sufficient
enough– in the simulated scenarios– to enable relaxing routing load at critical nodes . β
is thus fixed to 0.4 for LIBP in what follows. The number forwarded by critical nodes
is presented in Fig. 5. Fig. 5 a) depicts the mean values of packets forwarded by critical
nodes for both LIBP and TOB vs. the number of nodes. CTP has also been simulated,
but its mean values are very fluctuating with very high error bars. It has been removed
to make the figure legible. It is clear from the figure that LIBP reduces the routing load
on critical nodes compared to TOB. The inevitable increase vs. the number of nodes is
much smother for LIBP, and the difference between the protocol becomes more impor-
tant as the number of nodes rises. This is justified by the fact that the more nodes are n

Table 1. Simulation Setup

Traffic every node sends a 28-byte packet every 5 sec
Number of nodes 20: 200
Topology random
Simulation duration 900 sec
beacon interval 20 s
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Fig. 5. Packet forwarding of critical nodes vs. number of nodes a) Average, b) min/max dispersal

the network, the more choices will be available to permit routing around critical nodes.
Fig. 5 b) shows the interval of the number of forwarded packets by critical nodes (the
minimum/maximum dispersal), where CTP is also depicted. Here, it is clear how the
difference between the minimum and the maximum values is huge for CTP that does
not apply any load balancing, and that the CTP tree construction strategy resulted in
some bottleneck nodes amongst the critical ones. On contrary, LIBP demonstrated the
best performance owing to its strategic load balancing.

Finally, Fig.6 a) and b) plot the total instantaneous number of data packets received
by the sink and those sent by the nodes, respectively, vs. time in 100 nodes scenario.
From these plots, it can be seen that CTP implementation results in higher latency owing
to the spanning tree construction that takes a long time compared to the other protocols.
This explains non-transmission (and accordingly no reception) of packets at the begin-
ning, and peaks in a later stage of the experimentation. Using Avrora, we measured the
average energy consumption of all nodes in the network for the tree protocols. Fig. 7
depicts the obtained results vs. the number of nodes. It is clear from the figure taht CTP
leads to a drastic rise of energy consumption when the number of nodes reaches 70,
while both TOB and LIBP scale with the increase in the number of nodes. LIBP reveals
the lowest energy consumption with the increase of number of USN nodes.
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4 Conclusion and Future Work

This paper presents LIBP, a new routing protocol that builds upon routing simplicity,
minimization of the interference among competing traffic flows and service differenti-
ation to achieve efficient traffic engineering of the emerging islands of USNs that form
the IoT. Preliminary experimental results using TOSSIM reveal the relative efficiency
of LIBP compared to CTP and TOB protocols. These results reveal that the “path sep-
aration” principle behind the “least interference beaconing” paradigm embedded into
LIBP and the “least interference optimization” paradigm proposed in [14,15] translates
into network efficiency.

There is room for further investigation of the LIBP protocol in terms of its fault toler-
ance capabilities upon failure, its dependability in terms of protection against jamming
attacks, and its relative performance compared to recently standardized protocols such
as RPL. When deployed to support sensing operations in intermittent power supply en-
vironments, a flexible and robust gateway such as proposed in [16] may be augmented
with situation recognition capabilities to improve USN security and efficiency. This is
another avenue for future research.
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Abstract. The Internet of Things (IoT) vision foresees a future In-
ternet encompassing the realm of smart physical objects, which offer
hosted functionality as services. The role of service discovery is crucial
when providing application-level, end-to-end integration. In this paper,
we propose trendy: a RESTful web services based Service Discovery
protocol to tackle the challenges posed by constrained domains while
offering the required interoperability. It provides a service selection tech-
nique to offer the appropriate service to the user application depending
on the available context information of user and services. Furthermore,
it employs a demand-based adaptive timer and caching mechanism to
reduce the communication overhead and to decrease the service invoca-
tion delay. trendy’s grouping technique creates location-based teams of
nodes to offer service composition. Our simulation results show that the
employed techniques reduce the control packet overhead, service invoca-
tion delay and energy consumption. In addition, the grouping technique
provides the foundation for group-based service mash-ups and localises
control traffic to improve scalability.

Keywords: Adaptive, Context-aware, Service Discovery, 6LoWPAN,
Internet of Things, CoAP, RESTful, Web of Things.

1 Introduction

The Internet of Things (IoT) concept has revolutionised the vision of the future
Internet with the advent of standards such as 6LoWPAN making it feasible to
extend the Internet into previously unreachable environments, e.g. Wireless Sen-
sor Networks (WSN). The abstraction of resources as services, has opened WSNs
to a new plethora of potential applications. Moreover, the web service paradigm
can be used to provide interoperability by offering a standard interface to interact
with these services. However, these networks pose many challenges in terms of
limited resources. Consequently, the adaptability of existing IP-based solutions
is not feasible. As traditional service discovery and selection solutions demand
heavy communication and use bulky formats, which are unsuitable for these
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resource-constrained devices incorporating sleep cycles to save energy. Even a
registry-based approach exhibits burdensome traffic in maintaining the availabil-
ity status of the devices. The feasible solution for service discovery and selection
is instrumental in enabling wide application coverage of these networks in the
future [1].

The contribution of this paper is a compact and optimise registry based ser-
vice discovery solution with context awareness for the IoT, which is more focused
on constrained domains such as 6LoWPAN. It uses CoAP-based [14] RESTful
web services to provide a standard interoperable interface which can be easily
inter-worked with HTTP. The modular design of protocol features allows its
implementation on the constrained devices. High capability devices can benefit
by implementing profiles to share the load of other devices. Thus, it allows the
productive usage of resources in the network. trendy intelligently uses the con-
text information to provide optimal service selection, which make sure that more
superior hosts will be suggested to an enquirer. This paper extends our previous
work [3] by introducing new adaptive timer and caching techniques. Adaptive
timer minimises the protocol’s control overhead and energy consumption. Its
grouping mechanism is based on location tags to localise status maintenance traf-
fic and to compose and offer new group based services. The APPUB (Adaptive
Piggybacked Publish) technique balances the trade-off between service invoca-
tion delay and packet overhead by adaptively making cache available for highly
requested resources. We have performed simulations to demonstrate the benefit
of using trendy techniques in terms of energy consumption, packet overhead,
scalability (packets towards the sink and cache hits) and service invocation time.

This paper covers the related work in Section 2, before describing protocol
and its architecture, entity interactions and techniques in Section 3. In the end,
Section 4 discusses the performed experiments and generated results.

2 Related Work

The service discovery protocols are generally classified into three broad categories
on an architectural basis: centralised, distributed and hierarchical [2]. Centralised
architectures have a directory, where Service Agents (SA) register their services.
Subsequently, User Agents (UA) discover the services by sending unicast queries
to the directory. On the other hand, distributed architectures demand that nodes
collaborate using broadcast or multicast to discover a service. An example of a
distributed service discovery mechanism is ADDER [12]. Hierarchical architec-
tures employ some nodes with high capabilities, to represent a cluster of nodes
in their vicinity.

The industry-standard, IP-based Service Discovery Protocols (SDP) including
SLP, UPnP, JINI and Salutation are not directly applicable to 6LoWPAN be-
cause of the employed complex formats and high communication demand. uBon-
jour [8] is bonjour’s compact variant, based on mDNS and DNS-SD. Even though
mDNS/DNS-SD message sizes were recently optimised for 6LoWPANs [9], uBon-
jour still relies on the availability of IP multicast and entails more communication
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Fig. 1. Hybrid architecture of trendy

overhead. A SLP adaptation approach [4] employs SSLP inside the 6LoWPAN
and provides interoperability with SLP by using a Translation agent (TA). How-
ever, this solution involves complexity and delay of translation; each time mes-
sage is translated to or from SLP. An industry focused SOA (Service Oriented
Architecture) based middle-ware solution [7] uses WS-* and RESTful web ser-
vices. A recent approach [10] provides RESTful web services using HTTP based
service discovery with existing or injected strategies. The IETF Resource di-
rectory [15] uses CoAP as an underlying communication protocol for service
discovery. However, most of these existing directory-based solutions do not ad-
dress the service discovery requirements of IoT environments. This paper pro-
poses trendy service discovery solution that provides context-aware discovery,
efficient service management, service selection, caching and service composition.

3 TRENDY: Trend-Based Service Discovery for the IoT

This section describes the various design aspects of the trendy service discov-
ery protocol, including architecture, interaction between entities in context of
protocol features, adaptive timer and caching techniques.

3.1 Architecture

trendy maintains a registry: the DA (Directory Agent), where SAs (Service
Agents) register services. UAs (User Agents) query the DA, to find the location
of a service. The grouping mechanism further categorises SAs into GLs (Group
Leaders) and GMs (Group Members). Fig. 1 presents trendy’s architecture.

Directory Agent (DA): The DA has a backbone role in trendy’s architec-
ture maintaining the registry and using a demand-based adaptive timer (Sec-
tion 3.3) to increase or decrease the interval between status maintenance
updates. The DA responds to service discovery requests and uses collected
context information to provide optimal service selection. In case of a con-
strained network, e.g. 6LoWPAN, it can be at the root of RPL (IPv6 Routing
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Fig. 2. Interoperable framework of trendy: The DA collects service and context in-
formation to provide service discovery and selection, and uses grouping and adaptive
timer mechanisms to reduce status maintenance traffic

Protocol for Low power and Lossy Networks) routing protocol. However, any
other routing protocol can be used for this purpose. In our work, the DA
role is embedded in an edge router that acts as a bridge between the WSN
and IP networks using adaptation layer. However, the only requirement is
that the DA is on a resource-rich node with IP reachability to the SAs.

Group Member (GM): This is the most basic entity of trendy, and repre-
sents a service host who registers its services with the DA. Furthermore, it
periodically sends status updates to the DA using trendy’s UPD (Update)
message by selecting a random interval of 50% to 100% of the DA’s time
window between messages.

Group Leader (GL): The GL plays a key role in the grouping mechanism.
trendy’s modular design allows a GL to choose a different feature-set de-
pending on its available resources and application needs. The responsibilities
of a GL depend on its implemented resources; it can just collect the status
updates, forwards the query to group, aggregate the results for a query or
can act like a local registry or proxy.

User Agent (UA): The UA is a client that dicovers services available in a
network by sending queries to the DA. It can be either part of the sensor
network or can send a request from elsewhere in the Internet.

3.2 Entity Interaction

trendy introduces an open and interoperable framework to deal with the di-
versity of networks that can be the IoT. The challenge posed by the IoT’s re-
quirements is managed by employing a layered architecture, intelligent DA and
enabling a RESTful web service paradigm to deal with various formats and
protocols as shown in Figure 2.

This section covers the detail of trendy’s features from the perspective of
different entities.
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Web Service Paradigm: trendy uses a RESTful web service paradigm.
Entities use eitherCoAP (default) or HTTP (in case the targeted host under-
stands it or DA is acting as a proxy) to define their services and to communi-
cate with each other. The use of CoAP/HTTP simple proxy can seamlessly
translate requests from both protocols. This blends the real-world devices
into the existing web and enables the Web of Things (WoT) paradigm.

Context-Awareness: In trendy, the DA stores all service and contextual in-
formation, including service descriptions, location, battery consumed, and
registration time for all registered nodes. Furthermore, it maintains a hit
counter for each service, which is incremented whenever a service is discov-
ered and selected. The grouping, optimal GL and service selection is based
on the available context information. trendy allows the use of any context
attributes in an attribute-value pair format separated by “=”. These context
attributes can be defined in the service description by adding “,” to separate
them e.g. “l=INB01,b=10” describes a host’s location and battery attribute.

Grouping: Context-based grouping serves several purposes, including simple
localisation of status maintenance, execution of group-based queries to offer
an optional local service repository. It costs in terms of some packet overhead.
However, networks can get the benefit in the form of localised communica-
tion, which conserves energy. In addition, this enables a DA to compose and
offer group-based services, e.g. to actuate a command in a certain area.

The DA periodically analyses its registry for grouping and for every un-
grouped GM, it sends a YGM (Your Group Member) message (with GM’s
IP) to a GL in the same location. In case of multiple GLs, it selects one
based upon available context information. The GL then responds with an
acknowledgement and completes grouping process by sending a YGL (Your
Group Leader) message to GMs. This shifts the status maintenance burden
to the GL, which reports the DA about each unresponsive GM. A GL can
inform the DA about a missing GM using NRP (Not reported) message and
its depleting battery using a GLD (Group Leader Done) message.

Hybrid Architecture: Basically, trendy has a centralised architecture that
converges to a distributed one when the DA uses context information to
group GMs as shown in Fig. 1.

Service Descriptions: There are diverse requirements for service descriptions
posed by the IoT. trendy defines a default compact format for service
description consisting of only semi-colon separated URLs of resources offered
by a device. This simplistic format of resource description is a compact and
efficient choice for constrained environments. However, trendy considers the
requirement of extra semantic information, and recommends the IETF Core
Link Format1 while allowing any other format depending on the application.

Service Management: The DA maintains all service records with soft states,
which need to be updated regularly by SAs. trendy introduces an adap-
tive timer that considerably reduces the number of update messages. Timer

1 https://datatracker.ietf.org/doc/draft-ietf-core-link-format/

https://datatracker.ietf.org/doc/draft-ietf-core-link-format/
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Table 1. A UA specifies trendy/server URL with GET method and some URL queries
for a service discovery request to get the appropriate service

URL queries for appropriate discovery Matching criteria

?location=INB01 Location based
?location=INB01&type=temperature Location and type based

?location=INB01&type=temperature&info=sensor Location, type and
relevant information based

adapts to the demand of a service to increase or decrease the status update
interval.

Service Discovery: The DA determines the matching service from the reg-
istry using the attributes of the UA request described by the URL queries
(examples shown in Table 1). Subsequently it responds back to the UA by
appending the service information (resource’s URL and IP address of the
host) of one or more matching services in the payload.

Service Selection: A UA can specify best in a service discovery request’s
payload, to seek the DA’s assistance in selecting the best matching host if
multiple prospective hosts are found. In this case, the DA determines the
most appropriate service (if multiple services have been discovered) using
available user and network context information, e.g. battery, hops count,
UA location, etc.

Service Invocation: Service discovery is completed when an application gets
the response with a service identifier and address of its host. trendy, how-
ever, enables service invocation using a RESTful web service interface and
takes a step ahead by defining an adaptive publishing protocol (Section 3.4).

3.3 TRENDY Timer

The DA maintains soft state for each service description, so host devices send
status updates within a time period given by the DA. trendy uses an adaptive
timer to vary this time window length by maintaining a trendy counter for
individual nodes. The algorithm senses the demand of services to adaptively
increase the status maintenance interval for individual nodes. This significantly
decreases the number of packets required for status maintenance by the nodes.

The DA is configured with global attributes including, hit count threshold
value, timer step, retain threshold and the maximum trendy counter value,
which can be changed dynamically. It also maintains individual maximum counter
values for all registered SAs, which are changed in response to high demand of
services hosted by a node. Figure 3a describes the adaptive timer in a scenario.
Whenever the DA receives a status update message from a new node, it ac-
knowledges the registration with a time window for the next status maintenance
update. The subsequent update messages from the SA are responded with a
trendy counter value which is incremented every time a new update message



42 T. Ashraf Butt et al.

�

��� ��
����	
�� ��

��� ����
� ����� ��� 	����	

�
���

�����

�����

���
���

���
���

����

�
���

����� !�"
#�
 
$��	$�%� & �
����� 	
�� & �

��
�� 
$��	$�%� & �
�����' & �

��	�����

��	���������

���
�����' & (

�����

�����

(a) Adaptive timer: The DA keeps on in-
creasing the status update interval for a SA
until its hosted services become popular.
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(b) APPUB: The SA pushed the cache
to the DA after two service invocations,
which is used by the DA to serve a UA.

Fig. 3. Scenarios demonstrating adaptability of trendy

is received. The SA multiplies the acknowledged trendy counter with the basic
time window period to determine when the next update message is expected by
the DA. The DA keeps on increasing the trendy counter up to the maximum
value for the SA.

This maximum counter value for the SA is decremented by timer step, when
hit count (number of times discovered and selected) of its hosted services sur-
passes the hit count threshold value during the passage of a time window. Fig-
ure 3a shows how the maximum counter value of a SA decreased to 7 from 9
after two discoveries. If the hit count of a SA remained below the retain thresh-
old value, then the counter is increased by the timer step. In case of grouping,
all GMs follow the GL’s trendy counter value.

3.4 Adaptive Piggybacked Publishing (APPUB)

trendy devises a demand-based caching technique the APPUB (Adaptive Pig-
gybacked Publishing) as an alternative to balance the trade-off between service
invocation delay and network efficiency. It adapts to the demand of a resource
for caching rather than blindly maintaining cache of all resources in the network.

The DA maintains cached values with cached time and cache lifetime for
each service. The SA implements APPUB algorithm by sending cached values
and corresponding lifetime values to the DA, when the number of invocations
exceeds the hit count threshold. This enables a SA to get the help from the DA
to share the burden by acting as a proxy in busy times. The DA does not pass
the node’s IP address to a UA, if the fresh (not expired) cached value of the
resource is available. Figure 3b shows how the cache is pushed by a SA and then
used by the DA to serve a UA.
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4 Experiments and Results

Our simulations use the CONTIKI with RPL as a routing protocol and em-
ployed COOJA [13] to simulate all SAs (GMs and GLs). ContikiMAC [5] is used
as the Radio Duty Cycling (RDC) scheme and Carrier Sense Multiple Access
(CSMA) as MAC protocol. Two implementations of CoAP are used in experi-
ments. Erbium [8] is a Contiki based CoAP implementation, which is used inside
the 6LoWPAN for SAs; and JAVA based Californium2 is used to implement the
DA and UA. All simulations consist of 36 Tmote Sky nodes where one node acts
as a border router to connect the COOJA-based 6LoWPAN to the DA running
as Linux process via the Serial Line Internet Protocol (SLIP). All nodes are
placed randomly in a 190m× 180m wide field. Each node hosts three resources:
temperature, humidity and light. All SAs also share their location and current
state of battery with the DA. The nodes are given 5 different location tags with
7 nodes (for grouping: 1 GL and 6 GMs) for each location. The implemented GL
nodes in grouping scenarios are only capable of maintaining the status of their
GMs. Contiki’s ENERGEST [6] module is used to measure the energy consumed
at each node. All simulations are executed for 20 DA time windows each of 7
minutes long. Each experiment was repeated 10 times using a different random
seed for each iteration. All UA queries are stateless (each is sent as if from a
new UA) and randomly selected to send a GET request for a resource value in
one of the five locations after a random interval between 0 and 10 seconds. The
number of queries are varied (100 and 1000) for following Scenarios:

Case 1 - Basic TRENDY Service discovery (SD): This scenario only enables
the basic functionality of trendy. The UA gets an appropriately selected
resource’s URL and IP address of a SA hosting the matching service.

Case 2 - Basic TRENDY SD with adaptive timer : This scenario has a trendy
timer with global maximum counter fixed at 9 and hit count threshold at 2
on top of case 1’s functionality.

Case 3 - Basic TRENDY SD with adaptive timer and grouping: In this scenario,
grouping technique is employed with the functionality of case 2.

Case 4 - TRENDY APPUB and timer : This scenario employs trendy’s AP-
PUB technique with the threshold for service invocations fixed at 2 on top
of case 2. Therefore, SAs send the cached value of a resource to the DA after
two service invocations.

Case 5 - TRENDY APPUB with timer and grouping: In this scenario, grouping
is also enabled on top of the case 4.

The service invocation delay, number of control packets, number of packets
at the DA and energy consumption are measured in all experiments.

4.1 Measurements

Service Invocation Delay: Service Invocation (SI) delay is defined as the time
interval between issuing an invocation request and the reception of a response.

2 http://people.inf.ethz.ch/mkovatsc/californium.php

http://people.inf.ethz.ch/mkovatsc/californium.php
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Fig. 4. Service Invocation delay for queries (small is better)

The network traffic load, mean path length and message processing time are
the factors which affect the SI delay. Figure 4a shows the advantage of using
trendy’s APPUB technique in cases 4 and 5, which have the lowest average
service invocation delay. SAs push the cache value to the DA after two service
invocations, which is used to serve the next UA queries resulting in cache hits.
Figure 4b depicts this trend for case 5 in one of the five locations.

Control Overhead: A protocol’s control overhead is measured as the number
of control packets used by the protocol to complete its operational and man-
agement tasks. Figure 5a shows the control packet overhead as the sum of all
registrations, grouping and reporting messages. The trendy adaptive timer
used in cases 2 to 5 has reduced control overhead. Subsequently, in Figure 5b
we additionally display the number of service invocation messages directly
served by nodes in the control overhead equation. This figure illustrates the
benefit of using trendy’s APPUB and adaptive timer in cases 4 and 5.

Scalability Factor: Packets Received at the DA: With trendy, all ser-
vices are stored and maintained by the DA. This requires messages for reg-
istration and status maintenance to be sent to the DA from all the SAs.
Consequently, the number of messages generated by nodes can overwhelm
the network, as most of the messages need to pass through multiple hops
to reach the destination. Thus, we consider the number of packets received
by the DA from 6LoWPAN network as an important scalability factor of
a service discovery solution. Figures 6a and 6b show that case 3 and 5 us-
ing grouping mechanism reduced the flood of messages towards the DA by
localising status maintenance.

Energy Consumption and Network Lifetime: To estimate network lifetime,
we have considered top nodes in terms of energy consumption from each of



Adaptive and Context-Aware Service Discovery for the IoT 45

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

1 2 3 4 5

N
um

be
r 

of
 P

ac
ke

ts

Cases

100 queries 1000 queries

(a) Control packet overhead is far less in
cases 2-5 using adaptive timer.

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 2000

1 2 3 4 5
N

um
be

r 
of

 P
ac

ke
ts

Cases

100 queries 1000 queries

(b) Cases 4-5 with APPUB performed best
when service invocations are included.

Fig. 5. Control packet overhead of 35 nodes after 8400 seconds (small is better)
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Fig. 7. Energy Consumption after 8400 seconds of simulation and 1000 queries

the five locations. Figure 7a shows the individual energy consumption of all
35 nodes, whereas only top nodes are considered in Fig 7b. Both figures show
that cases 4 and 5 using trendy’s APPUB and adaptive timer will increase
the energy efficiency and network lifetime.

5 Conclusion and Future Work

This paper presents trendy: an adaptive and context-aware Service Discovery
Protocol for the IoT. This protocol employs CoAP based RESTful web ser-
vices, which enable application-layer integration of constrained domains and the
Internet. trendy’s resource directory provides service discovery with a context-
aware service selection using user- and network-based context. The trade-off be-
tween status maintenance load and reliability is managed by trendy’s adaptive
timer based on demand. trendy’s APPUB technique has the following benefits:
it allows the service hosts to share their load with the resource directory and
also decreases the service invocation delay. Furthermore, trendy introduces a
context-based grouping technique where the resource directory divides the net-
work at the application layer, by creating location-based groups. This grouping
of nodes localizes the control overhead and provides the base for service compo-
sition, localized aggregation and processing of data. Our simulation results show
that trendy’s techniques decrease the control overhead, energy consumption
and service invocation delay. Additionally, the grouping technique considerably
decreases the number of packets towards the sink and thus improves scalability
in a multi-hop network. In future work, we intend to experiment with service
composition by employing more appropriate group leaders for the groups. In
addition, the experiments with multiple heterogeneous networks and physical
hardware testbeds [11] are also in the pipeline.
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Abstract. The smart spaces paradigm and the M3 concept have already
showed their potential for constructing advanced service infrastructures.
The Internet of Things (IoT) provides the possibility to make any “thing”
a user or component of such a service infrastructure. In this paper, we
consider the crucial design challenges that smart spaces meet for deploy-
ing in IoT: (1) interoperability, (2) information processing, (3) security
and privacy. The paper makes a step toward a systematized view on
smart spaces as a computing paradigm for IoT applications. We summa-
rize the groundwork from pilot M3 implementations and discuss solutions
to cope with the challenges. The considered solutions can be already used
in advanced service infrastructures.

Keywords: Interoperability, Semantic web, Security.

1 Introduction

The amount of information and services is growing so fast that users cannot
efficiently utilize the existing Internet service infrastructure. Low communica-
tion between services results in high fragmentation of information. The huge
opportunity is in analysis and efficient use of all information by all applications,
involvement of many surrounding physical/digital objects into the service pro-
vision chain and enabling proactive delivery of the services.

The smart spaces paradigm aims at constructing advanced service infrastruc-
tures that follow the ubiquitous computing vision: smart objects are executed on
a variety of digital devices and services are constructed as interaction of agents
in information sharing environment [1, 2]—smart space. Its users connect new
devices flexibly to the space and consume information from any of the services.

The M3 concept further considers the Multidevice, Multidomain, and Multi-
vendor properties of smart spaces [3,4], resulting in M3 spaces. Smart-M3 [5–7]
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implements a pilot open-source interoperability platform of M3 spaces. The run-
time information and majority of the underlying mechanisms are visible and
manageable via a common knowledge base, which exploits Resource Description
Framework (RDF) of the Semantic Web.

In contrast to Giant Global Graph of the Semantic Web, M3 spaces are of local
and dynamic nature [3]. This property suits well for the Internet of Things (IoT)
with its ubiquitous interconnections of highly heterogeneous networked entities
and networks. IoT becomes a feasible internetworking substrate on top of which
M3 spaces can be deployed. Autonomous everyday objects, being augmented
with sensing, processing, and network capabilities, are transformed into smart
objects that understand and react to their environment [8,9]. It has led recently
to revision of application programming techniques and met with new design
challenges for development of IoT service infrastructures.

This paper sorts out the following design challenges, which smart space
deployment and in particular M3-based service infrastructures meet in IoT.

Interoperability: How to manipulate with information in an open dynamic multi-
device environment and to offer services to the users.

Information Processing: How to reason over the information and to construct
the services, despite of environment heterogeneity, volatility, and ad-hoc nature.

Security and Privacy: How to provide integrity and confidentiality of processed
data and communication as well as authentication of services and users.

We expect that these challenges are most crucial on the recent phase of
M3 concept realization. Other challenges are their instances to certain extent.
That is, seamless device integration is connected to interoperability and security,
knowledge exchange between services and understanding of the current situation
are related to interoperability and information processing.

This overview continues our work [10] on the M3 concept. We analyze its
IoT-related challenges and their impact on service infrastructure development
and deployment. The analysis considers the latest achievements from recent pilot
implementations of M3 spaces and services, including results from regular discus-
sions on ruSmart and FRUCT conferences. We systematize potential responses
to the challenges as well as existing M3-based solutions.

The rest of the paper is organized as follows. Section 2 introduces the smart
spaces paradigm, M3 concept, and Smart-M3 platform. Section 3 shows an ex-
ample of M3 space for illustrating the challenges. Sections 4, 5, and 6 sequentially
consider the design challenges of smart spaces deployment in IoT and overview
existing solutions and research directions. Section 7 summarizes the paper.

2 M3 Spaces

Smart space is an ecosystem of interacting computational objects on shared
knowledge base. The key goal is seamless provision of users with information
using the best available resources for all kinds of devices that the users can use in
the ecosystem [1,3]. M3 spaces focus further on dynamic mash-up and integration
of many users, devices, applications, where domains span from embedded digital
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equipment and consumer electronics to Web [4,5,10]. The fusion of physical and
information worlds is not bound to any device type, device vendor, or application
domain. Provision of end-users is localized within the situational environment
and users’ needs, including personalized and context-aware services.

Smart-M3 platform [6] can be used to deploy an M3 space, providing a space-
based communication and synchronization substrate to independent agents—
knowledge processors (KPs). They run on devices available in the environment
and communicate by inserting information to the space and querying the infor-
mation in the space. The space is represented by one or more semantic informa-
tion brokers (SIBs); they maintain a knowledge base—a named search extent of
information. Smart-M3 employs term “knowledge”: a space keeps habitual data,
relations between them, and even such information as computations. Existing
SIB software implementations include original Smart-M3 SIB [6], RedSIB [7],
OSGi SIB [11], RIBS [12], and ADK [13].

Instant content is stored as an RDF graph, adopting the low-level triple-
based approach of the Semantic Web. The RDF model allows easy linking and
semantic-level interoperability when there are many content producers and con-
sumers. Each SIB performs RDF triples governance in possible cooperation
with other SIBs of the same space. Transactions between SIB and KP follow
Smart Space Access Protocol (SSAP), which supports the basic space primi-
tives: join/leave, insert/update/remove, query, (un)subscribe.

M3 space application is an ad-hoc assembly of KPs implementing collabora-
tively a service scenario to meet users’ goal. The high-level view is illustrated
in Fig. 1. Scenario steps emerge from actions taken by the KPs and observ-
able in the application M3 space. Access to global knowledge is possible via a
gateway KP to the external world. A scenario can be composed from multiple
applications. The key point is the loose coupling between the participating KPs.

Fig. 1. Each space is maintained by own SIBs to host applications. An application is
formed by KPs that publish and query shared content. Some KPs are wrappers for
external services; some are used for knowledge exchange between spaces.
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The impact of each KP to others is limited by the knowledge the KP provides into
the space. Within the same application its space can conform to a common on-
tology [14, 15], though it can be modular, multi-domain, composed from multiple
ontologies. EachKP applies own “sub-ontology” to interpret the accessible part of
the shared content. The application is not fixed since itsKPsmay join and leave the
space. Several demo pilots have been already developed and showed the feasibility
of the M3 concept, see [2, 5, 10, 16–18] and references therein.

Consider the M3 ontology-driven computing formalism based on the generic
smart space model [19]: a space is a knowledge base S = (n, I, ρ), where n is its
name, I is information content, and ρ is a rule set to deduce knowledge. Content I
is represented as an RDF graph. When ρ is OWL ontology O then I is further
structured with classes and properties from O. Deduction in S can be performed
on the ontology instance graph using techniques of Semantic Web [3, 19, 20].
Such a graph is formed by individuals (nodes) that are interlinked with object
properties (links) and have data properties (attributes). That is, we can treat an
application M3 space as S = (I, O), where I is an RDF graph and O is an OWL
ontology. A portion of knowledge x ∈ S is an ontology instance graph that is a
part of the deductive closure calculated from I according to O. We also refer to
S as to the space unique name.

3 Explanatory Example: Smart Room

Let us consider an example M3 space—Smart Room [18] to explain the reasons
and importance of challenges of smart spaces deployment in an IoT environment.
Smart room system scope is shown in Fig. 2.

Communication in a smart room uses a wireless local area network (WLAN)
attached to the Internet. Participants are chairman, active speaker (in turn relay
manner), and spectators (including inactive speakers). Two public screens are
available: (1) Agenda shows the event timetable and (2) Presentation shows
material that each speaker presents.

The participants access services in the smart room using personal mobile com-
puters (e.g., smartphones, tablets, laptops). The room is equipped with sensor

Fig. 2. Equipment and service environment for participants in Smart Room
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devices that sense the physical parameters of the environment and participant
activity. All knowledge is collected, organized, shared, and searched in a common
smart space. Local services run on local computers or nearby servers. The system
accesses the external world for appropriate Internet services. Service outcome is
visible online on the public screens or personalized on mobile clients.

The heterogeneity of participating devices and information sources immedi-
ately faces with the interoperability challenge. Smart room service set is formed
from multiple sources of heterogeneous information and requires intensive pro-
cessing, including service discovery and the provision to a particular participant
or a group of them. Personal information is essential for smart room operation,
but it must support rigorous security and privacy defense mechanisms.

Examples of particular problems are the following. Integration of joining
devices (e.g., personal devices) is seamless. Service management is adaptive,
e.g., when some services become temporarily unavailable. Knowledge exchange
is supported: one service utilizes knowledge deduced by another service, e.g.,
discussion of participants in the blog leads to updates in the agenda.

4 Interoperability

Information available on some devices may be interesting to other devices of
the same environment. Furthermore, some devices should communicate with the
external world. Currently, the standards for interoperability have been mostly
created for single domains or are controlled by a single company. Such domain
specific standards pose considerable challenges for IoT devices. The traditional
standardization approach cannot achieve the basic IoT property: a device can
interoperate with whatever devices accessible at the given time.

The smart spaces concept makes clear separation between device, service, and
information level interoperability [5,21]. Device interoperability covers technolo-
gies for devices to discover and network with each other. Service interoperability
covers technologies for space participants to discover services and use of them.
Information interoperability covers technologies and processes for making in-
formation available without a need to know interfacing methods of the entity
creating or consuming the information.

Application developer uses KP Interface (KPI) for programming KP logic and
its interaction with the space by SSAP primitives [6, 22]. The M3 concept re-
quires that SIB supports a number of solutions for network connectivity, yielding
multivendor device interoperability. For Internet communication, SIB supports
HTTP and plain TCP/IP. Short-range wireless communications of mobile de-
vices can use such connectivity solutions as Bluetooth or 6LoWPAN. Network
on Terminal Architecture (NoTA) provides a possible solution for embedded
devices. Reliable communication on top of IPv4 and IPv6 uses Host Identity
Protocol [23], which supports mobility and multi-homing, see Sect. 6. Applica-
tion code developer selects a connectivity mechanism for a device family.

The device heterogeneity introduces additional difficulty for the KP devel-
opment. If the hosting device is a computer (i.e., relatively powerful OS and
ability to run non-trivial programs), then KP can run directly on the device.
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Fig. 3. Typical KP architecture: (a) KP running on a computer, (b) KP serving as a
gateway for low-capacity devices

The computational resources have to be allocated for KPI (SSAP operations,
XML processing, networking), KP logic (written by the developer), and local
store (knowledge that KP directly processes), see Fig. 3 (a).

Techniques for efficient KP programming for mid-capacity devices (laptops,
smartphones, tablets, etc.) and certain embedded devices (with embedded Linux,
Contiki, etc.) exist [14]. If a device is very primitive (even no operating system,
like in a sensor), then hosting a KP on the device is unreasonable or even im-
possible. In this case, such a device can be attached to the space via a dedicated
computer running a gateway KP, see Fig. 3 (b). The KP has to transform data
between the given data format of satellite device and the ontological represen-
tation in the KP local store. For instance, this approach is used for constructing
personal smart space in healthcare applicationss [24].

Many of primitive devices are pure data producers in the M3 space. Thus the
required processing at the KP side is small due to the machine-oriented property
of RDF. It includes transformation of the raw data into triples and construction
of simple SSAP packets in XML or binary format [12,22]. The above processing
can be implemented on the hardware level.

Information sharing in M3 spaces is based on the same mechanisms as in the
Semantic Web, thus allowing multidomain applications, where the RDF repre-
sentation allows easy exchange and linkage of data between different ontologies.
It makes cross-domain interoperability straightforward [6]. Application domains
are localized, limiting the search extent and ontology governance. That is, for
each application its space S = (I, O) is relatively small, allowing computationally
reasonable knowledge maintenance at SIB and moderate performance expenses
at KP. The interoperability is due to the locally agreed unification of semantics
when accessing the same part of the space content I. That is, the space-wide
ontology O is a virtual application-level component.

The space content I is organized into an RDF graph. Although explicit use
of a specific ontology is not demanded, additional semantics are provided by an
ontology O, usually defined in OWL. For example, a group of KPs can agree an
aligned ontology for interpretation of a certain part of the space. The consistency
of stored information is not guaranteed; KPs are free to interpret information in
whatever way they want. This RDF-based low-level model requires KP code to
operate with triples following the SSAP operations directly; the triples are basic
exchange elements in communication with the M3 space.
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For development efficiency, the high-level ontology-driven KP programming
is supported, e.g., SmartSlog SDK [14]. The approach is based on an ontology
library, which is automatically generated mapping the ontology to code in a given
programming language. The KP logic then is written using high-level ontology
entities (classes, relations, individuals). They are implemented with predefined
data structures and methods. It essentially simplifies the KP code; the developer
has the programming language-like tools to manipulate with the concepts defined
in the ontology. The number of domain elements is reduced since an ontology
entity consists of many triples. The library API is generic: its syntax does not
depend on a particular ontology, ontology-related names do not appear in names
of API methods, and ontology entities are used only as arguments.

Notably that ontology library is less machine-dependent than low-level KPI.
The same high-level KP code is suitable for different devices since the ontology
library can wraps the appropriate KPI.

5 Information Processing

The SIB side of M3 space provides mechanisms for knowledge discovery and
first-order logic reasoning. Each space may contain its own set of reasoning capa-
bilities. The most important mechanisms are semantic queries and subscription.

To find appropriate knowledge in S the KP constructs a query using semantic
query languages as SPARQL. The SIB resolves the query [7] and returns an
ontology instance graph x ∈ S. The KP interprets the result locally and then can
insert new knowledge to S or update some previous instances. The appropriate
deduction (e.g., deductive closure) is performed by SIB dynamically—at query-
time (also at insert-time in some spaces).

A subscription operation is a special case of query—a persistent query, real-
izing the publish/subscribe communication model in smart spaces [25]. Changes
in the space content trigger actions from participating KPs. Subscription is used
(i) for synchronizing KP’s local knowledge storage with the shared space, as well
as (ii) for receiving notifications about recent changes. The latter is a way for a
KP to detect events happening in the system.

The RDF-based semi-structured knowledge representation with no strict on-
tology conformance shifts the responsibility of knowledge interpretation and
truth maintenance to the agents. Each KP u manages a non-exclusive part Iu
of knowledge and applies own expertise for reasoning over Iu. A KP u uses own
ontology Ou as an assistance tool that helps to achieve a common understanding
with other KPs, see Fig. 4. Each KP publishing its shared knowledge provides
meta-information to indicate intention for interpretation. Thus, an application
is aware of the unification of semantics, which can be done in a localized manner
(between a group of KPs) and even runtime. It may result in information incon-
sistency in the space and misinterpretation on the reader side. The supporting
mechanisms to deal with this problem are under development [14, 26, 27].

The M3 concept supports multi-space applications when a KP needs the in-
formation from several spaces (Fig. 1 in Sect. 2). It provides an opportunity for



Deployment of Smart Spaces in IoT: Overview of the Design Challenges 55

Iu Iv

interpretation with

knowledge processors

with own expertise

u v0

semantic grounding

ontology assistance

application domains

Shared content I

0

u v

Fig. 4. KPs u and v make own interpretations of the content. The ontologies and
semantic grounding are agreed to ensure a common interpretation and aligned domains.

applications integration in an ad-hoc manner. Notably that the coupling between
the participating KPs is loose and KP granularity can be extremely fine (e.g.,
a KP can implement a function outside of the hosting UI concept). When an
application needs a service from another Smart-M3 application, a KP mediator
can be used to connect these spaces [16]. The mediator should properly interpret
corresponding knowledge in the source and target spaces, construct a mapping
between them, and execute the exchange. Ontology accompanied with logic pro-
gramming rules can define constraints to which exchanged instances satisfy as
well as specify mappings between the spaces.

6 Security

The security challenge includes traditional issues of open distributed systems,
such as key exchange and resource restrictions, and specific problems caused
by the dynamicity and heterogeneity of smart spaces [28]. We classify smart
space security components onto (a) share level, (b) space access control, and
(c) communication. Let u and v be KPs in space S.

Security of the share level is based on a sharing function σu(S) ⊂ I that defines
which locally available knowledge to publish in S for sharing with others. Each
KP makes own decisions on its share level, keeping essentially private knowledge
at the local storage only. It does not prevent u to combine private and shared
knowledge in local reasoning.

In the space access control, an access function φu limits other KPs in access
u’s shared content; φu ⊂ I is the knowledge that u allows for v. Hence u and
v collaborate in the content φu ∪ φv (Fig. 5). Since SIB enforces access control
over brokered information, application-specific policies need additional support.

Access control benefits from meta-information published in the space. Ex-
clusive access to the content can be on RDF level. The method of [29] allows
restricting the access for an arbitrary set of triples. Meta-information is addi-
tional triples that specify which data are protected and which KP is their owner.
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Space S

σu σvφu vφUu v

Fig. 5. KPs u and v provide restricted content to share in S. They collaborate accessing
only allowed parts of content of each other.

The method may be embedded in middleware data access primitives of a stan-
dard KPI, so becoming hidden to the KP developer. Although the method allows
extension for more security attributes beside synchronization, any KP is able to
see what has been protected in the space.

IoT applications need context-dependent and fine-grained access control [28,
30]. Smart space access control policies define which KPs are allowed to access
which objects. Security level of joined devices is measured. An access control on-
tology allows representing meta-information about the context and granularity.
SIB utilizes this information to authorize the access to the space content. The
approach enables devices to share knowledge with the same security level even
when these devices do not have interoperable security protocols for direct confi-
dential communication. Note that combining security policy rules with reasoning
allows exploiting further the advantages of logic programming and description
logic [29, 31]. Unfortunately, many reasoning problems in general form require
exponential time in the worst case.

Accessing the space is session-based by join/leave operations [32]. It forms a
base for mechanisms of access control and secure communication. For instance,
KP identity and cryptographic keys can be implemented with Host Identity
Protocol (HIP) [23], which is standardized by IETF. The HIP exchange authen-
ticates a KP-to-SIB communication session based on robust identities. They can
be used for access control to different parts of the space, implementing the ac-
cess function φ. All transferred data are encrypted, so providing confidentiality
and message integrity in communication with SIB. The same approach was dis-
cussed in [30] for Transport Layer Security (TLS) protocol. However, TLS does
not support mobility and multi-homing as well as causes significant overhead.

Many IoT devices are of low capacity (memory, CPU, battery, etc.), and
they cannot use the full scale of security capabilities that the basic HIP or
other Internet protocols provide [9]. A HIP-based extension for secure transfer
of private data in M3 spaces is proposed in [24] for healthcare applications with
wearable and implantable medical devices. The proposal employs HIP Diet Ex-
change (DEX) to establish secure associations between KP and SIB. HIP DEX
requires rather limited computation capabilities from the devices since it uses
elliptic curve cryptography to distribute the shared secret. Although HIP DEX
is designed for resource-restricted devices it still provides possibility to control
performance level by adjusting cryptographic computation difficulty.
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Table 1. Summary of challenges and their solutions

Challenge Provided solutions and feasible directions
Interoperability:
device, service,
information

Many network protocols. RDF-based operation of SSAP. Multiplat-
form KPIs and reusable code. Ontology libraries and code generation.
Development tools for mid- and low- capacity devices.

Information
processing

SPARQL queries and first-order reasoning. Subscription and proac-
tive services. Ontology-driven development and runtime mechanisms.
Multi-space operation and mediator-based synchronization.

Security and
Privacy

RDF-based knowledge access control and mutual exclusion. HIP-
based network communication. Ontology-based control policies and
context-aware security.

7 Conclusion

This paper considered the smart spaces paradigm and its potential for service
infrastructure development in IoT environment. The discussion focused on the
design challenges of smart spaces deployment: (1) interoperability, (2) informa-
tion processing and (3) security and privacy. Table 1 lists the corresponding solu-
tions. Although full-valued solutions are still under development, the presented
summary shows the overall feasibility and applicability of the smart spaces com-
puting paradigm for IoT settings.

Knowledge processors running on IoT devices and cooperating in various ser-
vice scenarios are loosely coupled. The shared content conforms an ontological
knowledge representation, supporting also localized agreements and personaliza-
tion. These properties provide a base to tackle the interoperability challenge.

The semantic reasoning mechanisms and their distributed nature support ef-
fective processing within huge multi-source information collections. The M3 con-
cept states localized ad-hoc spaces and integrates the Semantic Web with other
information on surrounding electronic devices. This groundwork feeds and cat-
alyzes solutions to the information processing challenge.

Progress in Internet security protocols provides promising solutions for
confidential communications and authentication of the participants with strong
cryptographic identities. The computation overhead can be made low, and even
low-capacity devices are involved into the service infrastructure. Additionally,
advanced semantic models equipped with logic programming techniques support
fine-grained context-dependent access control to the shared content.
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Abstract. The paper continues the study of dataflow networks based on
top of Smart-M3 platform. The goal is to provide support for implemen-
tation of reliable ubiquitous services based on the dataflow model. We
propose agent substitution as a way to make services robust and describe
behaviour and implementation aspects of the agent substitution mech-
anism in semantic information broker. The mechanism allows to safely
transfer computational context from one agent to another preventing
long service downtime when an agent unanticipatedly disconnects from
the network. The potential benefit of using such a mechanism is discussed
for the medical telemonitoring service.

Index Terms: RedSib, Smart-M3, Agent substitution, dataflow
network, Reliability.

1 Introduction

Dataflow network is one of available architectures for distributed computing
systems. It consists of computing units that operate in different information
processing levels: each unit receives information from the lower level units or
information sources (e.g., sensors), processes the information and sends results
to the higher level units for further processing.

Sometimes devices that host processing units may lose connection and thereby
violate the whole network operation. One way to solve the issue is to replace the
disconnected unit with another one. In [11] we proposed the idea of substitution
mechanism for dataflow networks that allows to manage the substitution process
by detecting the disconnected unit, sending the context to a substitute one and
restoring the original unit operation in case of its returning to the network. In
[12] we presented the refined version of the substitution mechanism and identified
key situations for data flows tempering.

This paper provides a case study of the health monitoring service based on
dataflow network and discusses details of the substitution mechanism implemen-
tation on Smart-M3 platform.
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The object of the case study is the health monitoring system that allows to
automatically monitor the patient’s vital signs and inform a doctor about pa-
tient’s condition in case of emergency. The case study demonstrates applicability
of the dataflow network model for modern mobile services and reveals a kind of
motivation for the agent substitution.

Implementation of the proposed mechanism is based on Smart-M3—open-
source platform for smart space applications development [4]. To implement
the mechanism we modified the latest version of Semantic Information Broker
(SIB)–RedSib–that provides access to shared information in the smart space. The
modifications include integration of several new modules to SIB architecture and
implementation of special operations allowing agents of the platform—knowledge
processors (KPs)—to function as dataflow network nodes and to be substituted
with other agents in case of failure.

The paper is structured as follows. In Section 2 we present the model of
dataflow network used in our research. Section 3 provides the case study. De-
scription of the proposed substitution mechanism and its implementation are
presented in Sections 4 and 5 respectively. In section 6 we consider our work in
context of related papers. Conclusion summarizes the main results of the work.

2 Dataflow Network on Smart-M3 Platform

In this section we give coherent description of dataflow network implementation
on Smart-M3 platform, which was presented in previous publications. Dataflow
network is a network of parallel executed and cooperated processes [6]. The
network consists of computation nodes that processes information.

In our research we treat nodes as finite-state machines. Each node has inputs,
outputs and an internal state. Node outputs can be connected to inputs of other
nodes, thereby transferring data tokens from one node to another for further
processing.

When a node receives a data token from one of its inputs, this token becomes
the current value of the input. Then the node generates an output token and
changes the internal state. The both one are computed from all current input
values and the internal state according to some functional relation.

The input tokens are allowed to come from outside of the network. They
represent the data from information sources, such as sensors or network services.
Similarly, the output value of any node can be used from outside the network,
for example, to control some kind of device. Such inputs and outputs make up
input and output of the whole network.

To implement the network we use Smart-M3 platform [4] based on the smart
spaces concept [1]. The main components of the platform are semantic informa-
tion broker (SIB) and knowledge processors (KPs). SIB manages information
storage of the smart space and provides access to it; KP is a client that queries
and modifies information in the smart space.

The data storage contains information in the form of triples, each of which
consists of three components: subject, predicate and object. To operate with
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data from the storage, SIB provides the following operations: “insert”, “up-
date”, “delete”, “query” and “subscription”. The first three operations perform
the corresponding changes of the data in the smart space. The “query” opera-
tion allows KP to retrieve triples according to a template. Subscription is the
most interesting operation, as it allows KP to track data changes and receive
notifications once they get modified.

In the implementation of dataflow network on Smart-M3 platform each node
of the network corresponds to a KP. For each input of the node we define a
triple that stores current value of the input. For example, for the input value
from a luminosity sensor can be stored in the triple of form: (“luminosity”,
“is”, actual value of luminosity). The same assumption is true for outputs. In
our implementation the internal state of the node is also represented as a set
of triples in the data storage. These triples are considered as private for the
particular node and cannot be accessed by the others.

The node operation is subscription-driven. On start it subscribes for all input
triples and then performs the cycle that includes the following steps:

1. Wait until a subscription fires.
2. Read current values of inputs and the state from the corresponding triples

in the data storage.
3. Compute output values and new state from inputs and current state.
4. Update the triples in the data storage that correspond to output values and

the internal state.

On finishing the cycle KP is ready for the next one.
The using of the Smart-M3 platform allows to implement end-user services

on the base of dataflow network. The next section provides an example of such
a service.

3 Case Study: Health Monitoring System

The goal of this case study is to show that the substitution mechanism for
dataflow network can improve existing and future services based on this model
by making them more robust. The benefits of the substitution mechanism can be
seen clearly on systems and applications in medical care field, because a failure
of such systems and applications can cost a patient’s life.

The object of the case study is a monitoring system for people from risk
groups (suffering from diabetes, vascular or heart diseases etc.). These people
need a real time monitoring and quick action in case of emergency. There are
several studies on systems that can solve this problem (for example, [8], [3]).
Unfortunately, these studies often do not consider cases of failure of the system
components despite the fact that such failure can affect the whole system, thus
threatening the patient’s health and life.

The system under consideration of our case study monitors patient’s electro-
cardiogram (ECG) and blood pressure using wearable or stationary sensors and
informs the doctor in case of emergency. The dataflow network of the monitoring



Agent Substitution Mechanism for Dataflow Networks 63

system is shown in Fig. 1. The system includes several additional agents that
are not shown in the figure. These agents use output of the network to display
information or to inform the doctor.

Blood pressure

measuring device
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ECG measuring
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Monitoring agency

server

Blood pressure

sensor

Blood pressure

processing agent

Blood pressure processing

substitution agent

Local emergency
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Fig. 1. Dataflow network structure of the health monitoring system

The ECG measuring device is a wearable sensor that provides real-time mea-
surements (e.g., Alive Heart and Activity Monitor). The ECG processing agent
running on patient’s smartphone uses this data to calculate heart rate and dis-
play it on the mobile phone screen. Both ECG data and heart rate are sent
further to the remote monitoring server of the hospital or agency in charge of
the medical observation.

The blood pressure sensor and processing agent run on the stationary blood
pressure measuring device (e.g., Numera Home Hub). Blood pressure processing
agent classifies measurements, checks whether pressure is too low or too hight and
sends this information to the monitoring server and to the external visualization
agent running on the patient’s mobile.

The monitoring server uses gathered ECG, blood pressure and heart rate
measurements to inform the doctor in case of strong deviations in received values.
Collected data are also added to the patient’s record for further analysis and
creation of the personalized health model.

In the situation, when the patient’s mobile phone looses connection with the
monitoring server, the doctor will not be informed in case of emergency and
the patient’s life may be threatened. To lower this risk the local emergency
detection agent starts to track measurements instead of the remote monitoring
server. The local agent has the simpler emergency detection algorithm based
on tracking extreme values prescribed by the doctor. When a value exceeds the
set extreme border the agent sends SMS to the doctor. The substitution raises
energy consumption of the patient’s smartphone, but it allows to continuously
monitor the patient’s state, which is very critical for the patient’s life.
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Another risk situation for the system is exhaustion of the power supply on
mobile devices. The patient can easily detect low energy levels of wearable devices
(ECG sensor and mobile phone), but it is harder to track for the stationary blood
pressure measuring device. The blood pressure measuring device performs not
only sensing, but data processing too, so it consumes more energy, than the
device performing only sensing. In situations, when the device’s energy level
is low, data processing function can be moved to the corresponding substitute
agent running on the mobile device. This will extend the life time of the blood
pressure measuring device and therefore the life time of the whole system.

The case study demonstrates several situations that can disrupt the opera-
tion of the presented health monitoring system and shows benefits of using the
agent substitution in these cases including reliable operation and possibility to
extended the life time of the system.

4 Substitution Mechanism

This section summarizes the idea of the substitution mechanism proposed in
[11], [12] and specifies details required for its implementation in SIB.

During operation a dataflow agent can lose connection with SIB. This situa-
tion may occur due to a failed communication, low battery level of a sensing or
processing device and other circumstances.

In case of the agent disconnection SIB detects such a situation by the broken
socket and starts substitution. In case of low battery level the agent can prevent
disconnection by identifying this situation and requesting substitution explicitly.
On such a request SIB proceeds substitution and notifies the agent that it can
shut down with no negative effect on network operation.

For the sake of generality we consider agents as stereotype entities, each of
which is able to interpret a program of a particular type. This program deter-
mines how to compute outputs and the new state of the agent from inputs and
the current state.

We introduce two agent types: primary agent and substitute agent. In previ-
ous papers we used term ”main“ to reference primary ones. The primary agent
participates in normal network operation. The substitute agent performs the
work of a disconnected agent. The main difference between these types of agents
is that they can execute different programs. For example, the substitution agent
program can be simpler than the primary agent’s one and can cover only partial
functionality (like the local emergency detection agent in Sec. 3).

To substitute an agentwith another onewithout negative impact on the network
operation SIB uses the operation context, which characterizes the data processing
by the agent at a particularmoment in time.The context includes the current state,
the program and specification of input and output triples of the agent.

The introduction of substitution mechanism requires addition of new
operations including agent registration and unregistration, explicit substitution
request and various substitution control messages. The way to introduce such
operations is a subject for implementation decisions covered in the next section.



Agent Substitution Mechanism for Dataflow Networks 65

5 Implementation of Substitution Mechanism

In this section we present the original structure of RedSib, discuss notable as-
pects of the substitution mechanism implementation and give details related to
structural and behavioural modifications of SIB.

5.1 RedSib Architecture

RedSib is the current version of SIB on Smart-M3 platform [9], which in-
cludes latest stability and performance improvements developed in University
of Bologna. RedSib is executed as two processes (sib-tcp and redsibd) that
exchange information via D-Bus interface. The sib-tcp daemon is responsible
for communication with KPs using Smart Space Access Protocol (SSAP) over
TCP/IP connections. The redsib daemon manages data storage and provides
additional services including data access control and RDF++ reasoning.

Fig. 2 presents a simplified view on processing of commands coming from KP.
The sib-tcp daemon receives SSAP message, decodes it and sends corresponding
command to the redsib daemon. The received command is added to the end of
the queue inside the communication module that executes commands one-by-one
from the beginning of the queue. The module gets command and passes it to
the corresponding module that executes the command on top the data storage.
The result of the command is sent back to the KP upon operation completion
if requested. When a command changes data, the subscription module sends a
notification message to all KPs subscribed for tracking these particular triples.

5.2 Operation Level of Dataflow Network

There are at least two approaches to implement operations required by the sub-
stitution mechanism into the existing SIB architecture. The first approach im-
plies modification of the SSAP protocol and implementation of corresponding
operation handlers in SIB. The second approach proposes usage of specialized
data structures inside data storage and their modification via existing data ex-
change methods.

The advantages of specialized commands addition include transactional in-
tegrity and clear API for creation of dataflow agents. However, the SSAP mod-
ification requires implementation of new commands in all KP libraries to give
access to substitution mechanism functionality. The second approach does not
require such modifications and does not limit application developers in the sup-
ported tools. The main downside of this approach is the need for KP to follow
data modification protocol and execute several commands to perform the same
action. It can be neglected by the use of agent templates or high-level libraries
that provide convenient API. To make this mechanism available for every user
of the platform, we implemented required operations on top of existing data
exchange methods.
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Fig. 2. Original RedSib architecture

5.3 Handler Implementation Alternatives

Following the existing data exchange mechanism implies the use of subscrip-
tion for tracking the triples corresponding to the dataflow network operations
(see Sec. 4). Subscription should be used by dataflow agents as well as by the
substitution mechanism located is SIB. For the latter ones we use the term “in-
ternal subscriptions” as they are identical to the ones used by KPs but operated
completely inside SIB.

There are two main approaches to organize these internal subscriptions. The
first one implies creation of one internal subscription per event type; the second—
one internal subscription per agent.

The main difference between these approaches is the amount of internal sub-
scriptions. When having a small number of agents the first approach is preferable
by the amount of internal subscriptions. But in case of the large agents num-
ber the situation is opposite. The second approach is scalable, therefor it was
selected for the implementation.

5.4 SIB Architecture Modification

During the substitution mechanism implementation we added several new
modules to RedSib. The modified SIB architecture is shown in Fig. 3.

1. Substitution Manager. This module provides support for dataflow network
operations. Its functionality allows to
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– Register KP as a node of the dataflow network;
– Restrict access to input/output triples of the node;
– Substitute a failed agent with another one;
– Restore operation of the previously failed agent after its return to the net-

work;
– Remove the agent from the network.

2. Notification Storage Module. The notification storage collects the data
that would come by subscription in the situation when an agent has failed but
the substitution process is not finished. To prevent data loss, SIB collects these
data in the storage and pass them to the substitute agent when it becomes ready
for processing.

3. Internal Triple Operations Module. The module provides operations
(subscription, update and query) for usage inside the SIB code base. These
operations work like the similar operations provided for KPs but directly interact
with responsible modules.

5.5 Substitution Mechanism Operation

From the SIB side the substitution process is event-driven. Specifically, the
following events activate certain actions in SIB:

1. Registration/unregistration of the agent;
2. Agent connection failure/Explicit substitution request;
3. Substitute agent activation;
4. Primary agent return;
5. Substitute agent deactivation.
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1. Registration/Unregistration of the Agent. Dataflow network agents
start their operation by adding descriptive entities to the data storage. A
descriptive entity includes an unique identifier, a type, indication whether
the agent is ready to process data and additional properties depend-
ing on the type. The primary agent should also specify the program for
substitution agent along with its type. The substitution agent description
includes the type of supported substitution program and indication, which
primary agent it substitutes (initially—none). When the agent adds the de-
scriptive entity to the data storage, the substitution mechanism adds this agent
to the corresponding agent list. When the agent finishes its operation it removes
the descriptive entity from the data storage, thereby unregistering itself from
the substitution mechanism.

2. Agent Connection Failure/Explicit Substitution Request. Failure of
the agent connection is detected by the fact of TCP connection breakage. The
agent may also explicitly request substitution to prevent this situation (by chang-
ing the value of the “Active” property in the descriptive entity to “no”). By de-
tecting any of these situations the substitution mechanism starts the substitution
procedure.

Firstly, the substitution mechanism starts to collect subscription notifications
with the use of the notification storage module. Then it sets “no” to the “Active”
property of the primary agent descriptive entity unless it was set before or re-
moves descriptive entity of the substitute agent. Then it looks for an appropriate
free substitute agent capable of executing programs of a particular type. Upon
finding the required agent, the mechanism grants write permissions on output
and state triples of the primary agent to the found agent. At the next step the
substitution mechanism requests the latter agent to substitute the primary agent
by setting the “Substitutes” property in substitute agent descriptive entity to
the unique identifier of the primary agent. If the substitution mechanism did
not find the appropriate substitute agent, it continues to collect subscription
notifications.

3. Substitute Agent Activation. After receiving the substitution request
from the SIB the substitute agent retrieves the substitution program from the
descriptive entity of the primary agent, parses it, setups subscriptions and noti-
fies the substitution mechanism that it is ready to process data by setting “yes”
value to “Active” property of the own descriptive entity. When the mechanism
detects this change it sends collected subscription notifications one-by-one and
deactivates the notification store module.

4. Primary Agent Return. When primary agent restores connection with the
SIB it searches for the descriptive entity. Upon finding it the agent assumes that
it should follow the reconnection procedure, setups subscriptions and sets “yes”
value to the “Active” property of the entity. The substitution mechanism detects
this change and starts to collect subscription notifications of the active substitu-
tion agent. Then it requests the substitution agent to stop operation by setting
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“none” value to the “Substitutes” property in its descriptive entity. If there is
no substitute agent present and the notification store module is active at the
moment of property change, then the mechanism sends all collected notification
to the returned primary agent and deactivates the module.

5. Substitute Agent Deactivation. After receiving the shutdown request
from SIB the substitution agent removes all subscriptions from SIB and waits for
data processing to finish if required. Then it notifies the substitution mechanism
by assigning “no” value to the “Active” property in the own descriptive entity
and starts to wait for the next substitution request. The substitution mechanism
detects this change and revokes write privileges on output and state triples of the
primary agent from the substitute agent. Then the mechanism sends collected
subscription notifications to the primary agent one-by-one and deactivates the
notification store module.

6 Related Work

There are several case studies of ubiquitous healthcare applications that use the
Smart-M3 platform. The intelligent environment including the workout tracking
application is described in [5]. The case study also incorporates services from
other domains, i.e., the SuperTux game represents the game domain, the mood
renderer provides audio playback capabilities and the telephony status observer
tracks the state of the mobile phone. The main goal of the study is to show how
to achieve interoperability of applications from different domains. For example,
if the user conforms to a training schedule, the game application may grant
additional lives therefore making the game easier. The paper does not provide
any details on reliability of the system.

Description of the personalized health tracking system is given in [13]. The
system consists of wearable and external medical devices that provide data on
the health state of the patient; environment and location sensors; aggregation
services providing refined data; preliminary data analysis system that can initiate
alarm if health measurements exceed the limits predefined by the doctor. The
main goal of the study is to show how to handle the heterogeneity of incoming
information and propose a way to overcome interoperability issues of medical
devices from different vendors. The authors propose the ontology that describes
all components and define how components should manage common knowledge
to achieve the common goal. The reliability of the system is not discussed, on
the contrary it is presumed that all KPs connect to the SIB at configuration
time and stay connected all the time.

References to another case studies related to the Smart-M3 platform itself can
be found in [4].

As seen from the mentioned case studies, the designers and developers of
prototypes using the Smart-M3 platform mostly concern with how their systems
provide conceived services ignoring the reliability of the solutions, although some
services are able to manage temporary agent disconnection due to fact that re-
quired information is stored inside the SIB. When the agent returns to the
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network, it can restore its context using accessible data and continue operation.
For example, the intelligent museum service [10] and personalized blogging ser-
vice [7] follow such an approach. The drawback of such technique is that during
the absence of the agent, service does not provide required functionality to the
end-users and some data can also be missed and leave unprocessed.

The only work that focuses on reliability and availability aspects of Smart-
M3 based services is [2]. Authors present the architectural approach for the
problem dividing agent in the smart space into producers and consumers of data.
The smart space may contain several agents producing the similar data. When
an agent requires a data resource, it makes a request to the management KP
asking to provide a reference to the corresponding producing agent. When one
of active data providers disconnects from the smart space, the management KP
notifies concerned data consumers about the data source change if such change
is available or when corresponding data provider connects to the smart space.
By applying such a scheme the authors implicitly assume that KP operation
depends only on resources provided by other KPs, because no one can guarantee
that other data would be available in SIB. This is different comparing with our
approach. Another difference is in agent disconnection scheme: The authors use
the challenge-response scheme based on data modification in the smart space. If
the testable agent does not modify the corresponding triple in a minute interval,
it is considered disconnected from network. This scheme does not preserve data
coming from producers to consumers in case of disconnection.

7 Conclusion and Future Proposals

In the paper we described our implementation of the substitution mechanism
for mobile agents functioning as nodes of dataflow network on Smart-M3 plat-
form. We discussed modifications in RedSib architecture made to support agent
substitution and summarized the most notable implementation details crucial
for Smart-M3 developers and users. Additionally, we provided the case study
that shows how the mobile services can benefit from using the substitution
mechanism.

The substitution mechanism has been implemented in the last re-
leased version of RedSib and available in the public Smart-M3 repository:
https://github.com/smart-m3/redsib.

The future proposals would include implementation of prototype services
based on dataflow networks and analysis of their reliability. We also plan to
develop a library to provide a consistent high-level API for dataflow agent
development.
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Abstract. In this paper, we propose a framework enabling physical ob-
jects used everyday to participate in smart interactions. These objects are
RFID tagged containing self description of their properties. The paper
describes how smart context aware services can be supported directly by
a collection of smart objects. One of the main advantage of our approach
is the smart objects being piggybacked with necessary information, opti-
mized enough to make inferences locally, without dependence on external
system support.

Keywords: internet of smart objects, collection, object property, RFID
tag, NFC, context representation, pervasive, ubiquitous computing.

1 Introduction

Smart objects and smart environments are core concepts in pervasive comput-
ing. A common understanding of the internet of things is the ability of more and
more usual objects to be connected or referenced in the internet (or in cloud
services). Since their services are dependent on the network infrastructure, oc-
curances of failures are probable due to unavailability. Protecting privacy is an
increasing concern. This motivated us to think of ways that would enable per-
vasive applications to take these collective decisions without external support.
The objects must be piggybacked with the necessary information enabling them
to take part in spontaneous decision making processes locally and avoiding re-
mote communication. We call them as “self-described” objects due to semantic
properties being attached to them. The intention is to primarily support limited
but focussed decisions for pervasive applications. This information can be put
into the RFID tag of the objects. RFID tagging is a developing trend [15,9,5],
which mostly consists of storing a reference to remote information. Our approach
proposes a step forward, to put some extra bits of information that could help in
taking basic spontaneous decisions. This also provides a utilization of its limited
memory space, a constraint that would decrease in the forthcoming years. The
availability of information locally, would make the system more scalable while
reducing on the network usage. Lastly, there are concerns of security with cen-
tralized databases containing huge amount of personal information. The access
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trends and patterns could have possibilities of being stored, profiled and misused
resulting in breach of privacy.

Let’s consider the ready to assemble furnitures like IKEATM. The stores sell
the disassembled pieces of a furniture packaged together. It needs to be assem-
bled by the users taking the help of an instruction manual provided along. We
propose that the important pieces be self described with NFC tags. Using a
reader, an user can scan tags individually for information about them. Addi-
tionally, they are notified with information about their adjoining pieces from the
remaining unscanned set. A NFC-enabled mobile could serve the purpose as a
portable reader with an application that can be reused for providing this service
independently of the puchased set of furniture.

Waste management is another domain for the application of collective de-
cisions. Self describing the waste items with their properties could make the
management simpler. For example, information like its composition would help
to perform better sorting. A plastic bottle dropped in a glass bin can contaminate
its entire contents and should be detected.

Analysing the situations closely, we can make few observations. Every item
contains the necessary information for its self description. Based on the collective
information about all the items present locally, the system suggests or makes
some decision depending on the domain in consideration. This would be referred
as inference in the rest of the paper. Inferences made could be pro or against
by nature. In the first example, the application suggested to look for adjoining
pieces while a furniture is in the process of assembling. The domain requires
inferences, pro in nature recommending for adjoining pieces. While for the waste
domain, inferences are made for incompatibilities as the application alerts when
a problematic item is being added to a bin.

2 Approach Principles

Centralized Approach

If this classical approach is used, the domain knowledge would be stored in
a server or centralized in an external database. The objects of the ubiquitous
application would require to refer this central knowledgebase each time for mak-
ing inferences. Hence, there should a communication infrastructure in place to
transmit the data back and forth. Present RFID tags containing reference is an
example of such approach.

Distributed Approach

This approach stores the domain knowledge in pieces spread across devices in
physical space. One of such devices to hold these pieces are passive proximity
communication tags like RFID/NFC which have limited memory space. Their
handheld readers might also have limited computation capabilities. So, efficient
context representation is required for optimum performance to make collective
inferences.
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Our Approach

In this paper, we have proposed a framework to encode the knowledge for mak-
ing inferences in such a resource-limited distributed environment. Sometimes it
may need to have a trade-off between the partial knowledge possessed by each
item and keep the rest available locally. Its most important aspect is that the
inferences can be done locally without references to any centralized knowledge-
base. In the next section, we would explain our framework to encode information
for item interactions.

Our framework proposes an encoding method to self describe items of a do-
main in an efficient way. Inferences are made among a collection of such items
present locally. If the information in the tags are stored in the proposed format,
our generic algorithm (described later) can be reused without any modifications
and irrespective of the domain.

The functioning of our framework is also comparable to the Internet of Smart
Objects [4]. The physical objects are RFID tagged containing information to
transform into smart objects. These smart objects collectively form an Internet
of Things. The aggregation of the information contained in the local IoT provides
interesting inferences and services. Our situation can be better called as Intranet
of Things (InoT) as inferences could be made with the smart objects located
locally without using any network for communication [12].

3 Inference Model

The examples described in section 1 are not exhaustive. There are many other
real world domains which could work on similar principles have been discussed
later. This section, discusses the general model about how a domain knowledge
be interpreted in terms of its properties. This knowledge is also encoded into the
smart objects so that inferences could be made locally.

3.1 Defining Domain Properties for Inferring

Let’s consider a sample domain D to explain our general model to infer the
interactions. We will refer to this example throughout the paper. Suppose D
consists of 10 marked important properties {p1, p2, ... p9, p10} and some of these
properties are incompatible to each other. Graph G represents the knowledge
graphically as in figure 1. Each of the properties in G is represented as a vertex
and an edge is drawn between two properties if there exists an incompatibility
between them. G represents the global knowledge of all the properties of our
sample domain. Our objective would be to distribute it in a way such that the
entire domain knowledge is not required for making inferences. Subsequently, we
have proposed a format for encoding the distributed knowledge for items having
flexibility inferring simple to complex interactions. Making such inferences would
be the objective for a collection of items.

From figure 1, we tabulate each property separately along with its incom-
patible ones as in table 1. The idea is similar to creating an adjacency matrix
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Fig. 1. Incompatible properties of the
sample Domain

Table 1. Incompatibility of
properties

Property Incompatible with

p1 -
p2 p4
p3 p7, p5, p6, p9, p10
p4 p2, p8
p5 p7, p3, p10
p6 p3
p7 p5, p3, p10
p8 p4
p9 p3
p10 p3, p5, p7

from a graph. But their finer difference lies in the format for representing the
information.

Initially we require to have a knowledgebase containing the interaction of
the properties of the domain. Using it, the properties of the items are self de-
scribed using RFID tags. A tag would contain the description string in the format
{properties : incompatible properties}. It consists of two fields with a colon as
separator between them. For example, if an item I of D possesses property p3,
its tag would contain the information in the format:

p3 : p5, p6, p7, p9, p10

It is basically the third row of table 1. An item can have multiple properties.
For such a case we perform an union of the individual fields. An item having the
properties p4 and p6 would be self described as:

p4, p6 : p2, p8, p3

An alternative solution for the above would be affixing multiple tags i.e. one tag
each for the properties p4 and p6 written in the same format. If an item has too
many properties to hold in the memory of one RFID tag, this is the easiest and
cost effective method.

Until now we have suggested an encoding method to describe the items with
their properties in the tag. Given a set of such items locally, our objective is
making inferences, pro or against depending on the domain. Algorithm 1 provides
an outline to perform this task. It is executed once each time an item Ii is
detected by RFID reader. It is assumed they are self described in the same
format as above. It could be used for inferring incompatibilities between the
newly introduced item and the items present locally on pairwise basis. The reader
reads the two fields of the tag in two different arrays as Propi[] and Ipropi[].
Additionally, it contains a set S{} which is initialized to ∅ when the algorithm
is executed for the first time. It caches the local context by incrementally storing
the list of compatible item’s properties, when added.

Referring back to the example in the beginning of this section, suppose we
have four items I1, I2, I3 and I4 having properties p2, p1, p3 and p9 respectively.
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Algorithm 1: Inferring incompatibility of items

Input: item Ii detected by the RFID reader
Output: infer if item Ii is compatible with existing set of items
Initialize: Set S ← ∅

while item Ii detected by the RFID reader do
set flag to TRUE i.e. no incompatibilities inferred for item Ii
Read the tag and store it’s two fields in Propi[] and Ipropi[]
for each element Ip in Ipropi[] do

if Ip ∈ S then
set flag to FALSE i.e. Ip an incompatible property to item Ii, is
incompatible with one or more existing set of items

if flag is TRUE then
for each element p in Propi[] do

S ← S
⋃

p i.e. adding the properties of item Ii to set S

return flag

The interesting observation is that inferences would depend on the order of items
added and the existing collection present locally. From the graph theoretic point
of view, it can be stated that the algorithm prevents forming any subgraph of
the graph G in figure 1.

3.2 Inferring Incompatibility in Groups

Until now, we have discussed inferences among pairs of properties. There may
be some application domains where inferences involve groups of properties that
are present together locally. For example in figure 1, properties p3, p5, p7 and
p10 can be considered incompatible as a group. The important aspect of being in
group is that incompatibility is only ensured with the presence of every property
of the group. Such groups are represented as cliques in a graph. A clique of
a graph G is a complete subgraph of G. In the graph G of our example, the
group of properties p3, p5, p7 and p10 forms a clique. This information has to be
distributed in a way such that it could be efficiently encoded in the RFID tag
to self describe the item. It would be very inefficient to represent such a thing,
pairwise. Hence, for the purpose we construct a string in the following format:

f0:f1:f2:f3: ... :fn

The string consists of n fields with colon as separators with each containing a
set of properties. The first field f0 describes the properties of the item. This is
similar to the previous example. The second field f1 contains all individual pairs
of incompatible properties. The groups of incompatible properties are encoded
in the fields from f2 to fn. Provision for multiple fields would add the flexibility
of having a property associated with more than one disjoint groups. From the
example, an item can self describe itself having property p3 as:
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p3 : p6,p9 : p5,p7,p10

Summarizing the information for all the properties as it would be encoded is
presented in table 2.

Table 2. Incompatibility of properties

Property Incompatible with
f0 f1:f2:f3: ... :fn
p1 -
p2 p4
p3 p6,p9:p5,p7,p10
p4 p2,p8
p5 -:p3, p7,p10
p6 p3
p7 -:p3,p5,p10
p8 p4:-
p9 p3:-
p10 -:p3,p5,p7

To accomodate this additional feature about groups of incompatible prop-
erties, algorithm 2 outlines a procedure to make such inferences. It has some
additions to algorithm 1. It ensures that none of the incompatible pairs of prop-
erties as well as groups doesn’t occur locally. Taking example from the graph in
figure 1, the algorithm infers incompatibility when some of the properties among
p2, p3, p4, p6, p8 and p9 are added locally and tries to form a subgraph. These
are the properties that form incompatible pairs in the graph. Additionally, we
have the properties p3, p5, p7 and p10 forming a clique as described earlier. So
collectively the situation would inferred safe until all but one of these properties
exist locally. The algorithm combines both of the above to make inferences. An
exception would be property p1 which is disconnected from the rest of the graph.
So it is always inferred safe regardless of other properties present locally.

4 A Smart Tool Box Application

The Smart Tool Box is an example of ubiquitous application which helps to
maintain safety standards at sensitive sites like aircrafts [8]. Let’s consider a
workshop has a depot for tools which issues them to its workers in a toolbox.
Each type of tool in the depot is assigned an unique identification. Every tool
is NFC tagged which stores its type. When a worker requests for some tools,
they are lent out in a tool box. Henceforth the box should always contain all
the tools grouped together and warn the user if one or more tools are missing
until returned back to the depot. This group information is written onto every
tag before handing out the kit to the worker.
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Algorithm 2: Inferring incompatibility for group of items

Input: item Ii detected by the RFID reader
Output: infer if item Ii is compatible with existing set of items locally
Initialize: Set S ← ∅

while item Ii detected by the RFID reader do
set Flag to TRUE i.e. no incompatibilities inferred for item Ii
Read field f1 from the tag
for each property p in field f1 do

if p ∈ S then
set Flag to FALSE i.e. the property p is present locally hence Ii is
incompatible

for each field fi from f2 to fn do
set GroupFlag to FALSE i.e. assuming the all the incompatible
properties in fi are present locally
for each property Ip in fi do

if Ip /∈ S then
set GroupFlag to TRUE i.e. Ip an incompatible property in field
fi is not present locally

if GroupFlag is FALSE then
set Flag to FALSE i.e. all the properties in field fi are present
locally hence Ii is incompatible

if Flag is TRUE then
for each element p in Propi[] do

S ← S
⋃

p i.e. adding the properties of item Ii to set S

return Flag

In our framework in section 3, an approach is proposed for self describing
items with properties to make inferences. In the present context, the domain
consists of tools used for maintainance. In the following subsections, we have
illustrated how the domain properties could be represented efficiently and the
framework used to perform grouping of tools at the depot, on request. In 4.2,
we describe how our objective is achieved using a simple android application. Its
effectiveness is discussed in 4.3.

4.1 Numeric Representation of Tools Domain

In our implementation, we have used numeric representation of properties writ-
ten on their NFC tag in the format described in section 3.2. So each type of tool
performing distinct function in the depot is assigned a unique natural number.
Suppose the depot lends out specific type of toolbox is assigned number 2 along
with tool types numbered 14, 5, 6, 26 and 9 as in figure 4.2. The self description
string for the group written onto the toolbox in our proposed format would be

12:0:21405062609
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Every field of the string description begins with a number specifying the fixed
length of the properties. Numbers are padded with ’0’ on the left to make them
all of equal length. According to the proposed format, field f1 should contain the
types having pairwise association with the toolbox. Hence the field f1 contains
0 which represents properties of 0 length i.e. another way of saying that no
property exists for the field.

4.2 The Application

We have developed a small android application to validate and verify the work-
ing of our current example. There is a subtle difference between the examples
discussed presently with that in section 3. The group of tools in the toolbox
strive to remain together throughout and our application tries to verify this
situation which we referred to as an inference pro by nature in section 1. Our
framework could be utilized for the current scenario but with a minor change.
In our framework described in section 3, items are self described with it’s own
properties and the other’s to which it would be incompatible. In this context,
the idea is reversed for groups and algorithm 2 is modified accordingly. Figure
6 demonstrates the various phases of the application.

Fig. 2. Initial grouping of
Tool Box and contents

Fig. 3. Integrity Verifi-
cation of the Tool Box

Fig. 4. Acknowledge-
ment on adding tool
numbered 26

Fig. 5. Notification for
tool(s) yet missing

Fig. 6. Smart Tool Box Application

4.3 Validation

Given the nature of our application, we have a validation approach with an use
case implementation of working prototype. In this section, we have discussed the
performance of the approach.
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Coding Efficiency. The length of each field in the self description would de-
pend on two factors. The maximum length among the group of numbers in the
particular field are chosen as fixed length. So each number having smaller lengths
are padded on their left adding to the overall length of the field. However if the
maximum length among the numbers is less, then the encoded string automati-
cally gets reduced.

Suppose we have the following sets:
A domain D = {xεN} and |D| = n, where n is the number of properties
represented.
Any field in the self-description of an item could be represented as set F ⊂ D
...(i)
Let’s define the following functions for some operations:
|X | gives the cardinality or size of set X .
max(X) gives the largest element of set X .
len(element e) gives the character count of element e.
We can say that,
max(F ) ≤ max(D)
or, len(max(F )) ≤ len(max(D)) [This gives the character count of highest ele-
ments of both sets] ...(ii)
Now, if we represent the field in (i) using the fixed length, we can write
|F | ∗ len(max(F )) ≤ |F | ∗ len(max(D))
Hence we can make three observations for the encoded length of the field which
is the L.H.S of the equation:

1. It depends on the number of properties grouped together represented as |F |.
2. The length of the largest number also contributes to the total length.
3. The maximum length is bounded upto the R.H.S of the equation.

Figure 7, provides an estimate on the upper bound of the characters required
for encoding groups of properties in a field depending on the domain size. The
maximum length of the properties for the domain are considered in the graph
and hence the lines outline the upper bound on the total length of the field
which can never be exceeded. However there may be circumstances when the
total length is reduced if the group of numbers in the field comprises of smaller
numbers.

For domains having average number of properties, they can be represented by
the natural numbers until 99 having 2 characters as fixed length in the fields.
For bigger domains with more properties, larger numbers can be used. But using
natural numbers upto 999 would probably be sufficient for most domains as it
has large interval of numbers. Also the encoding length is guaranteed to remain
within the upper bound for the entire interval given the number of properties
for a group.

The entire encoded string data to self describe an item contains numbers and
the special character ‘:’. When the data is written onto RFID tags, we replace
the colon with character ‘a’ and use ‘b’ as the data delimiter. Hence the string
is transformed to hexadecimal and each of it’s character consumes four bits of
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Fig. 7. Encoding performance

memory. Hence using numeric properties gives us an advantage whereas in some
cases it could even take upto two bytes for a character [3].

Advantages : Deployment, Scalability and Privacy. The entire setup is
very easy to build. It is effective in terms of cost and time. Initially, it would
require identification of the properties of the domain i.e. different type of tools
and assigning them unique identifier using cheap NFC tags. The interoperability
of the tools among multiple deployments, spatially, is possible as long as their
properties have the same significance. The grouping could be done later on-
demand, based on the requirement of a worker. Reading and writing of the NFC
tags are performed with applications using an android phone. When a large
number of tools are grouped together, scalability factor comes into play in two
different ways. Firstly, the memory space of a tag could be too limited for its self-
description. This is resolved by sticking multiple tags instead of one. Secondly,
the information is available locally for the entire setup. So, the absence of a
network reduces the communication time and the only time taken is for the
read/write of tags, performed one at a time. Also, this addresses the concern for
privacy as the entire information is available locally instead of a server. When
information are fetched from servers, the access patterns are sometimes recorded
for profiling which is not possible in our framework. Last but not the least, this
approach is simple, energy efficient due to use of passive tags and have moderate
user interaction compared to the approach in [2].

5 Related Work

We have proposed a framework in the context of ubiquitous computing research
supporting different application domains where smart physical objects are adap-
tive to decisions based on their collection of objects present locally. There are
some similar work that make inferences dependent on collectivity [8,4,1,13,14].
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[11] demonstrates sorting by a smart bin that accepts or rejects self described
waste items containing its percentage composition. Our framework can be used to
provide an alternative approach or additional feature to accumulate compatible
waste to be recycled together using their self-description.

Antifakos et al. describes in [2], how user manual is avoided by most people
and proposed an proactive approach using sensors for perceiving the actions and
then provide guidance while assembling the pieces. In contrast, our infrastruc-
ture is lightweight and economical. It can be used with a simple NFC-enabled
smartphone having the application installed.

Context representation is the language to express collective situation and
knowledge. The authors in [6] mentions semantic based ontologies among the
many in their extensive survey whereas [7] have demonstrated efficient encoding
of semantic data using prime numbers for resource constraint devices which are
commonly used in ubicomp solutions.

6 Conclusion

In this paper, we have suggested a framework to represent context for a collection
of physical objects. The required knowledge is optimally distributed to contain
with the objects which make them smart. We have also discussed how it could be
utilized for various ubiquitous applications. Finally, we would like to highlight
some of the advantages of our proposed framework:

Privacy and security are important concerns in ubiquitous computing espe-
cially in relation to cloud services. The self describing objects do not involve any
sensitive information about the items or personal information about the users.
Additionally, using numeric properties appear as obscure data to an intruder
reading the tag. So, encryption is not necessary.

As stated earlier, our objective for the framework is context representation for
inferring activities involving a collection of items. This has been clearly achieved
in a decentralized manner by self describing the domain items. In this way we
achieve to make inferences locally without any references to external knowledge-
base or requiring communication infrastructure. An alternative could be storing
the domain knowledge as a key in the local embedded system. But in case of
changes, updating the tag contents at source is easier and it would be effected
automatically.

Perspectives to this work would include supporting more applications such
as smart drugs [8,10]. We also intend to seek for alternative to using numeric
properties and better encoding approaches for compact representation.
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Abstract. Nowadays, the variety of mobile services is growing together
with the number of customers and the heterogeneity of their mobile de-
vices, thus, monitoring the users of a mobile network has become a chal-
lenge. Considering Smart Space Governing to address this issue, in which
the mobile network is considered an Smart Space (due to its size and
complexity) and their elements (mobile devices and network monitoring
services), it is possible to create rules to monitor the output of these
elements. We call those rules as Smart Space Compositions and can be
created through the platform’s Visual Editor, that during the graphical
creation process, provides the user with a list of similar existing composi-
tions that can be reused at any time to improve the composition process.
This paper describes the implementation by a Telecommunications Op-
erator of this composition module supported by subgraph isomorphism
techniques.

Keywords: Smart Spaces, Service Creation, Network Management.

1 Introduction

With the increasing variety of mobile services, the growing number of customers,
and the heterogeneity of mobile devices, Telecommunications Operators con-
stantly face a big challenge[1]: to monitor the behaviors of their mobile users in
order to provide them with better mobile services. Taking as a basis, the concept
of Smart Space Governing [2], the operator’s mobile network is considered as an
Smart Space (due to its size and complexity) and their elements (mobile devices
and network monitoring services) as what we will refer to Services in this pa-
per. The system allows the creation of Smart Space Compositions (through the
platform’s Visual Editor) that represent monitoring rules driven by the outputs
of the Services. Finally, the platform can execute each scheduled Smart Space
Composition on the Execution Engine. In this way, specific information from
network mobile users can be constantly monitored during defined intervals. The
platform has two repositories, one for storing the Services representing Smart
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Space Elements and the other one for storing Smart Space Compositions. Both
enable the operation of the Visual Editor which proposes similar existing com-
positions to the user in real-time during the creation process. This paper focuses
on describing the practical implementation of the composition process (Com-
poser module), made by a Telecommunications Operator, supported by the use
of subgraph isomorphism techniques.

The rest of the paper is organized as follows: Section 2 introduces the concept
of Smart Space Governing. Section 3 presents the Composer of smart spaces ele-
ments and describes its layers. Section 4 shows the experimental results. Finally,
Section 5 presents our conclusions and future work.

This work is an extension of the European project 4CaaSt [3]. Some variations
have been introduced to the discovery mechanism, the main Repository and the
Visual Editor module.

2 Smart Space Governing

The dynamism of todays mobile systems, plus the advance of hardware and soft-
ware systems has introduced new advantages to Telecom Operators to create
mobile services to target a wide variety and diversity of mobile users. However,
this dynamic and heterogeneous environment that evolves the mobile systems
has also increased the complexity and costs to properly managing and moni-
toring the process of creation and delivery of mobile services. To deal with this
problem: first, software systems can be modeled as Smart Spaces by creating a
virtual environment with features of multi-user, multi-device and dynamic in-
tegration that enhances a physical space by virtual services; and second those
Smart Spaces can be properly managed and monitored by allowing the creation
of compositions that represent rules driven by the outputs of the Smart Space El-
ements. This process of monitoring and manage a mobile system is called Smart
Space Governing.

2.1 Smart Space Element as a Service

In this paper, we refer (for ease of study) to the Smart Space Elements (mobile
devices and monitoring services of the network) as ”Services”. In this way, a
Service contains a set of inputs and outputs and a label with the description of
its functionality, thus, they can be compared not only by keywords relating to
their labels, but also by taking into account its interfaces.

3 Composer

The composer module of the platform has been designed to assist users to create
compositions of services in an Smart Space. It is divided in different layers:

3.1 Visual Layer

This layer contains only the Visual Editor, which is responsible for providing the
interaction with the end-user.
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Visual Editor: It allows to create service compositions by dragging and drop-
ping components to the provided canvas (work area). Those components can
be services (as stated before, Smart Space elements) or connectors (XOR-Split,
AND-Split, AND-Join, OR-Join) also known as control-flow operators. In par-
ticular, services are stored in a service repository and can be retrieved trough
keywords search (matching the keywords with the name of the services), or by
specifying a set of interfaces (inputs/outputs) needed; and connectors are a fixed
list available to the user.

After a service is dropped into the canvas, the system automatically generates
and shows graphically to the user, a ranking list with the existing compositions
stored in the repository containing such service in their structure; so the user
can either click on a list item to import the existing composition into the canvas
or continue with the manual composition. If user inserts a second service, the
system refines again the ranking, reducing the list only to those compositions
that accomplish the new rule of having the two components, and so on. We call
this Automatic Composition Discovery System. In the case the user adds a con-
nector, the discovery system executes a sub-graph isomorphism algorithm which
helps to refine the ranking by structurally comparing the new user-generated
composition with each of the compositions stored in the repository. Therefore,
the ranking is refined again obtaining only a list of stored compositions with a
higher level of similarity with the user-generated composition, so the user can
select one existing composition before to create a complete new one.

3.2 Discovery Layer

Service Similarity Analyzer: This module receives as input query a ser-
vice (sq) and compares it with each of the services (sri) stored in the Services
Repository SR. As result, this module returns a service distance (SD) which is
computed by comparing the labels and the interfaces (inputs and outputs) of
the services. The service distance is later used to generate the services ranking,
and also to help in the compositions ranking. This module has two submodules
the labels comparator and the interfaces comparator:

– Labels Comparator: It evaluates the distance between the labels of the
services by comparing combinations of words and abbreviations. In this pro-
posal, we have used the NGram, check synonym, and check abbreviation
algorithms. NGram estimates the distance according to a number of com-
mon sequences of defined-length characters (q − grams) between the tasks
names; check abbreviation uses a custom abbreviation dictionary, and check
synonym finds synonyms through a lexical database called WordNet [4]. In
this way a “labels distance” (LD) [5] is computed taking into account the
results of NGram (m1), check synonym (m2) and check abbreviation (m3)
algorithms.
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LD =

⎧⎪⎪⎨
⎪⎪⎩

1 if m1 = 1 ∨m2 = 1 ∨m3 = 1
m2 if 0 < m2 < 1 ∧m1 = m3 = 0
0 if m1 = m2 = m3 = 0

m1+m2+m3
3

if m1,m2, m3 ∈ (0, 1)

(1)

– Interfaces Comparator: it calculates the similarity of two services ac-
cording the correspondences between their interfaces (inputs and outputs).
In this case, given a target service St it finds combinations of interfaces which
“best cover” the interfaces of a query service Sq. In other words, the aim of
this module is to determine St from inputs and outputs of a query service
Sq, such that St shares the larger possible number of outputs with Sq and
without exceeding its inputs [6].

Initially, the labels of the inputs are compared and organized in a simi-
larity matrix where rows are the inputs of the Sq and columns are the inputs
of the Sq. This matrix is then analyzed to determine the maximum simi-
larities between pairs of inputs of the two compared services, which scored
the greater similarity values among all the possible combinations of pairs of
inputs guarantying that each input of Sq is matched with only one input in
St and vice versa. In this way if Mm×n is defined as the similarity matrix of
the inputs with a dimension m × n (m is the number of inputs of Sq, and
n the inputs of St) and the set of maximum similarities determined as the
grouping of similarities Simij that meet the following rule:

Simij : (∀Simkj ; k = (0, 1, 2, ...,m) ⇒ Simij > Simkj)

∧(∀Simil; l = (0, 1, 2, ..., n) ⇒ Simij > Sil) (2)

Once the set of maximum similarities is defined, the isolated inputs (missed
inputs) between Sq and St are established when the total number m of
inputs from Sq exceed the number m of inputs from St. Taking into account
those parameters and also the rule previously named, the similarity between
interfaces (SimIO) can be computed by next equation:

SimIO =

∑
Simij

min(m,n) + β ∗ |m− n| (3)

Where Simij is each value of similarity; min(m,n) is the maximum number
of input pairs established between the two compared tasks according the
properties perviously named; and β ∗ |m− n| is a parameter that can deter-
mine the value of the similarity when there are missed inputs, and takes the
value 0.8 when m > n and 1 otherwise. The algorithm to compare interfaces
is described next:
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Algorithm 1. Algorithm for computing the similarity of interfaces

Require: Sq, St

Ensure: SimIO

1: Iq[m] = getInputs(Sq)
2: m = cardinality(Iq)
3: It[n] = getInputs(St)
4: n = cardinality(It)
5: Lq [m] = getInputLabels(Sq)
6: Lt[m] = getInputLabels(St)
7: if Lq [m] = ∅ ∧ Lt[n] = ∅ then
8: return SimIO = 1
9: else if Lq [m] = ∅ ∨ Lt[n] = ∅ then
10: return SimIO = 0
11: else
12: ISM [m][n] = getInputSimilarityMatrix(IEq[m], IEt[n])
13: MSA[] = getOutputSimilarityMatrix(ISM [m][n])
14: MSS = addMaxSimArray(MSA[l])
15: if m > n then
16: return SimIO = MSS

n+(0.8∗|m−n|)
17: else
18: return SimIO = MSS

m+|m−n|
19: end if
20: end if

This algorithm begins by extracting the inputs of Sq, St and adding them
to the array Iq [], It[] respectively. Then it calculates the number m of inputs
from Sq, and n of inputs from St. Then, the algorithm obtain the labels of
the interfaces for Sq and St and adds them to the arrays Lq[m] and Lt[n]
respectively. Next, the similarity matrix of inputs ISM [m][n] is obtained
based on the comparison of the arrays of labels (Lq[m] and Lt[n]) and the
maximum similarities (MSA[]) are calculated. Finally, semantic similarity is
calculated by the equation [7]. The similarity for outputs follows the same
steps as the inputs.

Finally, the total service distance SD is calculated as:

SD = αLD + γ(1− SimIO) (4)

Where α and γ are values that can be set to give more relevance to the interfaces
or labels of the compared services.

Composition Similarity Analyzer. This module is intended for comparing
the similarity between each graph of the repository (Gr ∈ R) and a query graph
(Gq), this problem is commonly known as graph isomorphism. Nowadays the
faster known algorithm to address the isomorphism problem is the VF2 [7] which
is based in matching two graphs G1 and G2 by determining a mapping function
M to associate the nodes of the two graphs taking into account some restrictions.
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M is expressed as the set of pairs (v, w) that represents the mapping of a node
v ∈ G1 with a node w ∈ G2. Therefore a mapping M is a graph isomorphism
iff M is a bijective function that preserves the structure of the branches of the
two graphs, and it is a sub-graph isomorphism if M is a isomorphism between
G2 and a sub-graph of G1. Next the original VF2 algorithm is presented:

Algorithm 2. VF2 Algorithm

Require: An intermediate state s, an initial state s0 such that M(s0) = 0
1: if M(s) covers all the nodes of G2 then
2: return M(s)
3: else
4: Compute the set P (s) of the pair candidate for inclusion in M(s)
5: for all (v, w) ∈ P (s) do
6: if factibility rules are correct in order to (v, w) be included in M(s) then
7: Compute the state s′ obtained by adding (v, w) to M(s)
8: Match (s′) (execute this algorithm for s′ as input intermediate state)
9: end if
10: end for
11: Restore data structures
12: end if

The composition similarity analyzer module uses the VF2 algorithm in order
to establish if a Gq is a sub-graph of one of the Gr ∈ R. In this way at the end
of the execution of the VF2 we have a set of r graphs form the repository where
the Gq is contained, i.e. a set of Gr such Gq ⊆ Gr. However, VF2 algorithm can
only ensure that Gq is an exact subgraph isomorphism of each of the r graphs
of the R without taking into account that each node of the graphs has a label
and a set of interfaces (inputs and outputs), therefore we have adapted the VF2
sub-graph isomorphism in order to compare this kind of graphs by analyzing the
similarity of labels and interfaces for each node (service) included in the graph
of the service composition (algorithm 3):

Algorithm 3 receives a query graphGq and compares it with each of the graphs
Gri stored in the repository R in order to obtain a ranked list (Ranking) of Gri

where Gq is a sub-graph, not only based on the structural sub-graph isomor-
phism, detected by VF2 algorithm, but also taking into account the similarity
between each service that belongs to the compositions.

The algorithm begins by determining a set R′ of the graphs Gri stored in the
repository R where Gq is a sub-graph by using the VF2 algorithm. Next each
service sq of Gq is compared with the correspondent service sr of the sub-graph
of Gri as indicated by the mapping function M(Gq, Gri). To do that, we have
used the service comparison algorithm described before, which returns a service
distance SD calculated as function of the labels and interfaces (inputs/outputs)
comparison. Then, each service distance is added to the total composition dis-
tance CD, and additionally the connectors are compared according their type
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Algorithm 3. Composition Ranking Algorithm

Require: Gq , Gri ∈ R
Ensure: Ranking of Gri where Gq is a sub-graph
1: for all Gri do
2: if Gq is a sub-graph of Gri then
3: Add Gri to R′ (R′ is the set of graphs where Gq is a sub-graph)
4: Calculate M(Gq, Gri) (M is the mapping between each node of Gq and a

sub-graph of Gri)
5: end if
6: end for
7: for all Gri′ ∈ R′ do
8: for all pair of services (sq, sri) ∈ M(Gq, Gri′) do
9: SD = compareServices(sq, sri) (SD is the service distance based on labels

and interfaces comparisons. Algorithm 2)
10: Add SD to CD (CD is the total composition distance)
11: end for
12: for all pair of connectors (cq , cri) ∈ M(Gq, Gri′) do
13: get the type of the compared connectors type(c) (AND, OR, XOR (Split,

Join))
14: if type(cq) �= type(cri) then
15: ConD = 1
16: Add ConD to CD (ConD is the connector distance when the type of con-

nectors is different)
17: end if
18: end for
19: Order Gri′ according CD and add it to Ranking
20: end for
21: return Ranking

(i.e. AND, OR, XOR (Join, Split)). Finally the graphs Gri′ are ranked according
their CD with respect to the Gq.

3.3 Storage Layer

Services and compositions are stored in this layer trough two repositories: one
for services (inside the Service Similarity Analyzer) and another one for com-
positions (in the Composition Similarity Analyzer). It also provides the means
for automatically generate similarity rankings of existing compositions accord-
ing the elements selected by the user on the graphical interface. This module is
a reduced version of the original one (4Caast marketplace [8] as it can achieve
faster speeds when responding to the component suggestion queries made by
Visual Editor.

This contains services and compositions. A service S = (L,O, l) in our reposi-
tory is represented by a labeled node having a set I of inputs, a set O of outputs,
and a label L which is a string to name the service. A composition is represented
by a graph G = (S,C,E) where E is the set of edges, S the set of nodes, and C a
set of connectors. The nodes s ∈ S embody the services of the composition, the
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Composition RankingService Ranking

Fig. 1. Storage Layer

edges e ∈ E are links between the services of the composition, and the connectors
c ∈ C are logical gates (AND (split -join), OR (split - join)) that implement the
behavior of the composition. Figure 1 shows the basic architecture of the storage
layer which is composed by two main modules, the services comparator and the
composition comparator in order to help the user in the service composition.

4 Experimental Results

The experimentation is based on the performance evaluation of the algorithm
for ranking compositions used in the automatic composition system. To do that,
a repository with 100 graphs of compositions was created and a set of 6 queries
from that repository were selected in order to evaluate the time required by the
algorithm to rank the most similar compositions to each query. Graphs evaluated
in the repository contain 5 to 100 nodes, and queries contain 5, 10, 20, 30, 50
nodes respectively.

Figure 2 shows the performance results of the median time required for the
algorithm to rank the compositions stored in the repository according each one
of the queries. The results show that the algorithm provides good performance
because it allows to compare a graph in the repository with a query in times
ranging between 61 and 163 ms, and ranking the full set of 100 compositions
according each query in times ranging from 150 to 5000 ms (i.e. the comparison
between each query and all the compositions in the repository). Additionally,
also it should be noted that figure 2, shows a tendency line (dotted line) with
a slight exponential behavior specially when the number of nodes of the graphs
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Fig. 2. Performance evaluation of the composition similarity algorithm

exceeds 80. Nevertheless, it is not a problem because in our assessment practices,
the compositions created by users, showed barely reach 50 nodes.

5 Conclusion

An experimental platform implemented by a major mobile network operator in
Italy to monitor its mobile users through the creation of rules, was presented.
Specifically, this work provides a description of how the composer module has
been designed and implemented: by taking advantage of subgraph isomorphism
techniques to provide suggestions to the users. Such a mechanism can help users
to create compositions by reusing other compositions stored in the repository
while avoiding redundancies. Additionally, as it can be seen from the evaluation
of the algorithm, it demonstrated to be fast enough to be executed each time
the user creates a composition, i.e. users should not wait long time to receive
feedback from the system. As future work, we plan to evaluate the effectiveness
of our approach by measuring the customer satisfaction in order to improve the
suggestions presented to the user. Additionally, we are working in an indexing
mechanism in order to improve the performance, avoiding to compare the com-
positions created by the user to the full set stored in the repository; in this way
the system can considerably reduce the total execution time.
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Abstract. Nowadays there is a wide range of different mobile solutions that 
support travelers before, during and after the trip. However, majority of these 
solutions focus either on recommending tourist attractions or on providing of 
some tourist services, but there is a lack of studies for unified approach that 
combines both needs. This paper describes mobile tourist guide - a complex 
system that enables comprehensive up-to date information search along with 
personalized recommendations and services. The key principle of the developed 
solution is based on fact that to provide really relevant tourists information, it 
should be based on analysis of current situation. Prototype of the mobile tourist 
guide has been developed using Smart Space infrastructure to facilitate integra-
tion of services and internal processes in such complex system. This paper aims 
to describe context-based information implementation in the complex mobile 
tourist guide, developed using Smart Space infrastructure. 

Keywords: Smart space, mobile tourist guide, context management, e-tourism, 
IoT, Smart-M3, Karelia ENPI. 

1 Introduction 

Pervasive adoption of information and communication technologies (ICTs) throughout 
the tourism industry has brought fundamental implications for the way travel is 
planned and the tourism products are created and consumed [1]. Increasingly, travel-
related information has been searched online using a wild range of tools like mobile 
devices. As pointed out in [2], mobile phones are becoming a primary platform for 
information access. 

Mobile tourism is an emerging trend in the field of tourism involves the use of  
mobile devices as electronic guides [3]. Mobile guides based on PDAs, smartphones 
and mobile phones play an increasingly important role in tourism, giving tourists 
ubiquitous access to relevant information especially during the trip [4]. 

Today there is a vast variation of different mobile solutions already developed  
to support travelers before, during and after the trip, for instance in a form of city  
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attractions, sightseeing, exhibition or museum guides. However, majority of these  
solutions focus either on recommending tourist attractions or on providing some tourist 
services, but as argued in [5] these service types should not be approached separately 
and recommendation systems offering a unified perspective are needed. Thus, a  
prototype of a complex mobile tourism guide enabling comprehensive up-to date infor-
mation search, for instance, information about points of interests, attractions, as well as 
providing personalized recommendations and services, including ridesharing and taxi 
calling services was developed to enrich tourist experiences. To facilitate integration of 
services and internal processes with other systems, and program modules, Smart Space 
infrastructure has been used for the prototype development. 

Up-to-date and personalized information available anytime and anywhere is  
substantial for demanding tourists seeking exceptional value for money and time [6]. 
Thus, personalized recommendations and services provided by the mobile guide 
should be based on current situation of tourists to provide tourists relevant informa-
tion. Hence, context-based information is crucial for such system development.  

In this paper, context-based information implementation in the complex mobile 
tourist guide, developed using smart space infrastructure has been described. 

The rest of the paper is structured as follows. Section 2 reviews context-based  
applications developed using smart space infrastructure. Section 3 briefly describes 
the mobile tourist guide. In Section 4 ontological knowledge representation approach 
is presented. Section 5 summarizing mobile tourist guide implementation is followed 
by conclusion section that summarizes main results and findings of the study. 

2 Related Work 

As pointed out in [7] context in tourism is an information facilitator in the negotiation 
process between all available information and the information that tourist require at a 
given moment of time based on current situation. 

Authors of [8] present a context based design for guiding visitors in museums 
based on mobile devices. A set of existing systems have been considered compared 
and classified according to the presented context-based approach. 

P. Jeon proposes a context-aware mobile platform for use of various surrounding 
local services with minimal user intervention in the forthcoming ubiquitous environ-
ment [9]. Context management technology is used for modeling current situation and 
proposing the user appropriate services. 

Authors of [10] describe implementation of a context-aware mobile guide for  
outdoor as well as indoor locations. It uses GPS to identify user’s location in outdoor 
environments, communicates with other objects in the environment through Blu-
etooth. The information that is shown in the user interface can be obtained in two 
different ways: stored on the mobile guide, or queried from the artifacts that are in the 
direct surroundings of the mobile guide through wireless communication. 

The travel guide Triposo [11] is a free mobile guide service available for Apple 
and Android devices. A user can download the application and appropriate database 
(which is updated ones each two months) to the mobile device beforehand and use it 
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during the trip without Internet connection. The application supports logging of  
travelling. It includes databases from the following sources World66, Wikitravel, 
Wikipedia, Open Street Maps, TouristEye, Dmoz, Chefmoz and Flickr [12]. Each 
guide contains information on sightseeing, nightlife, restaurants and more. 

Millions of traveler reviews, photos, and maps can be accessible in TripAdvisor 
[13]. Tourists can plan their trips taking into account over 100 million reviews and 
opinions by travelers. TripAdvisor makes it easy to find the lowest airfare, best hotels, 
great restaurants, and fun things to do, wherever you go. The mobile application is 
free, it supports all mobile platforms. 

Smart Travelling [14] is an online travel guide, supports about 30 cities worldwide 
including the most interesting capitals of European countries and USA. The guide 
includes a database of restaurants, cafes; hotels, shopping-tips and other places of 
interests. The mobile application for iPhone is accessible through AppStore. Integra-
tion with Google maps allows user to see the current location in the map and helps to 
navigate to each and every tip in destination cities. Application allows the user to 
download the content and use guide without Internet connection. 

ARTIZT [15], an innovative museum guide system, where a ZigBee[16] protocol 
is used for determine user’s position information. Visitors use tablets to receive per-
sonalized information and interact with the rest of the elements in the environment. 
The system achieves a location precision of less than one meter. The context is used 
to provide needed at the moment personalized information to the user. 

Decentralized smart space in the proposed approach allows mobile device of every 
tourist acquire up-to-date information from different services (e.g., attraction, region, 
or worldwide services) and based on it make own decision about the suggestions to 
the tourist taking into account his/her preferences and current situation in the region. 

3 Mobile Tourist Guide Description 

The mobile tourist guide aims to provide a comprehensive up-to-date information and 
assistance in the travel-related decision making, especially during the trip to enrich 
tourist experiences. Hence, variety of services has been integrated to the mobile tour-
ist guide application through the smart space infrastructure. The tourist can receive 
information about points of interest, attractions, and routes based on his preferences 
and contextual information of visiting region. Besides, the tourist guide application 
facilitating mobility and providing information about available transportation means 
alternatives have been developed. General architecture of the mobile tourist guide is 
presented in the Fig. 1. 

As actual, up-to-date information is the lifeblood of tourism [17], accessibility of 
travel-related information in travel decision making may be perceived as crucial. To 
provide tourists comprehensive information, a variety of sources included in a great 
extent of user-generated content has been used. So far following information sources 
containing textual, visual and audio information have been integrated in the system: 
WikiLocation, GeoNames, Wikivoyage, Wikipedia, Wikimapia, Geo2Tag, Flickr, 
Panoramio (Fig. 2). 
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Fig. 1. The general architecture of the mobile tourist guide 

Open content with little restrictions for further applications has been used also in 
other travel guides, for example Triposo where data from World66, Wikitravel, Wiki-
pedia, Open Street Maps, TouristEye, Dmoz, Chefmoz and Flickrhave been integrated 
manually to the internal database and providing the tourist on demand [12]. 

In the Fig. 3 system prototype screenshots have been presented. Based on the  
tourist´s current location (“Saint Petersburg”, at the left screenshot), attractions within 
a certain radius have been presented (middle screenshot). 

 

 

Fig. 2. General scheme of attraction information acquisition 
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Fig. 3. Mobile tourist guide prototype screenshots 

Tourist can click on interested attraction and see information about it (right screen-
shot). Besides, information search regardless location, for example freely choosing 
region and city is also supported by the system. 

As a result of internal information processing processes in the system, extracted 
and personalized information has been presented to facilitate travel-decision making. 
Services facilitating tourist mobility have been integrated to the tourist guide applica-
tion, they consist of: public transport searching (Fig. 4), taxi calling (Fig. 5) and ride-
sharing (Fig. 6). The system enables tourists to find appropriate public transportation 
(plane, bus, train, ferry, and etc.), cab or fellow traveler with whom to share the ride 
and related expenses. 

The taxi calling service finds the nearest taxi based on shared through the smart 
space by core service information about tourist location and his/her preferences about 
vehicle type, smoking or non-smoking driver (see Fig. 5). 

 

 

Fig. 4. The general scheme of the public transport searching 
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Fig. 5. The general scheme of taxi calling service 

The ridesharing service finds fellow travelers for the tourist based on information 
about tourist location, attraction location and his/her preferences about maximum 
waiting time of the fellow traveler, walking distance to the meeting point, vehicle 
type, gender of the driver, smoking or non-smoking driver / passenger, and other  
specific to ridesharing information with the ridesharing service (see Fig. 6). 
 

 

Fig. 6. The general scheme of ridesharing service 

 

Fig. 7. Ridesharing service example 
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The ridesharing service example is presented in Fig. 7. To reach the destination 
tourist have to walk to a calculated by ridesharing service meeting point, then the 
driver pick him/her up to the point nearest to tourist destination and driver path. After 
that the driver drops off the passenger and he/she walk to the destination. 

4 Context-Based Approach for Mobile Tourist Guide 

In the development of mobile tourist guide, the ontology has been used to describe 
knowledge and information exchange as well as to facilitate service and device 
interoperability in the smart space. The conceptual model of the proposed ontologi-
cal approach is based on the earlier developed ideas of knowledge logistics [18]. 
Ontology describes the main terms used for the smart space description and  
relationships between its different constituents. The tourist context is formed based 
on the interaction process between the tourist’s mobile device and different services 
through the smart space. The context is the current situation description in terms of 
the ontology. 

Mobile devices interact with services and get information from resources through 
the smart space (see Fig. 8).The tourist installs the guiding application (core service) 
to his/her mobile device. When the tourist registers in the application, core service 
creates a profile which contains long-term context information of the tourist. This 
profile allows specifying and complements tourist requirements and personifying the 
information and knowledge flow from smart space services to the tourist. The client 
shares the tourist profile with the smart space, so, that this information could be  
acquired by other smart space services. 

 

 

Fig. 8. Ontological approach for tourist guiding application 
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Fig. 9. Context Information for Mobile Tourist Guide Service 

Tourist location and time acquired by core service from the tourist mobile device. 
This information is used for suggesting the tourist the nearest museums, beaches in 
the afternoon and cafes, restaurants, night bars in the evening. These information is 
shared by core through the smart space with the tourist attraction information service 
using the ontology. 

Current weather and traffic situation is acquiring by the region specific services  
by core service. These information is used for propose the tourist attractions to see  
(is it applicable to propose outdoor attractions at the moment), and choose the  
transportation means (e.g. in case of traffic jams it is reasonable to use underground 
public transport). 

The tourist profile (Fig. 10) accumulates and stores main tourist related informa-
tion in the smart space. It contains tourist role and his/her preferences. 

 

 
Fig. 10. Information Model of Tourist Profile 
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─ types of attractions (determine attractions types which is interested for the tourist, 
e.g. Renaissance painting, sculpture of XIX century); 

─ preferable attractions (contains a list of interested and mandatory for visiting at-
tractions); 

─ transportations means (contains the tourist preferences related to the types of ve-
hicles for changing location, e.g. taxi, ridesharing, public transport). 

5 Mobile Tourist Guide Implementation 

Implementation of the proposed services has been developed based on Smart-M3 in-
formation platform [19, 20] which is open source and accessible at Sourceforge [21]. 
Service implementations has been developed using Java KPI library [22]. Mobile 
clients have been implemented using Android Java Development Kit [23]. 

The main scenario of tourist attraction information service is presented in Fig. 11. 
Tourist attraction information service acquires the tourist location from smart space 
and generates the list of attractions around this location. For searching attractions 
Wikipedia is used. It has a lot of articles which describe attractions with linked geo-
graphical coordinates which allows determining attractions names. For searching this 
article MediaWiki and GeoNames API can be used. For the attraction information 
service GeoNames API is used as they provide more powerful functionality in com-
parison with MediaWiki. Then textual and graphical information about attractions can 
be acquired as from Wikipedia as from another services (e.g. Wikivoyage, Wikipedia, 
Wikimapia, Geo2Tag, Flickr, Panoramio). 

 

 

Fig. 11. Information Model of Tourist Profile 
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</transportation_facility_types> 

<transportation_facilities> 

<transportation_facility> 

<id>b_1</id><type>0</type> 

<route_number>10</route_number> 

<route> 

<station><id>0</id> 

<arival_time>10:20</arival_time> 

<departure_time>10:22</departure_time> 

<next_station><id>1</id></next_station> 

</station> 

</transportation_facility> 

</transportation_facilities> 

The database has been imported to PostgreSQL database. For calculating of routes 
the Dejkstra algorithm [25] is used. A result of public transport schedule service has 
the following structure: 

<facility arr_time="03:40" distance="1.046" type="Пешком"> 
 <departure_station lat="60.97" lon="32.93"/> 
<arrival_station lat="60.97" lon="32.96" name="Олонец"/> 
</facility> 

<facility arr_time="07:25" dep_time="03:40" distance="5" 
id="c2176_kvc_tula" time="03:45" type="Автобус"> 
<departure_station lat="60.97" lon="32.96"name="Олонец"/> 
<arrival_station lat="61.69" lon="33.61" name="Пряжа"/> 
</facility> 

<facility arr_time="10:25" dep_time="07:30" distance="16" 
id="c3336_kvc_tula"time="02:55" type="Автобус"> 
<departure_station lat="61.69" lon="33.61"name="Пряжа"/> 
<arrival_station lat="61.68" lon="31.26"name="Леппясилта"/> 
</facility> 
<facility dep_time="10:25" distance="1.549" type="Пешком"> 
<departure_station lat="61.68" lon="31.26"name="Леппясилта"/> 
<arrival_station latitude="61.67865" longitude="31.22759"/> 

</facility> 

The result is shared by public transport schedule through the smart and core  
service sort these transportation means in accordance with tourist preferences and 
provides it to the tourist. 

6 Conclusion 

Even though there is a vast amount of different mobile solutions developed already, 
new mobile solutions are still needed as majority of existing solution focuses either on 



104 A. Smirnov et al. 

recommending tourist attractions or tourism services. Hence, to enrich tourist expe-
riences and facilitate travel-related decision making, in the paper described mobile 
tourist guide that has been developed as a complex system what enables comprehen-
sive up-to date information search, as well as provides personalized recommendations 
and services. 

Used approach seems to be promising from various perspectives. One of the con-
cerns related to the use of mobile applications in the foreign country is roaming price. 
In this regard, there are some positive indications in terms of price reductions. For 
instance, at the moment there are several offers from telecommunication companies 
for Russian tourists travelling to Europe like one day unlimited Internet connection in 
Finland for a bit more than one euro. This may result in demand increase for such 
mobile solutions. Besides, in the mobile tourist guide in a great extent user-generated 
content has been used as the information source (e.g. Flickr, Panoramio, Wikipedia). 
Through the use of different sorts of social media generated user content, for instance 
travel-related information, personal opinions, recommendations and experiences plays 
an important role in travel decision making process as consumers increasingly trust 
better their peers, rather than marketing messages [6]. Furthermore, to provide tourists 
relevant information, travel-related recommendations and services provided by the 
mobile tourist guide are based on tourist current situation. Context-based information 
is crucial for such system development as demanding tourists are seeking exceptional 
value for money and time [6].  Smart Space infrastructure used for the system  
development enables seamless integration of different services, thus creating a great 
platform for further system development. 

The main goal of this paper was to describe context-based information implementa-
tion in the mobile tourist guide what has been developed using Smart Space infrastruc-
ture to facilitate interoperability of services and supporting processes. Nevertheless, 
further evaluation and studies on described approach are still needed. Besides, current 
research has indicated very promising further system development directions like  
social networking (e.g. Facebook, vKontakte), user forums or other sorts of social  
media integration in the system. Also user studies with prospective system users are 
needed. 
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Abstract. Geo-tagging and smart spaces are two promising directions in 
modern mobile market. Geo-tagging allows to markup any kind of data by 
geographical coordinates and time. This is the basis for defining geographical 
context which can be used in different types of applications e.g. semantic 
information search, machine-to-machine (M2M) interactions. Smart spaces as 
the basis for seamless distributed communication field for software services 
provides semantic level for data processing. Most desired feature of coming 
software is pro-activeness and context awareness, i.e. services will be able to 
adapt to the user's needs and situations and be able to manage decisions and 
behaviors on behalf of the user. The paper is dedicated discussion of integration 
most popular open platforms for smart spaces and geo-tagging (Smart-M3 and 
Geo2Tag) as possible solution for creation context aware proactive location 
based (LBS) services. 

Keywords: geo-tagging, geo-coding, smart-m3, Geo2Tag, LBS. 

1 Introduction 

Nowadays we have two most promising software trends – location based services and 
pervasive smart environments (smart spaces). Both of them will be a base for user- 
and machine- oriented proactive services. Smart spaces should provide continuous 
distributed semantic data and communication field for software services, which is 
being run on personal devices and autonomous computers and robots. Most desired 
feature of coming software is pro-activeness and context awareness, i.e. services will 
be able to adapt to the user's needs and situations and be able to manage decisions and 
behaviors on behalf of the user [1]. One of the important part of context is location 
based data. This data is being used for two purposes: for clarifying semantic meaning 
of queries (when service retrieves the data from smart environment) and for limitation 
of space of search (usually there is no point to make global search). Geo-coding (or 
geo-tagging) is the technique of markup real or virtual object by adding geographical 
coordinates and time. If we consider software, we have only virtual (or digital) objects 
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Information Brokers (SIBs) interconnected into the common space. The information 
exchange is organized through transfer of information units (represented by RDF 
triples) from KPs to the smart space and back. The information submitted to the smart 
space becomes available to all KPs participating in the smart space. The KPs can also 
transfer references to the appropriate files/services into the smart space, since not all 
information can be presented by RDF triples (e.g., a photo or a PowerPoint 
presentation). As a result the information is not really transferred but shared between 
KPs by using smart space as a common ground [11]. 

2.2 Geo2Tag Platform 

Geo2Tag is centralized system with server, that storage all information and provide 
access to it by REST API. It has following main advantages – it is open source and it 
doesn’t depend on concrete web-server or DB type. Server consists of two main parts 
– server application and database (DB). Server application is a web application 
written by FastCGI framework. It main task is processing clients requests to REST 
API. Database contains information about users and their geodata. 

 

 

Fig. 2. Geo2Tag architecture 

Platform use following basic data types:  

• User – data that represent human user of Geo2Tag – login and password;  
• Channel – object that contain name, description and set of tags. User 

subscription for the channel means that user can read tags from it;  
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• Tag – object that contain URL of multimedia object, name, description, time 
of creation and coordinates(latitude and longitude); 

Main Features of Geo2Tag platform: 

• user management: registration, login, log-off, session management; 
• data retrieval about users and matching personal geographical spaces to the 

personal smart spaces; 
• channel management: subscription/unsibscription; 
• sending geographical data from smart-space to the geo-tagging system; 
• getting data from geo-tagging system; 
• spatial filtration; 

More information about platform and design details can be found at related  
work – [12]. 

3 Related Work 

The most overall point at the integration smart spaces facilities and geo-coding has 
been developed by Pervasive Computing Research Group. They focused on indoor 
Location Based Services (LBS) and coding real world objects. In [4] next basic 
approaches and components for integration are suggested: spacial ontology, ontology-
driven map annotation, GIS-based ontology population and navigation algorithms. 
This approach is very justified from application point of view but has several 
limitation if we consider context free integration (without any assumptions about 
application domain).  

In [13] we can find an idea about tree-based region distribution of semantic 
information in global space. It looks like a geographical fractal structure, which is 
providing the same structure of smart space data for application in any geographical 
position. All geographical information distribution is organized as a tree with 
orthogonal algorithm for navigation and search. 

In this paper is spoken about smart system creation by combining the work of two 
platforms (Smart-M3 and Geo2Tag) using Smart-M3 agent (KP). Main difference of 
this work from previous ones is to use common platform for knowledge processing of 
Smart-M3 space. 

The platform and its knowledge processors (agents) take on the whole job of 
collecting, analyzing and processing of space knowledge described by ontologies and 
deductions. When developing the platform agents we can use existing GIS-based or 
spatial ontology according to the Geo2Tag LBS-system or use your own, such as 
Geo2Tag system representation ontology.  

The use and presentation of geo-data in the Smart-M3 platform adds a new 
property to the data as location in space and time that will allow to place objects in the 
real world as well will also give them the ability to search in a space such as a room 
or house space.  
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4 System Requirements and High-Level Design 

There are several promising use-cases of GCSS: 

• geographical markup of smart space data; 
• search set reduction; 
• search context rectification. 

In next subsections high requirements and architecture of GCSS are discussed. 
The main task of the agent - the Smart-M3 and Geo2Tag platforms union. One can 

say that the agent is an extension of the Smart-M3 platform, since the fully interoperable 
with Geo2Tag LBS platform, expanding the space with new data – geo-data.  

The main user interaction with agent is to run it and specify the connecting settings 
for the Smart-M3 and Geo2Tag platforms and also monitoring and control of its 
operations. The agent then works independently checking receipt of new geo-data, 
producing a conversion in triplets and publish them into space. 

4.1 High-Level Requirements 

GCSS should implement effectively main features from both (smart space and  
geo-coding) type of systems, which are: 

• providing interfaces for semantic data and access;  
Providing an interface for connecting to the platform and access to its 
semantic data. This feature is implemented in the Smart-M3 API (Qt, 
Python).  

• distributed storage for semantic information;  
Smart-M3 platform has its own data storage, this storage may be replaced 
with a more stable and productive. Current stable Smart-M3 0.4.1 version 
uses Berkeley DB storage.  

• interfaces for association semantic objects with geo-tags;  
Development of two-way geo-data conversion mechanism in the semantic 
objects (space triplets ) and the creation of Geo2Tag platform ontology.  

• spacial and temporal filtration.  
Development of the necessary algorithms for searching and filtering of smart 
space semantic data.  

Also non-functional requirements should be taken in account: 

• Performance – ability to work with big amount of semantic objects geo-tags; 
for some purposes we need to implement features like cloud based massive 
offline processing and local context indexing/caching. 

• Compatibility – the GCSS should be accessible by legacy interfaces (i.e. SSAP 
or REST), which is required for seamless integration with existing systems. 

At the moment, there are all functionality to work with the Smart-M3 platform and 
for development of its agents (KP), there is no mechanism for geo-data converting to 
the space triplets as well as algorithms for their search and filtering.  
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The latest versions of Smart-M3 and Geo2Tag platforms fairly stable, but have some 
defects such as those associated with security or performance of the Smart-M3 platform.  

4.2 Layered Architecture 

In our work we rely on existing middleware for smart-space environment and geo-
tagging. As smart space infrastructure Smart-M3 is being used; for geo-coding we use 
Geo2Tag Platform. Selection of those platforms is caused the availability all source 
codes and solution maturity. 

On Fig 1. High-level layered design for GCSS is presented. There are four levels of 
system.  

Each level of the system is responsible for the functions and includes its own 
interface. The following are the layers of the system GCSS:  

• Interfaces – it contains smart-spaces (Smart-M3) and geo-coding (Geo2Tag) 
front-ends (FE) and their functionality; This level is responsible for data 
representation and processing for applications and services; 

• Integration – this level contains components for translating geographical 
data (geo-tags) from Geo2Tag format to Smart-Space format and vice versa; 

• Domain engines – level contains particular implementations of smart-space 
geo-coding middleware (in our case it is Smart-M3 and Geo2tag); 

• Data cloud backend – optional components, which is being used for 
providing advanced services like off-line data (pre-)processing, storage for 
BLOB objects, indexing, caching etc. 
 
 

 

Fig. 3. Layered design of GCSS 
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The main suppliers of GCSS system functionality are a Smart-M3 platform and 
Geo2Tag LBS system. Details on this platforms and their main features can be found 
in [5, 6, 12].  

Integration level is responsible for the platforms data conversion into one common 
format. For the system data storage responds GCSS Domain engines level, which is 
composed of the main data storage of the Geo2Tag and Smart-M3 platforms. To work 
with a large volumes of geo-data and increasing the overall performance of the system 
is planned to add the ability to work with Data cloud, as a repository for offline 
processing.  

4.3 Location Based Engine 

According to Smart-M3 architecture all knowledge of smart space is being presented 
as RDF triples. Set of RDF-tuples describing particular domain is an ontology. So, to 
present geo-coding data we need to use ontology also.  

On the Fig 2. Geo2tag ontology is presented, it is defined according to Web 
Ontology Language Specification (OWL) as the tree of classes ans properties. The 
root of ontology tree is the class User. It contains all geographical data from personal 
geo-space. With this approach we can use personal and shared geo-tags, last can be 
implemented by introducing common user or group. Each instance of User class is 
connected with one or more Channels (Geo2tag terminology is used [6]). User has a 
relation subsribesTo so that follow different sets of geo-tags. The Channel could 
contain any amount of geo-tags by using property containsA. 

Usially the User contains constant or rarely seldom changing properties about 
user credentials in geo-tagging system. This class can be presented according to 
FOAF.  

The Channel includes "name" and "description" properties for identification of 
channel purpose and contains (through the property containsA) geo-tags itself, which 
are presented by time coordinates and data.  

The main object of this Geo2tag ontology is a geo-tag (class Tag). Geo-tag is basic 
information, which manages and handles the Geo2Tag platform and it is the basic 
knowledge of the space, which describes the location of its subjects.  

The size of a one geo-tag nearing 1K, Geo2Tag system allows you to store an 
unlimited number of data values, for it has developed special synchronization and 
optimization algorithms of system database [14]. After converting them into space 
triplets, the tag size will not increase, but now to work with them in the space will be 
used Smart-M3 platform storage. To improve the performance of data search is 
planned to develop the necessary algorithms for searching and filtering smart space 
data.  

The property data plays significant role in integration mechanism. It contains  
set of identifiers and properties, which allow to specify objects or relations in  
smart-space.  
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Fig. 4. Geo2Tag ontology in GCSS 

On the integration level we introduce Geo2tag Agent. Geo2Tag agent is required 
for monitoring and synchronizing data between geo- and semantic spaces. Agent is 
Knowledge Processor (KP) in terms of Smart-M3. 

Basic architecture of Geo2Tag KP is presented on Fig 3. There are next main 
components: 

• Geo2Tag service handler; 
• Smart-M3 handler; 

Geo2Tag platform responsible for storing and processing of LBS-system geo-data, 
Geo2Tag-agent converts these data for use them in the space.  
 
 

 

Fig. 5. Geo2Tag knowledge processor architecture 
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Let's discuss collaboration with Geo2Tag platform. Geo2Tag Platform is the 
centralized high performance geo-tagging database with dedicated server, which is 
provided REST API for access geo-tags. All communications could be implemented 
only over HTTP protocol, which could be a reason for performance issues. All  
geo-tagging data is presented as JSON objects. 

As mentioned earlier, the basic data format of the Smart-M3 platform – RDF-
triples <S, P, O>. To work with Geo2Tag platform geo-data it is necessary to convert 
them to the data format of the Smart-M3 platform, for these purposes serves a 
separate component of the Geo2Tag-agent – «Geotags <-> Triples conversion 
handler», whose main task is to convert the geo-data to the space RDF-triplets.  

Geo-tag consists of a tuple <t, L, B, H, data>, where 

• t – time; 
• L, B, H – coordinates; 
• data - text data (~ 1K). 

From this we can easily generate triplet of <time, coordinates, data> type, which 
will describe the space geo-data. Geo-tags can also be combined into channels and 
users can subscribe to the tags channels. Which is easily described with triplets, using 
the agent ontology.  

Smart-M3 handler retrieves JSON objects and translated them into Smart-M3 
triples, and handles operations with smart space such as subscribing, publishing. 
There are several methods for ontological data processing here: 

• ontological model, where all data is being kept in agent memory as RDF 
graph similar to RDF graph of smart space. 

• object-oriented model, where all RDF data is transforming from RDF triples 
into objects with properties and methods. And reverse transformation is 
being used only for publishing data into smart space. We suggest to use this 
type of geo-tagging data processing. 

One of the disadvantage of data representation into Smart-M3 is inability of 
presenting media data. It cannot be presented as triples. Geo2Tag architecture is 
designed for supporting such king of data. This features could be used for extending 
Smart-M3 functionality. Main problem should be discussed is a privacy and data 
protection.  

5 Conclusion 

It this paper we proposed high level design of smart-space and geo-coding 
middleware integration. This integration could be made by using special Knowledge 
Processor, which monitors both spaces and translates data from one to another and 
vice versa. There are still open question for future development: overall system 
performance, effective object monitoring, temporal and spatial filtration, integration 
with media objects. 
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Abstract. Many of modern location-based services are often based on an area 
or place as opposed to an accurate determination of the precise location. Geo-
fencing approach is based on the observation that users move from one place to 
another and then stay at that place for a while. These places can be, for 
example, commercial properties, homes, office centers and so on. As per geo-
fencing approach they could be described (defined) as some geographic areas 
bounded by polygons. It assumes users simply move from fence to fence and 
stay inside fences for a while. In this article we replace geo-based boundaries 
with network proximity rules. This new approach let us effectively deploy 
indoor location based services and provide a significant energy saving for 
mobile devices comparing with the traditional methods. 

Keywords: location, privacy, lbs, mobile, HTML5, geo coding, boundary 
geofence. 

1 Introduction 

Geo-fencing enables remote monitoring of geographic areas surrounded by a virtual 
fence (geo-fence), and automatic detections when tracked mobile objects enter or exit 
these areas [1]. A huge set of LBS (location based services) use geo-fence observation 
as a key feature. Location plays a basic role in context-aware applications. Geo-fences 
are user-defined areas defined around a Location. Locations here are cities, towns, 
other identifiable landmarks as well as vehicle parks of the user organization. Usually, 
the user is able to define the bounding of geo-fence area. For example, in simplest 
case it is just a radius defines some circular area. On practice, in the vehicle tracking 
system, a vehicle is determined to be at a particular Location if it is within this  
geo-fence (e.g., within the given radius for circular area). 

Any geo-fence implementation requires obviously some form of location 
monitoring. Technically, this monitoring could be performed either right on the 
mobile device or via some centralized scheme (e.g., telecom operator observes the 
location for own subscribers). 
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The main sources for user’s raw coordinates on mobile phones as Global 
Positioning System (GPS) and Wireless Positioning System (WPS) using cell tower 
and Wi-Fi access points (AP) [2]. 

One of the biggest and well known problems with the location monitoring is 
energy consumption. It is, probably, the biggest limitation factor.  Typical battery 
capacity of smart phones today is barely above 1000 mAh (e.g., the lithium-ion 
battery of HTC Dream smart phones has the capacity of 1150 mAh). GPS, the core 
enabler of LBS, is power-intensive, and its aggressive usage can cause complete 
drain of the battery within a few hours [3].  A typical GPS invocation consists of a 
locking period and a sensing/reporting period. The lengths of these two periods are 
about 4-5 seconds and 10-12 seconds, respectively. More importantly, the average 
power draws for the two above-mentioned periods are about 400 mW and 600 mW, 
respectively. For a typical battery capacity of 1000 mAh such high power 
consumption is very expensive as continuous GPS sensing can deplete the battery in 
merely 6 hours [4]. 

Figure 1 illustrates battery depletion test with GPS mode on. 
 

 

Fig. 1. Battery depletion [5] 

Figure 2 compares GPS and non-GPS modes as well as illustrates the power 
spikes. The battery drain effect could be presented more dramatically in case of 
several applications that work in parallel. Note, that several independent location 
monitoring applications present the more realistic picture. 

Many research papers declare the goal to develop frameworks that continuously 
provides location context with minimum energy consumption. 

We can mention here, for example, deploying  fingerprints to recognize semantic 
places with high level accuracy using radio beacons (e.g., cell towers, WiFi APs, and 
Bluetooth), counting the surrounding factors (e.g., light,  texture, and sound patterns) 
– so called context. As per classical definition [6], context-related information can 
consist of a users profiles and preferences, their current location, the type of 
connection that to the mobile network, the type of wireless device being used, the 
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objects that are currently in the user’s proximity, and/or information about their 
behavioral history. Actually, most of the authors define context awareness as 
complementary element to location awareness, whereas location may serve as a 
determinant for resident processes. By this reason, all the context-aware applications 
are linked to location exchange. 

 

Fig. 2. GPS vs. non-GPS mode 

To optimize energy consumption for continuous sensing, various approaches have 
been proposed. These include sensor selection by movement detector using 
accelerometers [7, 8], minimizing energy consumption within accuracy requirements 
[9, 10], utilizing a prediction-based approach [11], etc. 

We can select the following common directions (areas) for energy saving during 
the location monitoring: 

1) Adaptive selection of location sensing mechanisms. Actually, it should be 
selected dynamically (e.g., GPS or network fingerprints). Location sensing 
mechanisms could have performance tradeoffs in terms of accuracy, power 
consumption, and availability.  

2) Usage of context information. Modern LBS should be context-aware too.  
3) Adding cooperation for multiple LBS on client’s side. They should 

communicate by some way in order to avoid redundant location sensing 
invocations [12]. 

But in general, any client side monitoring is and always will be energy consuming 
operation. The more prospect area by our opinion is the centralized location 
monitoring [13]. It is one of the few areas where telecom operators can get advantages 
over Internet companies and effectively use own base of connected devices.  One 
possible example: Sprint Geofence API [14]. Another example is Open API platform 
for Alcatel-Lucent [15]. Unfortunately, this prospect line in location monitoring is not 
elaborated yet from the practical point of view. The biggest problem by our opinion is 
the lack of common standards. One possible candidate for such standard in telecom 
was Parlay, but at this moment we cannot name one widely accepted candidate.  That 
is why most of the scientific papers and practical implementations are devoted to the 
client side location monitoring. 
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The rest of the paper is organized as follows. Section 2 contains an analysis of 
existing projects devoted to network proximity. In Section 3, we consider our 
Spotique service and related applications. 

2 Network Proximity 

The main idea behind our Spotique service described below is the replacement of geo 
data with network proximity. We will try to describe geo fence (geographically 
restricted areas) with network proximity rules and replace geo locations monitoring 
with networks proximity monitoring. The reasons behind this movement are very 
transparent.  

At the first hand, it will work indoor. At the second, it is based on the actions, 
performed by the most smart-phones anyway. Most of the mobile users keep Wi-Fi on 
all the time. And Wi-Fi scanning is a part of the network proximity. So, from the 
energy saving point of view, there are no extra operations.  Network scanning is 
centralized. So, for any mobile phone all the installed LBS based on the network 
proximity will use the same data (share the same processes) automatically (see above-
mentioned remark about cooperation for multiple LBS on the client side).   

Network proximity based systems support dynamic LBS. It is described in [16], for 
example. If our “location” is linked by some way to Wi-Fi access point (network 
node), than not only this node could move. It could be opened (closed) dynamically 
right on the mobile phone: 

 

 

Fig. 3. Wi-Fi Access Point on the phone 

One example for LBS based on the network proximity principles is SpotEx [17]. In 
this concept, any existing or even specially created wireless network node could be 
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used as a presence sensor, which can open (discover) access to some dynamic or user-
generated content.  As a key service point, SpotEx introduces an external database 
with some rules (productions or if-then operators) related to the Wi-Fi access points. 
Typical examples of conditions in our rules are: AP (access point) with SSID Café is 
visible for mobile device; RSSI (signal strength) is within the given interval, etc. 
Based on such conclusions, we then deliver (make visible) user-defined messages to 
mobile terminals.  In other words, the visibility of the content depends on the network 
context (Wi-Fi network environment). 

Technically, SpotEx presents proximity information via some set of rules. Each 
rule is a logical production (if-then operator). The conditional part includes the 
following objects: 

 
Wi-Fi network (SSID, mac-address) 
RSSI (signal strength - optionally) 
Time of the day (optionally) 
ID for the client (mac-address) 
 
It means that collection of all rules is a set of operators like: 
 
IF  IS_VISIBLE(‘mycafe’) AND FIRST_VISIT() THEN 
{present the coupon info }   [18] 
 
LifeTag [19] uses collected database of so called Wi-Fi   “fingerprints”, including 

MAC addresses and the received signal strengths (RSSI) of nearby access points for 
discovering the user's behavioral patterns. 

What could be used as fingerprint? One simplest approach could be based on the 
time any particular Wi-Fi access point is visible from the mobile phone [20]. The 
MAC addresses of visible access point let us logically estimate the location (“not far 
from that access point”). The mobile application on the phone can record periodically 
MAC addresses from received Wi-Fi beacons. A fingerprint is acquired by computing 
the fraction of times each unique MAC address was seen over all recordings. A tuple 
of fractions (each tuple element corresponding to a distinct MAC address) forms the 
Wi-Fi fingerprint of that place. 

Fingerprint matching is performed by computing a metric of similarity between a 
test fingerprint and all candidate fingerprints. The comparison between two 
fingerprints, f1 and f2, is performed as follows. Denote M as the union of MAC 
addresses in f1 and f2. For a MAC address m € M, let f1(m) and f2(m) be the fractions 
computed as above. Then the similarity S of f1 and f2 is computed as: 

 
MinMax(m) = min(f1(m),f2(m))/max(f1(m), f2(m)) 

S = �
∈Mm

(f1(m)+f2(m)) * MinMax(m) 
 

 
The intuition behind this metric is to add a large value to S when a MAC address 

occurs frequently in both f1 and f2. 
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The purpose of the fraction is to prevent adding a large value if a MAC address 
occurs frequently in one fingerprint, but not in the other. Note, that this calculation 
does not use signal strength measurement at all.  

For geo-fence analogue we can compare current fingerprint and pre-recorded 
fingerprints for boarding points. Any given metric for similarity let us describe 
proximity (e.g., “close enough”). 

A classical approach to Wi-Fi fingerprinting [21] involves RSSI (signal strength). 
The basic principles are transparent. At a given point, a mobile application may hear 
(“see”) different access points with certain signal strengths. This set of access points 
and their associated signal strengths represents a label (“fingerprint”) that is unique to 
that position. The metric that could be used for comparing various fingerprints is  
k-nearest-neighbor(s) in signal space. It means that two compared fingerprints should 
have the same set of visible access points and they could be compared by calculating 
the Euclidian distance for signal strengths. 

Fingerprinting is based on the assumption that the Wi-Fi devices used for training 
and positioning measure signal strengths in the same way. Actually, it is not so (due to 
differences caused by manufacturing variations, antennas, orientation, batteries, etc.). 
To account for this, we can use a variation of fingerprinting called ranking.  Instead of 
comparing absolute signal strengths, this method compares lists of access points sorted 
by signal strength. For example, if the positioning scan discovered (SSA; SSB; SSC) =  
(-20; -90; -40), then we replace this set of signal strengths by their relative ranking, that 
is, (RA; RB; RC) = (1; 3; 2) [21]. As the next step, we can compare the relative rankings 
by using the Spearman rank-order correlation coefficient [22]. 

We can use signal strength features for distance estimation in terms of the Euclidean 
distance in signal strength space and the Tanimoto coefficient [23].  

As a prerequisite we compute the vector of average signal strength per access point 
S’x from the list of signal strength vectors Sx. In the Euclidean version the distances are 
defined as follows for each pair of average signal strength vectors S’a , S’b, with entries 
for non-measurable access points in either vector set to -100dBm: 

 
da,b = ||S’a – S’b|| 
 
For the Tanimoto coefficient version, the distance is computed as follows so the 

value increases as the vectors becomes more dissimilar: 
 
da,b = 1 – (S’a 

. S’b)/(||S’a||
2 +||S’b||

2 – S’a 
. S’b) 

 
Technically, it means that we can describe our geo-area as a set of basic point with 

statically calculated fingerprints. And later we can compare current fingerprint for 
mobile device with our basic fingerprints. By the similar schemes work almost all  
Wi-Fi based positioning systems. But there are two main problems. At the first hand, 
the task for creating basic “Wi-Fi mail stones” could be expensive. Also we will need 
to recalculate them every time our network environment is changed. At the second, we 
will face the same problems with energy consumption during the client side 
calculations. To overcome this we can use a fact that for the proximity calculation we 
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do not need the distance.  For the simple proximity calculation we can use some form 
of graph for signal strength versus distance for one Wi-Fi access point (Figure 4).  

And for several Wi-Fi access points we can combine individual metrics. 
As per energy consuming, we think that the most proper direction is to remove 

measurements processing from the mobile phone completely. It is what our Spotique 
service is about. 

 

 

Fig. 4. RSSI vs. distance [24] 

3 Spotique Service 

Our Spotique service let broadcast hyper-local message to mobile clients. A typical 
usage scenario is: a user with a Wi-Fi device walking near a shop sees an ad for the 
hot offer on his Wi-Fi device, and also captures a coupon from the shop. The user 
then enters the shop and redeems his coupon by displaying it on the screen. By the 
same principles we can distribute information is Smart City projects, etc. 

Spotique disconnects location-related calculations from mobile phone and uses 
server-side proximity detection based on Wi-Fi beacons. Wi-Fi client (mobile phone 
in our case) can periodically send so called probe request frame [25]. As per Wi-Fi 
spec, a station sends a probe request frame when it needs to obtain information from 
another station. For example, a client would send a probe request to determine which 
access points are within range. It is so called passive Wi-Fi tracking. 

One benefit of the beacon-based approach is that it is implicitly location-aware. We 
are dealing with devices whose locations are known and whose accessibility is limited 
by the propagation of 802.11 signals. This approach works regardless of whether the 
client Wi-Fi devices are already connected to an existing Wi-Fi network, or the client 
is completely disconnected from all Wi-Fi networks. For mobile phones it is 
completely enough just to keep Wi-Fi networks mode switched on. 

An additional benefit of this approach is that we eliminate the need to explicitly 
locate the client, which as a side-effect improves the privacy model. This scheme does 
not require from clients to send messages that explicitly reveal their location. 
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Technically, such external beacon-based monitoring can provide the following 
information about Wi-Fi based devices in proximity: 

 
MAC – address 
RSSI (signal strength) 
 
There are several out-of-the-shelf components that can provide probe request 

detection [26, 27]: 

 

 

Fig. 5. Wi-Fi beacon detection [27] 

In our scheme we will use RSSI info for getting in-proximity devices and  
MAC-address for the identification.   From the database on detected Wi-Fi devices we 
can get MAC-addresses for units in the proximity. Note that for the security reasons 
we can replace the real MAC-address with some hash.  

But how can we detect our subscribers among them? For doing this we will deploy 
Cloud Messaging [28]. Google Cloud Messaging for Android (GCM) is a service that 
lets developers send data from servers to their applications on Android devices. This 
could be a lightweight message telling the Android application that there is new data 
to be fetched from the server (for instance, a movie uploaded by a friend), or it could 
be a message containing up to 4kb of payload data (so apps like instant messaging can 
consume the message directly). The GCM service handles all aspects of queuing of 
messages and delivery to the target Android application running on the target device. 
There is the similar service in Apple’s world too (Apple Push Notification). 

GCM allows 3rd-party application servers to send messages to their Android 
applications.  GCM deployment depends on two things: Application ID and 
Registration ID. Application ID assigned to the Android application that is registering 
to receive messages. The Android application is identified by the package name from 
the manifest. This ensures that the messages are targeted to the correct Android 
application. 
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Registration ID is unique ID issued by the GCM servers to the Android application 
that allows it to receive messages. Once the Android application has the registration 
ID, it sends it to the 3rd-party application server, which uses it to identify each device 
that has registered to receive messages for a given Android application. In other 
words, a registration ID is tied to a particular Android application running on a 
particular device. 

An Android application on an Android device doesn't need to be running to receive 
messages. The system will wake up the Android application via Intent broadcast when 
the message arrives, as long as the application is set up with the proper broadcast 
receiver and permissions. 

And here is the main idea for Spotique: during the registration for GCM collect 
MAC-address for Wi-Fi tracking.  Spotique presents mobile application that lets users 
subscribe to the topics (read – local businesses) they are interested. Local businesses 
define our topics. Each subscription tights in the server side database the following 
things: topic, MAC-address for the subscriber (for his mobile phone) and Registration 
ID for GCM. 

Each time when passive tracking system at the local business location obtained 
MAC-address for in-proximity mobile device, we can check that MAC-address 
against subscription database. And as soon as the user (mobile phone, actually) is 
subscribed, we can push to his phone our custom message, using his Registration ID 
from the same database [29]. 

In this schema we eliminate the need to explicitly locate the client. This scheme 
does not require from clients to send (or publish in some social network) messages 
that explicitly reveal their location. 

Note again, that for improving the privacy we do not need even to save in our 
database original MAC-addresses. It is enough to keep some hash-code instead of the 
real address. 

For Apple Push Notification (APN) service each device establishes an accredited 
and encrypted IP connection with the service and receives notifications over this 
persistent connection. If a notification for an application arrives when that application 
is not running, the device alerts the user that the application has data waiting for it. 
Developers (“providers”) originate the notifications in their server software. The 
provider connects with APNs through a persistent and secure channel while 
monitoring incoming data intended for their client applications. When new data for an 
application arrives, the provider prepares and sends a notification through the channel 
to APNs, which pushes the notification to the target device. For the future 
development with APN we will keep the same principles for subscription as the above 
described GCM model. 

4 Conclusion 

This paper discusses geo-fence limitations for mobile applications and offers as a 
replacement network proximity model. We discuss several models related to Wi-Fi 
proximity. Namely, they are fingerprints and rule based proximity. We describe a new 
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location based service Spotique. It is based on passive Wi-Fi tracking and Cloud 
Messaging. This new approach let us effectively deploy indoor location based 
services and provide a significant energy saving for mobile devices comparing with 
the traditional methods. In Spotique we eliminate the need to explicitly locate the 
client, which as a side-effect improves the privacy model. This scheme does not 
require from clients to send messages that explicitly reveal their location.  The 
proposed approach eliminates one of the biggest concerns for location based systems 
adoption – privacy.  
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Abstract. Ambient-assisted living (AAL) is an initiative to extend the time the 
elderly can live in their home environment by increasing their autonomy and 
assisting them carry out their daily activities. AAL systems exploit information 
and communication technologies (ICT) in the assistance to carry out daily ac-
tivities, health and activity monitoring, enhancing safety and security and  
getting access to social, medical and emergency systems. These ICTs are in the 
form of smart systems, which are physical objects that are augmented with 
sensing, processing and network capabilities, enabling them not only to inter-
communicate with one another, but also to exchange information with people 
and react to their environment. This paper is on a low-cost technology custom-
ised to the South African environment to support ambient assisted living. The 
technology takes advantage of South Africa’s digitalisation programme to pro-
vide broadband access in the support of AAL. Digital television as a gateway to 
internet access, wireless mesh networks for communication, motes for machine 
to machine communication and smart phones are the technologies supported in 
this architecture. A survey of AAL technologies was conducted and features of 
these systems that would be useful in defining our architecture identified. These 
features contribute to the development of an architecture for AAL. This  
research feeds into extending the body of knowledge on AAL technologies. 

Keywords: smart systems, ambient-assisted living, intelligent environment, 
emergency case prediction. 

1 Introduction 

The life expectancy of people is increasing and related to that is an increase in the 
population of the elderly. The idea is to ensure that the elderly stay longer in their 
homes, and only moving to nursing homes when they can no longer care for 
themselves.  

Ambience is about creating a relaxing environment in the immediate surroundings. 
Ambient-assisted living (AAL) fosters the provision of equipment and services for the 
independent or more autonomous living of elderly people via the seamless integration 
of ICT within homes and residences, thus increasing their quality of life and 
autonomy and reducing the need for entering in residences or aiding it when it 
happens [1]. Ambient-assisted living (AAL) technologies will ensure that the elderly 
are monitored remotely. This paper is on a low-cost technology customised to the 
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South African environment to support ambient assisted living. The technology takes 
advantage of South Africa’s digitalisation programme to provide broadband access in 
the support of AAL. Digital television as a gateway to internet access, wireless mesh 
networks, motes and smart phones are the technologies supported in this architecture. 
A survey of AAL technologies was conducted and features of these systems that 
would be useful in defining our architecture identified. These features contribute to 
the development of an architecture for AAL. This research feeds into extending the 
body of knowledge on AAL technologies. 

Section 2 is the problem statement. Section 3 is an introduction to ambient-assisted 
living. The smart AAL technologies identified in Section 4 are classified under 
intelligent environments and emergency case prediction. Section 5 is on components 
and architecture of the system. Section 6 is on the conclusion. 

2 Problem Statement 

The need to extend the time that the elderly can live in their home environment by 
increasing their autonomy, security and assisting them carry out their daily activities 
calls for appropriate low-cost technologies to support ambience. The aim of this 
research is to come up with the design of an architecture to support AAL to both 
urban and remote areas of South Africa. There are many such systems in place, but 
each of these plays a limited role. Therefore we are moving towards designing an 
integrated system that incorporates the features of a number of such systems. The 
architecture takes advantage of South Africa’s TV digitalisation programme which is 
set to be in full swing by the end of 2013 when analog switch-off occurs. The 
digitalisation programme will see an S.A brand of low-cost appropriate technologies 
including digital TV, TV white spaces, set-top-boxes and wireless mesh networks in 
use. The digitalisation programme supports broadband access through freeing, 
towards data carriage, of TV white spaces which were previously held by analogue 
signals.  

The question that this papers answers is: “what architecture of an AAL system that 
incorporates the features of a number of such systems can we come up with that 
would take cognisance of South Africa’s digitalisation programme?’ 

The approach used here is: 

• The identification of AAL systems through a literature survey 
• Analysis of the systems to identify features that would benefit our 

architecture 
• Design of an architecture based on the identified features 

3 Ambient-Assisted Living 

Among the prominent goals of AAL solutions are: 

• Improve the quality of life of care giving persons 
• Reduce the need for external assistance 
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• Reduce health care costs for the individual and society 
• Avoid stigmatisation of the elderly 

AAL covers a hybrid product [23]: (1) a basic technical infrastructure in the home 
environment (sensors, actuators, communication devices) and (2) services provided 
by a third party with the aim of independent living at home with assistance in the 
following areas of communication, mobility, self-sufficiency and life at home. AAL 
systems include activity monitoring which includes a multi-sensor data acquisition in 
the home to monitor a person’s behaviours as well as the processing of this raw sensor 
data in order to make high-order inferences about the person’s activities and daily life 
patterns. In-home activity monitoring is essential in a whole range of potential 
applications such as falls monitoring and the development of a new generation of 
smart environments to support frail and disabled people living at home [25]. 

The technical components of an AAL system are [25]: (1) Fitting the user’s home 
with ambient sensors and actuators, (2) Mobile components carried by the user 
(sensors on/near the body, mobile terminal devices) offering assistance in the home 
and when out and about, (3) The service providers’ computing centre that performs 
external computing jobs and offers services such as remote maintenance, remote 
configuration, back-up or also an app-store with rechargeable software module on 
AAL systems, and (4) Third parties, i.e., those offering electronic services or services 
used by the AAL system without actually being part of the AAL system. Examples 
are IT systems from service providers on the healthcare sector that are integrated into 
an AAL system. 

AAL includes several categories of support applications, for example (Hiroko, 
2004): (1) Emergency treatment services aim at the elderly prediction of and 
recovery from critical conditions that might result in an emergency situation and the 
safe detection and alert propagation of emergency situations, (2) Autonomy 
enhancement service enables an independent living of the assisted persons, in case 
of lacking capabilities of the assisted persons and (3) Comfort services. The 
following application fields of AAL have been identified in [2]: (1) Information 
assistance, e.g., medication instruction in the morning, a key-finder, an all-in-one 
remote control, (2) Intelligent environment behaviour, i.e., learn human actions and 
offer the right action at the right time, (3) Emergency case prediction, i.e., predict 
future possibly dangerous situations, (4) Security – e.g., unlocked car detected and 
(5) Privacy. 

Enabling technologies to develop AAL applications in these domains are [21]: (1) 
Sensing – anything, anywhere, in-body or on-body, in-appliances or non-appliance or 
in the environment (home, outdoor, public spaces), (2) Reasoning – collecting, 
aggregating, processing and analysing data, transforming them into knowledge in 
different and often across connected spaces, (3) Acting – automatic control through 
actuators and feedback, (4) Communication – sensors and actuators are connected to 
one or more reasoning systems which in turn might be connected to other reasoning 
systems or actuators and (5) Interaction – intelligent interaction of people within 
systems and services. 
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4 Smart Systems in Ambient-Assisted Living 

According to [9], “smart objects are autonomous physical/digital objects augmented 
with sensing, processing and network capabilities. They carry chunks of application 
logic that let them make sense of their local situation and interact with human users. 
They sense, log and interpret what’s occurring within themselves and the world, act 
on their own, intercommunicate with each other and exchange information with 
people”. The smart systems in AAL in this section are classified under intelligent 
environments and emergency case prediction as follows: 

4.1 Intelligent Environments 

SenseWear armband is a wearable body monitor designed for both normal subjects 
and patients with chronic pulmonary disease and allows capturing body movement 
and energy expenditure [20]. Vitaphone is a mobile phone with integrated heart 
monitoring functions [26]. Dr. FeelGood is a combination of a PDA and mobile 
phone which measures various physiological functions [13]. SmartPillow is an 
electronic monitoring device in the form of a traditional pillow, which checks the 
user’s basic vital parameters such as respiration, pulse and body temperature and in 
the case of an emergency or illness immediately and notifies medical personnel [19]. 
The SmartVest is a wearable physiological monitoring system that monitors various 
physiological parameters such as ECG, heart rate, blood pressure, body temperature 
and transmits the captured physiological data along with geographic location of its 
wearer to remote monitoring stations [18]. Different types of sensors are integrated 
into the design of the Smart Shirt, which allow monitoring of a variety of vital 
parameters, including heart rate, electrocardiogram (ECG), respiration, temperature of 
vital functions [6]. 

In the diabetes system [24], patients take measurements which are fed into the 
biometric devices and then read by a mobile device. The mobile device captures the 
vital signs, interprets them and then compares them independently to the 
measurement ranges established for the patient’s disease. The rest are interpreted and 
transmitted by the control modules embedded in the mobile device. Vital signs such 
as the glucose level, blood pressure, temperature are measured and transmitted via 
Bluetooth technology between the mobile and biometric devices. Information is 
transmitted to a central database and advisory system for evaluation and monitoring 
by the medical server. The program is installed on the patient’s mobile phone. The 
application is developed using the Android operating system with remote connectivity 
through MySQL. 

4.2 Emergency Case Prediction 

In the mobile approach to AAL [8], communication and delivery services is in a 
location-based manner using built in GPS, WiFi and 3G mobile connectivity. 
Bluetooth-compatible blood pressure and body-weight measurement devices are 
complemented with a body-mounted wireless physiological sensor to monitor 
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activity, body temperature and stress. Telemetric data is continuously recorded on a 
local host computer while simultaneously being also sent to a central database, where 
rule-based systems or monitoring health personnel may make emergency assessment. 
The communications platform virtual human interface was designed to bridge the gap 
between people and computers by using virtual reality and animation. 

In the ElderCare platform [12], elderly people are offered an interactive TV 
interface. Caretaking staff request and register information about their caring 
procedures through NFC mobiles and touchscreens. Relatives follow the elderly 
people’s life logs through RSS feeds or micro-blogging services such as Twitter. The 
architecture is a low-cost and affordable, unobtrusive so that it can be integrated 
within a home, easily deployable so that relative can plug into the system through set-
to-box hardware connected to the TV, and is usable and accessible to every user 
collective. The architecture centres around interactive TV (iTV) which combines 
OSGi middleware, RFID and NFC. iTV provides interaction with a device (remote 
control). Notification services to keep relatives up-to-date, e.g. email, SMS, RSS or 
Twitter. Care givers can access the ICT infrastructure to monitor elderly. OSGi-based 
service architecture allows easy service creation, context and knowledge intelligent 
management and the integration of some custom-built hardware such as RFID plugs 
to easily identify connecting devices. ElderCare’s Central Server remotely manages 
the local systems, by collecting data at those installations, storing it and analysing it. 
The MobileCare Logging system is used by relatives and staff to record, through NFC 
mobiles in elderly people’s RFID wristbands, events and caring procedures performed 
on them. RFID wristbands are also reported by mobiles regularly through Bluetooth 
to the local system, which forwards them to a Central Server which then notifies non-
privacy invasive selections of them to relatives or friends. 

A wireless system for fall detection is based on an accelerometer controlled by an 
FPGA (programmable logic) [11]. The AAL application communicates with the 
careholders and relatives of the assisted person through an ADSL-based gateway. The 
wearable system is a PCB with commercial three-axes, digital output MEMS 
accelerometer chip, a ZigBee transceiver and programmable logic (FPGA). The raw 
acceleration stream from the MEMS sensor is processed by suitable algorithms on the 
FPGA, whose aim is to detect potential falls and their level of confidence, deliver 
alarm information to the gateway by means of the ZigBee transceiver. The core of the 
system is the FPGA that controls the accelerometer, reads out its digital output and 
delivers the necessary information to the ZigBee radio module, in order to have it 
transmitted to the gateway. 

Ambient Care System (ACS) [14] frameworks provide remote monitoring, 
emergency detection, activity logging and personal notifications dispatching services. 
The ACS system is built on top of a WSN composed of devices, external sensors  
and PDAs enabled with ZigBee technology. The middleware is integrated into an 
OSGi framework that processes the acquired information to provide ambient services 
and also enable smart network control. The devices continuously acquire health 
parameters, ambient information and other context data. Sensors are equipped  
with Bluetooth. The WSN is composed of traditional motes (small and  



 An Integrated Smart System for Ambient-Assisted Living 133 

 

resource-constrained wireless devices with sensing capabilities), but may also include 
personal mobile devices acting as full-enabled network nodes. The ACS consists of: 

• A personal network which includes all devices a person must wear 
• ZigBee tag to enable indoor positioning and a PDA equipped with ZigBee 

technology for outdoors 
• A Home Network which includes home infrastructure sensors 
• A Core Care Network which acts as a bridge of communication between the 

home and the service providers 

CareLab’s LifeStyle assistant [7] consists of a range of sensors distributed 
throughout the home to register activities carried out within it, which are then 
processed by a content-aware reasoning engine. The reasoning engine identifies 
critical incidents and can respond to them by alerting care centres or relatives. 

VirtualECare [16] [5] is an intelligent multi-agent system to monitor, interact and 
provide its customers with healthcare services based on open standards. The system is 
interconnected with healthcare institutions, leisure centres, training facilities, shops 
and patients’ relatives. The VirtualEcare architecture is a distributed one, 
interconnected through a network (LAN, MAN, WAN). Clinical data collected via 
sensors is sent to CallCareCentre which then redirects it to a Group Decision Support 
System. The rest of the data is sent to a CallServiceCentre. The CallServiceCentre 
analyses the data and makes decisions on actions to be taken according to it. On the 
other hand the CallCareCentre staff analyse the clinical data and act accordingly. The 
Group decision is in charge of all decisions taken at the VirtualECare platform. 

Breathing problems such as chronic obstructive pulmonary disease, chronic 
bronchitis, etc., present the need to carry out home respiratory therapy. This requires 
the deployment of specific devices for supplemental oxygen therapy and monitoring 
of the status of the patient. The architecture [26] permits to connect wirelessly the 
biomedical sensors worn by the patient to the gateway deployed at the house and the 
safe and global communication and secure communication with remote monitoring 
centres and intelligent information systems. The sensors measure lung capacity, peak 
expiratory flow, breathing frequency, breathing amplitude, electrocardiogram, oxygen 
saturation and lung noise. 

5 Components of the Architecture 

This section consists of a subsection on components of the system and another on the 
architecture. 

5.1 Components of the System 

An analysis of the previous section identifies the following features that the system 
should have: 

• Sensors for information acquisition and dissemination. These sensors  
should be wearable. Examples of such sensors are motes, RFID tags and QR codes.  
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The body parameters that these sensors should identify are: heartbeat, respiration rate, 
pulse, temperature, ECG, blood pressure, glucose levels, body movements, energy 
expenditure, lung capacity, peak expiratory flow, breathing frequency, breathing 
amplitude, oxygen saturation and lung noise 

• Wireless communications for connected environments. These include 
Bluetooth, near field communication (NFC), Zigbee, WiFi, 3G, 6LowPan 

• Mobile technology for remote monitoring, emergency detection, activity 
logging and remote control of smart devices 

• Predictive and decision-making capabilities (intelligence) to interpret the 
data acquired 

• Intelligent devices to support intelligent actions, e.g. smartphones 
• Notification of medical personnel, caregivers and relatives, e.g. sms, mms, 

RSS, Twitter 
• Geographic location of patient via GPS 
• Interactive TV with set-top-box as a gateway to the internet 
• Home Network 

Important technologies of digital TV and white spaces, wireless mesh networks 
and motes are described in this subsection. 

5.1.1 Broadband through Digital TV 
Broadband internet access is a high rate connection to the internet. It is characterised 
by the ability to handle high volumes of data and high data rate content. Broadband 
access has not reached all corners of South Africa and yet the need to adopt it for 
improved health of the citizens does exist. This research is about taking advantage of 
South Africa’s digitalisation programme to deliver health services. The architecture 
includes the integration of an internet TV platform and TV whitespaces technology 
for broadband access. TV whitespaces is about using TV frequencies that are not in 
use for communication. Digital Terrestrial TV (DTT) is a set of standards for 
transmission of TV signals in digital form. A set-top-box/adapter (STB) converts the 
signal used by DTT of older analogue models of TV receivers to digital. To extend 
DTT coverage a wireless mesh network is used in the architecture 

5.1.2 Wireless Mesh Networks 
A mesh is connectivity between two or more nodes in a network. Mesh nodes are 
small radio transmitters that function in the same way as a wireless router. Nodes use 
the common WiFi standards known as 802.11a, b and g to communicate wirelessly 
with other users. Nodes are programmed with software that tells them how to interact 
within the larger network. Information travels across the network from point A to 
point B by hopping wirelessly from one mesh node to the next. The node 
automatically chooses the quickest and safest path in a process known as dynamic 
routing. Between the source and destination nodes there is more than one relay. 
Characteristics of mesh networks that distinguish them from the linear chain are 
multi-routing capability, multi-hopping and multi-relays. On the software end the 
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mesh network has to self-configure, self-heal and self-organise. Self-configuration is 
finding the route automatically without human intervention by locating the route, 
neighbour, topology and connectivity. It should set its own parameters. Self-healing 
means that if one node dies due to battery failure, theft, lightning strike, etc, the 
network picks up by using other routes. Self-organising means that if any new nodes 
are added to the network, the network should organise and recognise their IP 
addresses.  

5.1.3 Motes 
A sensor node, also known as a mote, is a node in a wireless network that is capable 
of performing some processing, gathering sensory information and communicating 
with other connected nodes in the network. A mote is a node but a node is not always 
a mote. Motes are low power wireless sensor network devices. Sensors have limited 
resources in terms of power/CPU/memory. They operate at low voltage and low 
current. A mote has a sensor unit, a power unit, a transceiver unit, an ADC unit and a 
processor. Motes have radio links, which enable them to communicate and exchange 
data with one another and to self-organise into ad-hoc networks.  

5.2 Architecture of the System 

The wearable sensors (motes) (as shown in Figure 1) detect various body parameters 
such as the body temperature, blood pressure, diabetes, heart rate, etc.  

Each of these sensors has a valid internet protocol (IP) address which makes it part 
of the internet, and also has a GPS location. These wearable sensors (motes) 
communicate with the motes in the house via mote to mote communication. These 
house motes, known as border routers, are connected by wire to a digital TV, which 
can read the border router’s IP address. A border router is a device that routes packets 
of data that reside on the edge or boundary of a network. The TV acts a gateway to 
the internet. The TV gateway’s IP address is registered at the doctors’, and so are the 
TV gateways for all the other patients’ homes. The function of the digital TV can also 
be controlled via remote control. The set-top-box (STB) converts analogue signals 
into digital signals for the older models of the TV, which is not necessary in the newer 
digital TV models. In this case, the TV acts as a gateway to the computing centre via 
a TV base station. The computing centre has a database which records data sent to the 
doctor from the sensors (motes) and doctor’s response to the data received. The 
intelligence management software in the computing centre extracts data from the 
database, analyses it against set rules to determine the state of the patient.  

An SMS, MMS or Twitter message is sent via mobile network to the 
doctor’s/caregiver’s cell phone should the physiological parameters fall outside the 
norm. In this case the mobile network is a wireless mesh network. The benefits of 
wireless mesh networks are as described in section 5.1.2. Occasionally the doctor logs 
onto the computing centre server to check on a patient. If need be the doctor contacts 
emergency services to dispatch a service to the patient. The doctor may also contact  
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the patient directly via smartphone. The message goes from the doctor’s smartphone, 
via the computing centre server, to the TV base station and then to the patient. The 
purpose of the GPS location for each wearable sensor (mote) is so that the position of 
the patient can be identified. Relatives can also plug into the TV to monitor the 
patient’s state. 

6 Conclusion 

The research was on the design of an architecture to support AAL. There has been 
many systems in place to support AAL. Our research is an addition to the body of 
knowledge on these AAL technologies by trying out a combination of a number of 
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them. This opens room for research into other possibilities to defining new AAL 
systems architectures. This has been achieved through an analysis of existing 
technologies, extracting features that we consider beneficial and designing a new 
architecture. It shows that there is still room for expansion in AAL research and 
development by building on what is on the ground and coming up with different 
combinations of technologies.  

The shortcomings of this research would be that no single architecture would 
encompass all the features identified. It is also true that each of the technologies 
identified is a whole research on its own, encompassing various research areas, which 
takes many years of work by multidisciplinary teams. Constituting such teams is 
complex enough. The final results of this research though would be of use in the real 
world, in that a new technology is developed. 

This paper reports on smart AAL technologies, to improve the quality of life of the 
elderly. These smart technologies have the ability to sense, reason, act, communicate 
and interact. The technologies identified in this paper fall under emergency case 
prediction and intelligent environments. There is room though for further research 
into smart technologies that offer information assistance to the elderly, e.g. reminders 
to take medication, security and privacy. 
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Abstract. This paper describes an algorithm for discovery of convoys in 
database with proximity log. Traditionally, discovery of convoys covers 
trajectories databases. This paper presents a model for context-aware browsing 
application based on the network proximity.  Our model uses mobile phone as 
proximity sensor and proximity data replaces location information.  As per our 
concept, any existing or even especially created wireless network node could be 
used as presence sensor that can discover access to some dynamic or user-
generated content. Content revelation in this model depends on rules based on 
the proximity. Discovery of convoys in historical user’s logs provides a new 
class of rules for delivering local content to mobile subscribers. 

Keywords: location, lbs, proximity, convoys, context aware. 

1 Introduction 

The term a trajectory refers to the movement of an object given by a continuous curve 
in the space. The past trajectory of an object is usually approximated by a collection 
of time stamped positions. For example, in our research we target mobile phones 
where positions usually could be obtained from a GPS device.  

Convoy is a group of objects that travel together for more than some minimum 
duration of time. More probably, that the original task for discovery of convoys 
(groups of objects with coherent trajectory patters) was oriented to the military 
applications. As per nowadays research papers, a number of applications may be 
envisioned. The discovery of common routes among citizens may be used for the 
scheduling of public transport. The discovery of convoys for trucks may be used for 
throughput planning. The identification of cars that follow the same routes 
approximately at the same time may be used for creating carpooling, etc. 

In our paper we will follow to convoy definitions from [1] and avoid restrictions  
on the sizes and shapes of the discovered trajectory patterns.  Generic trajectory 
pattern of any shape and any extent will be based on the notion of density connection 
[2]. It enables the formulation of arbitrary shapes of groups.  
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Shortly, convoy is a group of moving object where included objects are in density 
connection the consecutive time points.  Objects are density-connected if a sequence 
of objects exists that connects the two objects and the distance between consecutive 
objects does not exceed the given value. As it follows from this definition, convoy 
definition depends on the time, during which the objects in the density-connected 
group traveled together. As per our target area, we will consider relatively short 
traveling time and does not consider the distances between pairs of trajectories across 
all of time. 

The next often used in this context terminology is moving cluster (or cluster of 
moving objects) [3]. The moving cluster exists if a shared set of objects exists across 
some finite time, but objects may leave and join a cluster during the cluster’s life time. 
So, the semantic is different and moving clusters do not necessarily qualify as convoys 
(in the pure terms).  Both the location and the set of objects of a moving cluster change 
over time. But sometimes, both definitions are mixed and moving cluster means the 
same as convoy. Some of authors define dynamic convoys and evolving convoys [4]. 
Dynamic convoys allows dynamic members under constraints imposed by some 
parameters (actually, by user-defined parameters). An evolving convoy captures the 
relationship between different stages of convoys, so that convoys in some stage has 
more (fewer) members than its previous stage. Another interesting term in this space is 
flock. Flock is a set of objects that travel within a range while keeping the same 
motion. Anyway, all patterns covering capturing “collaborative” or “group” behavior 
between moving objects. The difference between all the above mentioned patterns is 
the way they define the relationship between the moving objects. 

In this paper we will investigate a special case for convoys (moving clusters) 
discovery. At the first hand, we have not location information in our database. We are 
working with some context-aware data discovery application, which lets mobile users 
get hyper-local content right on the mobile phones. This application (namely, SpotEx, 
first time described in [5]) based on the network proximity.  Shortly, it defines logical 
rules (productions) that depends on the network proximity and lets mobile users 
discover local content via fired rules. Also, this application can record historical 
proximity data during the execution. This proximity log becomes the analogue of 
trajectory database. For example, this application, being executed indoor, records the 
track (in proximity terms, again) for the mobile user. Discovery of convoys (coherent 
motions) in such database let us define new class of rules. For example, in proximity 
marketing applications we can unveil a special kind of offers for those reached our 
point of sale (be nearby in proximity terms) in the group, etc. 

The structure of our proximity log and the way we are getting measurements 
caused the need for the yet another definition of convoys. It is provided below. 

The rest of the paper is organized as follows. Section 2 contains an analysis of 
existing approaches for discovery of convoys. It covers, at the first hand, the aspects 
we need for the future development. In Section 3, we describe our SpotEx approach. 
In Section 4 we describe discovery of convoys for our proximity logs. 
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2 The Discovery of Convoys and Network Measurements 

This section contains the basic definition for the covered area. Analyzing research 
papers, we can list the following key issues in the discovery process [6]: 

 

a) cluster related issues. How to define and described cluster for objects? 
b) consistency related issues. The detected groups should be consistent enough to 

last for a given time.  
c) group size related issues. Many applied tasks may have requirements on the 

cluster’s size.  
 

Let us give the basic definitions for this area. 
Neighborhood: given a distance threshold e and a set of points S, distance operator 

D the e-neighborhood of a point p is given as NHe(p) = {q ∈  S | D(p, q) ≤  e}.  
Density-reach: given a distance threshold e and an integer m, a point p is directly 

density-reachable from a point q if p ∈2 NHe(q) and   | NHe(q)| ≥  m. A point p is 
density-reachable from a point q with respect to e and m if there exists a chain of 
points p1, p2,  , pn in set S such that p1 = q, pn = p, and pi+1 is directly density-
reachable from pi. 

Density connection: given a set of points S, a point p ∈  S is density-connected to a 
point q ∈  S with respect to e and m if there exists a point x ∈  S such that both p and 
q are density-reachable from x. 

The definition of density-connected elements is the basic formation for the 
definition of convoys. Figure 1 illustrates this. 

 

 

Fig. 1. An example of convoy [1]  

Given the density-connected objects for consecutive time points, the convoy could 
be defined as follows:  given a set of trajectories of N objects, a distance threshold e, 
an integer m, and an integer lifetime t, the convoy query returns all possible groups of 
objects, so that each group consists of a (maximal) set of density-connected objects 
with respect to e and m during at least t consecutive time points [1]. 

Another definition, which could be more interesting to our future development, is 
traveling company [6]. A group of objects form a traveling company, if members of 
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the group are density-connected for themselves during some given time and the size 
of the group is not less than the given threshold. 

In order to discover the traveling groups, most of the algorithms use the concepts of 
density-based clustering [7]. The simplest and, probably, most often used technique for 
discovering of convoy is to perform density-connected clustering on the objects at each 
time and then extract their common objects. Note, that our trajectories may have some 
missing time points due to non-regular sampling for locations. It prevents us from the 
checking the density-connection for all objects involved over those missing times. 
Some authors suggest linear interpolation for creating virtual points for missed times 
(e.g., Coherent Moving Cluster algorithm in [1]). 

An idea to use network measurements for moving detection has been presented in 
many papers. For example, Locadio [8] uses Wi-Fi signal strengths from existing 
access points measured on the client to infer both pieces of context. For motion, 
authors measure the variance of the signal strength of the strongest access point as 
input to a simple two-state hidden Markov model (HMM) for smoothing transitions 
between the inferred states of “still” and “moving.” This was based on the observation 
that when a Wi-Fi receiver (mobile phone) is moving, the signal strengths it receives 
are noisier than when it is not moving. For location, authors exploit the fact that Wi-Fi 
signal strengths vary with location. 

Software based systems that provide location estimation based on the received 
signal strength indication (RSSI) of wireless access points are becoming popular 
nowadays. The main benefit of RSSI measurement based systems is that they do not 
require any additional sensors or actuators and can use existing infrastructure and 
already available communication parameters. 

In general, RSSI based positioning includes two phases: 

- the training phase where the wireless map of the environment is determined 
using field measurements  

- the positioning phase where position estimation is performed based on the 
wireless map. Note that the training phase is an offline process and as such 
only needs to be redone if there have been major changes to the wireless 
propagation environment (e.g., relocation of access points) [9] 

Note, the calibration phase could be very costly actually. Also, it does not support 
dynamic Wi-Fi nodes. What can we do if our Wi-Fi hot spot will be opened right on 
the mobile phones? 

Technically, RSSI based measurement approaches can be divided into deterministic 
and probabilistic techniques.   

In deterministic techniques our location area is subdivided into smaller cells and 
training phase readings are taken in these cells from several known access points. In 
the positioning phase the most likely cell (the cell that best fits the current 
measurement) is selected.  

In probabilistic positioning techniques a probability distribution of the user’s 
location is defined over the area of the movement. The goal of the positioning is to 
reach a single mode for this distribution, which is the most likely location of  
the tracked user. Probabilistic approaches to mobile node positioning from RSSI 
measurements rely on the precise estimation of a posterior probability distribution,  
p(st | d1, . . . , dt ), of the likelihood of the node’s state (location), st, given a history of 
the received measurements, d1, . . . , dt [9].  
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3 Spot Expert as a Network Proximity Service 

Originally, the main idea of Spot Expert (SpotEx) comes as an extension for Wi-Fi 
based indoor positioning service (IPS). Spotex uses only a part of Wi-Fi based IPS. It 
stops process on the phase of detection Wi-Fi networks.  Due to local nature of radio 
interfaces in Wi-Fi, this detection already provides some information about the 
location. More precisely, we can get information about proximity. As the second step, 
we add an external database with some rules (productions or if-then operators), 
related to the Wi-Fi access points. The typical examples for conditions in our rules 
are: Access point with SSID SomeCafé is visible for mobile device; time is within the 
given interval, signal strength is within the given interval, etc. And based on such 
conclusions, we will provide context-aware data retrieval and present some user-
defined messages to mobile terminals.  In other words, in SpotEx content’s visibility 
depends on the network context (fingerprint for Wi-Fi network environment). 

For the first time, SpotEx service [10], developed by Dmitry Namiot was described 
in article published in NGMAST-2011 proceedings [5]. You can see the latest state of 
SpotEx development in papers [11] and [12], for example.  

SpotEx model does not require calibration phase as the most Wi-Fi based IPS do 
and based on the ideas of network proximity. Proximity based rules replace location 
information, where Wi-Fi hot spots work as presence sensors. SpotEx approach does 
not require from mobile users to be connected to the detected networks. SpotEx uses 
only broadcasted SSID for networks and any other public information.  

Technically, SpotEx contains the following components: 
 
- Server side infrastructure. It includes a database (store) with productions (rules), 

rules engine and rules editor. Rules engine is responsible for runtime data retrieval. 
Rule editor is a web application that lets work with rules database. 

 - Mobile application. This part is responsible for getting context info, matching it 
against productions (rules) and visualizing the output. 

 
SpotEx could be deployed on any existing Wi-Fi network (or networks especially 

created for this service) without any changes in the infrastructure. Rule editor lets 
easily define some rules described context visibility to that network. Context here is 
just some text (HTML code) that should be opened (delivered) to the end-user’s 
mobile terminal as soon as the appropriate rule is fired. For example, as soon as one 
of the above-mentioned networks is getting detected via our mobile application.  

Existing use cases target proximity marketing, at the first hand. The whole process 
looks like an “automatic check-in” (by analogue with Foursquare, etc.) One shop can 
deliver proximity marketing materials right to mobile terminals as soon as the user is 
near some selected access point. Rather than directly (manually or via some API) 
check-in at the particular place (e.g., similar to Foursquare, Facebook Places, etc.) and 
get back deals info, with SpotEx mobile subscriber can collect deals info 
automatically. The prospect areas, by our opinion, are information systems for 
campuses and hyper local news delivery in Smart City projects. Rules could be easily 
linked to the public available networks.  
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One interesting use case could be based on the fact that most of the smart phones 
let users open Wi-Fi hot spots right on the phone.  We can associate our rules with 
such mobile hot spot (hot spots). Another example of mobile hot spot is connected 
car. In this case our content becomes linked to the phones. It is a typical dynamic 
LBS. The available services are moving when phone is moving and hot spot is 
switched on/off. Services automatically follow to the phone.  

Smart phone is all what we need for creating a new information channel. It is 
infrastructure-less approach.  

This approach does not discuss security and connectivity issues. We do not need to 
connect mobile subscribers to our hot spot. SpotEx is all about using hot spot 
attributes as triggers in data discovery. 

Each rule is a logical production (if-then operator). The conditional part includes 
the following data measured by the mobile application: 

 
Wi-Fi network (SSID, mac-address) 
RSSI (signal strength - optionally)  
Time of the day (optionally) 
ID for the client (mac-address) 
 
In other words it is a set of operators like: 
 
IF  IS_VISIBLE(‘mycafe’) AND FIRST_VISIT() THEN   
{present the coupon info }. 
 
Figure 2 presents use case for proximity marketing in retail area.  
Because our rules present the standard production rule based system, we can use an 

old and well know Rete algorithm [13] for the processing.  
Each rule looks like a production (if-then operator). The conditional part depends 

on the above mentioned measurements and logical functions (predicates). The 
predicates (in the current version) are: 

 IS_VISIBLE ( ) 
 NOT_VISIBLE ( ) 
 CLOSE_THAN( ) 
 FIRST_VISIT( ) 
 FOLLOW_UP_VISIT( ) 
 TIME() 
 TIME_WITHIN() 

Function IS_VISIBLE() or NOT_VISIBLE() accept as a parameter network ID 
(e.g., SSID or mac-address for access point) and returns a Boolean value depends on 
the current network’s visibility. 

Function CLOSE_THAN() accepts two parameters identified wireless networks 
(Wi-Fi access points) and returns Boolean value true if mobile terminal is close to the 
Wi-Fi access point described in the first parameter. 
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Fig. 2. SpotEx console snapshot 

Two functions FIRST_VISIT() and FOLLOW_UP_VISIT( ) based on the simply 
fact that in Wi-Fi based system we have MAC-address for mobile terminal. The 
whole system does not require authorization. With SpotEx users can discover data 
anonymously. But in the same time we have some analogue of UUID, allowing us 
distinguish the users.  It is MAC-address. We keep historical logs for vectors (MAC-
address, wireless environment info) and use it for detecting new or retuned “visitors”.  
For example, if for the same MAC-address we have at least two historical records 
where at least one Wi-Fi access point mentioned twice or more it is follow-up visitor. 

Here is the starting point for our discovery of trajectories. Via the recorded track of 
networks snapshot environment we can try to discover how the current point 
(moment, when we are checking rules for the particular user) was reached. It let us 
define rules that depend on that track. 

Let us describe another example. In the modern LBS applications that are mostly 
circling near the idea of “check-in”, we lack the history of the movement almost 
completely.  It is especially true on the micro-level (indoor). Suppose I have a new 
check-in in Foursquare. How do I come to this place? In the ordinary web browsing, 
any hyperlink click can have a referrer field. There are no references in LBS. In this 
paper we present our initial attempt to fill this gap.  On practice, it means that we are 
going to add to our predicates a new logical function: 

 
IN_GROUP_OF (n, t) 
 
Here n presents some positive integer value and t describes a time (e.g., seconds). 

This function returns Boolean value true if mobile user traveled in the group of at 
least n people during at least t seconds. It is, by the SpotEx vision, of course, and 
those n people should be presented via own records in the proximity log. We think, 
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that such a function (actually – qualification for context) could be useful in proximity 
marketing tasks, for data discovery in Smart City projects, etc. 

For example, SpotEx supports an external database for customized check-ins. Any 
such checked “location” is actually some Wi-Fi fingerprint (it is illustrated on Figure 3): 

 

Fig. 3. In-proximity check-in 

This external database just keeps a temporal mapping between IDs in social 
networks (e.g. Facebook ID) and Wi-Fi fingerprints. And check-ins could be 
customized, as it is described in [14, 15], for example. In this case, the above-
mentioned function IN_GROUP_OF() is a way to present, for example, some special 
offers to visitors. Group discount in retail is the simplest and obvious use case. 

Our discovery process will use recorded wireless network environment snapshots 
(Wi-Fi fingerprints, actually). SpotEx application collects them from the moment user 
started the application. Of course, we can investigate historical logs too, but it is 
separate task. It is something that described in Reality Mining projects [16], for 
example. In the classical paper, authors perform cluster analysis for the previously 
collected data. A Hidden Markov Model conditioned on both the hour of day as well 
as weekday or weekend provided data separation for behavior patterns like “hone”, 
“office”, etc. 

Of course, SpotEx is not the only approach uses phone as a sensor concept. We’ve 
tested the ability to implement our approach with the project Funf [17], for example. 
Funf Probes are the basic collection data objects used by the Funf framework.  
Each probe is responsible for collecting a specific type of information. These include 
data collected by on-phone sensors, like accelerometer or GPS location scans,  
etc. Actually, in Funf many other types of data (context info) can be collected through 
the phone. In other words, Funf is a rich data logger. We need only small part of  
it – collect information about wireless environment. And that log could be a source 
for data discovery too. 
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4 Trajectories in the Proximity Log 

So, our context-aware browser collects wireless networks info during the execution. 
More specifically, our application collects snapshots that describe current Wi-Fi 
environment. This environment (it is an analogue of fingerprints used in Wi-Fi based 
indoor positioning) is a time stamped list of records. Each environment’s record is a 
vector of triples. Each triple describes one Wi-Fi network: 

 
Network ID (SSID) 
mac-address 
signal strength (RSSI) 
 
and the whole environment could be described as a vector of triples:  
 
E = {T1, T2,  …, Tn } 
 
Our fingerprint is just a time stamped environment: [ti, Ei].  
 

So, finally, we have a sequence of time stamped environment records. Technically 
our recording software (based on SpotEx or Funf) obtains data with regular time 
intervals. But technically again, not all our data could be available for the processing 
at the time of the calculation. For saving battery at the first hand, recorder can cache 
data and update central store in the batches (e.g., for every second, third, etc. cycle). 
This conclusion raises the important question about missing data. It is a common 
problem for discovery of trajectories. Of course, a robust system should be tolerant to 
such cases. There are several approaches for dealing with this problem. One possible 
solution is based on the introduced inactive period for candidates. This inactivity 
period is a threshold for the maximal allowed time interval between two position 
reports of the object. For any object is missing in a snapshot, as long as the inactive 
period is less than the selected inactivity threshold, the system still assumes that the 
object is traveling together with the companion in previous snapshot. In our current 
implementation the missing values simply ignored and appropriate object is deleted 
from snapshot candidate. Different strategies as well as their robustness are subject 
for future research. 

The second important moment belongs to the general principles of our 
measurement. Suppose we have Wi-Fi access point with omni-directional antenna. As 
it is illustrated on Figure 4, having only proximity info we cannot distinguish two 
groups that actually reached our access point from the opposite directions. In this 
case, from the proximity point of view, groups 1 and 2 could be described (detected) 
as together moved objects. It means that in this paper we will use own definition for 
traveling groups. For our research it is a group of objects (mobile phones in this 
particular case) with the similar proximity track within the given time interval. It is 
consistent movement where the key metric is the relative proximity of an access 
point. In our research two proximity tracks (sequences of proximity records) are 
similar on some time interval if for the each sequential measurement in the first track 
we can get a sequential measurement from the second track for approximately the 
same timestamp where two networks snapshots have at least one pair of comparable 
Wi-Fi measurements. 



148 D. Namiot and M. Sneps-Sneppe 

 

 

Fig. 4. Omni-directional Wi-Fi antenna 

Lets us see some example. Suppose we have two tracks: 
 
T1 as {[t11, E11], [t12, E12], [t13, E13],  …}  
and  
T2 as {[t21, E21], [t22, E22], [t23, E23],  …} 

 
Here tij describes a time stamp and Eij describes Wi-Fi environment. The similarity 

means that we can map measurements from the first track to the second one. And our 
mapping should keep the time sequence. So, for example, if we map a pair [t11, E11] to 
{[t21, E21], then the next pair [t12, E12] could be mapped to the time t ≥ t21.   

Because each application (each mobile phone) executes and collects data 
independently, we can not warranty that for the given timestamp t1i we will find 
exactly the same value t2j in the second track.  We will try to find approximately the 
same timestamp t1i± Δ where Δ is some constantly selected threshold. Of course, it 
could be selected accordingly to the regular interval used for collecting 
measurements. In other words, comparing to the traditional trajectories discovery 
algorithms, this application does not restore (does not approximate or predict) missed 
values. If we cannot find some measurement within the given interval than we simply 
conclude that two tracks are not similar.  

Citing absolutely the same reason (each phone collects data without the correlation 
with other possible participants) we can not warranty too, that two mobile phones 
record equal values for Wi-Fi signal strength on any selected place.  It depends on 
battery level, external conditions, etc. It means that we will compare network 
measurements using the second given threshold (for signal strength). IDs for access 
points should be equal of course, where RSSI may vary within the given interval. That 
is why we mentioned above the comparable (approximately equal) Wi-Fi 
measurements. 
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Two networks measurements are comparable in this paper (it is the simplest metric) 
if they have at least one common access point with difference in signal strengths less 
than the given threshold.  

Now we are ready to present our algorithm. We are calculating the Boolean value 
for function  

IN_GROUP_OF( ) 
This function will be calculated in some of our predicates checked for the given 

mobile user. It means, that as a starting point we have data for the current wireless 
environment (Wi-Fi environment snapshot for this mobile user / mobile phone). Initial 
parameters are: 

Δ  - time threshold, Ω  - RSSI threshold, Ε  - an original network environment, T0 
– an original current time, Tmax – argument for function 

 
1. Initialize new candidate set R1 
2. Collect measurements within the time T0- Δ  →  R1; 
3. If R1 is empty then output false; 
4. Remove from R1 all measurements that are not comparable with Ε ; 
5. If R1 is empty then output false; 
6. Set t = T0; 
7. While t > T0-Tmax 

8. Find the previous measurement for the current user.    Update current 
settings →  {t , Ε }; 

9. For the each measurement in R1 find proximity data within t Δ±  
(update measurements with new data); 

10. Remove from R1 elements without new data (not updated elements) ; 
11. Remove from R1 elements that are not comparable with Ε ; 

12. If R1 is empty then break; 
13. End while 

The finally, R1 presents the group we are looking for.  Depends on the size of this 
array, we can calculate our function IN_GROUP_OF( ). 

5 Conclusion 

This article describes a new application (a new use case) for discovery of convoy task. 
This is an attempt to apply the known models for new use cases generated by the 
context-aware computing. Network proximity log is used here as a replacement for 
the classical trajectory database. This fact, as well as the technical aspects of how 
measurements are collecting, requires changes in the standard definitions and the 
corresponding modifications for the algorithms. The results of this research will be 
used for extending the functionality of a new service for context-aware data 
discovery. The future developments will include the analysis of the stability for the 
proposed algorithm to missing values and obtaining quantitative metrics for the speed 
and accuracy of recognition. 
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Abstract. Multiple-input multiple-output (MIMO) systems using spatial  
division multiplexing (SDM) technique have been considered a potential  
technology for high speed data transmission wireless internet networks, such as 
IEEE 802.11, 3GPP Long Term Evolution, WiMAX. Many studies have con-
firmed that the channel capacity is significantly increased and proportional to 
the number of transmit and receive antennas without additional power and spec-
trum compared with single-input single-output systems. Although a lot of tech-
nical papers have been considered and evaluated the MIMO SDM systems 
based on theory analyses and/or computer simulation, but just few ones investi-
gated the systems based on hardware design, which is an important step before 
going to manufacture the integrated circuits. In the paper, we present our own 
design and implementation of three MIMO SDM systems on FPGA-based DSP 
Development Kit. Based on the design, we evaluate the bit-error rate perfor-
mance of the systems and also consider the consumption of the FPGA elements 
in our design. 

Keywords: MIMO, SDM, ZF, MMSE, FPGA. 

1 Introduction 

Multiple-input multiple-out (MIMO) systems have been considered as a high speed 
data transmission technology. Many studies have confirmed that the channel capacity 
of the systems can increase significantly and is proportionally to the number of trans-
mit (TX) and receive (RX) antennas without additional power and bandwidth com-
pared with single-input single-out systems. The systems have been standardized to be 
used in modern wireless internet networks such as IEEE 802.11, 3GPP Long Term 
Evolution, and WiMAX [1–3]. 

In MIMO systems, when channel state information (CSI) is not available at the 
transmitter, the spatial division multiplexing (SDM) technique is used to obtain max-
imum channel capacity by simultaneously transmitting multiple independent sub-
streams with the same data rate and power level [4-7]. 
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There have been a lot of technical papers considered about the MIMO SDM sys-
tems. They have been studied and evaluated the systems based on theory analyses 
and/or computer-based simulation [4-9]. However, there have just been few papers 
that investigated the systems based on their design and implementation on FPGA 
hardware, which is a very important step to evaluate the systems before going to de-
sign and manufacture integrated circuits of the systems [10-12]. In [10], authors 
present the design and implementation results of a digital 120 Mb/s MIMO orthogon-
al frequency-division multiplexing (OFDM) wireless LAN (WLAN) baseband pro-
cessor based on the proposed decoding algorithms. In [11], the authors addressed the 
implementation in FPGAs of only a MIMO decoder embedded in a prototype of a 4G 
mobile receiver; in [12], authors design and implement on field programmable gate 
array (FPGA) board, reduced-complexity MIMO-maximum likelihood detection 
(MLD) system. In [10-12], authors have not considered the consumptions of FPGA 
elements in their system design, which evaluate the efficiency of system design. 

In the paper, we present our own design and implementation of MIMO-SDM sys-
tems on the FPGA-based DSP Development Kit. A detailed design of full systems 
included transmit side, MIMO channel, and receive side is shown. The system per-
formance is evaluated based on bit-error rate criteria, and the efficiency of our design 
is shown through the consumption of FPGA elements. 

The remaining of the paper is as following. After a brief introduction, an overview 
of MIMO-SDM systems is described in section 2. In section 3, we present the design 
and hardware implementation of the MIMO SDM system. The results and discussion 
of our implementations are shown in section 4. Conclusions are presented in final part. 

2 MIMO SDM Systems 

Consider a MIMO system with NTX TX antennas and NRX RX antennas, as shown in 
Fig. 1. In the SDM technique, an input data stream is divided into NTX different sub-
streams and is then simultaneously transmitted with the same power level. 

Received signals in narrowband fading channels are as follows: 

 

Fig. 1. Block diagram of MIMO-SDM systems 

 r(t) = Hx(t) + n(t), (1) 
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Where hij is channel response from the jth transmit antenna to the ith receive antenna. 
Considering signal received at the ith receive antenna, we have: 
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The equation shows that received signal at each antenna is a signal summation of 
sub-streams. Therefore, although total data transmit rate of MIMO SDM can be in-
creased by transmitting multiple sub-streams; the performance of each sub-stream 
may be decreased by interference among the sub-streams. So, a detector to eliminate 
the interference is needed. In the paper, we just consider to use spatial filtering me-
thod to detect received signals. Other methods can be referred in [8]. 

2.1 Zero-Forcing (ZF) Algorithm 

Received signals are detected as follows [8]: 

 ( ) ( )

( ) ( ),

T
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t t

=
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 (4) 

Where y(t) is the detected signal and W is the receive weight matrix. The ZF 
weight can cancel all inter-stream interference. ZF weight matrix is chosen as: 

 ( ) 1* *T
ZF

−
=W H H H  (5) 

Note that ( ) 1T H H
ZF

−
=W H H H is Moore-Penrose inverse matrix. Substituting (5) into 

(4), we have: 

 ( ) ( ) ( ).T
ZFt t t= +y x W n  (6) 

The above equation shows that the ZF weight clearly eliminates all inter-stream in-
terference. Therefore, it can maximize signal to interference ratio (SIR) at the output 
of the detector. However, the received power of the desired signal can be decreased 
when maximizing the SIR, so the ZF algorithm has a signal to noise ratio (SNR) low-
er than the other detectors. 
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The modulation module uses a 4QAM modulation and applies the LUT method. 
The content in the LUT at the address includes values of -1or 1, The constellation of 
4QAM is shown in Fig. 4. 

 

Fig. 4. Constellations of 4QAM 

The preamble training data sequences are added into the original data for channel 
estimation at the receiver. At each transmit antenna, we use 8 orthogonal Hadamard 
bits for CSI estimation. 

Fig. 5 is the hardware design of inserting data training sequence as showed above. 
After attaching the training symbol, they are fed into the MIMO channel prior to en-
tering the receiver site. 

 

Fig. 5. Data training sysbol inserting module 

3.2 MIMO Flat Fading Channel 

In this paper, a flat fading channel model is considered. This means that the multipath 
channel has only one path (tap) as shown in Fig.6. Each of the impulse response hij of 
the channel corresponding to jth transmitter to ith receiver antenna. It is considered as 
a Rayleigh channel, which have mean of 0 and variance of 1/2. 
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Fig. 6. Flat fading channel 

Received signals are also affected by AWGN noise. Thus, each of them is passed 
through two modules: Rayleigh fading and AWGN noise. The hardware description is 
showed in Fig. 7. 

 

Fig. 7. Reyleigh and AWGN channel modeling 

The Module of 2x2 MIMO Rayleigh fading channels is shown in Fig. 8. Values  
of H matrix are saved in LUT in fix-point format. In the design, the narrowband 
channels are assumed and their values are kept constant in a data frame of 192 data 
symbols. After a data frame, the channels are changed randomly. 

 

Fig. 8. Module of 2x2 MIMO Rayleigh channel 
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3.3 Receiver Site 

At the receiver, the channel coefficients hij are estimated by using preamble training 
sequences which were created at the transmitter, as shown in Fig. 9. 

 
Fig. 9. Estimation module 

The channel coefficients after that are used for extracting data. 
As we can see in Fig. 2, Detector module of MIMO-SDM systems is placed at the 

receiver. Here we use ZF or MMSE weights to detect received signals. 
After being detected, the complex data streams are demodulated “4QAM demodu-

lation module” as shown in Fig. 10. After that, we compare the received bit stream to 
the transmitted bit stream to calculate BER of the systems. 

 
Fig. 10. De-modulation module 

In addition, we have Viterbi decoder at Receiver to get data back to original. This 
module is designed with Register Exchange algorithm which has the best latency 
comparing with the others. 

4 Experimental Results 

In this section, we will show our results of the implementation of three 2x2, 2x3, 3x3 
MIMO-SDM systems with both detection algorithms ZF and MMSE. 
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4.1 BER Performance of Designed Systems 

BER performance of MIMO SDM systems with various numbers of antennas confi-
guration on hardware is shown in Fig.11. When using ZF weights to detect received 
signals, the more antennas there are the worse the BER performance is. It can be seen 
that the degradation is about 2dB when comparing 3x3 antenna configuration with 
2x2 case. This is because the ZF algorithm could not eliminate noise components, 
thus noise power increase proportionally to the number of antennas. For the 2x3 case, 
on the other hand, BER performance is much better than the cases of 2x2 and 3x3, as 
seen BER 6e-6 in 2x3 system compared to around 1e-3 in the other ones at SNR of 
30dB. This is because of obtaining high diversity gain with the 2x3 system, mean-
while there is no diversity gain when the number of transmit antennas is equal to the 
number of receive ones. 

When applying MMSE algorithm, it can be seen that its BER performance is better 
than the ZF algorithm. This is because the algorithm tries to suppress both the inter-
sub stream interference and noise. 

 

Fig. 11. Hardware performance of MIMO SDM systems 

Fig.9 shows BER performance of MIMO SDM using Zero Forcing algorithm with 
channel coding modules. As we can see, at high SNR values, the channel coded sys-
tems are better than un-coded ones. However, at low SNR values, the result is oppo-
site because the channel decoding with Viterbi module does not have high accuracy 
when data signals are effected by high noise. 
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Fig. 12. Hardware performance of MIMO SDM systems 

4.2 Hardware Consumption 

Table 1 shows the total hardware consumption. Here, the used FPGA device was 
Stratix III 3SL150F1152C2. It can be seen from table I that hardware resource can be  
 

Table 1. Consumption of 2x2 Model With Fixed-Point 10.22 

Blocks 

Consumption 

The number in 
Model 

Max 
Speed 
(MHz) 

Combinational 
ALUTs 

Max:113,600 

Dedicated Logic 
Registers 

Max:113,600 

Modulation 2 420 0 (0%) 20 (<1%) 

Convolution coding 1 416.32 11 (<1%) 4 (<1%) 

Demodulation 2 420 18 (<1%) 2 (<1%) 

Add training  
symbol 2 243.72 15 (<1%) 74 (<1%) 

SDM decoder 1 162.60 22,519 (20%) 19,596 (17%) 

Channel estimation 1 147.12 3,530 (3%) 7,505 (7%) 

Estimation control 1 206.06 20 (<1%) 141 (<1%) 

Viterbi 1 191.37 182 (<1%) 1552 (1%) 

Total evaluation  147.12 <30% <31% 
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free approximately 70% (only used about 30%). That is the reason we chose fixed 
point 32 bits (10.22) to increase the accuracy of system. 

5 Conclusions 

The MIMO system using the SDM technique is considered as a potential technology 
for high speed wireless internet communications. In the paper, we have presented our 
own design and implementation of three kinds of MIMO-SDM systems on the FPGA-
based DSP Development Kit. A detailed design of full systems is shown. Based on 
the design, we have measured and evaluated BER performance of the systems.  
The results have shown that our design and implementation are good. Here, we also 
evaluated our design by considering the consumption of FPGA elements. 
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Abstract. An ever growing number of deployed wireless networks dic-
tates a tempo with which the inter-network cooperation techniques are
being developed. Cooperation, in this sense, can go far beyond a simple
activation of an interference avoidance techniques. This paper describes
and evaluates the performance of a reinforcement learning based rea-
soning engine, used in a self-learning, cognitively controlled cooperation
between heterogeneous, co-located networks. Coupled with a concept
of cooperation through the network service negotiation, this approach
represents an efficient, yet scalable solution for the dynamic network
self-optimization.

Keywords: Self-learning, reinforcement learning, network optimization,
network service negotiation.

1 Introduction

There is a growing need for network solutions that dynamically support at run-
time cooperation between devices from different networks [1]. Currently, the only
way to support connectivity between co-located devices is to statically group
them into different sub-nets, depending on their communication technology. This
approach ensures that the same network policies are used for a sub-net, regardless
of the characteristics of the devices. However, the process is usually quite complex
and it might lead to a huge waste of available resources.

Dynamic, at run-time management is expected to improve many networking
aspects [2]: decrease energy consumption, decrease interference, improve avail-
ability and bandwidth allocation etc. The major issue here is the fact that differ-
ent sub-nets usually have different requirements (high level goals), that must not
be neglected. Otherwise, this can lead to a misbehavior some of the participating
sub-nets and, once again, an unacceptable waste of available resources.

Obviously, there is a need for an intelligent entity that controls and supervises
the process of establishing an inter-network cooperation. Having it performed
through a process of activating or deactivating network services [3], this reason-
ing entity will have to be able to determine the optimal set of services for each

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 162–175, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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one of the participating sub-nets. An additional dimension to a problem is given
by the fact that activation of a service in one sub-net, consequently influences
the performance of all the involved sub-nets.

Reasoning engine, proposed here, is based on an on-line, reinforcement learn-
ing methodology that does not require any sort of an a priori knowledge about
the influences that different services pose on the network high level goals. In-
stead, it uses a number of network features to make the precise assessment of
them. Collected features are used as an input for the Least Squares Temporal
Difference (LSTDQ) [5] algorithm that generates numerical values for the sys-
tem performance at each state. The highest value is given to the best performing
service set, which is therefore considered to be the optimal one, considering the
given high level network goals.

Performance is continuously evaluated using the most recent data. No depre-
cated values are used, as it was the case with many of the previous machine learn-
ing approaches. By constantly collecting measurements from the environment, our
engine is capable of noticing sudden condition changes and adapting to them.

The following chapters of the paper are organized as follows: Section 3 de-
scribes the fundamentals of the LSTDQ algorithm and its strong points, in re-
gards to other machine learning approaches. Section 4 discusses the suitability
and prospects of using the LSTDQ in our use case. The following Section 5
gives a detailed overview of the experimentation set up, used for the proof of
concept and testing. Section 6 presents results and discussion regarding each
one of them. Section 7 proposes possible improvements and future course of
development. Finally, Section 8 summarizes and concludes the paper.

2 Related Work

Work presented here is considered to be an improvement of an already used
paradigm [3], which describes inter-network cooperation through an activation of
network services in co-located networks. The process is initiated and controlled
by a linear programming based reasoning entity - CPLEX ILPSolver [4], but
requires design-time knowledge of the impact of a network service on the network
performance.

3 Least Squares Temporal Difference Algorithm - LSTDQ

3.1 Fundamentals

When modeled using the reinforcement learning approach [6] [7], a problem
transforms into a Markov Decision Process (MDP), with the continuous or dis-
crete set of states S = s1, s2, s3, ..., sn. A decision maker passes from one state
to another by selecting an action at every step. Set of actions can also be contin-
uous or discrete, A = a1, a2, a3, ..., an. A reward is given upon taking each action.
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Learning, in this case, considers using actions, thus following the decision making
paths that maximize rewards:

Q(s, a) = r(s, a) + γ
∑

s′ P (s′|s, a)maxQ(s′, a′) (1)

Above given is the well known Bellman equation, where Q(s, a) represents
the state-action function, also known as the Q function. It assigns numeric value
to every state-action pair from the problem’s state-action-space, based on the
immediate reward r(s, a), given for taking an action a at the state s and the
future expected reward

∑
s′ P (s′|s, a)maxQ(s′, a′). The last argument includes

the state-action transition probability, which is generally not known a priory.

3.2 Approximations and LSTDQ

LSTDQ was first introduced by M.G.Lagoudakis and R.Parr in [5] and further
elaborated in [8], as a part of the well known Least Squares Policy Algorithm
(LSPI). The algorithm is founded on the idea of representing the Q function as
a linear combination of a certain number of problem features, basis functions :

Q(s, a;w) =
∑

k φj(s, a)ωj (2)

Argument ωj is the weight parameter. Basis functions are arbitrary and gen-
erally non-linear functions of s and a. Their linear independence ensures no
redundancy. Generally, the number of basis functions k is significantly smaller
than the number |S||A| of state/action pairs.

Combining equations (1) and (2) yields a system:

ω = A−1b
where: A = ΦT (Φ− γP πΦ)

b = ΦTR

Theoretically, in order to populate matrices A and b, one must acquire infor-
mation regarding basis functions and rewards for each pair from the problem’s
state-action space, which is not practical in large problem spaces and impossible
if the problem space is continuous. Therefore, approximations are used.

Samples D = (sdi , adi , s
′
di
, rdi |i = 1, 2, ..., L) are collected. Here, (sdi , adi)

is sampled from the state-action space and (s′di
) is sampled according to

P (s′di
|sdi , adi) that is defined by the used sampling policy (a random policy -

uniform distribution). Argument L represents the number of gathered samples.
Finally, here are the approximated versions of the above given matrices:

Φ̂ =

⎛⎝ φ(s1, a1)
T

...
φ(sn, an)

T

⎞⎠ P̂πΦ =

⎛⎝ φ(s′1, π(s
′))T

...
φ(s′n, π(s

′))T

⎞⎠
R̂ =

⎛⎝ r1
...
r2

⎞⎠
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Matrices A and b can now be approximated in the following way:

Â = Φ̂T (Φ̂− γ ˆP πΦ) and b̂ = Φ̂T R̂

Originally, LSPI was introduced as an off-line learning technique that starts
with an initial policy and iterates it, over the same training set of training
samples, in order to converge to its optimal outlook. Every iteration considers
using the LSTDQ to calculate the respective weight vector so that two iteration
can be compared. An on-line version was introduced later, in []. In this form, the
LSPI does not use an acquired training set to iterate on policies, but continuously
acquires samples and adds them (updates) the already existing set to correct
weight factors and yield better Q value approximations. The common part of
both approaches is the underlying LSTDQ engine that uses whatever set of
samples is given to it to calculate the corresponding weight vector.

Implementation complexity and processing power needed for the LSTDQ de-
pends on the number of samples it has to deal with. Dealing with smaller number
of samples will reduce complexity, but depending on the size of the entire state-
action space, it might have an unacceptable precision. The consistency between
approximated and true values A and b matrices are given by these claims:

E(Â) = L
|S||A|A and E(b̂) = L

|S||A|b

The following section will explain how the same LSTDQ based approach can
be used for the purpose of inter-network self-optimization.

4 LSTDQ - Suitability and Prospects

At the beginning, being a core of the LSPI algorithm, LSTDQ was primarily
used in an offline type of approach. An off-line method demands a training set of
samples to be formed prior to the learning process. During each policy iteration,
samples are picked from the training set and fed to the LSTDQ algorithm. The
corresponding set of weights is calculated.

Within an on-line approach, samples are gathered during the learning process.
In the extreme case, weights are recalculated after each new sample is collected.
Obviously, an on-line mechanism does not iterate policies in a number of distinct
trials, but continuously, sample by sample. Cross comparison between an on-line
and off-line LSPI algorithms is elaborated in details and published in [9].

We utilize an on-line method, without defining stopping rules. Consequently,
no optimal policy is proclaimed. This makes sense since we are dealing with a
dynamic environment. Policy determined as the optimal one might yield sub-
optimal results after the change a network properties occur. Therefore, continu-
ous sample collection is performed for two reasons:

• Fine tuning of the weight parameters W = w1, w2, w3, ..., wk

• Detection of a network condition change
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Markov decision process, in our case, is memoryless. In other words, perfor-
mance of the network at the current state does not depend on previous states it
has been through. This property is then used to update up to Nstates Q values
after each learning episode. In use cases with relatively small number of states,
this leads to an extremely fast collection of all the samples from the state-action
space.

LSTDQ is invoked for the first time once all the samples are collected. It
calculates the vector of weight factors for this sample set and determines Q
values for every state-action pair. The following samples are collected using the
”ε greedy” exploration technique [10]. At each state, with ε probability, our
reasoning engine picks the action with the highest Q value. With 1−ε probability,
the action is picked at random. LSTDQ gets invoked every time a new sample
is obtained.

Obviously, the ε factor (exploration factor) has the major influence on the
algorithm. It directly influences both the time that system spends in the optimal/
sub-optimal states and engine’s capability to quickly respond to the change of
network conditions. Further elaboration through experimental results and dis-
cussion will be given in the following sections.

5 LSTDQ Howto

5.1 Use Case and Experimentation Set up

We consider a case of two co-located wireless sensor networks. In the reminder
of the paper, they will be referred to as network A and network B (see Figure 1).
Process of establishing a communication between networks A and B [3] is out
of the scope of this paper. It is assumed that networks A and B are already able
of communicating with each other.

Fig. 1. Experimentation network topology. Part of the WiLab.t testbed [11], located
at the iMinds research facilities, University of Ghent, Belgium.

At this early stage of research, live measurements are still unavailable. There-
fore, we used fabricated, artificial measurements, affected by the influence of
fictive network services. Network A provides a set of fictive services NS1 = Ser-
vice A, Service B. Similarly, network B provides services NS2 = Service C ,
Service D. Given the high level goals of network A: High Network Lifetime and
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Low Average Delay (both are assigned the same priority), the prime objective
of the cognitive engine is to determine the optimal set of services in both net-
works so that the performance of network A, regarding its high level goals, is
maximized.

5.2 Implementation Details

For this use case, the state is determined by the joint combination of active/non-
active services in both networks. Given the set of four services NS1 and
NS2, the total number of states is Nstates = 16. The states are: St =
A,B,C,D,AB,AC,AD,BC, ..., ABCD. Performance of the network in each
state is determined following the general rules set-up bu the system designer:

• Service A - always improves performance in a fixed manner
• Service B - improves performance when activated alone, degrades when com-
bined with C,D,E

• Service C - improves performance when combined with D, degrades when
combined with A and B

• Service D - best performing state when combined with C and A, minor
improvement/degradation with others

Combined in this manner, state CB represents the worst possible service com-
bination, while DCA is the optimal set of services.

To be able to calculate Q values for each state-action pair, two basis functions
are used: φ1 - end-to-end delay and φ2 - average number of re-transmissions.
As stated before, measurements regarding basis functions are fabricated, not
obtained during the run-time. Q values are calculated in the following manner:

Q(s, a) = φ1ω1 + φ2ω2

Cognitive engine is allowed to switch between any of the two states, which
means that the set of 16 actions (Ac = a1, a2, a3, ..., a16) is available at each
state. The engine is ultimately expected to determine which state is the opti-
mal one and force that respective service combination. Forcing a certain service
combination in this context mean forcing transitions from any given state to the
optimal one. If the system is already in the in the optimal state, the optimal
decision would be to remain in it.

5.3 Exhaustive Exploration Phase

To take an advantage of the memoryless property of our set up, the first 16
episodes are used for an exhaustive exploration over the entire state-action space.
All the possible states are investigated using a pseudo-random walk. Upon com-
pletion of this phase, LSTDQ is invoked using the gathered samples as an input
data. The initial set of weight factors W = ω1, ω2 is calculated, followed by the
calculation of the Q values for every state-action pair.
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Exhaustive exploration will make an initial differentiation between ”good” and
”bad” states. Furthermore, it will pinpoint the best and the worst performing
states. However, forcing this initial policy from then on will make our cognitive
engine rigid and not capable of adapting to a dynamic environment behavior.

5.4 Exploitation Phase

Exploitation of the collected data begins after all the necessary samples are
collected - upon completion of the exhaustive exploration phase. The process is
conducted in the ”ε greedy” fashion (Section 4). An appropriate values of the ε
factor allow the reasoning engine to enforce the optimal set of services as much
as possible, while still ”being fair”, up to an acceptable level, to sub-optimal
states. Frequency with which the engine checks the sub-optimal states strongly
affects its capability of noticing environmental disturbances. On the other hand,
the system should not be kept ”too long” in the states where it’s performance
is sub-optimal. Certain trade-offs are inevitable.

6 Results and Discussions

Experimental results are presented in three separate subsections:

• Behavior of the reasoning engine in a static environment
• Behavior of the reasoning engine after a condition disturbance
• Behavior after utilizing a simple optimization technique

Explanation about the obtained results are given at the end of each subsection.

6.1 Static Environment Conditions

Figure 2 depicts initial Q values, calculated per each state upon completion of
the algorithm’s exploration phase. Since values of our basis functions depend
exclusively of the destination state(??), Q values for transferring from any state
to a designated one are equal.

The best performing state, DCA, considers Service A, Service B and Service
C to be activated, while Service B should be kept inactive. Exploitation phase,
initiated at the end of the exploration phase, relays on these Q values .

The following Figure 3 depicts percentages of the number of learning episodes
the system spent in each state during 100 learning episodes of the exploitation
phase. Results are sorted in respect to values of the ε parameter.

As expected, the best performing state is determined to be CBA - services A
and B activated in the Network A and service C activated in the Network B.
Service D should be kept inactive. Corresponding percentages clearly depict the
dependence on the value of the ε factor. After the exploration phase is over and
the initial Q values are calculated, instances of the algorithm with the lower ε
values tend to keep the system in the optimal state for as much as possible. The
percentages vary from 77 down to only 15 percent, in cases when ε was set to
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Fig. 2. Defined system states and their corresponding Q values upon completion of
the exploration phase

Fig. 3. Percentages (Y - axis) are given in respect to the corresponding values of the
ε factor, for every defined system state (X - axis)

0.1 and 0.9, respectively. It is worth noticing that, for the ε values of 0.4 and
lower, our cognitive engine keeps the system in the optimal state for more than
50 of the time.

During the exploitation phase, ω factor are being constantly recalculated and
q values reshaped. The following Figure 4 illustrate this process in three distinct
cases, with the ε values set to 0.1, 0.5 and 0.9, respectively:

Algorithm instances (exploration policies) with lower ε values shape the Q
values so that the optimal one is being increased at the highest rate. It appears
as if the the sub-optimal ones are being repressed. This is an expected behav-
ior since every visit to a certain state shapes the ω factors in its favor, thus
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Fig. 4. Behavior of the Q values during the exploitation phase, in regards to different
values of the ε factor. Values are set to 0.1, 0,4 and 0.9, respectively.

constantly increasing the corresponding Q values. As opposed, in the case with
an almost completely random policy (ε = 0.9) the states are picked almost uni-
formly, without favorizing any in particular. Therefore, Q values remain shaped
similarly as after the exploration phase.

6.2 Reaction to a Network Condition Disturbance

Exploitation phase has two closely related objectives:

• Updating the sample set after each learning episode, thus reshaping the ω
factors so that the respective Q values can be updated.

• Detects network condition disturbances and reshapes the decision making
policy accordingly

The main indicator that the conditions in the network have changed are the
Q values, calculated using re-shaped weight factors and respective basis func-
tions. The following Figure 5 depicts the number of episodes needed to notice a
condition change in the ”worst case” scenario - best and worst performing states
switch places (DCA - CB).

The results in Figure 5 are averaged over 10 trials of 250 learning episodes. As
expected, the quickest response is achieved with ε = 0.9 (13.2 episodes), since
this mechanism checks system states at near-uniform manner. In the worst case,
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Fig. 5. Number of episodes needed to notice a network disturbance. The results are
given in respect to different values of the ε exploration factor.

when ε = 0.1, it takes almost 120 episodes, in average, to react on disturbances
and re-shape Q values accordingly.

Results presented in sections 6.2 and 6.1 reveal one major issue of the taken
approach - how to find a compromising solution for the ε value, so that the
system is kept in the optimal (or the nearest-to-optimal states) for as long as
possible, while being able to ”quickly” react to environmental changes? For an
illustration, with ε = 0.5, system is kept in the optimal state for 45 percent of
time, while engines ability to notice condition changes was limited to around 30
episodes, on average.

Fixing the ε to a certain value throughout the entire exploitation phase ob-
viously does not provide acceptable results neither from the condition change
versatility nor from the optimality point of view. One simple improvement of
algorithm’s efficiency during the exploitation phase is described and evaluated
in the following sub-section.

6.3 A Simple Efficiency-Improving Procedure

In environments where the worst case scenario is impossible or rarely expected
(moderate network dynamics), it is safe to restrain the exploitation phase to an
optimal and a number of near-optimal states. This methodology can be applied
in certain use cases where the traffic intensity does not change drastically over
time. Figure 6 depicts the case where all the states with below the 50 percent of
the optimal performance are discarded after the exploration phase.

In this case, an applied threshold will rule out six worst performing states -
C, CB, CBA, DA, DB, DBA. The reduced set of ten remaining states is taken
into account during the exploitation phase. The following Figure 7 describes the
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Fig. 6. Applying a threshold on Q values, prior to initiation of the exploitation phase.
Threshold is set to 50 percent of the highest Q value.

Fig. 7. Percentages (Y - axis) are given in respect to the corresponding values of the
ε factor, for every defined system state (X - axis), upon applying a simple efficiency-
improving procedure

percentage of the number of episodes that are spent in each state during 100
episodes long exploitation phase, given different values of the ε factor:

Interestingly, there is no significant difference in the number of episodes spent
in the optimal state for almost all the values of ε. However, by applying a thresh-
old, the number of episodes spent in the worst performing states is significantly
reduced. More importantly, the number of episodes needed to detect condition
changes is reduced, as depicted on Figure 8:
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Fig. 8. Number of episodes needed to notice a network disturbance, while applying
a simple speed up rule. The results are given in respect to different values of the ε
exploration factor.

Except for the case when ε = 0.1 a noticeable improvement is recorded during
each run. Using a fixed value, ε = 0.5, system is kept in the optimal state 44
percent of time, with an average condition change response time of around 15
episodes. If we take into account that an additional 33 percent of time is spent
in nearest-to-optimal states (DC, D, B), as opposed to 12 percent when no
threshold is applied. Conclusively, even such a simple speed up procedure yields
a considerable performance improvement.

More advanced techniques will be presented as the part of the future work,
in the 7 section.

7 Future Work

Future work implies improving the existing approach as well as expanding it on
additional use cases. An at most attention needs to be paid on increasing the
algorithm’s efficiency during the exploitation phase, since efficiency is expected
to become the major issue in use cases with the large state-action spaces.

One initiative is to develop techniques to ”intelligently” reduce the number of
system states that are being investigated. An already mentioned ”performance
threshold” approach is the simplest one. Others may also involve interpolation
or prediction of a state performance. Both techniques aim at describing the
performance of a system in states which have not been visited before. Some level
of a priori knowledge can help defining a number of possibly forbidden states
(e.g. certain services cannot be active at the same time). These techniques will
have the major impact on efficiency once the duration of a learning episode
becomes a factor.
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Additional methods should focus on a dynamical change of the ε value during
run-time. A critical network parameter, such as traffic intensity, is a good indi-
cator of the network’s overall behavior. Abrupt changes can be used to trigger
an increase of the ε factor, thus stimulating an inspection of sub-optimal states.
Depending on a use case, it might be reasonable to introduce a certain proba-
bility distribution over available actions, according to their respective Q values,
according to which actions will be taken when the ”ε greedy” is utilized.

An additional use cases this approach can be expanded to are:

• Optimizing a performance of a single network protocol
• Optimizing a negotiation process between multiple networks and coordinat-
ing the cooperation

The main goal of optimizing a single protocol would be to determine the op-
timal set of protocol settings. Setting combinations will represent system states.
Therefore, complex services, with a large number of settings that need to be
tweaked will imply a large number of state-action pairs. The above mentioned
techniques for increasing the algorithm’s efficiency will be reused here as well.

To optimize multiple co-existing networks, some compromises will be in-
evitable. Metrics that will precisely describe whether certain compromise is jus-
tified or not, from each sub-net’s and the entire network’s point of view, will
have to be designed.

8 Conclusion

Optimizing multiple co-located networks, each with a variable number of network
functionalities, influencing each other, is a complex problem that has not yet
received a substantial attention in the research community.

This paper proposes and evaluates an application of the LSTDQ based, rein-
forcement learning approach. Our use case aims at discovering the optimal op-
erating point of a single network, participating in a symbiotic cooperation with
co-located, in general case, heterogeneous networks. Influences of the neighboring
sub-nets are taken into account when calculating the optimal operational point.
However, as opposed to most of the other approaches, no a priori knowledge
about the influences is needed.

Use case described in this paper represents the proof of concept. Both strong
and weak points of the implementation have been pointed out, along with a
number of possible solutions and efficiency-improving techniques, all part of the
future work. Most importantly, the final result of the learning process will be
used as a starting point in the process of inter-network cooperation negotiation.
Applying the same algorithm to all co-located sub-nets will yield an optimal,
as well as the number of near-optimal operational points. They will represent a
solid foundation in the following negotiation process.

We strongly believe that the problem of interfering co-located networks
will only increase. As such, innovative cross-layer and cross-network solutions
that take these interactions into account will be of a great importance to the
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successful development of efficient next-generation networks in heterogeneous
environments.
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Abstract. Future wireless systems will need to cope with highly disper-
sive channels in order to support high data rates. A slotted Prefix-assisted
DS-CDMA allows the multiplexing of various Mobile Terminals (MTs)
at the uplink with appropriate Frequency Domain Equalization (FDE)
to support the dispersive channels. However data packets can be received
with errors due to channel interference or from a deep fade that persists
for several slots; to cope with those errors a type II Hybrid Automatic
Repeat reQuest (H-ARQ) protocol could be employed to re-use the sig-
nals from past packet copies to diminish errors. Most wireless CDMA
models that employ H-ARQ assume a simplified characterization of the
wireless channel, based on an average Signal to Interference-Noise Ratio
(SINR), with simultaneous data transmissions from the MTs to a Base
Station (BS). This paper proposes a DS-CDMA model that accounts the
MTs’ channel interference and channel noise simultaneously; packet re-
ception is possible with the aid of a linear equalization method previously
published by the authors. The wireless MAC model is characterized with
Discrete-Time Markov Chain (DTMC), where the delay and throughput
are obtained for a Poisson packet generator. The performance of the
wireless model shows accurate results against the simulation values.

Keywords: Direct Sequence Code Division Multiple Access, Hybrid
Automatic Repeat reQuest, Medium Access Control, Multipacket
Reception.

1 Introduction

Wireless systems that need to multiplex several Mobile Terminals’ (MTs) data
at the uplink can use Code Division Multiple Access (CDMA) [1] to separate
each MTs’ data. CDMA Packet-data-oriented systems have been an hot research
topic for the last decades, attracting contributions with the design and analysis of
physical-layer receiver algorithms to improve Multi-Packet Reception (MPR) [1]
or the Medium Access Control (MAC) performance, e.g. [2].

CDMA implements handles MTs’ interference in two possible ways: frequency
[3] or time [4]. In the frequency-domain, or Multi-Carrier CDMA (MC-CDMA)
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[3]; data symbols are spread with an orthogonal spreading code for each user
over different sub-carriers.

Concerning the time-domain, MTs can transmit data simultaneously using
orthogonal spreading codes such as Direct Sequence CDMA (DS-CDMA) [4].
However, for a broadband channel, Frequency Domain Equalization (FDE) is
necessary to cope with a highly variable dispersive channel [5]. Furthermore,
the use of MC-CDMA has the cost of high envelope fluctuations, making DS-
CDMA better suited for the uplink transmission when combined with FDE [6].
This work uses a linear MPR FDE technique from [7].

Despite the use of DS-CDMA to handle MTs’ interference, packet errors may
persist for several slots assuming a slotted system, either due to a deep fade
or noise. Therefore there should be a way to cope with channel errors, where
previous packet copies with errors are re-used for data equalization to improve
the packets’ reception. A known technique that re-uses packets with errors is type
II H-ARQ, this technique ensures that packets are persistently retransmitted
until they are correctly received at the Base Station (BS). Upon the reception
of packets at the BS, the MTs’ data will be verified for errors; if a packet has
errors, the BS will not discard the actual packet and will ask for an additional
transmission to cope with channel errors/interference [8]. The BS will therefore
combine all transmissions from a given packet to retrieve its data, otherwise at
the end of R retries, these are discarded. There are two techniques of type II
H-ARQ: Code Combining (CC) [9] and Diversity Combining (DC) [8]. The first
technique, employs a punctured error correcting code to the user’s packets. The
latter technique, DC, uses all transmitted copies to create a single packet with
more reliable data symbols. This work considers an H-ARQ DS-CDMA solution
with DC, due to its simple implementation when compared to CC.

Most works (e.g. [10–17]) attempt to model H-ARQ CDMA systems with sim-
plified channel models where the receiver performance is modeled by a threshold
value that defines the minimum SINR that satisfies a given Quality of Service
(QoS). Approximate Bit Error Rate (BER) values are calculated, using aver-
age interference estimations (e.g. [11, 18] and references inside). However, the
BER also depends on the number and power distribution of the packets being
concurrently received [19].

This work proposes a broadband type II H-ARQ DS-CDMA slotted system,
based on DC, employing the FDE linear equalization technique from [7] to cope
with severe channel errors standing out from other works by accounting all the
relevant interferences. In addition, a comprehensive modeling of the MAC pro-
tocol is shown characterizing the Delay and Throughput.

Regarding the paper’s structure, Section 2 characterizes the DS-CDMA H-
ARQ system; 3 describes the linear receiver design; Section 4 describes the
Discrete-Time Markov Chain (DTMC) wireless MAC model; Section 5 shows
the proposed model results; and Section 6 briefs the paper’s conclusions.

As for the paper’s notation for matrix computation, a matrix is denoted as
bold such as A; AT is the matrix transpose of A; AH is the complex conjugate
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transpose of A; and A∗ is the complex conjugate of A; an identity matrix of
size x is denoted as Ix.

2 System Description

The proposed model assumes a structured wireless system, with full-duplex com-
munication, where the BS coordinates the wireless uplink access in a time slotted
manner. In addition, perfect synchronization is assumed with perfect time ad-
vance mechanisms.

For a DS-CDMA spreading factor of K, each uplink slot should support up to
K simultaneous transmissions. The wireless medium channel has Q ≤ K Mobile
Terminals (MTs) contending the medium. The BS is capable of detecting the
number of MTs transmitting in an uplink slot; a data packet at the uplink has
the same size of an uplink slot.

The BS periodically signals the beginning of a new slot, so any MT with a non-
empty queue transmits a packet; the MT stays idle if the queue is empty. At the
end of the slot the BS verifies all packets for errors using the linear equalization
technique from section [7], acknowledging at the next slot all packets that were
successfully received; packets with errors will be re-transmitted in that slot for H-
ARQ purposes. Any MT whose packet is retransmitted R times will be discarded
from the queue, either with or without errors.

The BS performs an H-ARQ packet recovery by means of time diversity, i.e.
for a given packet, the BS combines all of its transmissions to enhance packet
reception. So the BS can store up to R + 1 failed transmissions from all MTs,
controlling all MTs in the lth H-ARQ stage, where 0 < l ≤ R. If a MT succeeds
transmitting a packet, then all of its transmissions are removed from the BS’
database.

The number of idle users will be accounted as I and the number of users that
are present on a given l-th H-ARQ stage is Hl, i.e. the number of MTs that have
re-transmitted a packet l times. H0 denotes the number of MTs that have only
transmitted a single packet copy.

2.1 Descriptive Example

Figure 1 presents an example where MTs A,B and C transmit data packets to
a BS, assuming a retransmission limit of R = 1. A packet from any MT, e.g A,

is denoted in the figure as A
(r)
i , where i denotes A’s packet identifier and r the

rth transmission. The BS at the end of each slot acknowledges packets that were
received with success and signals the beginning of the next slot.

At the first slot, the three MTs transmit data to the BS, where B and C

packets were received by the BS with success, while A’s packet, A
(1)
1 , has errors.

To recover from A
(1)
1 ’s errors, MT A will retransmit the same packet now denoted

as A
(2)
1 , and the BS will combine both A

(1)
1 and A

(2)
1 using the linear equalization

technique. During the second slot, MT C also transmits a second packet, C
(1)
2 ,
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Fig. 1. CDMA H-ARQ Reception scheme

though received with errors; in similar fashion, MT C will retransmit the same

packet, denoted as C
(2)
2 . Since the second transmission from MT C fails, the BS

and MT C will discard any information regarding the packet copies.

2.2 Physical (PHY) Channel Notations

This section briefs this paper’s notations concerning the Physical (PHY) channel.

A data block from MT p, where 0 < p ≤
∑R−1

r=0 Hr, with M symbols in the
time domain is [a0,p, . . . , aM−1,p], and its respective Discrete Fourier Transform
(DFT) is [A0,p, . . . , AM−1,p].

For a spreading factor, K, the spreading sequence assigned to a MT p is
cp = [c0,p, . . . , cK−1,p] and its respective DFT is Cp = [C1,p, . . . , CK,p]. For
k ∈ [0, ...,M − 1] any transmitted symbol from MT p is Sk,p = CT

p Ak,p with size
K × 1 ; this is roughly equivalent of having K diversity replicas of Ak,p.

The channel realizations, concerning Sk,p, from any lth transmission from MT
p, where 0 < l < L and L = max{l;Hl > 0}, are

H
(l)
k,p

′

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

H
(1,l)
k,p

′

0 . . . 0

0 H
(2,l)
k,p

′

. . . 0

... . . .
. . .

...

0 0 . . . H
(K,l)
k,p

′

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (1)

For simplicity it will be assumed that H
(l)
k,p =

[
H

(1,l)
k,p

′

C1,p, . . . , H
(K,l)
k,p

′

CK,p

]T
,

so the spread channel realizations are Hk,p =

[
H

(0)
k,p

T
, . . . ,H

(L)
k,p

T
]T

.

Note that for any MT p that is in the lth H-ARQ stage, its channel realizations[
H

(l+1)
k,p , . . . ,H

(L)
k,p

]
are nil, since MT p has only re-transmitted l copies.
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The channel noise for the lth transmission is N
(l)
k =

[
N

(1,l)
k , . . . , N

(K,l)
k

]
.

Grouping the channel realizations from all P =
∑L

l=0 Hl MTs, results Hk =
[Hk,1, . . . ,Hk,P ].

The received content is [Y0, . . . ,YM−1], where Yk =

[
Y

(1)
k

T
, . . . ,Y

(L)
k

T
]T

,

while the channel noise is Nk =

[
N

(0)
k

T
, . . . ,N

(L)
k

T
]T

, so Yk = HT
kAk +Nk.

3 Linear Receiver Design and the Packet Error Rate

This section lightly describes the linear equalization receiver design for a Quadra-
ture Phase Shift Keying (QPSK) modulation, largely supported by the analytical
PER model from [7], for the DS-CDMA context.

For any given time slot, an estimated data symbol from MT p at the output
of the DFE receiver is

Ãk,p = Fk,p
TYk, (2)

where for a given number of re-transmissions L = max{l;Hl > 0}, Fk,p
T =[

F
(1)
k,p, . . . ,F

(L)
k,p

]
are the feed-forward coefficients, used to remove channel inter-

ference, where F
(l)
k,p

T
=
[
F

(1,l)
k,p , . . . , F

(K,l)
k,p

]
.

From the optimal Fk,p coefficients in [7], it is possible to compute the Mean

Square Error for a given k-th symbol and user p, E

[∣∣∣Ak,p − Ãk,p

∣∣∣2] (also in [7]).

Defining

σ2
p =

1

N2

N−1∑
k=0

E

[∣∣∣Ak,p − Ãk,p

∣∣∣2] , (3)

and the Gaussian error function, Φ(x), the Bit Error Rate (BER) of user p at
the ith iteration for a QPSK constellation is

BERp � Φ

(
1

σp

)
. (4)

For an uncoded system with independent and isolated errors, the Packet Error
Rate (PER) for a fixed packet size of K bits is

PERp � 1− (1−BERp)
K
. (5)

4 DTMC MAC Model

The current section describes the DTMC model, based on the assumptions of
section 2. Let us assume a network of Q MTs that transmit data to a single
BS, and that the spreading sequences are enough for all MTs, i.e. K ≥ Q.
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MTs transmit data according to a λ rate Poisson distribution. The BS can
hold up to R + 1 packet transmissions from each MT, otherwise it drops the
packet copies from any MT whose data was re-transmitted R times after a(n)
(un)successful reception.

4.1 Steady-State Probability Distribution

The universe of system states can be described by

Ω=

{
∅,
{
I,H0, H1, ..., HR;

(
I,Hl ∈ N[0,Q], ∀l ∈ [0, R]

)
∧
(
I +

R∑
l=0

Hl = Q

)}}
.

(6)
Once again, I stands for the number of idle MTs and Hl, l ∈ [0, R], for the
number of MTs in the lth H-ARQ stage; so any system state can be defined as
χ ∈ Ω, where a non-empty state is

χ=

{
I,H0, H1, ..., HR;

(
I,Hl ∈ N[0,Q], ∀l ∈ [0, R]

)
∧
(
I +

R∑
l=0

Hl = Q

)}
. (7)

Let us define a random process {χ1, χ2, ..., χn}, ∀nεN, where χn ∈ Ω and
χn = {In, Hn

0 , H
n
1 , ..., H

n
R}. Acquainted with the system’s possible states, and

admitting that

χn+1 =
{
In+1, Hn+1

0 , Hn+1
1 , ..., Hn+1

R

}
, (8)

χn = {In, Hn
0 , H

n
1 , ..., H

n
R} , (9)

the state transition probability can be described as

P
[
χn+1|χn

]
= (10)⎧⎪⎪⎨⎪⎪⎩

0, if Hn+1
l+1 > Hn

l , ∀l ∈ [0, R− 1](∏R−1
l=0 bi

(
Hn+1

l+1 , H
n
l , p

l
err (χ

n)
))

×bi
(
In+1,In+Hn

R+
∑R−1

l=0

(
Hn

l −Hn+1
l+1

)
, pQE

)
,

otherwise.

bi(x,N, p) =
(
N
x

)
px(1 − p)N−x is the binomial Probability Density Function

(PDF); plerr(χ
n) is the average packet error rate of the MTs at the lth H-ARQ

stage at slot n, computed from equation (5); pQE is the probability of having
an empty queue. Since it is assumed that MTs transmit with a Poisson rate λ,
from [20] pQE can be computed with the following approximation,

pQE ≈ 1−min (λE [N ] , 1) , (11)

where E [N ] is the expected number of packet transmissions whose calculus is
referred below in equation (12).

E [N ] =

R+1∑
l′=1

l′ × P [Tx = l′ − 1|Tx ≥ 0] , (12)
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P [Tx = l|Tx ≥ 0] is the probability of re-transmitting a packet l times,
conditioned by the fact that there is at least one transmission, where

P [Tx = l|Tx ≥ 0] = Ξ(l)
Υ and

Ξ(l) =

⎧⎨⎩
∑

∀χn∈Ω,Hn
l >0 P [χn]

∑Hn
l

k=1 k × bi(k,Hn
l , 1− plerr(χ

n)) if l < R∑
∀χn∈Ω,Hn

R−1>0 P [χn]
∑Hn

R−1

k=1 k × bi(k,Hn
R−1, p

R−1
err (χn)) if l = R

;

(13)

Υ =

R∑
l=0

Ξ(l). (14)

So, based on the aforementioned expressions, the steady-state probability distri-
bution is computed below in equation (15).

πχ = P [χ] = lim
n→∞

P [χn = χ] . (15)

The steady-state distribution is independent of the first state, χ0, and can be
computed in an iterative manner using (10).

4.2 Delay

The mean packet delay, E [D], can be computed, based on the Pollaczek-Khinchine
formula from [20], where

E [D] = E [N ] +
λE

[
N2

]
2pQE

. (16)

4.3 Average Throughput

The average throughput per MT, S, can be obtained based on the system’s
steady-state probability distribution, as the ratio of the number of successful
packet receptions over the average number of transmissions from all MTs where

S ≈ 1

QE [N ]

∑
∀χ∈Ω

P [χ]

R∑
l=0

IHl⊆χ∧Hl>0

Hl∑
k=1

k × bi
(
k,Hl, 1− plerr(χ)

)
(17)

5 Performance Results

All results throughout this section’s figures use lines as the model’s results and
markers as the respective simulations. A time dispersive channel was considered,
with rich multipath propagation and uncorrelated Rayleigh fading, but with
channel correlation between each packet retransmission. To cope with channel
correlation for each retransmission, the Shifted Packet technique from [22] is
used, where each retransmission has a different cyclic shift. Terminals scattered
inside the BS’ coverage area transmit uncoded data blocks withN = 256 symbols
selected from a QPSK constellation with Gray mapping for a 4μs transmission.
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5.1 H-ARQ DS-CDMA Wireless Access: Variable Eb/N0

The results within this section present the H-ARQ DS-CDMAMAC performance
for a variable range of the bit energy over the noise ratio, Eb/N0, with Q = [4, 8]
MTs and a fixed data rate of λQ = 0.4, except the last figure that portrays the
system saturated throughput.
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Fig. 2. System delay for Q = [4, 8] MTs, considering an H-ARQ scenario up to two
additional re-transmissions and λQ = 0.4

Figure 2 displays the system delay for Q = [4, 8] MTs, with a system load of
λQ = 0.4 and up to R = 2 H-ARQ transmissions. The simulations and model’s
results are practically matched, showing the accuracy of the proposed system
model. As obvious the system delay does increase for lowerEb/N0 values, but also
with the increase of H-ARQ transmissions that ensure the correct transmission
of the packets.

Figure 3 demonstrates the system throughput for Q = [4, 8] MTs, with a
system load of λQ = 0.4 and up to R = 2 H-ARQ transmissions. The system
model performs well, although the system model can be observed as pessimistic.
Concerning the system performance, for an increasing number of transmissions,
the H-ARQ behavior enhances the system throughput, decreasing the necessary
Eb/N0 ratio to attain a given system throughput for a fixed data rate.

Figure 4 demonstrates the saturated system throughput for Q = [4, 8] MTs
and up to R = 2 H-ARQ transmissions. Once more the model results are close to
the simulation results. Concerning the system performance, once more for an in-
creasing number of transmissions, the H-ARQ behavior enhances the throughput
performance for the same Eb/N0.
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5.2 H-ARQ DS-CDMA Wireless Access: Variable Load

The results within this section present the H-ARQ DS-CDMAMAC performance
for a variable range of the system load forQ=[4, 8] MTs and Eb/N0=[4, 6, 8] dB.
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Fig. 5. Average system delay for Q = [4, 8] MTs, considering an H-ARQ scenario for
one additional re-transmissions and Eb/N0 = [4, 6, 8] dB

Figure 5 portrays the average delay per packet according to a variable range
of the system load for Eb/N0 = [4, 6, 8] dB, Q = [4, 8] and R = 1. The model per-
formance almost matches the simulation results. As for the MAC performance,
the average delay increases as the system load increases; the delay also decreases
as the Eb/N0 increases, though for 4dB and 6dB the performance is practically
the same. The performance of Q = 8 is better than Q = 4, in general, due
to the fact that there are less transmitted packets per MT, therefore the lower
interference and expected delay.

Figure 6 portrays the system throughput according to a variable range of the
system load for Eb/N0 = [4, 6, 8], Q = [4, 8] dB and R = 1. The model’s perfor-
mance is illustrated by the lines while the simulation results are portrayed by
markers. The model performance almost matches the simulation results, though
being slightly pessimistic. Regarding the MAC performance, and as expected,
the throughput increases as the system load and Eb/N0 increase.
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6 Conclusion

This paper proposes a wireless MAC DS-CDMA model with H-ARQ, based on a
previously published linear equalization receiver by the authors, that accounts the
MTs’ channel interference and channel noise simultaneously. The wireless access
was characterized with DTMC, where the delay and throughput were extracted.
The model’s performance has a good accuracy when compared with simulation
values. Results show that the H-ARQ DS-CDMA system has a good performance
when compared with a regular DS-CDMA system without H-ARQ. For future
work, the authors intend to extend the DTMC model with back-off mechanisms.
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Abstract. We consider the data delivery problem in delay tolerant net-
works, where a data content is located in a fixed source need to be
delivered to a specific destination. We assume nodes have limited stor-
age and computational capabilities. In this paper, we initially, explore
the data delivery problem, for both unbiased and biased contact models.
Based on our observations, we propose a data delivery scheme that can
reduce both storage overhead and delivery delay. Our scheme combines
erasure coding technique and the framework of simulated annealing op-
timization, in order to maximize the content delivery probability to the
destination.

Keywords: Routing, Delay Tolerant Networks (DTNs), Erasure Coding.

1 Introduction

Delay-Tolerant Networks, DTNs [1], are intermittently connected mobile wireless
networks that may suffer from frequent partitions, and thus a path connecting
source and destination cannot be maintained over time. Routing in DTNs is
one of the main challenges; the use of efficient routing schemes is a key element
to performance of DTN networks. Therefore, the usability and applicability of
DTN deployments are conditioned by efficient and optimized routing algorithms.
Nodes exploit mobility in order to carry the message to the intended destination.

Due to the wide diversity in contexts in which DTN routing is applicable,
many different protocols have been proposed in the literature. In our previous
work [2], we classified most of the recently proposed protocols in the literature.
In particular, we consider forwarding, replication and queue management as
the main techniques for DTN protocols and we show how each protocol can be
classified according to the techniques it adopts. Forwarding techniques control
whether or not a node can forward a message to the other node when there
is a contact. While replication techniques control the duplication of a message
among nodes.

In this work, we explore the problem of data content delivery in DTNs, where
relay nodes are limited-resources devices. Namely, when the delivery of the data
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content to a given destination requires a number of packets. Our objective is to
reduce the delivery delay for the whole content. At the same time, we want also to
reduce storage overhead in thenetwork.Twomain factorsmainly affect thedelivery
delay.The first one is the time needed by the source to disseminate the data content
into the network. The second one is the technique used among the relay nodes to
fasten the delivery of the data packets to the destination.

Erasure coding [3] is a powerful technique used in routing protocols for DTNs.
It enables the source to inject redundant packets in the network, with fixed repli-
cation overhead. Our first concern is, to what extend would this replication over-
head reduce the collecting time needed by the destination for the data packets
required to restore the original content. Moreover, an interesting question arise
here: how should these coded packets be forwarded or replicated among relay
nodes in order to gain this reduction.

In a homogeneous environment, all node movements have the same stochas-
tic characteristic, and thus, a good strategy to reduce the delivery delay is to
replicate the same packet in the network. We call such scenario unbiased contact
model. On the other hand, in a heterogeneous environment, some nodes may be
”better” relay nodes for a given destination than others, because they meet the
destination more often. In this case, called biased contact model, a good strategy
to reduce the delay is to forward packets from one node to another with a higher
probability of meeting the destination.

In this paper we study data delivery in both biased and unbiased cases, using
real and synthetic mobility traces. For the biased case we adopted a Simulated
Annealing (SA) algorithm that searches for the ”best carriers” nodes available
in the network. The algorithm is based on the framework reported in [4]. In
our proposed scheme, the source exploits erasure coding technique as a mean of
splitting the data content into packets suitable to be carried by the nodes, and
to inject data packets into the network, with minimum replication overhead. We
show that the amount of replication required to reduce the delay could be small
and of the same order of magnitude of the original content.

To evaluate our scheme, extensive simulations were carried out. In our simu-
lations we used both synthetic mobility, and real movement traces. Evaluation
results confirm our observations about data delivery problem in DTNs, also they
show that our data delivery scheme for biased contact model, reduces the deliv-
ery delay using fixed storage overhead.

2 Related Work and Background

Many different protocols for DTNs routing have been proposed in the literature.
In our previous work [2], we evaluated a wide variety of them. We proposed a
clear identification of the main techniques characterizing DTNs routing protocols
in order to better understand and classify the solutions proposed in the literature.

Coding-based routing protocols are recently proposed to improve the deliv-
ery performance in DTNs. Depending on where the coding functionality is per-
formed, they are divided into two families: erasure coding [3] and network coding
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based protocols [5]. In the erasure code family, coding operations are all done at
the source, and coded packets are disseminated into the network. Well known
examples of erasure coding include Raptor, Tornado and Reed-Solomon codes.

In [6] the authors explored the benefit of erasure coding based routing, show-
ing that with coding the best worst-case performance can be achieved for a fixed
overhead. Other important works include [7], that studied the problem of op-
timal routing in a DTN in the presence of path failures with different failure
probabilities; [8] that proposed an adaptive protocol that estimates the Average
Contact Frequency, used to regulate the spreading phase of a protocol that uses
erasure coding; [9] that proposed an Inter-Coding protocol, where coded blocks
are interleaved in order to cope with uncertainty about link failure probabilities
prediction, and [10] that studied how the cost of erasure coding based rout-
ing protocols can be reduced, by leverage different spraying algorithms, right
parameter selection and splitting spraying phase on the cost of message delivery.

Erasure-Coding Based Data Delivery. In erasure coding (EC) the source
node splits the original content into G data packets, or fragments E1, E2, ..., EG

of equal size, and it emits K = rG packets. It first emits the original G packets
followed by other K−G linear combinations over them. r is the replication factor
(r is such that K is an integer). An encoded packet x is a liner combination over
GF (2). x = κ1E1 ⊕ κ2E2 ⊕ ...κGEG where κi are random binary values, called
the encoding vector. Assuming optimal erasure coding is used, the content can
fully decoded in the destination when receiving any G out of K packets.

Optimization in Opportunistic Networks. In [4] the authors presented
a distributed stochastic algorithm, based on the Markov Chain Monte Carlo
method (MCMC) to search for the optimal solution in maximizing a utility func-
tion. Their method is based on the well-known simulated annealing algorithm.
Their framework can be applied to many problems in opportunistic networking
such as, routing, buffer management and content/service placement. Providing
efficient local algorithms that can converge to a globally optimal solution. It
aims at maximizing a distributed utility function (in their case study, sum of
carriers node degree) based on using simulated annealing techniques.

3 Data Collection Model

In this section we present a mathematical model to estimate the impact of era-
sure coding replication overhead on the expected collection delay needed by the
destination. Then, we estimate the impact on this delay when there are two
classes of carriers, one of which is more frequently contacted by the destination.

We assume a source generates K = rG packets using an ideal erasure coding
protocol. The K packets are uniformly disseminated in the network (in the next
section we show how). Each node has a buffer space sufficient to allocate only
one data packet. The destination can retrieve the content as soon as it collects
any G out of the K packets.
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Our first concern is the effect of K on the delivery delay under the unbiased
case. The destination node undergoes a sequence of contacts with nodes that
come in-range. These are opportunities for the destination to pull a data packet.
Let Ωi be the number of new packets the destination collects during the i-
th contact (i ≥ 1), and let E[Ωi] be the expected number of new packets the
destination gets at contact i. Therefore, E[Ω1] = 1, because the destination
always gets a new packet in the first contact. Then we have:

E[Ωi] =
K −

∑i−1
j=1 E[Ωj ]

K
(1)

From which we also have:

E[Ωi+1] =
K −

∑i
j=1 E[Ωj ]

K
(2)

Now, by subtracting equation (1) from (2) we get:

E[Ωi+1] = E[Ωi](1 −
1

K
)

From which we get:

E[Ωi] = (1− 1

K
)i−1 (3)

Then, the number of contacts (delay) dG required in collecting G packets is:

dG = min
i

{i|
i∑

j=1

E[Ωi] ≥ G} (4)

In Fig.1 we see the delay as a function of K, for different values of G. We
see how the delay sharply decreases with K, until it becomes pretty close to the
minimum at a replication factor r = 2 i.e., K = 2G.

Lets now consider a simplified biased scenario, where two different type of
nodes exist characterized by different meeting probabilities. The first type belong
to class C1 and the other, to class C2. At each contact, the destination has a
probability β1 to make a contact to C1, and β2 = 1 − β1 to make a contact to
C2. Let’s assume that class C1, carries α1 different packets, and class C2 carries
α2 different packets. where α1 + α2 = K.

Let E[Ωc1
i] and E[Ωc2

i] be the average number of new packets the destination
gets from C1 and C2 respectively at contact i. Then, the probability of getting

a useful packet at contact i from C1 is: pi =
α1−

∑i−1
j=1 E[Ωc1

j ]

α1
, from which:

E[Ωc1
i] = β1(

α1 −
∑i−1

j=1 E[Ω
c1

j ]

α1
) (5)

As we did in equation (3):

E[Ωc1
i] = β1(1−

β1

α1
)i−1 (6)
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As well, for class C2:

E[Ωc2
i] = β2(1−

β2

α2
)i−1 (7)

Then, the average number of packets the destination gets at each contact i is:

E[Ωi] = E[Ωc1
i] + E[Ωc2

i] (8)

From which we can get the delay dG as in equation (4).
We confirm the validation of this model using numerical simulation reported

in Fig.1 and Fig.3. Fig.3 shows the delay as a function of α1 for G = 20 and
K = 40. As expected, the delay reduces with α1. However, it worth to note
that the delay becomes small even when we are able to allocate a slightly more
than G packets to class C1. These results will drive us to design our proposed
protocol.
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4 Forwarding and Replication

In this section we discuss the techniques most suitable for data delivery in unbi-
ased and biased contacts cases. We start by analyzing three types of movements
traces to see their contact characteristics.

The first movements are synthetic traces generated by simulating 80 nodes
moving according to the random way-point model (RWP) [11]. These traces
supposed to produce non-biased contacts among the nodes. Simulation area is a
square of dimension 1000 by 500 meters. Nodes transmission range is 20 meters
with movement speed uniformly selected from the range of [1.0, 2.0] meters per
second (walking speed), and maximum pause time of 100 seconds. Time duration
is 4-days.

The second movements are also synthetic traces, using similar simulation set-
tings as above. But nodes are moving according to the time-variant community
mobility model (TVC) [12], which defines communities that are visited often
by the nodes to capture skewed location visiting preferences. In particular, we
define 4-communities each of 20 nodes. Nodes undergoes two epoch stages, of
duration 100 and 30 seconds respectively. For each stage a different aggregation
value is used to aggregate the nodes around the community center (we used 0.5,
0.0 respectively). The more this value approximates to 1, the nodes will be more
aggregated and closer to the group center. With aggregation 0, the nodes are
randomly distributed in the simulation area. Both RWP and TVC contacts are
averaged over 50 runs.

The last movements are from Infocom06 [13] real traces extracted from CRAW-
DAD [14]. These traces were logged using devices carried by 78 users, during
4-days experiment. More details about this traces are in section 6.

In Fig. 2 we plot the cumulative contact probability between a selected des-
tination and each other node. The x-axis represents the contacted node Ids,
sorted by their contact probabilities, while the y-axis is the cumulative contact
probability between the destination and these nodes.

Infocom06 traces and TVC model clearly show how the cumulative contact
probability rapidly increased up to specific group of nodes, then it increased
slowly. This indicates that there is a small group of nodes in the network which
the destination is more biased to contact than the rest of other nodes. On the
other hand, the cumulative contact probability generated by RWP increases
linearly with respect to the contacted nodes, which indicates that the destination
has no biasing in contacting any node.

4.1 Unbiased Contact Model

In the unbiased contact case, such as in RWP, all nodes have the same prob-
ability to reach the destination. Hence, the optimal approach to maximize the
probability for the destination to get any coded packet at each contact, is to
uniformly replicating the K packets among all relays. This can be achieved by
Binary Spraying protocol (BSW) with parameter L = N

K , where N is the total
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number of nodes. Indeed, in [15], its proven that, binary spraying optimally min-
imizes the dissemination time. As discussed in the previous section, also shown
in Fig. 1, using K = 2G is sufficient to reduce the collecting time by the desti-
nation, also its a good compromise to reduce the time consumed by the source
to inject the data packets.

4.2 Biased Contact Model

In real environments, things are different. Some nodes may be ”better” relays,
such, for example, could be nodes that tend to see the destination more often, or
have similarity in their movements pattern, as discussed in Infocom06 and TVC.
We approximate this behavior to our model of two classes of nodes. For example
in Fig. 2 we see, in both infocom06 and TVC the destination, approximately,
contacts a node from the first 20 ones with probability � 0.7.

If we adopt the replication based approach (used in biased contact case),
where each packet is replicated N

K times, then class C1 will carry α1 = N1

N ×K
different packets, where N1 is the number of nodes in C1. Now, to have at least
G packets in C1, assuming r = 2, then N1 must be ≥ N/2, however, this is not
realistic for the destination to be biased or to have similar movements to half of
network nodes.

An alternative approach is to use a forwarding scheme that search for the
optimal K carriers that maximize the delivery probability to the destination in
the whole network.

5 Proposed Data Delivery Scheme

In this section we design a scheme for data delivery under biased contact model.
We aim at reducing the delivery delay and storage overhead. We assume that
each node has a storage buffer size of one packet. This assumption is motivated
by our goal of providing a lower bound for the use of erasure coding in a network
of resource-constrained devices.

Initially, the source erasure-codes the data content and generates K = 2G
coded packets, then forwards them to the first K nodes. The source needs to
exploit every contact to inject the data packets for two main reasons: 1) since
each node can carry only one packet, the source need several contacts to dissem-
inate the whole content, 2) the ”best carriers” nodes not necessarily have high
contacts probability with the source. Since they may have different movement
patterns.

5.1 Estimation of Node’s Contact Probability

Each node estimates its contact probability to the destination. We adopt a sim-
ple and effective approach, used in many previous DTNs routing algorithms
[16], namely: exponentially weighted moving average (EWMA). More specifi-
cally, each node i maintains its contact probability μi to the destination, which
is updated every time slot t, according to the following formula:
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μi,t =

{
(1− δ)μi,t−1 + δ meeting occurs

(1− δ)μi,t−1 no meeting

Where δ is a constant parameter between 0 and 1. Clearly, this is a dynamic
process, and thus μi doesnt necessarily equal to the actual contact probability
Pi . However, In [16] it’s shown that if nodes i and j have a probability of Pij to
meet in every time slot, then, the mean of EWMA converges to Pij . Applying it
to our case, yields:

E[μi,1] = (1− δ)μi,0 + δPi

E[μi,2] = (1− δ)2μi,0 + δPi(1 + (1− δ))

E[μi,t] = (1− δ)tμi,0 + δPi

t∑
j=1

(1− δ)j−1

From which we get:

lim
t→∞

E[μi,t] = δPi
1

δ
= Pi

5.2 Forwarding Technique

By our forwarding technique we aim at finding the subset CK of K nodes that
maximize the utility function U(CK) =

∑
∀j∈CK

μj . In [4], a well done framework
is proposed where simulated annealing (SA) algorithm is employed for optimiza-
tion problems for opportunistic networks. They showed that SA algorithm can
be employed in DTNs for globally selecting a subset of nodes that maximizes a
utility function.

SA employs randomization in searching for the optimal solution, which not
only accepts states that increase the utility function but also some changes that
decrease it, to avoid becoming trapped at local maxima. The latter are accepted
with a probability p = exp(−ΔU

T ), where ΔU is the decrease in U , and T is a
control parameter (temperature). This randomization is controlled by the pa-
rameter T . The way in which the temperature is adapted is called a ”cooling
schedule”: starts with a relatively high T , so that more randomization is used
in searching for the high utility states, and gradually cool down the system, in
order to converge to the maximum utility. In our implementation we used an
empirical exponential cooling schedule.

As proved in [4], and since our utility function is evaluated locally, this enables
a fully distributed implementation of the optimization algorithm. This implies
that the marginal contribution of each node is independent of the of other nodes.
Accordingly, when a relay node r carrying a packet pkt contacts an empty node
e, the technique explained in Algorithm 1.
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Algorithm 1. SA Forwarding Technique

Ur = μr

Ue = μe

if Ue ≥ Ur then
forward pkt to node e

else
ΔU = Ue − Ur

p = exp(−ΔU
T

)
if p ≥ rand(0, 1) then

forward pkt to node e
end if

end if

6 Evaluation

To evaluate data content delivery schemes, we create two simulating scenarios.
For the first scenario, which reflects the biased case, we use Infocom06[13] real
traces, which were logged by iMote devices (with wireless range around 30 me-
ters) carried by 78 volunteers, joined a 4-days experiment conducted at Infocom
2006. The source and the destination were selected from two of the 20 static
long range (around 100 meters) iMote devices, that were placed at various lo-
cations of the conference venue. We parsed these traces to be injected into the
ONE simulator [11]. For the second scenario, which reflects the unbiased case,
we use synthetic mobility generated by RWP model with the simulation settings
as discussed in section 4. Two fixed nodes are selected to be the source and the
destination. Data content is generated in the source after a reasonable warm-up
time.

6.1 Discussion

Initially, we compare our delivery scheme (SA), against Binary Spray and Wait
(BSW) with replication L = N/K (number of packet copies). Recall that BSW
with L = N/K will uniformly disseminate the K packets among all the nodes.
Fig. 4, depicts the delivery delay for these two protocols in both scenarios. In
plot (a), (Infocom06 scenario), not only SA has less delay than BSW in all cases
of G, but also after K = 2G the delay is almost constant. This indicates that SA
succeed in finding the high utility relay nodes, thus, injecting more packets has
no impact on the delivery delay. On the other hand, BSW has the least delay
when K = 2G, while after this point the delay increases. This is because, larger
K will require the source to contact more nodes to inject them into the network.
Also since L = N/K the spraying time for all the K packets among nodes will
be increased.

However, things are different with RWP scenario, in plot (b), BSW performs
better than SA. This is because there is no biasing, thus, SA can’t find the ”best
carriers”. As a consequence, the delay just reduced by increasing K.
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It is important to note that storage overhead, which is the total number of
packets in the network, is an important factor. In particular when there are more
than one content to be delivered. SA generates, in total, just the K packets.
While BSW, to gain its optimal performance, floods the K packets among all
nodes. Fig. 5 depicts in (a) the delay, when there is one or two data contents to
be delivered. Its clear that the delay of SA almost doesn’t affected when there
are two data contents. In plot (b) the number of total transmissions needed by
SA is almost similar to BSW, even its less with small G.

The other objective, is to evaluate our scheme against a protocol uses not
only replication but also forwarding for data delivery. We select Binary Spray
and Focus (BSF) [17] which has two phases, it binary sprays L copies for each
packet in the spray phase, then starts the focus phase, in which, packets are
forwarded to nodes having lower age of last contact time with the destination.
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To illustrate the impact of erasure coding, we run BSF with different L values
in two cases: 1) when the source generates just the G packets, as in Fig.6, 2)
when the source generates K = 2G packets(we call it EC-BSF), as in Fig.7. In
both figures we see how SA outperforms BSF or EC-BSF in terms of delivery
delay and total transmissions. In addition, SA doesn’t employ any replication
among nodes while in BSF or EC-BSF each packet is replicated L times. If we
compare BSF with EC-BSF as in Fig.6 (a) and Fig.7 (a) respectively. We notice
that the delay is reduced using erasure coding; for example the delay in EC-BSF
with L = 2 is less than the delay in BSF with L = 4.
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7 Conclusion

In this paper we have studied data delivery in DTNs for both biased and unbi-
ased contact models. The source exploits erasure coding as a mean of splitting
the data content that doesn’t fit in a single packet, into a number of encoded
packets suitable to be carried by the nodes. We showed that the erasure coding
replication factor required to reduce the decoding delay could be small and of
the same order of magnitude of the original content.

This small replication overhead reduces the time consumed by the source to
inject the data packets into the network. Then, the underlying movement pat-
terns of the nodes must be taken into consideration when designing the routing
technique. For the unbiased contact model reducing the delivery time is propor-
tional to replicating every packet. While in the biased case selecting the high
utility group of nodes as data carriers is the key factor. For this issue, we have
designed a scheme for data delivery, which is based on Simulated Annealing (SA)
algorithm to searches for the best carrier nodes available in the network.
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Abstract. At this moment consumers want an internet connection with
20-50 Mb/s speed and around 100 Mb/s in the near future. Rolling out
Fibre to the Curb networks quickly will be the only way for telecom oper-
ators in some countries to compete with cable tv operators. This requires
a fibre connection to the cabinets. When the telecom operator wants to
connect the cabinets in a ring structure, he has to decide how to divide
cabinets over a number of circuits, taking into account a maximum num-
ber of customers per circuit. This we call the cabinet clustering problem.
In this paper we formulate this problem, present the heuristic approch
we developed and show the results of our extensive testing that shows
the method is accurate and fast. Finally we demonstrate the method on
a real life case.

Keywords: FttCab planning, VDSL, Clustering.

1 Introduction

More digital services come available to customers every day and even more im-
portant, these services are asking more bandwidth. This is mainly due to the
integration of video, high definition, 3D, into numerous services which are used
next to each other. We see the bandwidth demand grow approximately 30% to
40% per year between now and 2020 on fixed connections. Telecom operators
have to make their access networks ready for this. Therefore they have to make
the costly step to Fibre to the Cabinet (FttCab), where the services are offered
using the VDSL technique from the street cabinet, or, even more costly, the step
to Fibre to the Home (FttH). The roll out of FttH will be taking too long to
compete with the cable TV operators, who can offer the required bandwidth at
this moment. For many telecom operators bringing VDSL in the next two years
will be the only way to survive.

1.1 Migration to FttC

When migrating from ADSL to VDSL, a choice can be made between two op-
tions. The first option is to offer VDSL from the Central Office. This requires
a relatively small investment, as the location is already connected to a fibre
optic network; only the modems need adjusting. This is a viable option for resi-
dences which are situated less than 1 km copper distance from the Central Office.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 201–213, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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This 1 km is the cut-off for the added value of VDSL. For residences situated
farther from the Central Office, it will be necessary to extend the fibre optic
further into the direction of the houses. This is the second option, in which the
cabinet is selected as the next logical active point. This is also called Fibre to
the Cabinet (FttCab). Connecting the cabinet to fibre optic and installing the
necessary hardware into it will be referred to as activating a cabinet from this
point onwards. When we look at the second option, an operator does not want to
activate all cabinets but only a selection. The operator wants to reach as many
customers with as little investment as possible; usually the choice is made for
a minimal penetration of, for example, 85%. The operator will therefore look
for a minimal cost selection of activated cabinets, that collectively have more
than 85% of the customers within 1 km. These cabinets are connected to the
Central Office via new fibre optic cables. In this paper we discuss the connection
by circuits. The fibre optic circuits have a maximum capacity in the number of
cabinets that can be connected. The cabinets that are not activated will be con-
nected to an activated cabinet using existing copper connections and are called
’placed in cascade’. Still, customers connected to these cabinets can be within 1
km from the activated street cabinet and hence use VDSL.

1.2 Planning of FttC

When the operator wants to migrate to FttCab, he has to design and plan the
new network, starting with the available equipment and cables from the existing
network. This is too complex to solve mathematically in one step. Therefore
we divide the complex problem into three simpler sub-problems. These three
sub-problems in our approach are:

1. Which cabinets must be activated in order to reach the desired percentage
of households at minimal costs?

2. Which cabinet is served by which fibre optic circuit?
3. How will each fibre circuit run? Each circuit that is constructed should be

edge and node disjoint. In other words, it is not allowed that an edge or node
is used/passed twice within one ring.

The last two steps form a cluster-first-route-second approach as is well known
in VRP literature. The restriction of the edge disjointness of the circuit makes
an other approach difficult. Next to this, the approach was chosen due to the
fact that this problem was in practice part of the tactical planning process of
an operator. In our practice we learned that planners are interested in a good
starting point, generated in a very short time (seconds) for their planning made
by a simple tool, not in an optimal solution created in some expensive, difficult
to understand application. There are several reason for this attitude:

– Methods based on ’rules of thumb’ are better to understand and are closer
to the way they work, what helps the credibility of the tool.

– The real life situation is much more complex then can be modelled in the
tool. The geographical conditions need site surveys that influences the final
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planning, think of questions like: ’can we place the drilling rig in that street?’.
These modifications to the ’optimal’ planning have a major impact on the
final planning that void the performance gain.

– Big companies have a strict IT policy that restrict from using special appli-
cations. Sometimes the only way to run a tool is using Excel and VBA.

In this article we focus only on the second problem of the three mentioned
above. Figure 1 shows schematically the starting point. All cabinets (Cab) are
connected through copper to the Central Office (CO). Several residences are
connected to the cabinet; this is only shown for one cabinet in the illustration.
Now a subset of the cabinets has been chosen to be activated in order to reach the
intended number of households over copper from an activated cabinet within the
set distance, e.g., 85% of the customers within 1 km. How should these cabinets
be clustered?

Fig. 1. Which activated cabinets should be clustered together?

1.3 Outline of the Paper

In this paper we will focus on the second problem described earlier, the cabinet
clustering problem: how to divide the cabinets in a number of clusters, where all
cabinets in one cluster are connected in one circuit. Mathematically this problem
can be seen as a clustering problem, more specifically Centroid-based clustering.
In centroid-based clustering, a centre point for every cluster is created, and points
(cabinets in this case) are appointed to the closest centre point, in which the
quadratic distance is minimized. If a number of k clusters is searched for, the
method is called ’K-means’ clustering. In our problem we also have a maximum
number of cabinets that can be placed in one circuit. This gives a constrained
K-means clustering problem.

In the remainder of this paper we will give an overview of the literature on
both related network planning theory and K-means clustering problems. Next
we will formulate the cabinet clustering problem and propose a heuristic ap-
proach. Finally we will test the proposed heuristic on a number of generated
test instances and present the solution to the real life case Amstelveen.
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2 Literature Review

In this section we will give an overview of the literature on both related network
planning theory and K-means clustering problems.

2.1 Network Planning

With respect to network planning we see a lot of related work, most of them
having different network views in terms of the number of layers and the way
of connecting. For the latter we see design problems consisting of determin-
ing graphs that represent network topology for stars, double stars and double
connected trees, as also stated by [1]. We give here a short overview of other
publications regarding network planning, but none of the methods are applica-
ble directly to our case where ring structures are used, the nodes are capacitated,
there is a special distance requirement and we use a minimal penetration rate.

Kalsch et al. [2] developed a mathematical model and a heuristic for embed-
ding a ring structure in a fibre network. They developed a mathematical model
that takes into account the following restrictions: ensuring a ring structure, a
maximum number of nodes in a ring, each node in exactly one ring, and that the
ring uses each edge only once. Very similar to our problem. However, they report
only one test result: in a graph consisting of 13.246 cable nodes and 22.116 cable
edges, 135 rings were constructed in 4.8 hours using a computer with decent
specifications. It is, however, hard to draw conclusions on the performance of
their approach, since no further information is given on the data than is men-
tioned over here. The goal of our work is, however, to come up with a method
that is much faster: being able to solve real-life cases in the order of magnitude
of seconds instead of hours. Another important disadvantage of their method is
that no real attention is paid to the clustering of the nodes to the rings. They
indicate clustering is part of the problem, but do not really treat it in there
article; it is not clear how this is done. That part is the main topic of our article.

Gollowitzer et al. [3] present the Two Level Network Design (TLND) problem
for greenfield deployments and roll-out mixed strategies of Fibre-To-The-Home
and Fibre-To-The-Curb, i.e., some customers are served by copper cables, some
by fibre optic lines. For two types of customers (primary and secondary), an
additional set of Steiner nodes and fixed costs for installing either a primary
or a secondary technology on each edge, the TLND problem seeks a minimum
cost connected sub-graph obeying a tree-tree topology, i.e., the primary nodes are
connected by a rooted primary tree; the secondary nodes can be connected using
both primary and secondary technology. In the paper an important extension
of TLND is presented in which additional transition costs need to be paid for
intermediate facilities placed at the transition nodes, i.e., nodes where the change
of technology takes place.

In an other article [4] Gollowitzer gives an overview of MIP models for con-
nected facility location problems. Here also only tree structures and uncapaci-
tated nodes are considered.
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Mateus et al. [5] describe the network design problem of locating a set of
concentrators which serves a set of customers with known demands. The unca-
pacitated facility location model is applied to locate the concentrators. Then,
for each concentrator they analyse a topological optimization of its sub network
based on a simple heuristic. In a third phase, they solve the upper level sub
network connecting the concentrators to a root node in a tree structure.

In [6] Mitcsenkov et al. address broadband PON access network design mini-
mizing deployment costs using a heuristic solution. The questions here are: how
to form groups of customers that share a PON splitter, where is the splitter
placed, what is the best path from the customer to its splitter unit and how to
connect splitters to the central office. The first problem is regarded as a cluster-
ing problem which they solve heuristically by combining nearby shortest paths
from the customer to the Central Office. The second problem is solved opti-
mally by just calculating the optimal location from the (small) set of possible
locations. The last two problems are solved by a Steiner Tree problem, using a
2-approximation heuristic, the Distance Network Heuristic as presented in [7] by
Kou and Berman.

In [8] the topology design of hierarchical hybrid fibre / VDSL access networks
is presented by Zhao et al. as an NP-hard problem. A complete strategy is pro-
posed to find a cost-effective and high-reliable network with heuristic algorithms
in a short time. The Ant Colony Optimization (ACO) has been implemented for
a clustering problem. The network structure they look at is a two layer street
cabinet solution with Branch Micro Switches (BMS) and Lead Micro Switches
(LMS) where the BMS is connected with the CO with two paths and the LMS
is connected to two BMSs. The users are connected in a star with one LMS. The
major planning problem here is to build up the intermediate BMS level.

In [9] Gódor and Magyar look at the access planning problem from the side
of mobile network planning. Here the facility location problem is seen as basis
for solving this. They use a two-phase heuristic planning algorithm. In the first
phase, they construct an initial network-solution with a K-means algorithm and
in the second phase, they improve it by moves or swaps.

2.2 K-means Clustering

In literature much has been published about this problem, ’Centroid-based’ or
’K-means’ clustering, mostly in the applications of data-clustering. The name
goes back to 1967, where MacQueen presents the problem in his article [10]. An
nice overview of 50 years of ’K-means’ clustering was presented by Jain [11].
That this optimization problem is NP-hard was proven by Aloise et al., see [12].
Usually these problems are therefore solved via an approximation algorithm. In
special cases the problem can be solved in polynomial time, see for examples
the work that Inaba et al. [13] did. For other cases a known method is Lloyd’s
algorithm named after the creator as described by Lloyd [14]. However, this
method is not guaranteed to find a global optimum, but usually finds a local
optimum. In the paper of Bradley et al. [15] an extension to this algorithm
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is created to handle constrained K-Means Clustering. The constraint here is a
minimum number of items in a cluster.

3 Problem Description and Approach

In this section we formulate the cabinet cluster problem. As stated before this
problem is NP-hard. To solve the problem we present a heuristic that is inspired
on the methods of both Lloyd and Bradley, mentioned earlier.

3.1 Problem Description

We start in the situation that we have a collection of cabinets that have to be
divided in groups, where all cabinets in one group are connected in one circuit.
Mathematically this can be formulated as follows. Given is a set D = {xi}mi=1 of
m points in R2, the location of the cabinets. We want to divide these cabinets
in k (k ≤ m) groups which each form a circuit. The cluster centres are centers
of gravity, C1, C2, . . . , Ck. We define for i = 1, . . . ,m and h = 1, . . . , k:

Ti,h =

{
1 if data point xi is closest to center Ch,
0 otherwise.

The cluster centres are calculated as follows:

Ch =

∑m
i=1 Ti,hx

i∑m
i=1 Ti,h

The problem that we have to solve is:

min
T

m∑
i=1

k∑
h=1

Ti,h(‖xi − Ch‖22) (1)

This means that we look for the T that minimizes the sum of the quadratic
distances, expressed in the sum of the squared 2-norm distance: ‖x‖2 =(
x2
1 + x2

2 + . . .+ x2
n

) 1
2 . In practice in this problem each circuit has a maximum

number of households that can be connected. We model this by assuming each
cabinet has a weight (a natural number) ui and there is a limit τ to the total
weight on one circuit. This gives the constraint:

m∑
i=1

Ti,hui ≤ τ h = 1, . . . , k (2)

Each point is assigned to only one circuit:

k∑
h=1

Ti,h = 1 i = 1, . . . ,m

Ti,h ∈ {0, 1} i = 1, . . . ,m h = 1, . . . , k

As stated before, in [12] is shown that this problem is NP-hard. We will therefore
solve the problem with a heuristic that has to perform well in practical problems.
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3.2 Existing Methods

In the literature review we already mentioned the papers of Lloyd [14] and
Bradley [15]. We present their approaches here as we use their methods later
on. The algorithm of Lloyd is an iterative algorithm where T t represents the
assignment of the cabinets to the clusters in iteration t ∈ N, resulting in cluster
points Ct,1, . . . , Ct,k in iteration t. The steps in the algorithm are:

1. Start with a random distribution of the cabinets T 0. This results in an initial
value of C0.

2. Repeat for all xi, i = 1, . . . ,m: assign xi to k such that centre Ck,t is nearest
to xi.

3. Update Ch,t+1 as follows:

If
∑m

i=1 T
t
i,h > 0: Ch,t+1 =

∑m
i=1 T t

i,hx
i

∑m
i=1 T t

i,h

otherwise Ch,t+1 = Ch,t h = 1 . . . , k
4. Stop when Ch,t+1 = Ch,t, h = 1, . . . , k else increment t by 1 and go to step

2.

An often named disadvantage of this algorithm is that you need to specify value
k in advance. However, this is not a disadvantage in our clustering problem, here
we know k on beforehand. Also, it has been shown that the worst case running
time of the algorithm is super-polynomial in the input size and the approximation
found can be arbitrarily bad with respect to the objective function compared
to the optimal clustering. Finding a good start solution can be helpful here, as
shown in [16]. This will be the case mainly in big data clustering problems, not
in the limited problems we discuss here. Another often mentioned disadvantage
is that the algorithm tries to create clusters of approximately similar values. For
us, this is not a problem either; on the contrary, it is a requirement. The cabinet
cluster problem has an upper limit to the number of cabinets, or total weight of
these cabinets, in a circuit, as described in the constraint in equation (2).

Bradley gives an extension to this algorithm to handle constrained K-Means
Clustering. The constraint they present is a minimum number of items in a
cluster, instead of a maximum as we have due to equation (2). The algorithm
they propose is:

1. Cluster assignment. Let T t
i,h be a solution to the following linear program

with Ch,t fixed:

min
T

m∑
i=1

k∑
h=1

Ti,h(‖xi − Ch,t‖22) (3)

subject to

m∑
i=1

Ti,h ≥ τh h = 1, . . . , k (4)

k∑
h=1

Ti,h = 1 i = 1, . . . , n
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2. Cluster update. Update Ch,t+1 as follows:

If
∑m

i=1 T
t
i,h > 0: Ch,t+1 =

∑m
i=1 T t

i,hx
i

∑
m
i=1 T t

i,h

otherwise Ch,t+1 = Ch,t h = 1, . . . , k

Stop when Ch,t+1 = Ch,t, h = 1, . . . , k else increment t by 1 and go to step 1.

Replacing equation (4) by (2) gives a solution method for our problem. However,
we will show later on that our proposed heuristic performs better.

3.3 New Heuristic

We propose a algorithm that starts with Lloyd’s algorithm. The found solution
is adjusted such that no more than weight τ is placed in one circuit, due to
equation (2), while Lloyd’s algorithm doesn’t have this check or constraint. The
final step is trying to improve the solution using a 2 − opt improvement, like
originally presented in solving the TSP, see [17]. This is depicted in Fig. 2. In
more detail the proposed heuristic is:

1. Initial allocation according to Lloyds algorithm, with k = �
∑n

i=1 ui/τ�. 1

2. If a circuit h is present with higher allocated weight than allowed,∑n
i=1 Ti,hui > τ , then choose the cabinet which can be moved to another

with the least expenses. The cabinet i that needs to be moved follows from:

min
{(i|Ti,h=1),l}

‖xi − Cl‖2,

under the constraint
m∑
j=1

Tj,luj ≤ τ − ui

which means that only that circuit l can be used that has assigned less than
the maximum weight minus the weight of cabinet i. If no solution can be
found to remove the constraint using a single swap, a double swap must be
found: which combination of cabinets can be swapped in the cheapest way.
That means we have to find a combination of cabinets i in circuit h and i′

in circuit h′, such that

min
{(i|Ti,h=1),(f |Ti′,h′=1)}

‖xi − Ch′
‖22 + ‖xi′ − Ch‖22,

1 Note that the ratio between the values of ui and k can lead to insolvable problems,
as a simple example shows. Let us say that we have 5 cabinets with weight 4. We
want to create circuits with maximum weight 10. The definition of k says that 2
circuits are needed ( 4×5

10
). Only we cannot divide the 5 cabinets over 2 circuits, not

violating the constraint. However, if the maximum value of u is small related to k
and there is a big variation in number and place of the size of the cabinets (as in
our practice) this problem never occurs.
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Fig. 2. Flow diagram proposed heuristic

under the constraints: ∑
j

(Tj,h′uj)− ui′ + ui ≤ τ

∑
j

(Tj,huj)− ui + ui′ ≤ τ

3. Try to improve the solution by pair swapping until no improvement can
be found any more. Determine for every combination of cabinets within two
separate circuits the current score (total sum of quadratic distances) and the
score after exchanging these two combinations. If the exchange results in an
improvement, apply this exchange to the solution. This gives the following
steps:

(a) For every combination (i, i′) where Ti,h = 1, Ti′,h′ = 1 and h′ �= h:
i. Define T ′ = T and change the elements T ′

i,h′ = 1, T ′
i′,h = 1, T ′

i,h = 0
and T ′

i′,h′ = 0.

ii. Calculate the centre points C1
T , . . . , C

k
T based on solution T and

C1
T ′ , . . . , Ck

T ′ based on solution T ′.
iii. Define the score

S(T ) =
m∑
j=1

k∑
l=1

Tj,l(‖xj − Cl‖22)
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and calculate S(T ) and S(T ′).
iv. If

∑m
j=1(T

′
j,huj) ≤ τ and

∑m
j=1(T

′
j,h′uj) ≤ τ and S(T ′) < S(T ) then

swap i and i′: T := T ′.
(b) If no swap occurred stop, else go to step 3a.

4 Performance

In this section we discuss the performance of the proposed heuristic. First we
show the effect of the swapping operation, step 3 in the heuristic. Next we
show the performance against the method of Bradley. Finally we present the
application of the method to the case Amstelveen.

4.1 Swapping Operation

The swapping operation, step 3 in the proposed heuristic, results in a clear
improvement of the solution and a quicker convergence to the best solution. To
illustrate this, we generated 1000 cases, in which there are 40 cabinets which need
to be allocated to 4 circuits. The maximum number of cabinets per circuit is 10.
The xy-coordinates are arbitrarily drawn from the range (0,100) per cabinet.
We solve each case 1000 times, each time with an arbitrarily generated starting
solution (like Lloyds algorithm prescribes). For each case, we note the iteration
for which the best solution is found, and what this solution is. We have applied
the algorithm with and without step 3 (the swap).

Figure 3 (left) shows the frequency of the iteration at which the best solution
was found. The heuristic with swap finds the solution far quicker; in 452 of
the 1000 cases the best solution is already found within the first iteration. The
remaining 999 iterations offer no improvement. Without swap this is the case
only 228 times.

The final solution found with swap is better than the heuristic without swap
in 312 cases. In about 200 cases this improvement is 1%, in 60 cases 2% and in
two cases even 10% and 11%, see Fig. 3 (right).

Fig. 3. Performance of swapping
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The question arises whether the swap method also results in an improvement
of the classic clustering problem without the constraint. In the tested 1000 cases
this shows to be only a minor improvement. In only a few cases the number of
iterations is smaller and only in 38 cases an improvement of 1-2% is realized.

4.2 Performance of the Heuristic

To show the performance of the heuristic we tested it against the LP-based
method proposed by Bradley. To illustrate this, we generated again 1000 cases,
in which there are 40 cabinets which need to be allocated to 4 circuits. The
maximum number of cabinets per circuit is 10. The xy-coordinates are arbitrarily
drawn from the range (0,100) per cabinet. Per case we generated 20 starting
solutions at random and looked at the solution found by each method for this
starting solution. So we got 20000 results per method. Per case we determined
the best solution found by both methods2 and the relative deviation of the other
solutions. Those results are depicted in Fig. 4 (left). We see that in 37% of
all problems the heuristic found, starting with a arbitrary solution, the best
solution against 11% in case of the LP-based method. The method of Bradley
was implemented using AIMMS that solved the linear program using the solver
CPLEX 12.4. The test version of the heuristic was implemented in Delphi.

Fig. 4. Performance of the heuristic

Per case, having 20 starting solutions, the heuristic found in 81% the optimal
solution against 33% in case of the LP-based method, as shown in Fig. 4 (right).

4.3 Real Life Case

The method was implemented in the tool GIANT-PlanXS3, created by TNO. We
show here the results of the case Amstelveen. Amstelveen is a Dutch city, close at

2 Note that this is not necessarily the global optimum, but only the best solution
found by both methods.

3 Based on Matlab.
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Fig. 5. Example of result

the south to Amsterdam, with approximately 80,000 inhabitants. In Amstelveen
we have 180 cabinets, belonging to 1 Central Office, serving 38868 subscribers.
The first step, activation, leaves 87 activated cabinets that have to be distributed
over, in this case, 11 circuits. A result of the clustering of the Case Amstelveen is
shown in Fig. 5. We mentioned before that calculation time is important in the
real life use of the method presented. The implementation we made in Matlab
and uses a lot of time for updating the cluster centres, especially due to the third
step of the heuristic. The calculation time of the case Amstelveen is 0.9 seconds.
However, in the case of Amsterdam, where 235 activated cabinets of a total of
513 cabinets have to be clustered, which is one of the biggest central office of
the Netherlands, it still can be calculated within 14 seconds.

5 Summary and Conclusions

In this paper we presented the clustering problem when designing next genera-
tion telecommunication networks: how can we divide access points, cabinets in
our example, over a number of circuits, taking into account a maximum weight
per circuit. This is a NP-hard problem. To solve it we presented heuristic that
uses Lloyd’s algorithm, and added a re-clustering method to stay under the max-
imum weight and a 2-opt improvement method. Finally we presented the results
of our extensive testing on the effect of the swapping operation, step 3 in the
heuristic on the total heuristic against the method of Bradley. We showed that
the method is accurate and fast.
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Abstract. A prospective next generation wireless network is expected
to integrate harmoniously into an IP-based core network. It is widely an-
ticipated that IP-layer handover is a feasible solution to global mobility.
However, the performance of IP-layer handover based on basic Mobile
IP (MIP) cannot support real time services very well due to long han-
dover delay. The Internet Engineering Task Force (IETF) Network-based
Localized Mobility Management (NETLMM) working group developed a
network-based localized mobility management protocol called Proxy Mo-
bile IPv6 (PMIPv6) to reduce the handoff latency of MIPv6. Moreover,
PMIPv6 provides the IP with the mobility to support User Equipments
(UEs) without it being required to participate in any mobility-related
signaling. This was one of the reasons why the 3rd Generation Partner-
ship Project (3GPP) chose PMIPv6 as one of the mobility management
protocols when defining the Evolved Packed System (EPS). One of the
key features of the standard is its support for access system selection
based on a combination of operator policies, user preference and access
network conditions. Although Android, which is one of the most popular
“mobile” operating system, is not officially supporting IPv6 nor PMIPv6,
this paper analyzes the required challenges for IPv6 and PMIPv6 us-
age and handover performance with real-time services. The analysis and
measurement results show that, with the modifications presented IPv6
and PMIPv6 may be supported and utilized for localized mobility
management and seamless handovers. . . .

Keywords: Proxy Mobile IPv6, Handover.

1 Introduction

The demand for increased network capacity has been unrelenting. Network op-
erators have responded to this challenge by increasing the density of their net-
works. At the same time, consumers expect a solid user experience regardless of
the underlying network. The effective handover mechanism must keep the ongo-
ing communications active. Users expect to maintain their connection without
any disruptions when they move from one network to another. This process is
called handover. In a wireless heterogeneous environment, effective handover is
needed to achieve seamless mobility management support. MIPv6 [1] is a IP

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 214–223, 2013.
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mobility management technology that provides seamless mobility service by al-
lowing a home of agent (HA) and a corresponding node (CN) to share the UE’s
home of address (HoA) and care of address (CoA) when the UE moves across an
adjacent service area. Although this technology has been extensively studied and
shows reliable performance, it has not been adopted frequently for commercial
purposes because it requires the involvement of the UE in the mobility process,
which is challenging for the existing devices and results in a shorter batter life
in UE side. Furthermore, it results in high handover latency and large signaling
overheads for registrations. PMIPv6 as a network-based mobility management
protocol should level out UE signaling and make path for a wide adaption of
the protocol as all the functionalities are carried out by the network itself. The
aim of the present research is twofold: first, to analyze and test how the Android
operating system could operate with IPv6 addresses and whether the PMIPv6
protocol poses any other requirements for the Android UE; second, to make
performance measurements of handovers with real-time-service. The rest of the
paper is organized as follows. Section 2 introduces the background and related
work. Section 3 analyzes the IPv6 and PMIPv6 challenges in the Android operat-
ing system. This is followed by a test environment description and the handover
performance results section. Section 6 finalizes the paper with Conclusion and
Future Work.

2 Background and Related Work

Over the years there have been a number of investigations on host-based versus
network-based mobility management. PMIPv6 substantially reduces the handoff
latency of MIPv6 since its handoff procedure takes over the movement detection
and duplicate address detection process from the handoff procedures. The ana-
lytical models as in [2], [3] and [4] show that the handoff latency of PMIPv6 is
much lower than that of the MIPv6, Hierarchical Mobile IPv6 Mobility Manage-
ment [5] (HMIPv6) and Mobile IPv6 Fast Handovers [6] (FMIPv6) host-based
mobility management protocols. Similar results are shown by Guan et al. [7]
in their implementation of protocols: their results show that PMIPv6 has lower
handoff latency than the other schemes. This fact has inspired researchers to
further improve PMIPv6. A Fast Handoff Scheme in PMIPv6 [8] and Optimized-
PMIPv6 [9] presents analytical models that perform better than plain PMIPv6.
Despite these analytical results [10], the real numerical and user experience data
on handover delay in PMIPv6 managed networks with real UEs is minimal.

2.1 Evolved Packed System (EPS)

EPS, formerly known as the System Architecture Evolution (SAE), was stan-
dardized by 3GPP and consists of a radio part: (Evolved URTAN (E-UTRAN))
and a network part: (Evolved Packet Core (EPC)) [11]. The EPC architecture
that interconnects 3GPP and non-3GPP access networks consists of several main
subcomponents, namely eNodeB, Mobility Management Entity (MME), Serv-
ing Gateway (SGw) and Packet Data Network Gateway (PDN-Gw). The PDN
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Gateway provides connectivity from UE to one or multiple external PDNs si-
multaneously. The PDN-Gw acts also as a mobility anchor, but between 3GPP
and non-3GPP technologies and in addition performs packet filtering and charg-
ing. The Access Network Discovery and Selection Function (ANDSF) is a new
EPC element in Release 8 and performs data management and controls the
functionality to assist the UE on the selection of the optimal access network
in a heterogeneous scenario via the S14 interface, the logical interface between
ANDSF and UE [12].

Today’s mobile devices are not yet at the 3GPP Release level 8 although most
if not all of the lacking functionality is software based [13]. That research shows
that one of the biggest challenges is lack of simultaneous connections for example
in the Android environment. Existing Android solutions utilize only one access
at a time and when the access is changed the existing connection is torn down.
The network performance for off-the-shelf Android devices is around one second
[14].

The 3GPP TS23.402 Architecture enhancements for non-3GPP accesses [15]
and 3GPP TS access to the 3GPP Evolved Packet Core (EPC) via non-3GPP
access networks [16] are specifying requirements toward UE. One of the basic
definitions is IP Flow Mobility (IFOM) and Multi Access PDN Connectivity
(MAPCON) where the packed data connections are going through different ac-
cess networks. The IP Mobility Management Selection (IPMS) principles state,
naturally, that UE and network must support the same mobility management
mechanism. The two main choices are network based mobility (NBM) and host
based mobility (HBM). In case of HBM the defined protocols are Dual Stack Mo-
bile IPv6 (DSMIPv6) [17] and Mobile IPv4 (MIPv4) (RFC 5944). Upon initial
attachment to 3GPP access, no IMPS is necessary since connectivity is always
established with network based mobility. Upon initial attachment to a trusted
non-3GPP access or handover to it, IMPS is performed before IP address is al-
located and provided to UE. When applying NBM, session continuity can take
place according to PMIPv6 or by legacy GPRS tunneling protocol (GTP) [18].
However, GTP is proprietary legacy protocol that is not supported in large scale
outside 3GPP access.

2.2 IPv6 and Proxy Mobile IPv6

IP version 6 (IPv6) is a new version of the Internet Protocol, designed as the suc-
cessor to IP version 4 (IPv4) [19]. The major changes are: expanded addressing
capabilities, header format simplification and improved support for extensions
and options.

IPv6 increases the IP address size from 32 bits to 128 bits to support more lev-
els of addressing hierarchy and to provide, a much greater number of addressable
nodes, and simpler auto-configuration of addresses. The scalability of multicast
routing is improved by adding a ”scope” field to multicast addresses. The fol-
lowing scopes and scope field values are defined: 1 Node-local, 2 Link-local, 8
organization-local, E global. For example, traffic with the multicast address of
FF02::2 has a link-local scope. An IPv6 router never forwards this traffic beyond
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the local link. A new type of address, ”anycast address” is defined. It is used
to send a packet to any one of a group of nodes. An anycast address identi-
fies multiple interfaces, and is used for one-to-one-of-many communication, with
delivery to a single interface. With the appropriate routing topology, packets
addressed to an anycast address are delivered to a single interface. In terms of
routing distance, a packet addressed to an anycast address is delivered to the
nearest interface identified by the address. That is, anycast addresses are used
only as destination addresses and are assigned only to routers.

The Internet Engineering Task Force (IETF) proposed a host-based mobil-
ity management protocol, called the Mobile IPv6 (MIPv6) protocol [1], for UE
to maintain continuous service when moving among different foreign networks.
However, MIPv6 does not provide good service for real-time applications because
it causes long disruptions during handoff. Improvements such as HMIPv6 and
Mobile IPv6 Fast Handovers [6] introduced new host-based schemes to improve
the performance of MIPv6.

PMIPv6, A network-based localized mobility management protocol, reduces
the handoff latency compared to the MIPv6. Moreover, PMIPv6 provides IP
with the mobility to support UEs without requiring its participation in any
mobility-related signaling. Fig. 1 shows the network architecture of PMIPv6,
which contains two network entities: the mobile access gateway (MAG) and
the local mobility anchor (LMA). The MAG is responsible for detecting the
movements of an MN and performs mobility-related signaling with the LMA in
place of the MN. The LMA acts in a way similar to the home agent (HA) in
MIPv6 and maintains the binding cache entries for currently registered UEs.

Fig. 1. Proxy Mobile IPv6 topology showing the network entities mobile access gateway
(MAG) and local mobility anchor (LMA)
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3 IP Version 6 and Proxy Mobile IPv6 Support in
Android Framework

Android is a Linux-based operating system, mostly for portable devices such as
smartphones and tablets [20]. At the moment it is the most popular smartphone
operating system. However, IPv6 is not officially supported by Android. Despite
this, the Linux kernel in Android is supporting IPv6. This allows an IPv6 traffic
if the network provides IPv6 address and the application on top of Android can
support it. Some challenges remain, however. The Android network manager can
only manage IPv4 addresses. If the network is not providing an IPv4 address, the
network manager considers the address faulty even when a valid IPv6 address
is provided. Another challenge relates to stateless autoconfiguration of IPv6
addresses [21]: IPv6 addresses that use MAC address hiding might not be routed
correctly by the Android system. Finally, by default the Android kernel is lacking
mobility management protocol support such as PMIPv6.

Workarounds for these challenges are available. The IPv6 address can be man-
ually setup to 0.0.0.0 as a non-routable address. After this, the Android network
manager is contented and can keep the access connected and IPv6 addresses can
be used in communication. The routing problems with a MAC-address based
IPv6 address can be avoided by prohibiting the use of temporary addresses.
This can be done with sysctl (which is an interface for examining and dynami-
cally changing parameters in Linux). By the prohibition of temporary addresses
the network interface obtains only the global and link-local address that are
suitable for communication. The PMIPv6 itself does not require any action from
the applications using it. On the other hand, the kernel needs to support basic
mobility related options such as: Mobility, IPsec, Multiple Routing Tables, and
source address based routing. These need to be included into the UE kernel.
Further details about how to compile and install the kernel can be found from
Cyanogen MOD 9 (Android version 4.0.4) setup pages. With these modifications
the Android UE can be put to handover tests.

4 Seamless Mobility Test Environment

The test environment was Proxy Mobile IPv6 based on UMIP OpenAirInter-
face [22]. The user equipment consisted of Samsung Galaxy SI and II and Linux
Lubuntu laptops. The test environment is shown in Fig. 2. The MAGs and the
LMA are Linux desktops connected with a virtual network by HP a ProCursw
2650 switch. Cisco 120 Aironets were used as the basestations. In the test setup,
the mobility is managed by the LMA based on the MAG information. When a
PMIP device contacts a WLAN basestation the Media Access Control (MAC)
information of the UE is used in the authentication. The Freeradius-based au-
thentication server where a syslog service informs the MAG when the a UE con-
nects the WLAN basestation. This information is then forwarded to the LMA
which checks if the UE is known or not. If known, it returns the network prefix
to the UE that is used in IPv6 address creation.
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Fig. 2. PMIPv6 test environment

5 Performance Results

Two test scenarios were defined for handover tests. The First scenario was UE,
where an address outside of a PMIPv6 domain was pinged while handover be-
tween two WLAN networks was taking place. Real-time protocol (RTP) [23]
traffic between CN and UE was tested during the handovers. In this scenario,
the traffic had the following characteristics 64 byte packets with a 0.5 second in-
terval. The ping was initiated stationary close to WLAN basestation connected
to the MAG 0 as Fig. 2 shows. From there, the UE was moved closer to the
MAG 1 WLAN basestation causing the MAG 1 to notify the LMA that the UE
had moved. As a result of this, the existing tunnel was torn down and a new tun-
nel created between the LMA and the MAG 1. The second scenario concerned
RTP protocol traffic similar to that in the first scenario but with the different
buffer sizes and flavors of the streaming protocol. The environment for this is
depicted in the Fig. 3.

5.1 Challenges with the Android Operating System

During the test, in addition to IPv6 configuration challenges, there was lack of
functionality with the Internet Control Message Protocol (ICMPv6 RFC4443)
and WLAN roaming. An ICMPv6 challenge was encountered when connect-
ing to a PMIPv6 network via the MAG and authenticating with the LMA by
sending a router solicitation message to the MAG, the responses being a router
advertisement message. After that, the MAG and the LMA created an IP-in-
IP tunnel between them for UE traffic. The UE and the MAG kept the con-
nection and the tunnel alive with the help of neighbor solicitation (NS) and
neighbor advertisement (NA) messages. The tunnel and the connection were
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Fig. 3. PMIPv6 Test environment with RTP traffic

kept alive while producing traffic, e.g. pinging to the correspondent node. In
other case the tunnel was torn down. There is a relevant issue reported at
http://code.google.com/p/android/issues/detail?id=32662.

Another challenge was a WLAN roaming problem related to the fact the
Android UE did not change its WLAN accesspoint as expected. Instead, the
UE kept the existing connection until the connection was dropped due to poor
signal level. The UE did not change from the MAG 0 to the MAG 1 until it
was too late to achieve a seamless handover. There is an issue reported about it
at http://code.google.com/p/android/issues/detail?id=12649. The implication
from this becomes apparent in Fig.4. The results are from the case where the
bitrate is 96 kbits/second with 200 ms buffer 16-bit monaural audio stream.
Fig. 4 shows one complete session drop (starting around 50 second) that lasted
around 20 seconds. Other handovers are visible when the bitrate drops below 40
kbits/second. The second problem is the high packet loss of 23.8 % during the
measurements (275 seconds). The average jitter was 20.44 ms. Based on these
results, the Android UEs may operate with IPv6 addresses and under PMIPv6
mobility management. However, there are challenges to its suitability for real-
time communication.

5.2 Linux Results

Both of these scenarios were run also under a Linux environment to compare
them with the results from the Android environment. The Linux environment
consisted of a Linux Lubuntu distribution with kernel 3.4.4, the IPv6 options
including mobility, IPsec and multiple routing tables. The network used the Zyxel
USB wireless card as its interface card. The ping scenario results are shown in
Table 1. The packet loss is visible, only about 2 %, and the average round-trip-
time is higher where handovers occur. The test was repeated 50 times. The RTP



PMIPv6 Handover 221

Fig. 4. UE (Samsung Galaxy II) RTP traffic during handovers

Table 1. Handovers with Linux UE

Sent/Received Packets 12800/12527

Packet Loss 2.1 % 273
RTT Handover (min, avg, max) 1.27 / 7.69 / 202.00 ms
RTT No Handover (min, avg, max) 1.27 / 5.40 / 20.00 ms

streaming results are depicted in Fig. 5. As with the Android UE, the handover
points are clearly visible when the transfer bitrate drops significantly from 96
kbits/second to 20 or less kbits/second. Unlike with the Android UE, there are no
total connection drops. The buffer size is 100 ms (16-bit monaural audio stream).
The packet loss is 8.1 % and the jitter average is 20.99 ms. Due to the fact that
the handovers were successful with the Linux UE, additional tests with RTP
streaming were conducted. The tests were similar but conducted with different
stream codecs such as MPEG-1 Audio and MPEG-2 Audio, and with buffer

Fig. 5. RTP traffic with 100 ms buffer in Linux during handovers
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values from 100 to 300 ms. These results show zero jitter as it was eliminated
by the buffer and lower bitrate (16 - 24 kbits/second). The packet loss was in a
range of 4.3% to 6.6%. Video testing was done purely for user experience where
480p video was streamed from CN to UE while executing handovers. With a 200
ms buffer there was no visible or audible indication that the handover would
have occurred.

As a summary, the Linux UE was able to achieve seamless handovers in a
PMIPv6 controlled network environment. The packet loss was there as expected
but its effect on real-time communication remained non-existent with the exe-
cuted bitrates and content.

6 Conclusion and Future Work

This paper dealt with seamless handovers in a Proxy Mobile IPv6 managed
network environment with Android and Linux User Equipment. Although the
IPv6 is not officially supported by the Android operating system, enabling it
was possible. The limitations were that the network manager requires an IPv4
address to keep connection alive, routing of IPv6 addresses was limited, and, as
the framework was not supporting the IPv6, it is up to the particular application
to support IPv6. The PMIPv6 support in the Android and Linux UE is coming
from the kernel support to the various IPv6 options that can be included into
UE. The paper presented a test-bed for a PMIPv6 based mobility management.
With the help of two user scenarios handover performance and its effect on
user experience were evaluated in an Android UE. Due to the challenges in the
Android environment, the same measurements were repeated in a Linux UE as
well. The measurements did show some challenges with the existing Android UEs
for example dormant WLAN-roaming there resulted in bigger packet loss than
with the Linux UEs. On the other hand, with the Linux UE, measured handovers
were successful and packet loss had minimum or no effect on the user experience.
These facts defend the use of PMIPv6 on mobility management in EPC, and
Android may support it once the challenges presented have been solved.

In future work, the aim is to study multibearer and multihomed solutions for
further reduction of packet loss during handover and support for heterogeneous
network environment.
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Abstract. Data packets from different TCP (Transmission Control Pro-
tocol) flows, which are transferred over IP (Internet Protocol) networks,
pass through the various links and through the different capacity router
buffers on the way to the receivers. Most authors consider the size of the
output buffer on the router that is connected to the rest of the network
via bottleneck link, equal to bandwidth-delay product. In more recent
studies, based on the assumption that TCP flows are desynchronized,
much lower values are suggested. In this paper we analyse wireless last
hop links with errors occurring during signal transmission. Established
TCP flows are considered both synchronized and desynchronized. Also,
reverse traffic is present. Simulations are made with different number of
flows originating from different protocols. The obtained results show that
proposed buffer size values do not correspond to the optimal ones. That
is why we determine the optimal buffer sizes.

Keywords: buffer size, desynchronized flows, fairness, friendliness,
goodput, synchronized flows, TCP.

1 Introduction

Transmission Control Protocol (TCP) is connection oriented protocol that pro-
vides reliable data transfer, flow control, connection management and congestion
control. Critical point for the occurrence of congestion is the buffer of the router
that is connected to the bottleneck link.

The rule of thumb for buffer sizing [1] is:

B = C ·AvgRTT , (1)

where C is the bandwidth of the bottleneck link, and AvgRTT mean value
of RTT (Round Trip Time). Some authors have questioned the practicality of
applying above formula, based on hypothesis that TCP flows in the real networks
are not synchronized. In [2] is suggested that buffer size should be calculated
according to the:

B = C ·AvgRTT/
√
N , (2)

where N is the number of TCP flows sharing a bottleneck link. The authors of
[3] showed results which suggest that the optimal value of the buffer size is:

B = 0.63 · C · AvgRTT/
√
N , (3)
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while in [4] is concluded that optimal buffer size is 10 - 20 packets.
The buffer size can be defined as function of decrease parameter b in conges-

tion avoidance phase [5]:

B = [(1− b)/b] · C ·AvgRTT . (4)

Decrease parameter b has value 0.5 for Reno and Vegas [5], [6], [7], while for
Veno and Feno it has value 0.8 [5], [8], [9].

Real networks contain the wireless links where errors occur during signal
transmission. Scenarios in this paper are based on a network that contains a
wireless links as a last hop to the receivers, which is the most common case
where the wireless links appear. Errors that occur during signal transmission
are usually bursty. Another important issue that is usually ignored in most of
the analytical and simulation based studies is the fact that ACKs could also
experience packet losses induced by both congestion as well as transmission
errors [10]. We consider the case where TCP flows are synchronized as well as
the case of desynchronized flows [2].

Chosen protocols for simulations are Reno [6], Vegas [7], Veno [8] and Feno [9].
They have similar congestion control algorithms, but have different performance
depending on the buffer size, as will be shown through simulations results.

There is no standardized way to perform buffer size dimensioning. In this
paper we will analyse the influence of buffer size on TCP performance in hetero-
geneous network environment. Simulation model includes wired links, last hop
wireless links and traffic in reverse direction. All simulations will be done for
two cases: synchronized and desynchronized TCP flows. Simulation results will
show that optimal buffer sizes for different scenarios do not correspond to those
obtained by [1]-[5]. Also, the optimal buffer sizes depend on the applied protocol.
This topic is important since buffer sizes greatly influence the performance of
the network and even though memory has become cheap, bigger is not always
better.

The rest of the paper is organized as follows. Section 2 presents network topol-
ogy and simulation scenarios. Simulation results are presented and discussed in
Section 3. Finally, Section 4 concludes the paper with discussion about future
work in the area of dimensioning router buffers.

2 Network Topology and Simulation Scenarios

Network topology used in simulations is shown in Fig. 1. There are n TCP
sources that are connected to the router R1 through 100 Mb/s wired link. Link
between routers R1 and R2 has capacity of 10 Mb/s, and it represents a bottle-
neck. All receivers are connected to the router R2 via 100 Mb/s wireless links.
Therefore, the congestion may occur on the link between routers R1 and R2,
while errors occur on wireless links between router R2 and receivers. Perfor-
mances of the considered protocols are analyzed in relation to the router R1
output buffer size.
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Fig. 1. Network topology

We do not include specific wireless links, but for the simplicity, more general
wireless errors model, in order to obtain more general results.

We consider wireless channels between router R2 and receivers affected by
bursty segment losses in both directions, and use Gilbert two state Markov
chain to model the loss process [11]. In particular, we assume a segment loss
probability equal to 0 when the channel is in the Good state, and equal to 0.1
when the channel is in the Bad state. The permanence time in the Good state
is assumed deterministic and equal to 1 s whereas the permanence time in the
Bad state is assumed also deterministic but this time we consider value 100 ms.
When the permanence time in a state elapses, the state can transit to a Good
or Bad state with a probability p = 0.5 [12].

Acknowledgements (ACKs) compression is achieved by introducing 10 TCP
Reno flows in the reverse direction (from receivers to senders). Those flows are
noted as reverse traffic. Total delay in this direction is 40 ms, and delay on the
link from R2 to R1 is 20 ms. These flows are present during the entire simulation
time. The TCP sinks implement delayed ACK option. Data segments are 1440
Bytes long. All routers use Drop Tail queuing mechanism. Duration of each
simulation is 1000 s. All results are presented as mean values from 10 simulations
and were obtained using ns-2 simulator [13], and supplements [14], [15].

The following simulation scenarios are analyzed:

– For every considered protocol n = 10 TCP flows are assumed.
– For every considered protocol n = 100 TCP flows are assumed.
– All protocols are present in the network, having 10 TCP flows each, alter-

nately established (n = 40 flows in total).

Protocol performances will be analysed from the obtained simulation results for
two cases. In the case A all flows are synchronized, while in the case B all flows
are desynchronized.

In the case of desynchronized flows, data transfer of the first flow starts at
0 s, and ends when simulation ends. The second flow starts 1 s later and ends
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1 s before the end of the first flow, while its RTT is 1 ms higher. This rule is
applicable to every subsequent flow. Minimum value of RTT is 80 ms. When 10
flows are established, mean value of RTT is 84.5 ms, for 100 established flows
this value is 129.5 ms and for 40 established flows is 99.5 ms.

In the case of synchronized flows, data transfer of all flows starts at the be-
ginning of the simulation, ends at the end of simulation and all of them have
the same value of RTT. In order to compare the results obtained for synchro-
nized flows with those obtained for desynchronized flows, values taken for RTTs
in scenario with synchronized flows are the same as mean values of RTT for
desynchronized flows.

In all scenarios performances are presented for different buffer sizes. Based
on (1), (2), (3) and (4), and taking the first major integer values, the router R1
output buffer sizes are:

– For n = 10 flows: 74, 24, 15, and 19 packets respectively.
– For n = 100 flows: 113, 12, 8, and 29 packets respectively.
– For n = 40 flows: 87, 14, 9, and 22 packets respectively.

Maximum considered buffer sizes Bm are obtained from (1).
In order to evaluate results for proposed buffer sizes, we will compare them

to results obtained for some other buffer sizes, like 2, values from 10 to 20, and
some integer multiples of 10. Furthermore, we will point out the values that are
optimal.

Performances of the protocols will be observed through the values of goodput,
fairness, friendliness and number of the first discarded flow. Goodput for a single
flow is calculated as useful traffic measured in bits per second [16]. Mean goodput
is calculated as the mean value of individual goodputs of all flows. Total goodput
is calculated as sum of individual goodputs of all flows. Fairness is the rate of
square of the total goodput and the sum of squares of the individual goodputs
multiplied by the number of flows [16]. Friendliness referring to fairness between
flows using different protocols [16]. Flow that is not established end-to-end, i.e.
flow which packets are dropped, is noted as discarded flow.

3 Simulation Results

Choice of buffer size affects mean goodput and/or fairness values as well as
friendliness behavior of considered protocols. In this section we will define opti-
mal buffer size as value for witch goodput, fairness and friendliness are optimal.

3.1 Synchronized Flows

Scenario with n = 10 TCP Flows. In this case values of fairness for each
protocol are very high (above 0.992) at all buffer sizes and practically the same
as for Bm. This means that fairness is not strongly affected by the buffer size.
Obviously, the values of goodput determine the optimal buffer sizes.
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Mean goodputs for 10 flows of the considered protocols depending on the
buffer size are shown in Fig. 2. It can be seen that goodput significantly increases
with increase of buffer size to some particular value which we denote as optimal
buffer size (Bo), and then remains almost constant. Goodput and fairness values
for Bo and Bm are shown in the Table 1.

Fig. 2. Goodput values for 10 synchronized flows

Buffer sizes obtained from [1]-[5] do not match the optimal, except in the case
of Reno where optimal value is the same as Bm.

Table 1. Goodput and fairness values in the case of 10 synchronized flows

Protocol Reno Vegas Veno Feno

Bo 74 43 55 56
Goodput [kb/s] 887.8 627.6 728.2 714.6
Fairness 0.9996 0.9998 0.9997 0.9997
Bm 74 74 74 74
Goodput [kb/s] 887.8 628.6 729.9 715.7
Fairness 0.9996 0.9998 0.9998 0.9997

Scenario with n = 100 TCP Flows. Mean goodput values for each protocol
are almost constant for all considered buffer sizes and practically the same as
for Bm. This means that goodput is not strongly affected by the buffer size. In
this case, the values of fairness (see Fig. 3) determine the optimal buffer size
(Bo). It is important to note that a number of flows, in this scenario, are not
established end-to-end for low buffer sizes. Fig. 4 shows serial numbers of the
first discarded flow. Low buffer sizes that cause rejection of one or more flows are
not considered as optimal no matter on goodput or fairness. It can be seen that,
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Fig. 3. Fairness values for 100 synchronized flows

Fig. 4. First discarded flows for 100 synchronized flows

Table 2. Goodput and fairness values in the case of 100 synchronized flows

Protocol Reno Vegas Veno Feno

Bo 30 29 31 31
Goodput [kb/s] 89.5 89.2 90.1 89.7
Fairness 0.9789 0.9758 0.965 0.9647
Bm 113 113 113 113
Goodput [kb/s] 93.1 93.1 93.2 93.2
Fairness 0.9971 0.9954 0.9903 0.9847

for TCP Reno, optimal buffer size must be equal or greater than 24 packets, for
Vegas 26, Veno 25 and Feno 26.

Goodput and fairness values for Bo and Bm are shown in the Table 2.
Results obtained in this scenario also show that the optimal buffer sizes do

not correspond to those obtained from [1]-[5].
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Scenario with n = 40 TCP Flows. This scenario investigates the influence
of buffer size on TCP friendliness. Fig. 5 shows values of mean goodput for
individual protocols, when 10 flows of each protocol are established in the same
time (that is n = 40 flows in total) and values of friendliness between flows.

Fig. 5. Goodput and friendliness values for 40 synchronized flows

Flows of different protocols are established alternately in order to achieve
balanced capacity utilization.

Optimal buffer size Bo is defined as the lowest value of the buffer size that
provide friendliness and goodputs that are comparable to the values obtained
for Bm. Those conditions are satisfied for Bo=19. It should be noted that some
flows are discarded for buffer sizes from 2 to 7. Values of goodput for Bo and
Bm are shown in the Table 3.

Table 3. Goodput values in the case of 40 synchronized flows

Protocol Reno Vegas Veno Feno

Goodput [kb/s], Bo 203.1 185.5 259.2 190.2
Goodput [kb/s], Bm 271.2 205.4 247.6 191.8

It can be concluded that optimal buffer size does not correspond to any value
reported in [1][3], [5]. However, the optimal buffer size is in the range of those
suggested in [4], where the proposed buffer sizes are from 10 to 20 packets.

3.2 Desynchronized Flows

Scenario with n = 10 TCP Flows. Values of fairness for every buffer size
are practically the same as for Bm. Like for synchronized flows, the values of
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goodput determine the optimal buffer size. Goodput values for this scenario are
shown in Fig. 6. For TCP Reno, goodput constantly grows with the increase of
the buffer size to the Bm. Goodput values of other protocols do not significantly
change with buffer size increase from Bo to the Bm. Optimal buffer size Bo is
obtained by the same criteria as in the case of synchronized flows. Values of
goodput and fairness for Bo and Bm are shown in the Table 4.

Fig. 6. Goodput values for 10 desynchronized flows

Table 4. Goodput and fairness values in the case of 10 desynchronized flows

Protocol Reno Vegas Veno Feno

Bo 74 39 52 52
Goodput [kb/s] 903.3 629.3 772.1 734.9
Fairness 0.9976 0.9995 0.9984 0.9978
Bm 74 74 74 74
Goodput [kb/s] 903.3 632.3 776.1 737.7
Fairness 0.9976 0.9996 0.9985 0.9982

In relation to the case when the flows are synchronized, higher goodput values
are achieved for smaller values of Bo. It can be seen by comparing results from
Table 1 and Table 4.

It can be seen that buffer sizes obtained from [1]-[5] do not match the optimal,
except in the case of Reno where optimal value is the same as Bm.

Scenario with n = 100 TCP Flows. The simulation results show that there
are no discarded flows even for the smallest buffer sizes. Mean goodput values
are shown in Fig. 7. Fairness values are shown in Fig. 8. For buffer sizes from 2 to
40, goodput constantly grows, while fairness decreases. For buffer sizes greater
than 40 increase of fairness occurs, while goodput is almost unchanged.
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Fig. 7. Goodput values for 100 desynchronized flows

In this scenario the choice of buffer size affects mean goodput and fairness
values of the considered protocols, which is presented in Fig. 7 and Fig. 8. Op-
timal buffer sizes are determined as given in Table 5. Compared to the case of
synchronized flows, lower goodput and fairness are obtained. It can be concluded
that optimal buffer sizes do not correspond to any values reported in [1]-[3], [5].
However, the optimal buffer sizes are in the range of those suggested in [4].

Scenario with n = 40 TCP Flows. Simulation results for this scenario are
shown in Fig. 9. Optimal buffer size Bo = 26 is obtained by the same criteria
as in the case of synchronized flows. There are no discarded flows. Values of
goodput for Bo and Bm are shown in the Table 6.

As can be seen from Fig. 9, the increase of buffer size from Bo to Bm leads
to changes of goodput values (especially in the case of Reno), but not to the
satisfaction of TCP friendly behaviour. The optimal value does not correspond
to any of the values obtained from [1]-[5].

Fig. 8. Fairness values for 100 desynchronized flows
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Table 5. Goodput and fairness values in the case of 100 desynchronized flows

Protocol Reno Vegas Veno Feno

Bo 17 18 15 18
Goodput [kb/s] 81.7 82.1 83 84.2
Fairness 0.9097 0.9102 0.9196 0.9205
Bm 113 113 113 113
Goodput [kb/s] 92.7 92 92.6 92.5
Fairness 0.9317 0.946 0.9564 0.9492

Fig. 9. Goodput and friendliness values for 40 desynchronized flows

Table 6. Goodput values in the case of 40 desynchronized flows

Protocol Reno Vegas Veno Feno

Goodput [kb/s], Bo 213.9 187.9 237.5 177
Goodput [kb/s], Bm 281.7 203.3 236.9 186.9

4 Conclusion

In this paper is analyzed influence of buffer size on TCP performance in het-
erogeneous environment that include wired links, last hop wireless links, and
traffic in reverse direction. Synchronized and desynchronized flows are specially
considered.

By simulating different conditions, with different number of flows and observ-
ing different parameters that determine the performance of protocols, results
clearly shows that optimal buffer size should not be chosen only depending on
goodput and number of flows, but also on other factors such as the TCP protocol
that is used, fairness, friendliness and when buffer do not discard flows.
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The results show different performance of TCP protocols in the case of syn-
chronized flows than those obtained when flows are desynchronized.

Protocols which performances are observed have similar algorithms for con-
gestion control, but in general they show different performances. In some cases
the optimal buffer sizes are the same as those reported in literature, but in num-
ber of other cases it was shown that optimal buffer sizes are different from those
values.

It can be concluded that selection of the optimal buffer size should not be
static, but dynamically adjustable. This requires new algorithm for proper buffer
dimensioning. Algorithm should consider a number of network environment pa-
rameters. In the future work we will investigate in details the influence of: dif-
ferent wireless channel types, ACK compression and degree of synchronization
between the flows to buffer size dimensioning.
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Abstract. Problem of the monitoring of the network performance is im-
portant task for different classes of network applications and services. In
this paper the system for monitoring of network connections at transport
layer is presented. In contrast to existing analogs the monitor is able to
provide details on network stack operation visible only at Linux kernel
level since the monitor presented operates in both kernel and user space.
The paper describes high level architecture of the system, important
features of the implementation and testing results.

Keywords: Monitoring, Network Stack, TCP, Linux Kernel.

1 Introduction

Data communication performance monitoring is one of the most important and
topical problems since monitoring data provide foundation for network design,
development, and administration solutions. The end-to-end path performance
plays the key role in this research since it essentially contributes to the end user
impression of quality of service available on the path.

In this work we present monitoring system GetTCP+ which collects informa-
tion on network connections at OSI [1] transport layer and derives performance
metrics for the end-to-end paths which are of particular interest for users. The
raw data are collected at the OS kernel level which lets monitor to have access
to the data unavailable at user’s space (e.g. congestion window size) and al-
lows avoiding data distortion and/or variables interpretation problems. Several
modules of GetTCP+ are based on facilities of GetTCP monitor [2].

Transport layer and namely Transmission Control Protocol (TCP) [3] is cho-
sen for monitoring since TCP is the only instance that provides flow control
solutions and is responsible for distrubuted control of connections access to the
network infrastructure. This work does not consider UDP protocol and its ex-
tentions, e.g. RTP, since they do not realize flow control algorithms and do not
perform data delivery control. Therefore monitoring of TCP behavior reveals
essentially wider range of information about end-to-end path performance. Also,
for some particular monitoring aspects the developed system captures certain
data at network layer, namely Internet Protocol (IP v4 and v6) as well.
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Therefore related works in the area presenting several systems of network
monitoring which are widely used, e.g. IOS NetFlow [4] and its analogs, tcp-
dump [5], iperf [6] and others. Also, one have to mention systems for processing
and analysis of monitoring data e.g. Nagios [7], Ganglia [8], tcptrace [9]. Dis-
tinctly general network monitoring software GetTCP+ collects monitoring data
at the OS kernel level and hence gets information that either is totally unavail-
able at higher OS levels or could not be reliably obtained by network monitoring
software of general purpose. Thus, the example demonstrating erroneous esti-
mations of TCP segment size provided by tcpdump which was discovered and
corrected by the developed system will be presented further.

The rest of the paper is organized as follows. Section 2 describes general sys-
tem’s architecture, identifies modules which use and/or modify GetTCP libraries
and presents original facilities of GetTCP+ as well. Section 3 provides some de-
tails of the implementation, section 4 contains description of testbed and tests of
the system performed. The conclusion offers summary and directions of future
research.

2 System Architecture

The system architecture consists of two main units. These are data collection
(DC) subsystem and end-to-end path performance metrics storage. The archi-
tecture is presented on Fig.1.

Data collection subsystem is based on GetTCP kernel module and libgettcp
library [2]. The library provides tools for management of control trace points
sets and OS kernel module interface for communication and data transfer from
kernel space to the user space. Due to the monitoring purposes GetTCP sys-
tem was significantly modified as well. A new trace point sets for processing
connection events and adds segment related events. In particular flow filtering
tool, dynamically controlled parameters facility and support of general segmen-
tation offloading mechanism are implemented. Finally, several bugs were fixed
as well and the system was ported for modern Linux kernels (v2.6.38-3.1.10).
Using libgettcp interface and facilities DC subsystem extracts information about
end-to-end connection state. Also, it allows processing of single segment-related
events.

DC subsystem consists of two parts: kernel module collecting monitoring data
and user-space interface transferring data into user space. Filtering mechanism
allows extracting flows important for monitoring. When some connection or seg-
ment related event rises, trace point handler generates data entry which contains
information about the event and the state of network connection. Then this entry
is transferred to user-space. At present, GetTCP+ provides following list of end-
to-end path metrics: source and destination hosts, maximal congestion window
size reached, total volume of transmitted data, number of sent segments, loss
rate, maximal segment size, also sequence of congestion window size and round
trip time sequence (for each TCP segment transmitted) if required. Thus, with
monitoring process organization one could get any information about transport
layer connections behavior.
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Fig. 1. System architecture

2.1 Storage Subsystem

The storage subsystem consists of three units. These are operating data man-
ager, storage interface and analyzer interface. Operating data manager(ODM)
processes running data for on-going TCP flows. A record about every trans-
mitted segment is placed into dynamic memory buffer associated with the flow.
When the flow ends, ODM processes the content of the buffer and saves a set
of metrics into storage, namely the source and destination, total data sent, flow
duration, segment loss rate, MSS, receiver advertised window, mean congestion
window, mean RTT. These metrics has been chosen since they are needed to
derive current or future TCP performance of the end-to-end path, by direct
evaluation or through performance models. After processing ODM instantly re-
moves dynamic buffer to free memory for further usage. On demand ODM can
save full sequence of segments data stored in the buffer as well.

The storage interface provides inter-operation between long-time storage and
internals of GetTCP+ such as DC and ODM subsystems, hence accumulating
the history of end-to-end path performance demonstrated.
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The specific features of monitoring data can be denoted as following: data
saved never need modification, topicality of the data collected eventually expires,
domination of sequential access, data are processed by big slices. Due to these
reasons, the storage is based on a file system objects. The information about
each sub-network is stored in the separate directory as it is shown on figure 2.

Fig. 2. Storage structure

This directory contains the flow-list file with common information about flows
related with specified sub-network. In particular, the information contains: flow
ID, host and interface information,total data sent, flow duration and some met-
rics: loss rate, mean round trip time, mean window size. The example of flow-list
records follows:

Flow-ID, Source, Port, Dst, Port, Start(sec), (usec), End(sec), (usec), WMax, MSS, Sent, Lst, RTT(msec)

1839A6F7310580, 127.0.0.1, 55256, 79.133.201.85, 35091, 1334909306, 151608, 1334909474, 692132, 166, 1424, 147061, 78, 107207.893

18DE58F7310A80, 127.0.0.1, 55512, 79.133.201.85, 35091, 1334909474, 805528, 1334909622, 350665, 166, 1424, 147168, 142, 104185.041

196F2CF7310A80, 127.0.0.1, 55768, 79.133.201.85, 35091, 1334909623, 105733, 1334909756, 216969, 166, 1424, 147020, 43, 103939.189

The per-flow cache can be created out of dynamic buffer data records by
demand. It contains full sequence of data about segments sent. In the cache
file every record contains the time stamp, sequence number, congestion window
size, RTT duration etc. Thus, complete description of TCP flow behavior can
be reconstructed.

The current implementation of the storage offers three types of data pre-
sentation: as a log-file, CSV-formatted file and binary representation. Each of
them is available in two modes, namely verbose and standard. In a verbose
mode cache files for each flow are stored. Let us notice that verbose mode sig-
nificantly increases volume of stored data. For example the size of cache-file is
equal to 10Mb for 200Mb of transmitted data. At the same time, the size of one
record in flow-list file with general information and mean metrics is 200-300 bytes
approximately.

First type of data presentation is log-file form. In this case each line for
standard mode represents one flow. Such form improves visibility of collected
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data, but increases volume of data stored. This mode simplifies GetTCP+ de-
ployment. Second type is CSV-formatted file. In this case volume of stored data
and its visibility decreases insignificantly, although this mode simplifies auto-
matic processing of monitoring results. Finally, the third form is raw binary
data storage. This form is equal to CSV-form by structure and significantly
increases performance of the system and reduces volume of data stored. Also
some special approaches in data storage can be applicable in this form, e.g. flow
indexing.

The interface of analysis subsystem provides access to collected data to any
analytical application in necessary form. This subsystem can be implemented as
set of plug-in modules according to the requirements of analytical application.

2.2 Tracepoints

Let us consider the set of the trace points implemented more in detail. The set is
used to get information about TCP flows and separate segments. The tracepoints
define breakpoints inside kernel image and associate handlers with them. When
control flow reaches a trace point the correspondent handler invokes. GetTCP+
implements a set of trace point handlers located in the network stack of Linux
kernel. For the aims of monitoring four events are essential and henceforth, four
tracepoints are defined.

The first two of them are flow start event and flow end event which are con-
nected with the start and termination of a TCP flow. The events provide common
flow information and their handlers are associated to TCP state machine as it
is shown on Figure 3.

Fig. 3. Flow state-related tracepoints
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When the machine changes the state of a connection to “established”,
flow start event event is been raised. The event handler performs filtering of
the end-to-end path an if it is under monitoring the handler generates record
containing information about network device and destination host. When TCP
state machine leaves established state flow stop event is rising. In this case han-
dler provides information about flow duration, maximal congestion window size
reached and maximum segment size of the connection.

For per-segment monitoring two other events are used. This events are asso-
ciated with reached list of unacknowledged segments from retransmission mech-
anism of TCP, as shown on Figure 4. Each segment sent is added to this list. If
the segment is unacknowledged during RTO or treated lost due to SACK infor-
mation or triple acknowledgment is considered lost and then it is retransmitted
by TCP implementation. Thus we can monitor losses. If the segment is acknowl-
edged is removed from the retransmission list. Hence both the segment sent and
it’s acknowledgment are avaliable the same time. So DC subsystem can obtain
full information about the segment.

Fig. 4. Segment-related tracepoints

Every unacknowledged segments are considered as lost. The information
about connection state is generated by flow retr event event handler for all such
segments.

3 Implementation Special Features

To monitor the flow a special mechanism is required for clustering flows by
destination hosts. It should provide the ability of host identification and binding
of network flows to such hosts. IP protocol is used for this aims. IP-address can
identify both single hosts and sub-networks.

During GetTCP+ development IPv4 and IPv6 facilities were added. It allows
collection, storing and processing information about hosts or sub-networks for
any IP-based network.



242 A.A. Sannikov, O.I. Bogoiavlenskaia, I.A. Bogoiavlenskii

3.1 Segmentation Offloading

The Linux kernel since v2.6.13 uses the set of extensions and improvements of
network stack performance. For example, TCP CUBIC flow control algorithm
differs (as shown in [10]) from original version proposed in [11]. Some of these
changes can affect monitoring tools distorting final results of monitoring. In
particular, TSO – TCP segmentation offloading mechanism, may have influenced
collected data about TCP flows.

TSO delegates to network interface card the task of splitting big data frames
into segments of the size acceptable by data communication network. By this
way network stack becomes able to process segments of the sizes several times
bigger than MTU. As a result, CPU workload reduces. This technology is es-
pecially appropriate in high-performance networks such as 1000BASE-T. As it
was shown in [12], TSO significantly increases performance of the network stack.
TSO usage looks like transmission of big-size segments at higher layers, because
of splitting segments at the network device. So the user space application is not
able to estimate the real segment size. Thus, widely used tcpdump utility pro-
vides erroneous information about segment sizes in high-performance network
with the throughput about 50 Mb/sec which enables TSO option. One can ob-
serve on Fig. 5 dynamics of segment sizes transmitted during a connection visible
by tcpdump. At the same time, the real segment size always was equal to 1424
bytes. Meanwhile, according to the data provided by tcpdump, the segment size
reached 22784 bytes. This is equal at least to 16 transmitted segments.

GetTCP+ prototype is able to operate at kernel’s level tracks segmentation
offloading and provides correct information about segment size and count. DC
subsystem tracks TSO state and parameters passed to it during transmission.
One is able to provide correct information about segments characteristics im-
mediately after splitting data to transmit by network interface card under such
approach.

3.2 Kernel Module Configuration and Flow Filtering

The run-time configuration interface allows passing specific options to kernel
module without reloading, in contrast to the method of passing options as ar-
guments to kernel module. This approach lets an end user change parameters of
monitoring dynamically which simplifies the system deployment and exploiting.

At the user space the configuration interfaces are presented through
gettcp conf setup(name, value) function added to libgettcp library. This function
gets parameter’s name and value as a string. Kernel module provides the set of
interface functions for secure access to parameter list from handler functions.

The filtering mechanism allows extracting flows important for monitoring.
Thus, end user can denote flows related to particular host, sub-network or net-
work interface only. The implementation of filtering in kernel space reduces data
flow transmitted to user-space. The filtering is based on two lists: the list of de-
vices and the list of sub-networks. For their management several functions were
introduced in the user-space:



GetTCP+: Performance Monitoring System at Transport Layer 243

Fig. 5. Histogram of segment sizes provided by tcpdump

– gettcp conf adddev(dname) – adds device with a specified name to the mon-
itoring list.
The monitoring is performed only for devices included in this list. Behavior
of this filter can be inverted with DEV FLTR EXCLUDED option.

– gettcp conf addadr(adr, mask) - adds sub-network or a single host to mon-
itoring list. The filtering is performed by address and network mask. Be-
havior of this filter is similar to the device filter and can be controlled by
ADDR FLTR EXCL.

The filtering trace point handler is invoked at flow-start. The value of
probed sock field from tcp sock structure makes the monitoring for the flow neces-
sary. Further, at the trace points involving processing time, the monitor behavior
for the flow is defined by probed sock value. If flow is filtered, all related events
are ignored and no data is produced.

4 Testing GetTCP+

GetTCP+ was tested for several network fragments with different characteris-
tics and structure. In particular, the fragments with high performance and the
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fragments with low throughput, the high round trip time and the loss rate were
tested. The four series of experiments were performed from testbed presented
on Fig. 6. The monitor GetTCP+ run on the host A which is Intel Celeron 2.20
GHz with RAM 1G and the network connections to Ethernet LAN 1000Base-T
and 3G-network on 256Kb/s. The first series of experiments were conducted for
the network path with high throughput and low round trip time. This fragment
consists of two host connected via router by gigabit Ethernet (A⇒B route on
Fig. 6). In this case GetTCP+ was tested under high load.

Fig. 6. Testbed

The second and third series of experiments were performed for routes with dif-
ferent throughput and round trip time (i. e. A⇒C and A⇒PetrSU⇒D routes).
The fourth series of experiments were performed on the fragment with high
loss rate and round trip time ( A⇒ISP Core Network⇒D route). During every
experiment TCP flow of 200 Mbyte was generated by iperf tool at the source
host. At the same time these flows were under GetTCP+ monitoring. General
information about flows i.e. connection duration, total data sent and average
throughput were compared to those provided by iperf reports and they corre-
spond completely. The sequences of congestion window sizes provided by cache
file follow current TCPNewReno standard and CUBIC implementation for Linux
version 2.6.38 completely as well. The round trip time estimations were tested
against those provided by ping utility and they demonstrated accordance as well.

Also, the delays were estimated. The delays are brought into Linux network
stack performance by developed trace point handlers. Linux network stack per-
formance. The execution time of particular functions was measured by Ftrace
tool. This is internal function’s tracer included in the main line Linux kernel since
v2.6.27 and it could be used for estimation of the particular function execution
time [13]. The average delays measured are following:

Notice, that handlers tcp end event() and tcp start event() are invoked once
per flow, handler tcp retr event() is invoked only for lost segments and the loss
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Event Handler Mean delay

flow start event tcp start event() 16.904 usec
flow ack event tcp ack event() 0.628 usec
flow retr event tcp retr event() 1.172 usec
flow end event tcp end event() 2.480 usec

rate in the experiments conducted did not exceed 5%. Meanwhile, average pro-
cessing time is 8.406 usec for standard tcp transmit skb() function which in-
vokes tcp ack event() handler, and for standard function tcp retransmit skb() it
is 17.8 usec. Henceforth, GetTCP+ kernel space modules does not bring signifi-
cant delays into performance of the Linux network stack. Thus, GetTCP+ was
tested in different networking environments, and it has shown high stability and
performance.

5 Conclusion

The monitoring system GetTCP+ for observation on the end-to-end paths per-
formance at transport layer was developed. This system produces general and/or
detailed data of TCP flows performance for the source-destination pairs. The sys-
tem provides filtering flows, data storage tools, dynamic settings control, using
trace points handlers.

In contrast to other existing systems, the certain modules of GetTCP+ oper-
ate at OS Linux kernel level. Thus, the system provides accurate and complete
information about connection’s behavior. It provides correct data which oth-
erwise could be distorted by the monitoring tools operating at user space, e.g.
tcpdump. The system processes specific important features of network stack, such
as TCP segmentation offloading. The interfaces provided by the system allow its
integration to the network analysis tools.

For future development we plan to implement an analytical component into
the system. Implementation of external interface for storage system will expand
the area of GetTCP+ applications as well.
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Abstract. Small-cell, open capacity sharing scenarios in Cognitive
Radio (CR) environments are studied from a game theoretical (GT)
perspective. Simultaneous capacity requests in small-cell scenarios are
modelelled as strategic interactions between CRs and analysed as re-
source access games. CR capacity access competition is modelled based
on discrete reformulations of the Bertrand GT model. Detected equilib-
ria describe stable game situations. Numerical simulations identify sit-
uations where Nash equilibrium (NE) is both fair and Pareto efficient
or where there are multiple NE solutions to choose from, indicating a
flexible range for CR strategies. Adding to the analysis are the joint
Nash-Pareto solutions (intermediate between Nash and Pareto) captur-
ing heterogeneous behaviour of players. Stable and equitable states are
detected even when players have different biases.

Keywords: cognitive radio, computational game theory, equilibrium,
resource access, small-cells, uncoordinated deployment.

1 Introduction

Emerging communication systems are flexible, dynamic, context-aware, and
spectrum-aware [1], [2]. The underlying technologies of future communication
systems are Cognitive Radio Technologies (CRT) [3]. CRT are seen as enablers
of efficient usage of spectrum, heterogeneous operation, dynamic capacity flow,
and green communications. Cognitive Radio (CR) [4] is also seen as the solution
for managing the ever rising complexity of nowadays telecommunication systems
[5].

We witness the passing from regulation to self-organization: multi hop,
peer-to-peer, or grid configurations, macro cells complemented with layers of
small cells. New network visions are being proposed by telecommunications com-
panies (e.g. Liquid Radio [6], Liquid Net, Light Radio [7]) having flexibility as
their middle name. Users enjoy high data rates on the move and value wide-area
availability of quality broadband connectivity [6]. Moreover, the aim is to flow
spare capacity where it is needed, when it is needed.

There is increased interest in the deployment of small cells to improve cover-
age and overall capacity. Femtocells are actually becoming the new paradigm in
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delivering high data rate communications. Massive and uncoordinated deploy-
ment of femtocells poses significant challenges to efficient radio resource sharing
[8], [9], [10].

We have chosen to analyze capacity sharing in high-density, uncoordinated
deployment, small-cell environment, from a game theoretical perspective.

Simultaneous capacity-requests in small-cell scenarios are modelled as strate-
gic interactions between CRs and analyzed as resource access games.

Computational Game Theory (CGT) offers a fertile framework for the analysis
of CR interactions in their pursuit for achieving the desired individual payoffs
[3], [11], [12], [13], [14], [15], [16], [8], [9], [17]. Cognitive radio interactions are
strategic interactions: each CR’s payoff depends on the other CR actions. CGT
analysis proves useful in devising local interaction models as well as rules of
behaviour in CR environments [18], [5].

A reformulation of the Bertrand oligopoly[19], [20] for open capacity shar-
ing modelling is considered. Although it has been intensively used for spectrum
trading and pricing, the Bertrand model may also be reformulated in terms of ra-
dio resource access, capturing very general and intuitive scenarios. Several types
of equilibria are detected and their significance is discussed. An evolutionary
equilibrium detection method is used [21], [22].

The paper is structured as follows: Section 2 introduces some theoretical as-
pects of game equilibria and provides basic insights to their definition and sig-
nificance. Section 3 describes the reformulation of the Bertrand game theoretic
model for simultaneous capacity requests in a high-density, small-cell, CR envi-
ronment. Section 4 discusses simulation results obtained for various instances of
the game, analysing three different open capacity sharing scenarios. Conclusions
are presented in Section 5.

2 Game Theoretical Insights

A strategic-form game model has three main components [23]: a finite set of
players, a set of actions, and a payoff or utility function which measures the
outcome for each player determined by the actions of all players.

Formally a game can be described as a system G = ((N,Si, ui), i = 1, ..., n),
where:

– N represents a set of players, and n is the number of players;

– for each player i ∈ N , Si is the set of available actions,

S = S1 × S2 × ...× Sn

is the set of all possible situations of the game and s ∈ S is a strategy (or
strategy profile) of the game;

– for each player i ∈ N , ui : S → R represents the payoff function (utility) of
the player i.
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2.1 Nash Equilibrium

In non-cooperative GT the most used equilibrium concept is the Nash equilib-
rium (NE) [24]. Playing in the Nash sense means that no player can improve
her payoff by unilaterally changing her strategy. In other words, no player has
any incentive to unilaterally deviate from a NE (this would result in a reduced
individual payoff).

Let us denote by (si, s
∗
−i) the strategy profile obtained from s∗ we say that

by replacing the strategy of player i, s∗i , with si :

(si, s
∗
−i) = (s∗1, ..., si, ...., s

∗
n).

A strategy profile s∗ ∈ S is a Nash equilibrium if the inequality

ui(si, s
∗
−i) ≤ ui(s

∗),

holds ∀i = 1, ..., n, ∀si ∈ Si, si �= s∗i .

2.2 Pareto Equilibrium

Considering two strategies s and s∗ from S, strategy s Pareto dominates strategy
s∗ if the payoff of each player using strategy s is greater than or equal to the
payoff of the player using strategy s∗, and at least one payoff is strictly greater.

A strategy profile s∗ ∈ S is Pareto efficient, when it does not exist a strategy
s ∈ S, such that

ui(s) ≥ ui(s
∗), i ∈ N,

with at least one strict inequality.
Informally, the Pareto optimality (or Pareto efficiency) is a strategy profile

where no strategy can increase one player’s payoff without decreasing any other
player’s payoff [23].

2.3 Joint Nash-Pareto Equilibrium

The recently introduced Nash-Pareto and Pareto-Nash equilibrium concepts [25]
capture game situations where players are biased towards different types of
rationality - Nash or Pareto.

In an n-player game, let us consider that each player acts based on a certain
type of rationality. Let us denote by ri the rationality type of player i, i = 1, ..., n..

For opportunistic or open access on a CR scene, a two-player game, where r1
= Nash and r2 = Pareto, may be considered. The first player is biased towards
the Nash equilibrium and the other one is Pareto-biased. In this case, a new
type of equilibrium, called the joint Nash-Pareto equilibrium, arises and may be
considered in CR interaction analysis [25].

The two types of rationality may be associated to different CR behaviours:
either oriented towards maintaining a certain payoff, not deviating unilaterally
from the current strategy (Nash-biased) or oriented towards getting maximum
payoff (Pareto-biased).
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3 Small-Cell, Open Capacity Sharing Scenario

Massive and uncoordinated deployment of femtocells poses significant challenges
to efficient radio resource sharing [8], [9]. Voice traffic is still considered a high-
priority application both by users and operators, so low-rate channels may still
be exploited in both licensed and unlicensed bands, under the new umbrella of
open and opportunistic spectrum sharing.

We have chosen to analyse, from a game theoretical perspective, opportunis-
tic capacity sharing scenarios that may arise in high-density, uncoordinated
deployment CRs. Simultaneous capacity requests are modelled and analysed as
a resource access games with different parameters.

In a general scenario a number of n (n ≥ 2) independent cognitive radios
coexist in the same area. Local interactions take place in their pursuit for capac-
ity access. The CRs are sharing a same bandwidth B. This bandwidth is divided
into N orthogonal sub-channels and may provide a total capacity amount of W .
Each CR needs to transfer a certain amount of data in a given time. This means
that each CR needs to implement a certain number of sub-channels of B in order
to transfer its data. The channels may provide equal or different data rates.

We consider situations where each CR requests a bit rate of at leastW/n, thus
indicating a total capacityW that is insufficient for all CRs. Another assumption
is that the CRs are offering support for some real time applications so they
cannot accept a bit-rate below what they requested. However, they can retry
later and demand a different bit-rate.

The aim of the present research is to investigate the various equilibria that
appear in scarce-resource, simultaneous access scenarios. The approach is based
on one-shot, non-cooperative game model, continuous and discrete instances.
Non-cooperative in terms of GT model does not mean non-collaborative in terms
of technological aspects. CRs do not know the other CR requests and cannot
anticipate the demand of another CR (its future action).

3.1 Bertrand Model Reformulation

A well known game theoretical model - Bertrand oligopoly [19] - is chosen as
support for simulation, due to its simple and intuitive form and suitability for
resource access modelling.

In the Bertrand economic competition producers compete by varying
the product price and thus adjusting the demand. Their strategy is the price.
Players decide their actions independently and simultaneously. The model was
extensively used for pricing problems, including spectrum trading (e.g. [16]).
We propose a reformulation in terms of resource access, namely opportunistic
capacity access.

The Bertrand competition for capacity access may be reformulated as
captured by Table 1. Constant, equal power levels are assumed.

We consider n cognitive radios competing for an available capacity W . The
objective of each CR is to activate a subset of channels ci in order to satisfy its
current capacity demand level Di (e.g. target throughput).
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Table 1. Capacity sharing game model

Players The CRs opportunistically sharing an available capacity W (attempting to
simultaneously access a set of available channels in order to transmit a target
number of symbols in a given time).

Actions The set of available actions is a vector s = (s1, s2, ..., sn) indicating the indi-
vidual capacity requests of the CRs (target number of non-interfered symbols
per channel).

Payoffs The capacity amount accessed by each CR from the available capacity W .

The strategy of each CR i is actually a target number of non-interfered sym-
bols per channel, si.

The demand function of accessing a channel is a decreasing function Di of si,
the demand for additional channels decreases if the currently accessed channels
are high-throughput ones. (The bigger the chunk a CR requests and gets, the
smaller the need for additional capacity).

Let us assume a linear demand function defined as:

Di(si) =

{
W − si, if si ≤ W ;
0, if si > W.

(1)

The demand Di becomes zero when the requested throughput s overflows the
available capacity W .

The payoff of CR i may be written as a difference between a goodput siDi(si)
and a cost Ci(Di(si)) of accessing the requested capacity:

ui(s) = si
Di(si)

m
− Ci(

Di(si)

m
), i = 1, ..., n, (2)

where Ci is a cost function and m is the number of CRs with the lowest capacity
request. We consider m = 1. We also consider a linear expression of the cost
function Ci:

Ci(Di(si))) = KDi(si)), i = 1, ..., n, (3)

where K > 0 is a constant.
The payoff of CR i may be further written as:

ui(s) = (si −K)Di(si), i = 1, ..., n. (4)

Consider a 2-player game. According to the Bertrand standard model, from
(1) and (4) the payoff function of CR i may be written as:

ui(s1, s2) =

⎧⎨⎩ (W − si)(si −K), if si < sj ;
1
2 (W − si)(si −K), if si = sj ;
0, if si > sj .

(5)

where si and sj are the individual strategies of CR i and CR j.
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The imagined scenario proposes that the player requesting a higher through-
put, in a scarce-resource situation, will not get it and the one asking for less
is served. Here (W − si) is an adimensional measure of resource saving which
indicates the degree of acceptability of CR i ’s capacity request. The payoff of
each CR is the accessed capacity amount from the available capacity W (number
of useful symbols multiplied by an adimensional measure of resource saving).

3.2 Equilibrium Interpretation

Three types of equilibria are analysed in this paper: Nash, Pareto and the joint
Nash-Pareto equilibrium. Each equilibrium type is related to a certain CR be-
haviour. Nash equilibrium corresponds to a situation where CRs are purely self-
ish: a CR does not care about another CR’s payoff. Nash equilibrium frequently
describes sub-optimal solutions.

Nash equilibrium is important because it captures a situation from which no
player has any incentive to deviate unilaterally. Achieving NE in a resource-
access game would equivalate the existence of self-enforcing rules in the CR
environment [18],[17]. The challenge is to design resource access rules that lead
to a NE that is both fair and efficient.

Pareto equilibrium indicates a set of optimal solutions (which are not nec-
essarily equitable). It may correspond to a situation where the CRs exchange
messages between them and adhere to convention induced by the Pareto set: no
CR will improve its payoff if other CR payoffs are degraded.

The joint Nash-Pareto equilibria correspond to situations where some CRs are
playing selfish (Nash) while others respect the convention stated before (Pareto).
This kind of equilibrium is particularly interesting in showing which type of
player: Nash- or Pareto-biased, is favoured in a situation where both types of
players coexist.

4 Capacity Sharing Scenarios. Numerical Simulations
and Discussion

Various instances of the general scenario described in the previous Section are
considered: a) equal-rate channels, with equal costs, b) equal rate channels with
different costs, and c) different rate channels.

The continuous form of the game is presented as a reference point, as most
literature considers it. Challenging discrete instances of the game are considered
in our simulations. The discrete form of the game is more realistic as it captures
the discrete nature of choices made by CRs in their pursuit for capacity.

For the sake of accuracy and simplicity in illustrating the detected game
equilibria, we have chosen to represent the two dimensional cases. Two CR si-
multaneous capacity request scenarios are therefore considered in the following.

Equilibria are detected using evolutionary computing methods described in
[21], [25].
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4.1 Capacity Sharing Scenario No. 1: Equal-Rate Channels, Equal
Costs

The standard 2-player Bertrand game is considered. Continuous and discrete
instances of the game are simulated. The simulation parameters are: W = 12
which represents the available capacity, e.g. in Mbps) and K = 3 which stands
for cost of accessing the rate available on one channel.

The individual payoff of each interacting CR is:

ui(s1, s2) =

⎧⎨⎩
(W − si)(si −K), if si < sj ;
1
2 (W − si)(si −K), if si = sj ;
0, if si > sj .

(6)

Fig. 1 qualitatively illustrates the strategies and outcomes of two CRs simul-
taneously trying to access a limited capacity W.
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Fig. 1. Scenario 1.1. Equal-rate, equal-cost channels - continuous Bertrand game re-
formulation - two CR simultaneous access (W = 12, K = 3). Evolutionary detected
equilibrium (a) strategies: Nash (3;3), Pareto, Nash-Pareto, Pareto-Nash, and (b) pay-
offs: Nash (0;0), Pareto (0;20.25), (20.25;0) Nash-Pareto, Pareto-Nash (Scenario 1).

The NE in the continuous modelling of the equal-rate, equal-cost channels
means zero payoff for each CR (Fig. 1 b). This is also known as the Bertrand
paradox (zero-payoff outcome). For this particular scenario the Pareto strategy
ensures the maximum possible payoff for one CR at a time: (0,20.25), (20.25,0)
(Fig. 1 b). This illustrates a win-lose situation which is very probable in this
scenario. This may also indicate that, for a high-density scene, some sort of
scheduling or sequential access scheme (centralized approach) may be needed.

Fig. 2 captures Nash, Pareto, Nash-Pareto, and Pareto-Nash equilibria
achieved in a 2-CR capacity sharing situation (discrete strategies).

The discrete instance of the game (Fig. 2 a) reveals an additional NE strategy
besides (3,3), which is (4,4) and also non-zero NE payoffs: (4,4),(0,0) (Fig. 2 b).
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Fig. 2. Scenario 1.2. Equal-rate, equal-cost channels - discrete Bertrand game refor-
mulation - two CR simultaneous access (W = 12, K = 3). Evolutionary detected
equilibrium (a) strategies: Nash (3;3), (4;4), Pareto, Nash-Pareto, Pareto-Nash, and
(b) payoffs: Nash (0;0), (4;4), Pareto (20;0),(0;20),(10;10), Nash-Pareto, Pareto-Nash.

The Pareto strategy set is relatively small (only 9 strategies) and only three effi-
cient outcomes (Fig 2 b): two unbalanced ones (winner-takes-all): (20,0), (0,20)
and an equitable one: (10, 10).

In this scenario Pareto strategies ensure higher payoffs than NE (Fig. 2 b). We
may also notice that heterogeneity of players introduces unbalanced outcomes
(PN and NP solutions are on the axes). The Pareto player gets the non-zero
outcome and the Nash player gets the zero-outcome.

Joint equilibria (N-P and P-N) illustrate intermediate situations between NE
and Pareto solutions which in this case are unbalanced solutions (Fig. 2 b). One
NP and one PN solutions overlap one of the NE solutions: (4,4), indicating that
a stable and, moreover, equitable state exists even when players have different
biases.

4.2 Capacity Sharing Scenario No. 2: Equal-Rate Channels,
Different Costs

This scenario considers 2 CRs simultaneously trying to access an available ca-
pacity W by accessing equal-rate channels but with different individual costs,
K1 and K2.

In the case of the Bertrand game with different costs, the individual CR payoff
is given by (i = 1, 2):

ui(s1, s2) =

⎧⎨⎩ (W − si)(si −Ki), if si < sj ;
1
2 (W − si)(si −Ki), if si = sj ;
0, if si > sj .

(7)

For numerical simulations W = 12, K1 = 1, and K2 = 3 are considered.
The asymmetry introduced by the different costs is captured in Fig. 3. At NE

only CR1 (the one with the lowest cost) gets non-zero payoffs: (10,0) and (18,0).
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CR2 (having a higher access cost than CR1) manages to get non-zero payoffs
only in Pareto-Nash situations (where CR1 plays Pareto, is other-regarding, and
CR2 plays Nash, is self-regarding). We may also notice that the maximum payoff
for CR1 is higher than for CR2 (Fig. 3 b).
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Fig. 3. Scenario 2. Equal-rate, different cost channels - asymmetric, discrete Bertrand
game reformulation - two CRs (W = 12, K1 = 1, K2 = 3). Evolutionary detected
equilibrium (a) strategies: Nash (1;2), (2;3), (3;6), (3;9), (3;4), Pareto, Nash-Pareto,
Pareto-Nash and (b) payoffs: Nash (0;0),(10;0),(18;0), Pareto ((30;0),(0;20)), Nash-
Pareto, Pareto-Nash.

The NE outcome is a set of unbalanced solutions - 3 NE on the CR1 axis
(Fig. 3 b): (0,0), (10,0), (18,0) and the Bertrand paradox is present again (NE
payoff: (0,0)), but is not the only possible outcome.

The Pareto set is again relatively small - 12 strategies yielding only 2 Pareto
efficient outcomes (30,0); (0,20). This is again a win-or-lose situation (one of the
interacting CRs gets all).

In heterogeneous situations the Nash player gets all and the Pareto player
gets zero (Fig. 3, b)).

4.3 Capacity Sharing Scenario No. 3: Different-Rate Channels,
Additional Costs

A reformulation of the Bertrand model with differentiated products [26] captures
a high-density capacity sharing situation where the CRs simultaneously access
different-rate channels in their attempt to satisfy a certain capacity request. The
demand function is:

Di(s1, s2) =

⎧⎨⎩
1, if si ≤ sj − t;
sj−si+t

2t , if si ∈ (sj − t, sj + t);
0, if si ≥ sj + t.

(8)
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where s is the capacity request of CR i and t is an additional cost accounting
for the heterogeneity of CR technological means; it represents the differentiation
degree between the channels.

Considering (8), the utility function for the CRs accessing different-rate chan-
nels is:

ui(s1, s2) = (si − c)Di(s1, s2), i = 1, 2. (9)

Simulation parameters are: W = 12 (available capacity, e.g. in Mbps) and
K = 3 (cost of accessing the rate available on one channel), and t = 9 (additional
cost).

Fig. 4 captures the equilibrium strategies and payoffs for the simultaneous
capacity requests of two CRs, considering different-rate channels and additional
costs of accessing those channels.
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Fig. 4. Scenario 3. Different-rate, additional-cost channels - discrete, differentiated
Bertrand game reformulation - two CRs (W = 12, K = 3, t = 9). Evolutionary
detected equilibrium (a) strategies: Nash (11;11), (12;12), Pareto (12;12), Nash-Pareto
(12;12), Pareto-Nash (12;12) and (b) payoffs: Nash (4;4),(4.5;4.5), Pareto (4.5;4.5),
Nash-Pareto (4.5;4.5), Pareto-Nash (4.5;4.5).

Two NE strategies are detected: (11,11) and (12,12), among them one is
Pareto efficient: (12, 12). What is also interesting and may prove to be an ad-
vantage is that the set of Pareto efficient solutions includes only one solution:
(12, 12) / (4.5, 4.5) and is not a large, hard-to-process set. Also, the joint strate-
gies NP and PN (where the players are biased towards different equilibria) are
Pareto efficient and overlap one NE. NE is the most stable game situation as it
is maintained even for heterogeneous strategies (NP and PN overlap NE).

The most significant finding is that, in this scenario, one of the NE - (12,
12) - is both Pareto efficient and equitable and all equilibria in this scenario are
equitable.
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5 Conclusions

Bertrand game is reformulated in terms of radio resource access for small-
cell, open capacity sharing in CR environments. CR interaction analysis reveals
various equilibrium states among which some are efficient and equitable. These
are the most advantageous states (the ones that GT analysis usually seeks).

Moreover, systematic exploration of discrete game models points to a new
approach in using GT tools and concepts for CR interaction analysis. Evolution-
ary equilibrium detection techniques are the underlying enablers of this more
realistic approach.

The Bertrand model proves valuable in estimating the chances in a crowded
spectrum, high-density scenario, where the resources become scarce. The
observations may be especially relevant for designing new rules of behaviour
for heterogeneous cognitive radio environments. Three simultaneous capacity-
request scenarios, in a scarce-resource context, are analysed.

An interesting particularity of the Bertrand game, in its different versions, is
that equilibria are not robust to changes in parameters (like for Cournot game
for instance [27], [28], [29]).

In the proposed approach we identify situations where NE is both fair and
Pareto efficient or where there are sometimes multiple NEa to choose from.
Adding to the flexibility are the joint Nash-Pareto solutions (intermediate be-
tween Nash an Pareto) capturing heterogeneous behaviour of players. Stable
and, moreover, equitable states exist even when players have different biases.

Future work may consider variations of these general scenarios, for instance
some players may adequate their strategies to the total available resources, some
may not.

Acknowledgements. This work was supported by CNCS-UEFISCDI, Roma-
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neous spectrum access/ one-shot game modelling. In: IEEE, IET International
Symposium on Communication Systems, Networks and Digital Signal Processing,
CSNDSP 2012, pp. 1–6 (2012)



Optimization of a Decentralized Medium Access

Control Scheme for Single Radio Cognitive
Networks
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Abstract. The medium access control (MAC) of decentralized cognitive
radio networks has been a topic of interest in the last years due to the lack
of a central coordinator and the necessity of self-organizing procedures
that effectively lead the nodes to act autonomously but efficiently. This
work addresses a scenario where multiple non-licensed cognitive radios
communicate with an access point when licensed users do not use the
spectrum. We consider a MAC protocol for the non-licensed users which
uses a double stage to schedule each node’s transmission. Non-licensed
users perform spectrum sensing in a synchronous way and the proposed
MAC is opportunistically employed when the channel is sensed idle. In
the first stage the number of competing non-licensed nodes is decreased
to reduce the number of collisions. In the second stage we adopt a reser-
vation procedure to schedule the non-licensed users competing for the
medium. Adopting a traditional energy-based sensing, we characterize
the performance of the considered protocol by capturing the influence of
the sensing in the MAC’s performance. Finally we present several results
to evaluate the performance of the proposed scheme achieved in optimal
conditions, which are compared to a cognitive ”slotted-aloha”-like proto-
col. The obtained results demonstrate the effectiveness of the proposed
solution.

Keywords: Cognitive Radio, Distributed Medium Access Control,
Performance Analysis.

1 Introduction

Cognitive radio networks (CRNs) are an effective solution to alleviate the in-
creasing demand for radio spectrum [1]. In these networks non-licensed users,
usually denominated secondary users (SUs), must be aware of the activity of the
licensed users, denominated primary users (PUs), in order to dynamically access
the spectrum without causing them harmful interference. In decentralized cogni-
tive radio networks (dCRNs) the SUs are not managed by a central coordinator,
meaning that SUs must adopt distributed policies able to manage the network
in an efficient way.
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This work considers a single-radio dCRN, indicating that SUs are only
equipped with a single transceiver and can not sense the spectrum and simul-
taneously transmit the waiting packets. The work addresses a scenario where
multiple SUs wish to communicate with an access point when PUs do not use
the spectrum. We assume a cognitive radio system where SUs synchronously and
periodically sense the channel in order to determine the level of PU’s activity.
SUs sense the channel activity using an energy-based sensing scheme, but the
proposed scheme can be replaced by other spectrum sensing techniques, such as
the ones described in [2].

The operation of the SUs is organized in time frames. Each time frame is
organized in two periods. The spectrum sensing is performed in the first period
in order to evaluate if a SU is allowed to access the channel in the second period.
Each SU employs a double stage random MAC to access the channel. The first
stage of the MAC protocol aims at decreasing the number of collisions between
SUs by reducing the number of competing SUs. The second stage of the protocol
starts with a reservation phase where SUs schedule their transmissions and is
followed by a transmission phase where SUs effectively access the channel. Since
all SUs must be synchronized in order to start the sensing period simultaneously,
we consider that the access point can transmit a tone in a narrow band, which is
used by SUs to resynchronize and identify the first and the second MAC stages.

We start to detail the considered MAC protocol and the analytical steps that
characterize the aggregate throughput achieved by the SUs. By modeling the in-
fluence of the sensing duration and its accuracy in MAC’s performance, we com-
pute the optimal protocol’s parameterization that maximizes SU’s throughput
constrained to the sensing duration. Finally we present several results to evalu-
ate the performance of the proposed scheme, which are compared to a cognitive
”slotted-aloha”-like protocol. The obtained results demonstrate the effectiveness
of the proposed solution, making it a good candidate for future decentralized
single radio cognitive networks.

The rest of this paper is organized as follows. In the next section we review a few
works related to ours. Section 3 describes the adopted MAC scheme and presents
a simple model to characterize its throughput. Performance results are discussed
in Section 4. Finally, some concluding remarks are given in Section 5.

2 Related Work

The design of efficient MAC protocols for dCRNs is a challenging task due to
necessity of efficient self-organizing procedures that effectively guide the SUs
to act autonomously. Recently, several MAC schemes have been proposed for
dCRNs. [1] describes a new MAC protocol which considers a time frame orga-
nization where each node starts to sense the radio spectrum before trying to
transmit data. If a node does not detect PUs’ activity during the sensing period,
it applies a random backoff during the transmission period and the channel is
granted to the first competing node accessing the channel. A collision can occur
if the first access during the transmission period is attempted by multiple nodes.
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[3] proposes a carrier sense multiple access/collision avoidance (CSMA/CA) pro-
tocol that exploits statistics of channel usage by PUs for decision making on SUs’
channel access. Basically, the protocol uses a common control channel to nego-
tiate the transmission parameters with the receiver. A successful transmission
rate is then defined from the exchanged information, which is used to adapt the
level of contention used by SUs to access the medium. The work in [4] proposes a
MAC for CSMA-based PU systems. A CSMA scheme is also used to regulate the
access of SUs and the main feature of this protocol is the dynamic adaptation of
SUs’ physical layer parameters (e.g. transmission power) to allow simultaneous
SUs and PUs transmission when interference to and from the PUs are acceptable.
More recently, [5] proposed a two-level opportunistic spectrum access strategy
to optimize the system performance of the secondary network. At the first level,
SUs maintain a sufficient detection probability to avoid interference with PUs.
At the second level, two contention-based MAC protocols called slotted cogni-
tive radio Aloha and cognitive-radio-based carrier-sensing multiple access were
proposed to deal with the packet scheduling of the secondary network. The next
section introduces the principle of operation of the scheme proposed in this work.

3 System Description

In this work we consider that n SUs may transmit data to an access point in an
opportunistic way, when the channel is not used by PUs. SUs are equipped with a
single radio transceiver. However, because SUs are unable to distinguish SUs and
PUs transmissions, each SU will have to divide its operation cycle (time frame
structure) into spectrum sensing and spectrum access periods, with durations
T SU
S and T SU

D respectively, as illustrated in Figure 1. The time frame lasts for
T SU
F = T SU

S + T SU
D and is divided into NT slots, where each slot duration is

given by the channel sampling period [6]. The first NS slots are allocated to
the spectrum sensing (channel sampling) and the remaining ones (NS + 1 to
NT ) are used to access the channel. In this paper we consider that SUs always
have a packet to transmit. We assume that SUs are synchronized in the first
slot of the sensing period and the access point transmits a tone to guarantee
resynchronization.

...

TS TD

1 NS

SU SU

NS+1 NT...

Fig. 1. SU’s time frame structure

3.1 Spectrum Sensing Period - TSU
S

SUs sense the channel during the period T SU
S using an energy-based sensing

(EBS) technique [7]. To distinguish between occupied and vacant spectrum
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bands, SUs sample the channel during the sensing period, and for each sam-
ple k two hypotheses can be distinguished

H0 : x(k) = w(k) k = 1, 2, ..., NS

H1 : x(k) = w(k) + s(k) k = 1, 2, ..., NS,
(1)

where s(k) denotes the transmitted signals by PUs, modeled as a Gaussian vari-
able with mean μs and variance σ2

s , i.e., s(k) = N (μs, σ
2
s). w(k) is assumed to

be a zero-mean additive white Gaussian noise (AWGN) with unit variance, i.e.,
w(k) = N (0, 1). The condition H0 represents the case when PUs are absent. H1

indicates that there exists a signal transmitted by a PU.
EBS relies on the classical energy detector [7]. In the detection stage, each SU

calculates the amount of energy received in NS samples, given by

Y =

NS∑
i=1

|x(i)|2, (2)

and compares it with the energy threshold γ to decide whether a PU is present
or absent. Under the hypothesis H0, the decision variable Y follows a central
chi-square distribution with 2NS degrees of freedom. Under the hypothesis H1,
Y follows a non-central chi-square distribution also with 2NS degrees of freedom,
and a non centrality parameter λ, denoting the signal-to-noise ratio (SNR) [8].
However, if the number of samples NS is large enough1, it is possible to use the
Central Limit Theorem (CLT) to approximate the chi-square distribution to a
Gaussian distribution [9]:

Y ∼
{
N (NS , 2NS), H0

N (NS + λ, 2(NS + 2λ)), H1.
(3)

Therefore, for a single SU the probability of detection (PD) and probability
of false alarm (PFA) are represented by

PD = Pr(y > γ|H1) = Q
(

γ − (NS + λ)√
2(NS + 2λ)

)
, (4)

PFA = Pr(y > γ|H0) = Q
(
γ −NS√

2NS

)
, (5)

where Q(.) is the complementary distribution function of the standard normal
distribution.

3.2 Medium Access Control

Figure 2 introduces the MAC protocol. SUs may declare an idle or busy trans-
mitting period with duration T SU

D = T SU
F − T SU

S , if the EBS applied during the

1 The sampling rate must satisfy the Nyquist sampling theorem.
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NS slots indicates absence or presence of the PU. We adopt the terminology idle
frames to denote the frames detected idle by the EBS system and busy frames to
denote the opposite. SUs start to decide their medium access from the moment
when the present frame is declared idle or busy, which occurs after the NS-th
channel sampling slot.

If a frame is declared busy by the EBS, as is the case for the second and fourth
frames depicted in Figure 2, the nodes do not perform any operation until the
sensing decision of the next frame.

If a frame is declared idle, as is the case of the first and third frames shown in
Figure 2, then a SU may access the medium during the time interval equivalent
to T SU

F − T SU
S , depending on a random decision. This means that SUs are only

granted to randomly access the medium after sensing an idle frame, which occurs
with probability

Pidle = PPU
OFF (1− PFA) + PPU

ON (1− PD). (6)

Pidle accounts with the sensing accuracy by including the EBS’ probabilities of
misdetection (1− PD) and correct rejection (1− PFA).

SUs may access the medium in the beginning of the slot NS + ϕ of each idle
frame. ϕ represents the duration of the synchronization tone sent by the access
point in each idle frame. To avoid collisions between SUs, their medium access
decision is randomized. One solution to randomize SUs’ medium access is to
use the traditional ”slotted-aloha” protocol, where SUs randomly choose an idle
frame to transmit with probability paloha. This behavior is used in this work for
comparison purposes.

Fig. 2. MAC protocol - reservation’s schedulling phase (e.g. cw1 = 3 and cw2 = 6)

It is well known that slotted-aloha achieves low throughput. Motivated by
this fact we consider a different scheme, where the nodes adopt two stages of
contention. The first stage of the scheme is applied during the first frame detected
idle (idle frame). Once again this occurs with probability Pidle described in Eq.
(6). The transmission period T SU

D − ϕ of this frame is divided into cw1 mini-
slots2. The nodes can randomly transmit at most one mini-packet in one of the
mini-slots with probability τ1 = 1/cw1, which serves to announce its intention
to access the medium. The first stage of this scheme finishes at the end of the
first timing frame detected idle. When this occurs, we have defined a method to

2 Note that we use the term mini-slots for MAC purposes and the term slot, adopted
in Section 2, is only used for channel sensing purposes.
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identify the SUs that will compete in the second stage. We have adopted a simple
criterion: if a node listens an idle mini-slot before transmitting its mini-packet,
it knows that it should compete in the second stage. In Figure 2, SUs B and
C transmit a mini-packet in the first mini-slot while SU A transmits the mini-
packet in the third mini-slot. This means that only SUs B and C will compete
in the second contention stage. Assuming that we have n SUs competing for
the medium in the first stage, then the expected number of nodes selected to
compete in the second contention stage is given by

n2 = max

(
1,

n∑
k=1

k

(
n

k

)
τk1 (1− τ1)

(n−k)

)
. (7)

Nodes selected in the first stage do not start accessing the medium in the first
idle frame of the second stage. Instead, the transmission period T SU

D − ϕ of the
first idle frame in the second stage is divided into cw2 mini-slots, which are used
to reserve future idle frames for channel access. This is called the reservation
phase of the second stage. Admitting that we have n2 nodes competing for
the medium in the second stage, they can access the medium by selecting a
single frame in the interval {1, 2, ..., cw2} of future idle frames, meaning that a
frame is chosen with probability τ2 = 1/cw2. Some of the cw2 idle frames may
not be selected for transmission, and consequently they represent a situation
of underutilization of idle frames from SUs. This fact motivates a reservation
scheme introduced in the second contention scheme.

To exemplify the reservation scheme we consider the example depicted in
Figure 2. During the first stage 2 SUs B and C, are selected for the second stage.
During the second stage the SU C transmits a mini-packet in the second mini-slot
and the SU B transmits its mini-packet in the fifth mini-slot. After elapsing cw2

mini-slots, the SUs know how many mini-slots were occupied by one or more
mini-packets, because they sense the channel activity at each mini-slot. The
information about the mini-slots found busy is then used to reserve the future
idle frames to the nodes that have manifested their intention on accessing the
channel during the cw2 mini-slots. In the previous example, all SUs have sensed
transmissions in the second and in the fifth mini-slots. From this information the
SUs reserve an equal number of idle frames (two) in the next transmission phase,
and thus the second stage lasts for a number of idle frames equal to the number
of busy mini-slots observed in the reservation stage plus the idle frame where
the cw2 mini-slots were defined. Figure 3 illustrates an hypothetic scenario for
the transmission phase after the reservation phase occurred in the second stage
in Figure 2, where SUs C and B transmit.

Fig. 3. MAC protocol - transmission’s phase (e.g. cw1 = 3 and cw2 = 6)
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To determine a bound for the maximum achievable throughput of this scheme,
we start to define the expected number of idle mini-slots in the second stage.
Since n2 nodes compete in the second stage (computed from (7)), the expected
number of mini-slots found idle in the second stage is given by

Γidle = cw2(1− τ2)
n2 , (8)

where (1 − τ2)
n2 is the probability of finding an idle mini-slot and τ2 = 1/cw2

is the probability of a SU transmitting the mini-packet in a given mini-slot.
The expected number of idle frames reserved for SUs access (transmission or
collision) during the cw2 mini-slots is given by

χres = cw2 − Γidle, (9)

which shows that at most cw2 future idle frames are reserved for the transmission
phase when none of the cw2 mini-slots is sensed idle (Γidle = 0). Note that the
first and the second contention stages last for 2 + χres idle frames, since 2 idle
frames are used to implement the cw1 and cw2 mini-slots and the remaining
ones are reserved for SUs transmissions. Given that the maximum number of
reserved frames is cw2, we define the performance weight αC = cw2/(2 + χres),
which expresses the relative gain (αC > 1) due to the suppression of unused idle
frames in the second stage and also accounts with the two idle frames used for
implementing cw1 and cw2 mini-slots. The throughput of this scheme can be
approximated by

SDS = n2τ2(1− τ2)
n2−1PPU

OFF (1 − PFA)αsαC , (10)

which is a bound for the maximum achievable throughput for the case when all
SUs have an homogeneous detection of the spectrum sensing occupancy. αs =
(T SU

D − ϕ)/(T SU
S + T SU

D ) represents the loss of throughput due to the period
when SUs sense the channel and receive the synchronization tone. Note that
the synchronization tone sent by the access point also indicates what is the idle
frame where SUs should run the first contention stage and the reservation phase
of the second stage. Nodes that have detected busy channel during the sensing
period followed by the reception of a tone indicating the beginning of the first
or the second contention stages postpone their transmission because they are
not coherent with the spectrum sensing performed by the access point. The
SUs postpone their transmission until receiving a new tone indicating the first
contention stage after having detected an idle frame.

3.3 PU Activity Model

Each PU has an ON-OFF behavior, meaning that it is active during TPU
ON , and

inactive during the TPU
OFF interval. The PU’s activity is modeled by two random

processes. The first one models the active period duration and the second mod-
els the inactive period duration. Both durations are sampled from exponential
distributions with mean λON and λOFF , respectively. The probabilities of a PU
staying OFF and ON are respectively given by PPU

OFF =λOFF /(λOFF + λON )
and PPU

ON =λON/(λOFF + λON ).
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4 Protocol’s Optimization and Performance Analysis

This section evaluates the performance of the previously described decentralized
MAC scheme. We have considered a scenario formed by one PU transmitter-
receiver pair and multiple SUs transmitting to a single SU Access Point. The
operation mode of SUs and PUs is as described in Sections 3.2 and 3.3. The
mean duration of PU’s active period (λON ) was set to 140ms, while the mean
duration of the inactive period (λOFF ) was set to 327ms in order to obtain a
probability of a PU staying ON of approximately 30% (PPU

ON=0.3).
The adopted parameters for the PU’s transmitting signal and for the energy

detector implemented in the SUs are described in Table 1. The energy detector
threshold (γ) was defined to 38.3 Joules following the parametrization criterion
C4 presented in [10] and considering that PUs’ SNR is equal to 5dB.

Table 1. Parameters used in the energy detection

Sensed band 10 kHz Channel Sampling Period 50 μs
TSU
S + TSU

D 20.0 ms Nmin
S 20

μs 3.16 (5dB) σ2
s 3

μw 1 (0dB) σ2
w 1

λ (SNR) 5 dB γ 38.3 J

4.1 Slotted Aloha Benchmark Protocol

In order to have a benchmark for the performance of our proposal, we have
implemented a ”slotted-aloha”-like medium access protocol which adopts the
same basis regarding the channel sensing as the previous proposal: the SUs
declare an idle or busy transmitting period with duration T SU

F − T SU
S , if the

EBS applied during the NS slots indicates absence or presence of the PU. If a
frame is declared idle, then a SU may access the medium during the time interval
equivalent to NT −NS, depending on a randomly decision. This means that SUs
are only granted to randomly access the medium after sensing an idle frame,
which occurs with probability Pidle given by (6). To avoid collisions between SUs,
their medium access is randomized: when a SU has a new packet to transmit,
it randomly chooses an idle frame to transmit. This frame is chosen from the
interval 1, 2, ..., cw of the next cw idle frames, which means that a frame is chosen
with probability τ = 1/cw. A SU only has a chance to successfully transmit
in the chosen frame if the frame is declared idle due to a correct rejection,
PPU
OFF (1−PFA), and if the SU is the unique node granted to access the medium

on that frame, τ(1 − τ)(n−1). Consequently, the aggregate throughput achieved
by n SUs is given by

SSA = nτ(1 − τ)(n−1)PPU
OFF (1− PFA)αs. (11)
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4.2 Protocol’s Optimization

Our MAC proposal is optimized to achieve the maximum aggregated throughput
in the secondary network guaranteing a given level of protection to PUs. For
that, both MAC schemes were optimized for different channel conditions (SNR)
and different number of SUs, by finding the optimal number of sensing samples
NS and mini-slots (cw, cw1 and cw2). This optimization process introduces the
concept of cross-layer between the PHY and the MAC layers because the optimal
number of samples NS is highly dependent on the performance of the spectrum
sensing task, while the optimal number of mini-slots is related with the number
of SUs.

In both schemes, the EBS was parameterized according to the Table 1. In
order to guarantee that all the SUs have the same probability of false alarm (Eq.
(5)), we fixed the energy detector threshold (γ) and maximized the throughput
achieved by the ”slotted-aloha”-like MAC protocol as follows

max
cw,NS

SSA,

s.t. PD ≥ Pmin
D

Nmin
S ≤ NS ≤ NT

1 ≤ cw ≤ cwmax.

Basically the optimal throughput is computed taking into account several
constraints: PD ≥ Pmin

D guarantees a minimum level of protection to PUs;
NS ≥ Nmin

S assures the minimum number of sensing samples needed to apply
the approximation of Eq. (3); and the slotted-aloha medium access probabil-
ity (1/cw) is bounded. The optimization process identifies the medium access
probability and the sensing duration that leads to the maximum throughput.

Similarly, our proposal was optimized as follows

max
cw1,cw2,NS

SDS ,

s.t. PD ≥ Pmin
D

Nmin
S ≤ NS ≤ NT

1 ≤ cw1 ≤ cwmax
1

1 ≤ cw2 ≤ cwmax
2 .

In order to protect the PUs, Pmin
D was set to 95%. cw1 and cw2 mini-slots were

bounded to cwmax
1 and cwmax

2 to assure that a mini-packet can be successfully
sent within the duration of cw1 and cw2. NT represents the total number of slots
in a SU’s frame.

4.3 Performance Evaluation

We have implemented both schemes in a simulator. Figure 4 illustrates the
throughput obtained for different values of SNR, where 25 SUs are compet-
ing for the medium. Due to lack of space it is not possible to reproduce the
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results for different number of SUs, but a similar behavior was obtained. 106

SUs timing frames were simulated in both schemes. The confidence interval of
the simulations at 95% of confidence level was computed but, because it is too
small, we decided to not plot it in the figure. The numerical results from theo-
retical approximations, which correspond to the optimization of SDS (Eq. (10))
and SSA (Eq. (11)) for each value of SNR, are also plotted.
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Fig. 4. Aggregated normalized throughput for PPU
ON = 0.3 and n = 25

Observing the simulation results, which were obtained using the optimal
values of cw1, cw2, cw and NS for each SNR, we conclude that our pro-
posal achieves a better throughput when compared with the ”slotted-aloha”-
like scheme, mainly for higher SNR values. For small values of SNR, the EBS
(which has always a fixed threshold - γ) has more difficulties to distinguish be-
tween PUs and noise. For lower SNR values, the optimization process increases
the number of samples NS to increase the probability of detection, thereby de-
creasing the aggregated throughput. Even so, for an SNR of -5dB, which is a
channel condition relatively far from the one used to parameterize the EBS, our
proposal can achieve almost 0.15 of aggregated throughput outperforming the
”slotted-aloha”-like protocol.

Regarding the ”slotted-aloha”-like scheme it is well known that these schemes
can only achieve 1/e ≈ 0.38 of throughput when cw = 1/n, which was the case.
However, this throughput level is for a traditional MAC protocol where a node
can access the spectrum in each time frame. In our case the SUs do not ac-
cess in busy frames, which decreases the maximum aggregated throughput to
0.25 (for the adopted parametrization). In the proposed scheme, the double
contention scheme improves the aggregated throughput mainly because it re-
duces the number of idle frames without SUs’ transmissions, and the number of
collisions between SUs is also decreased. In fact, our MAC scheme introduces
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properties normally presented in cross-layer schemes because the optimal num-
ber of sensing samples is mainly dependent on the performance of the spectrum
sensing task while the optimal number of mini-slots is directly related with the
number of number of SUs competing for the spectrum.

The theoretical approximations presented for the throughput follow the trend
observed in the simulations. For the ”slotted-aloha”-like scheme the theoretical
approximation is quite accurate. The theoretical approximation for the through-
put of our proposal can be considered a bound for the best-case scenario because
we do not consider the impact of heterogenous misdetection that can occur dur-
ing the cw1 and/or cw2 mini-slots.
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Fig. 5. Misdetections for PPU
ON = 0.3 and n = 25

Figure 5 illustrates the number of misdetections (1 − PD) obtained in the
simulations. For small values of SNR, the misdetection is close to 0.05, which
corresponds to the maximum allowed for the optimization problem (Pmin

D =
0.95). However, for higher values of SNR, mainly for SNR > 5dB, the number
of misdetections become negligible due to the constraint regarding the minimum
number of sensing samples (Nmin

S ), and also due to the fixed energy threshold
used in the EBS.

5 Conclusions

This work proposed a decentralized MAC protocol for a Single Radio Cognitive
Network, considering a scenario where multiple non-licensed cognitive radios
communicate with an access point when licensed users do not use the spectrum.
The proposed protocol uses a double stage to schedule each SU’s transmission.
In the first stage the number of competing SUs is decreased to reduce the
number of collisions. In the second stage we adopt a reservation procedure to
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schedule the SUs competing for the medium. Adopting a traditional energy-
based sensing, we characterize the performance of the considered protocol by
capturing the influence of the sensing in the MAC’s performance. Finally a
protocol optimization was proposed to select the best contention probabilities
applied in the first and in the second stages, as well as the duration of the
sensing period. We have compared the performance of the proposed protocol
with a simple ”slotted-aloha”-like protocol and the obtained results demonstrate
the effectiveness of the proposed solution.
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among Secondary Users in Cognitive Radio Networks
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Abstract. In this paper, we propose a model for coalition formation among
Secondary Users (SUs) with incomplete information in Cognitive Radio (CR)
networks based on the Bayesian equilibrium. This model allows us to study coali-
tion formation among SUs with respect to the stations’ information endowments.
By using the proposed method, SUs can self-organize into disjoint independent
coalitions. We are the able identify the cost of incomplete information on the
Bayesian equilibrium. As a result, we can propose an algorithm for coalition
formation among SBSs with incomplete information based on the Bayesian
equilibrium. To evaluate our approach, we developed a realistic model of cogni-
tive radio networks, and used them to make simulation experiments. The results
demonstrate the practicality of our algorithm.

Keywords: cognitive radio networks, game theory, Bayesian equilibrium.

1 Introduction

Recent advances in technology have led to the development of distributed and self-
configuring wireless network architectures. This is seen especially in the case of usage
of the radio spectrum, which refers to the frequency segments that have been licensed
to a particular primary service, but are completely unused or partly utilized at a given
location or a given time.The Federal Communications Commission (FCC) reported [5]
vast temporal and geographic variations in the usage of the allocated spectrum with use
ranging from 15% to 85% in the bands below 3 GHz that are favoured in non-line-of-
sight radio propagation. On the other hand, a large portion of the assigned spectrum is
used sporadically, leading to an under utilisation of a significant amount of spectrum.
Some studies have shown up to 90% of the radio spectrum remains idle in any one
geographical location.

Cognitive radio (CR) [1, 9, 15] have been extensively researched in recent years as
a promising technology to improve spectrum utilization. Cognitive radio networks and
spectrum-sensing techniques are natural way to allow these new technologies to be
deployed. These spectrum-sensing techniques and the ability to switch between radio
access technologies are the fundamental requirements for transmitters to adapt to vary-
ing radio channel qualities, network congestion, interference, and quality of service
(QoS) requirements.

The CR networks have three different access types as follows:

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 272–283, 2013.
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Fig. 1. Downlink/uplink CR network

– CR users can access their own base station on licensed and unlicensed bands.
– CR users can communicate with each other through ad-hoc communication on

licensed and unlicensed bands.
– CR users can also access the primary base station through a licensed band.

The CR users can operate in both licensed and unlicensed bands. Therefore, we may
categorize the CR applications of spectrum into three possible scenarios: (i) CR network
on a licensed band, (ii) CR network on a unlicensed band, (iii) CR network on a licensed
band and unlicensed band. We use Fig. 1 to illustrate the third scenario. Thus, from
the users’ perspective, the CR network coexists with the primary system in the same
geographic location. A primary system operated in the licensed band has the highest
priority to use that frequency band (e.g. 2G/3G cellular, digital TV broadcasts, etc.).
Other unlicensed users and/or systems can neither interfere with the primary system in
an obtrusive way nor occupy the licensed band. By using the pricing scheme, each of
the primary service providers (operators) maximises its profit under the QoS constraint
for primary users (PUs). All of the unlicensed secondary users (SUs) are equipped
with cognitive radio technologies, usually static or mobile. The PUs are responsible
for throwing unused frequencies to the SUs for a fee. While the existing literature has
focused on the communications needed for CR system control, this paper assumes a
network of SUs. Every SU can only have information on a small number of secondary
base station (SBSs) or channels. It causes interference to SBSs and SUs.

The key to the next revolution in communications delivery is the application of
artificial intelligence (i.e. cognition) to the communications devices. This will enable
intelligent local decisions to made on routing, dynamic spectrum access and resources
usage, etc. Such decisions can take into account mixed systems and applications, and
even devices that break the rules. The study of artificial intelligence, learning, and rea-
soning has been around for a number of years, but it is only now that concepts such
as reinforcement-based learning, game theory and neural networks are being actively
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applied to CR networks. Among the game-theoretic approaches to addressing resource
management in these systems, the paper [12] proposed the use of Shapley value to
power allocation games in CR networks.

In the literature, a coalition formation is broadly studied for cognitive radio networks.
In the paper by Ghasemi et al. [7] amongst others, it has been shown that through col-
laboration among SUs, the effects of the hidden terminal problem can be reduced and
the probability of detecting the PU can be improved. A collaborative detection of TV
transmission in support of dynamic spectrum sensing was presented by Visotsky et
al. [20]. The authors of the paper [21] have proposed spatial diversity techniques for
improving the performance of collaborative spectrum sensing by combating the error
probability due to fading on the reporting channel between the SUs and the central fu-
sion center. Recently, in collaborative spectrum sensing among SUs in CR networks,
it was show in [17] that the performance of these networks is a significant improve-
ment. A distributed coalition formation algorithm was presented by Saad et al. [18]
that allows the SUs to self-organize into disjointed coalitions while accounting for the
tradeoff of collaborative spectrum sensing. A survey of cooperative spectrum sensing
was presented by Akyildiz et al. [2]. Nevertheless, none of the above mentioned papers
provided coalition formation among the SUs with incomplete information.

The motivation of this paper is exactly to study how game theory [6] can be imple-
mented in the situations where CR devices have limited information. Recently, games
of complete information have been used in various types of communication networks,
multiple input and multiple output channels [11], interference channels [3], and combi-
nation of them. Games with complete information have been studied in the distributed
collaborative spectrum sensing [17], for the solve of a dynamic spectrum sharing [16],
interference minimalization in the CR networks [14], etc.

In this paper, we introduce the means of coalition formation among SUs with incom-
plete information in CR networks. A Bayesian equilibrium allowing us to formulate
the coalition among the SUs with incomplete information is proposed. Moreover, an
algorithm for building a coalition is presented. It is also shown that each SUS decides
to enter or leave the coalition based on maximizing its utility function. The presented
algorithm can also dynamically produce reconfigured coalitions of SUs, maintaining
structural integrity. Finally, the presented system model is verified through simulation
and compared with other solutions of coalition forms of games for wireless networks.

The rest of this paper is as follows. In section 2, we present the system model. Section
3 provides the proposed coalition game among the SUs with incomplete information. In
section 4 we propose a distributed algorithm for coalition formation. Some simulation
results are provided in section 5. Finally, conclusions are given section 6.

2 System Model

In this section, we present the model of the CRN system consisting of SUs and PUs.
Let Ω = {1, . . . , N} be the transmit-receive pairs of SUs and a single PU in the

ad hoc network. Each of the N SUs can continuously sense the spectrum to detect
the presence of the PU. To detecting the presence of the PU each of the N SUs can
use the energy detectors used in the CR networks [7, 20]. It is important that these
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non-cooperative SUs in the Rayleigh fading environment can detect the PU and the
false alarm probability of an SU i, respectively, given by [4, 7]:

P k
det,i = e−

λi,k
2

m−2∑
n=0

1

n!

(
λi,k

2

)n

+

(
1 + γk,i

γk,i

)m−1

×
[
e
− λi,k

2(1+γki) − e−
λi,k

2

m−2∑
n=0

1

n!

(
λi,kγki

2(1 + γki)

)n
]

(1)

where λi,k is the energy detection threshold selected by the i-th SU for sensing the k-th
channel, m is the time bandwidth product. γki is the average SNR of the received signal
from the k-th SBS, where Pk is the transmit power of the k-th SBS, gki = 1

dμ
ki

is the

path loss between the k-th SBS and the i-th SU, dki is the distance between the k-th
SBS and the i-th SU, σ2 is the Gaussian noise variance.

Thus, as was shown in [7] the false alarm probability perceived by the i-th SU i ∈ N
over the radio channel combining SBS, is given by

P k
fal,i = Pfal =

Γ (m,
λi,k

2 )

Γ (m)
(2)

where Γ (., .) is the incomplete gamma function and Γ (.) is the gamma function.
We note that the non-cooperative false alarm probability depends on the position

of SU. Thus, we can drop the index k in Eq. (2) and we get the missing probability
perceived by the i-th SU, namely [4, 7]

Pmis,i = 1− Pdet,i (3)

It is obvious that the reduction of the missing probability will decrease the inter-
ference on the PU and increase the probability of its detection. Within a coalition the
SUs minimize their missing probabilities. We assume that in each coalition C an SU
is selected as coalition head. It collects the sensing bits from the coalition’s members
and acts as the head to form a coalition. Thus, assuming Rayleigh fading and BPSK
modulation within each coalition, the probability of reporting error between an SU and
the coalition head is given by [21]:

Pe,i,j =
1

2

(
1−

√
γi,j

2 + γi,j

)
(4)

where γi,j =
Pihi,j

σ2 is the average SNR between SU i and the coalition head j inside
coalition C with Pi the transmit power of SU i, σ2 the Gaussian noise and hi,j = κ

dμ
i,j

the path loss between SU i and coalition head j. We assume that any SU can be selected
as a coalition head within a coalition. However, we suppose that within a coalition C,
the SU having the lowest missing probability Pmis,j is chosen as a coalition head. It
means that the coalition head j should not risk sending his local sensing bit over the
fading channel and thus it will serve as a fusion center for the other SUs in the coalition.
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We assume that each SU can be chosen as the head of a coalition. As a criterion
of the head selection, we suppose that with the coalition the SU with the lowest non-
cooperative missing probability can be the head of the coalition. Then the coalition head
j ∈ C of a coalition C is given by Eq. (3). In a coalition formed of SUs by collaborative
sensing, the missing and false alarm probabilities of a coalition C possessing a coalition
head j are, respectively, given by [17]:

Qmis,C =
∏
i∈C

[Pmis,i(1− Pe,i,j) + (1 − Pmis,i)Pe,i,j ] (5)

Qfal,C = 1−
∏
i∈C

[(1− Pfal)(1− Pe,i,j) + PfalPe,i,j ] (6)

where Pfal, Pmis,i, and Pe,i,j are given for an SU and coalition head j, j ∈ C by Eqs.
(2), (3), and (4), respectively.

We can see from both the above mentioned equations that as the number of SUs
per coalition is increased, the missing probability will decrease while the probability
of false alarm will increase. This means that in collaborative spectrum sensing it has
a major impact on the collaboration strategies of each SU. It must be considered in a
distributed algorithm planned for coalition formation.

3 Coalition Formation among Secondary Users of Incomplete
Information

In this section, we model the problem of coalition formation among SUs of incomplete
information.

For the purpose of deriving a distributed algorithm for forming the coalition of SUs,
we use a cooperative game theory [13]. Our problem can be modeled as (Ω, u) coali-
tional game, where Ω is the set of players (the SUs) and u is the utility function or value
of a coalition.

We assume that the value u(C) of a coalition C ⊂ Ω must capture the trade off
between the probability of false alarm. Then, u(C) must be an increasing function of
the detection probability Qd,C = 1 − Qmis,C within coalition C. Also, u(C) must be
a decreasing function of the false alarm probability Qfal,C . A utility function u(C) is
given by

u(C) = Qd,C − Cost(Qfal,C) = (1−Qmis,C)− Cost(Qfal,C) (7)

where Cost(Qfal,C is a cost function of the false alarm, Qmis,C is the missing proba-
bility of coalition C given by Eq. (6).

For mathematically modeling the cooperation problem, we refer to the coalitional
game theory. Thus, we provide the following definition [6]:

The problem can be formulated with the help of using a cooperative game theory
[13]. More formally, we have a (Ω, u) coalition game, where Ω is the set of players
(the SBSs) and u is the utility function or the value of the coalition.

Following the coalition game of Harsanyi [8], a possible definition for a Bayesian
game [6] is as follows.
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Definition 1 (Bayesian game). A Bayesian game G is a strategic-form game with in-
complete information, which can be described as follows:

G = 〈Ω, {Tn,An, ρn, un}n∈N 〉 (8)

which consists of

– a player set: Ω = {1, . . . , N}
– a type set: Tn(T = T1 × T2 × · · · × TN )
– an action set: An(A = A1 ×A2 × · · ·AN )
– a probability function set: ρn : Tn → F(T−n)
– a payoff function set: un : A× T → R, where un(a, τ) is the the payoff of player

n when action profile is a ∈ A and type profile is τ ∈ T .

The set of strategies depends on the type of the player. Additionally, we assume the
type of the player is relevant to his decision. The decision is dependent on information
which it possesses. A strategy for the player is a function mapping its type set into it ac-
tion set. The probability function ρn represents the conditional probability ρn(−τn|τn)
that is assigned to the type of profile τn ∈ T−n by the given τn.

The payoff function of player n is a function of strategy profile s(.) =
{s1(.), . . . , sN (.)} and the type profile τ = {τ1, . . . , τN} of all players in the game
and is given by

uk(s(τ), τ) = un(s1(τ1), . . . , sN (τN ), τ1, . . . , τN ) (9)

We recall that in a trategic-form game with complete information, each player
chooses one action. In a Bayesian game each player chooses a set or collection of ac-
tions (strategy sn(.)).

A definition for a payoff of player in the Bayesian game as follows:

Definition 2. The player’s payoff in a Bayesian game is given by

un(s̃n(τn), s−n(τ−n), τ) = un(s1(τ1), . . . , s̃n(τn),

sn+1(τn+1), . . . , sN (τN ), τ) (10)

where s̃n(.), s−n(.) denotes the strategy profile where all players play s(.) except player
n.

Next, we define the Bayesian equilibrium (BE) as follows:

Definition 3 (Bayesian equilibrium). The strategy profile s∗(.) is a Bayesian equilib-
rium (BE), if for all n ∈ N , and for all sn(.) ∈ Sn and s−n(.) ∈ S−n

Eτ [un(s
∗
n(τ−n, τ)] ≥ Eτ

[
un(sn(τn, s

∗
−n(τ−n), τ)

]
(11)
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where

Eτ [un(xn(τn, x−n(τ−n), τ)]
�
=

∑
τ−n∈T−n

ρn(τ−n | τn)

un(xn(τn), x−n(τ−n), τ) (12)

is the expected payoff of player n, which is averaged over the joint distribution of all
players’ types.

Based on these concerns, it is important to say, that the utility of coalition C is
equal to the utility of each SU in the coalition. Thus, the used (Ω, u) coalitional game
model has a non-transferable utility. We assume that in the coalitional game the stability
of the grand coalition of all the players is generally assumed and the grand coalition
maximizes the utilities of the players. Then, player i may to choose the randomized
strategy s which maximizes his expected utility. Informally, we could provide a Nash
equilibrium here.

Assuming the perfect coalition of SBS Cper , the false alarm probability is given by

Qfal,Cper = 1−
∏

i∈Cper

(1− Pfal) = 1− (1− Pfal)
|Cper| (13)

4 Coalition Formation

In this section, we propose a distributed algorithm for coalition formation of SUs with
incomplete information in the CRN.

As mentioned previously, the performance of a coalition formation algorithm among
the SUs with incomplete information will depend on the false alarm constraintα and the
false alarm probability Pfal. This can be seen, as the false alarm probability decreases,

procedure SUs coalition formation;
begin
i := 0; | Cper |:= 1;
compute Qfal,C ;
while (| Cper |< Mmax and Qfal,C > Qfal,Cper

) do
begin
i := i+ 1;
if BE exists for given | Cper | then
begin
| Cper |:= i; compute Qfal,C ;
find the coalition head;

end;
end;

end;

Fig. 2. Coalition formation algorithm
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Fig. 3. A toolkit of our simulation program

the possibilities for collaboration is increased. A maximum number of SUs per coalition
is given by [17]:

Mmax =
log(1− α)

log(1− Pfal)
(14)

And the false alarm probability in a perfect coalition of SUs | Cper | is given by

Qfal,Cper = 1−
∏

i∈Cper

(1− Pfal) = 1− (1− Pfal)
|Cper| (15)

Fig. 2. shows the pseudo-code of the proposed algorithm. Initially, each SU creates
a single-membered coalition. In each iteration, one coalition attempts to improve the
utility function of its member by making a coalition. The coalition formation algorithm
is terminated whenever a Bayesian equilibrium (BE) has been reached.

5 Simulation Results

A simulation was used to confirm the above given algorithm for the coalition formation
among the SUs with incomplete information. In Fig. 3, we present a toolkit of our
simulation study. The simulation of the CR network has a four square with the PU at
the center. Each square is equal to 1 km × 1 km. In each square 4 SBSs deployed. On
this square the SUs are randomly deployed around the PU. We set the time bandwidth
product m = 5 [7], the PU transmit power PPU = 100 mW, the SU transmit power
Pi = 10 mW and the noise level σ2 = −90 dBm. We set μ = 3 and κ = 1 We
assumed that the maximum constraint on the false alarm is given by α = 0.1 as has
been recommended by the IEEE 802.22 [10].
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Fig. 4. Average missing probabilities versus number of SUs

Fig. 5. Average false alarm probabilities versus number of SUs

Fig. 4 shows the average missing probabilities achieved per single SU for a different
network size for the network with noncooperative game and with a formed coalition of
the SUs. It can be seen in Fig. 4 that the proposed algorithm provides an improvement in
the average missing probability of up to 60% reduction in comparison with the network
without coalition formation. This is an advantage which is especially important in a
network with a large number of SUs.

Fig. 5 presents the average false alarm probabilities per SU versus the number of
SUs for both networks: without cooperation and with the coalition. These probabilities
are averaged over random locations of the SUs as well as range detection thresholds,
which does not violate the false alarm constraint. It can be seen that the obtained false
alarm probabilities in the network with the coalition formation achieved by the pro-
posed algorithm are worse than for the network without cooperative spectrum sensing.
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Fig. 6. Maximum achieved throughput for various value of the utility contribution weighting
factor w

Fig. 7. Total transmitted power relative to the assumed power limit for various values of the utility
contribution weighting factor. Dashed graphs are obtained for coalition of four SUs.

The result of this is that the network with centralized solution obtains a better missing
probability. The formed coalition compensates this performance downfall by decreasing
the corresponding cost of achieved average false alarm probability.

Fig. 6 presents the results of the average transmissions of SUs coalition in terms of
achieved throughput per SU (the player’s achieved throughput in the coalition divided
by the total available bandwidth) for various values of the utility-contribution weighting
factor w (w ∈ [0.3, 0.6, 0.9]), and for assumed SNR value. Here, it can be seen that the
transmitted power exceeds the power limit for small SNR value and for w = 0.3. Thus,
a higher throughput is achieved due to the lack of noise. If w = 0.9, the opposite results
are obtained because the SU is forced to be more power efficient. By assuming w = 0.6
in the game, we obtain the optimal curve of the achieved throughput and the bandwidth.
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Fig. 8. Jain’s fairness index (JFI) for available bandwidth units for cooperative and noncoopera-
tive games

Fig. 7. shows the total transmitted power relative to the assumed power limit for
coalition of two and four SUs in dependence of various values of the utility contribution
weighting factor w (w ∈ [0.3, 0.6, 0.9]) and for assumed SNR value. The curves in Fig.
7 lead us to conclusion that by choosing the appropriate value of the utility contribution
weighting factor for given coalition, the SUs can obtain the ideal transmitted power.

Fig. 8 presents the Jain’s fairness index (JFI) for available bandwidth units in
coalition games. The results show that all cooperation games take the maximum values
of the JFI index. We recall that Jain’s fairness index is defined as [19]

JFI =
(
∑Nb

i xi)
2

Nb

∑Nb

i=1 x
2
i

where xi denotes a bandwidth unit and Nb is the number of all bandwidth units. The
results show that all cooperation games take the maximum values of the JFI index.

6 Conclusions

In this paper, we proposed a new method for coalition formation among the SUs with
incomplete information in a cognitive radio network. We introduced a novel distributed
algorithm for coalition formation with incomplete information in these networks. The
proposed coalition formation algorithm is based on simple rules that enable SUs in the
CRN to cooperate in order to improve their effectiveness. We showed that a maximum
number of SUs per coalition exists in order to maintain their stability. The provided
simulation results showed that the proposed algorithm can adapt to changes in the net-
work topology. Also, these results indicate that the average missing probability per SU
is smaller by 60% than in the CRN without the proposed algorithm. Finally, the ob-
tained results showed that through the proposed algorithm the SUs can self-organize
and the CRN achieves better performance than the CRN without this algorithm.
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Abstract. In this paper a secure wireless sensor network (WSN) devel-
oped within the MOVEDETECT project is presented. The goal of the
project was to design, implement and demonstrate a secure WSN for the
protection of critical infrastructure. In order to provide a reliable service,
the system must detect any kind of tampering with the sensor nodes, pre-
vent eavesdropping and manipulation of the communication as well as
detect, track and classify intruders in the protected region. Therefore
based on previous experiences, a real-world WSN was developed, which
addresses practical issues like water proofing, energy consumption, sen-
sor deployment and visualization of the WSN state, but also provides a
unique security concept, a interesting combination of sensors and sophis-
ticated sensor data processing and analysis. The system was evaluated
by examining firstly the sensors and the sensor processing algorithms
and then conducting realistic field test.

Keywords: Wireless sensor network, Detection, Security, Functional
safety, Networking.

1 Introduction

Wireless sensor networks (WSN) have attracted attention of many researches of
different disciplines in the past driven by the increasing availability of micro-
processors with wireless communication. In general, a WSN consists mainly of a
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number of sensors nodes. However, management and routing nodes are possible
as well and hence different network structures have been proposed, e.g. mesh or
hierarchical structures. Usually, each sensor node has only very limited resources
(computational power, energy supply, memory, communication bandwidth) and
its purpose is the decentralized and reliable acquisition and transmission of data.
Higher reasoning is either performed by dedicated processing units or outside
the WSN. The applications of WSN are located mostly in the safety and security
area ranging from military and police tasks to structural and health monitoring.

Within the MOVEDETECT project a demonstrator for a real-world WSN
was developed to be used for the protection of critical infrastructure or small
key areas and its design, implementation and evaluation is described in this pa-
per. In addition to the practical applicability which includes water proofing, a
low energy consumption and methods for the sensor deployment, the system
must provide secure and reliable communication and of course accurate detec-
tion, tracking as well as classification of intruders. Therefore, a combination of
techniques to ensure the systems integrity and confidentiality were applied and
a sophisticated distributed approach for sensor data processing and analysis was
developed. In addition, reporting and logging mechanisms allow users to con-
stantly monitor activities inside the WSN, both in real-time and time-delayed.
Moreover, the usability of the system is not impaired by the inherent complex-
ity of the WSN, as it can be configured and operated from a central command
center. The combination of these features creates a uniquely secure, flexible and
usable system.

The remainder of this paper is structured as follows: Section 2 introduces
related work on WSNs to protect critical infrastructure. Section 3 details the
requirements of the proposed system. Section 4 covers all aspects of the system
development and Section 5 demonstrates the abilities of the deployed sensors.
Section 6 discusses the results of two field tests and the paper closes with a
conclusion and an outlook of possible future work in Section 7.

2 Related Work

The work related to the presented project is manifold, as MOVEDETECT com-
bines multiple research fields, e.g. communication security, functional safety but
also energy efficient communication and the fusion of WSN data. Therefore, this
section covers firstly the state-of-the-art in conventional (non-networked) solutions
for secure infrastructures. Secondly, related work on systems that rely on wire-
less communication and work in critical environments is described. Finally, recent
projects that partly cover the goals of MOVEDETECT are introduced and com-
pared.

Conventional solutions to secure critical infrastructures range from very sim-
ple setups involvingmechanical barriers, like doors, fences and trenches or security
personnel [1] to complex – however non-networked – equipment, including e.g. pas-
sive infrared (PIR), sound and seismic sensors or video surveillance. While these
devices allowdetecting certain influences, they lack the possibility to cooperatively
analyze a situation [2], as no data transfer between them is possible.
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However, over the last years, advances in the area of networked sensor tech-
nologies have opened up new application areas for these sensor devices [3]. With
new technological paradigms, like the Internet of Things (IoT) or Automated
Living, the use of WSNs is rapidly growing as networked sensors are vital in
these scenarios. However, as future technologies more and more depend on sen-
sor networks, the requirements for these – now critical infrastructures – rise in
a similar way, especially in the fields of security and safety. An already realized
example in this area is the SmartSantander project, where more than 10, 000
IoT devices are deployed to build a so-called “Smart City”. In such scenarios,
strict security requirements apply, as personal and critical information is trans-
ferred. While there are research efforts in the areas of access protection, secure
reprogramming over wireless connections and secure communication, a complete
security solution for a wireless network does not yet exist. This example already
characterizes several important aspects of WSN security: Due to the usage in
unsupervised or even hostile environments while performing critical tasks, it is
important to provide measures ensuring integrity and confidentiality of data
(communication security) and protection of the devices against malfunctions
that either occur randomly or due to tampering [4,5].

FleGSens [6] is a project for secure area monitoring using WSNs. The system
is able to detect movement in critical areas and considers authenticity and data
integrity of alarm signals. Other security issues, like jamming and functional
safety, are not addressed. FleGSens uses a flat network hierarchy, which limits
system scalability due to message collision. The used detection algorithm only
considers the position of trespassers and – in contrast to MOVEDETECT – does
not include a classification algorithm.

The POmSe (“Personen- und Objektdetektion mit mobilen Sensoren”) project
[7], evaluates the general applicability of WSNs for the protection of critical in-
frastructures and environments with a focus on the applicability for trespasser
detection due to their inherent advantages compared to conventional security
techniques (like e.g. security doors, fences, etc.). In contrast to MOVEDETECT,
POmSe performs a general analysis of WSNs including the required security fea-
tures in critical applications. However, the development, application and eval-
uation of a WSN is not included in the project, neither is a classification of
trespassing objects performed.

A complementary project, named “Personen- und Objekterkennung basierend
auf Trittschall (POT)” [8], evaluates the suitability of seismic sensors for the
detection, classification and localization of humans and animals. It turns out
that a reliable detection algorithm can be provided whereas the exact spatial
localization of a person strongly depends on the environmental conditions as,
e.g. the type and humidity of the surrounding soil.

In [9] a WSN for security in medical environments concentrating of high re-
liability and low delays is presented. A WSN to support safety in the transport
domain is outlined in [10]. Here the cost is the most important design objective
in order to increase the acceptance of the WSN. An approach focusing on the
fusion of different sensors (underground, above ground and air) is introduced
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in [11] for border control. Moreover, in [11] an approach aiming at the detec-
tion of intrusions at borders is introduced. Lastly, in [12] methods to reduce the
power consumption in WSNs including cameras and PIR sensors are discussed.

As shown here, the main difference between the presented related works is
the implementation of a comprehensive security solution covering all necessary
aspects, while still maintaining a high usability despite the high system complex-
ity. In the following, first the requirements that originate from the usage scenario
of the MOVEDETECT system are presented before the system development is
described.

3 Requirements

The main functional goals of the system are defined by three tasks of the WSN:
i) detection, ii) localization including tracking and iii) classification of objects
in a predefined area. The system must be able to detect and locate persons or
cars with certain accuracy. In our case, all values for deviations or timings are
chosen in a way that the goal on the user’s side – which is to be able to organize
a well-directed response to a penetration of the surveillance area – is possible.
For the given case, a deviation of ≤ 5 meters is therefore considered acceptable.

In addition, it is required to calculate the trajectory of the trespassing object
to indicate its direction. In order to provide not only accurate but also timely
data, the system is required to fulfill certain real-time criteria. The delay between
object-entry and the signaling of the event to the user was fixed at a maximum
delay of 3 seconds. Due to the special hardware used in WSNs, several additional
system requirements have to be fulfilled. Among them is primarily a reliable, scal-
able and efficient communication architecture ensuring that all events occurring
inside the monitored area are not only registered, but also that the messages of
these events are transferred reliably to the base station [13].

The security of the system is of major importance, especially when the unat-
tended operation of the system is taken into account. The system’s overall
security concept therefore comprises not only IT security measures but also func-
tional safety aspects. It is required to protect the system from coincidental or
targeted physical damage and hardware failures. Additionally, energy efficiency
has to be carefully considered in both the hardware and software design, because
the sensor nodes are powered with batteries and the intended operating time is
two weeks.

4 WSN System Design

This section presents the general structure of the system to give an overview
of how MOVEDETECT works. As depicted in Fig. 1a, the system is based
on a hierarchical structure that consists of a single command center, several
clusterheads on the intermediate level and for each clusterhead multiple sensor
nodes on the bottom level. In the prototype system, which is described later on,
a total number of 100 sensor nodes is used (10 clusterheads with 10 sensor nodes
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each). Due to the system’s scalability, the system can however also be employed
using a much larger number of nodes.

The sensor nodes are equipped with different sensor combinations and are
described in the following section. An evaluation of the individual sensors can
be found in Section 5.

(a) MOVEDETECT system structure (b) Visualization

Fig. 1. Structure of the MOVEDETECT WSN and the visualization software Spyglass

4.1 Hardware Design

In this section, the hardware concept is described in the order of the previously
shown three levels: command center, clusterheads, and sensornodes.

The command center aggregates data from the clusterheads and displays the
information to the user (cf. Fig. 1b). This information is presented using the
detection algorithms described in Section 4.3 and delivered to a network visu-
alization software called Spyglass [14]. The existing open-source Spyglass was
extended to have a control window that allows to send commands to the net-
work, e.g. restarting of nodes, sending messages to a number of nodes, or re-
programming nodes.

Each clusterhead consist of two components: an embedded-PC board (ARM-
based CPU with 800 MHz, 512 MB RAM, 512 MB flash memory, power require-
ment of about 1.5 W) and an iSense sensor node. The embedded PC maintains
the WiFi connection to the command center, pre-processes sensor data and per-
forms network management tasks. In order to communicate with the sensor
nodes, an iSense sensor network device was attached to the CPU board as de-
picted in Fig. 2a.

Several different configurations of sensor nodes have been designed, which dif-
fer in the type of attached sensors and housing (Fig. 2b) but all include several
iSense modules. The Core Module includes a Jennic JN5148 32-bit RISC con-
troller and an IEEE 802.15.4 compliant radio interface. The radio chip operates
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(a) Clusterhead (b) Sensor nodes

Fig. 2. Hardware components of the WSN

at a frequency of 2.4 GHz, offers 16 different radio channels, provides a data
transfer rate of 250 kB/s and includes a hardware AES engine as well as an
ultra-stable real-time clock (RTC) (typical 6 ppm). The second type of housing
contains a long-range Siemens IS392 PIR sensor and an accelerometer.

In the sensor network, the previously described four types of sensors are uti-
lized for various purposes. The general detection of activity in the observed area
is performed by PIR sensors, which can be differentiated into three types: Single-
PIRs (Panasonic AMN34111) with a range up to 10 m, Multi-PIRs (AMN31111
+ 2 × AMN33111) with a range of approximately 5 m and Long-Range-PIRs
(Siemens IS392) with a range up to 50 m. With the Multi-PIRs, the directions
of moving objects can be estimated and Long-Range-PIRs play a significant
role in the detection of new objects entering the surveillance area. Fig. 3 shows
detection results for these different PIR sensors.

The second type of sensors used for detection purposes are geophones. They
are comprised of three seismic capsules (SM-24, Sensor Nederland) in an orthogo-
nal arrangement, an analog signal conditioning part and a microcontroller-based
(ARM-CortexM3MCU) signal processing unit. The complete geophone is housed
in a protection enclosure and is connected to the sensor node via a communication
cable that also provides the required power. For a sufficient coupling to the ground,
a soil drilling tool in combination with a screw-shaped housing is used.

The iSense Vehicle Detection Modules are used for object classification, since
only moving metallic objects influence their measurements. They are based
on a 2-axis Phillips KMZ52 anisotropic magneto-resistive sensor bridge that
is combined with two amplifier stages as well as circuitry for de-gaussing and
earth-magnetic field compensation. It exploits the fact that large ferro-magnetic
objects distort the earth-magnetic field to detect such objects by observing
field changes. To achieve a detection range of more than 5 m, it amplifies the
bridge output by a factor of approximately 40, 000 and features a sensitivity
of 786.2 mV/(kA/m) at a bandwidth of 1 kHz. Because the module typically
has a current consumption of 20− 25 mA during operation, it is activated after
observing PIR sensor events within less than 180 ms.
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The last sensor is an accelerometer, which is part of every sensor node. Its
sole purpose is the detection of physical tampering with the sensor nodes, since
even small movements of the device trigger the accelerometer.

4.2 Communication and Security

The communication and security architecture of the WSN is only outlined due
to its complexity. The sensor nodes communicate based on the energy-efficient
IEEE 802.15.4 standard with their associated clusterhead while applying adap-
tive frequency hopping. In order to prevent messages from being forged or ma-
nipulated, the message payload is encrypted using the AES-CBC-128 cipher,
which is supported by a crypto co-processor available in all sensor nodes, which
makes it very fast and energy-efficient. In addition, a timestamp, a CBC-MAC
AES, and a sequence number is added to the payload. These are used to achieve
resistance against replay attacks, delayed massage sending, or manipulation of
the message order. The system also uses an advanced key management approach.
The clusterheads pre-process and compact the data coming from the sensor nodes
and communicate with the command center via TCP/IP-based connections over
WiFi.

The integrity of the WSN is ensured on all levels. The sensor nodes and the
clusterheads analyze the sensor data as well as test their CPU, RAM and firmware
at start-up for manipulations, send heard beat messages regularly and observe
their accelerometer.

4.3 Detection, Classification and Tracking of Objects

In order to achieve a robustness and reliability suitable for long term surveillance,
the detection, tracking and classification methods are implemented in a simple
yet effective way. After the WSN is started, the detection algorithm first remains
in a waiting state, until a significant amount of sensor events are registered, which
indicates an object entering the area. If the amount of events remains low, it
is assumed that these are caused by random noise or other sources like wind.
Additionally, it is required that there is a local accumulation of events. The
amount of random noise depends on the sensor type as well as on other factors
like the position of the sensor, the time of the day and the weather conditions.
If the sensor data satisfies these conditions, it is inferred that an object is inside
the surveillance area and an initial position is determined. Afterwards, only
sensor events in a vicinity of the current position of the detected object are
handled, until the object leaves the surveillance area. Each sensor event suggests
possible locations of the object. For PIR sensors this is a cone of a specific length
whereas for all other sensors, this is a radial symmetric area around the sensor
node with a certain radius. The current position of the object is then determined
by averaging the suggested positions of the sensor events while factoring in the
previous position of the object.

The tracking simply consists of a concatenation of the determined object
positions. The classification of the object (person, person carrying metal object,
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car or unknown) is performed by an analysis of the AMR and geophone events.
Magnetic sensor events in the vicinity of the object suggest a car or a motorbike
and geophone events indicate footsteps, but there need to be an accumulation
of these events, which exceeds the noise level. Experiments show that the AMR
sensors are surprisingly affected by wind (possibly due to movement of cables or
the sensor node itself). An object in the surveillance area is considered to have
left this area if the last known position is near the border of the area and further
sensor events are below the detection level for some time.

5 Sensor Evaluation

The sensors employed by the sensor nodes need to be analyzed in order to achieve
a desired quality of the surveillance, since datasheets often do not provide infor-
mation in the way or detail required. Additionally, the preprocessing algorithms
of the geophones and PIR sensors need to be evaluated and characterized. In
the following an excerpt of the sensor related experiments is given.

For the PIR sensors, the region in which objects produce sensor events must
be known in order to perform a localization of intruding objects. It is com-
mon to conduct simple walking and driving tests for this purpose, for which
a path is defined and repeatedly driven or walked, respectively. In Fig. 3 the
results for normal walking are given. Green marks the detection area specified
in the datasheet, while red marks the region in which sensor events actually
occur in practice. In Fig. 3e the joint detection region of a Multi-PIR sensor
node is visualized. Here green marks the region where the two spot type PIR
sensors (AMN33111) are sensitive and blue the region of the standard PIR type
(AMN31111).

In Fig. 3d, the exemplary behavior of a Multi-PIR sensor node is shown for
a walk-by test, in which a person crosses the detection area from right to left
with normal walking speed and vice versa. It was found that the direction of the
object can be determined reliably simply using the 3-PIR sensors included in a
Multi-PIR sensor node. To do so, the time at which each PIR sensor activates
is measured and compared. This is not possible using Single-PIR sensors, but
promises more accurate localization and tracking of objects.

In order to be able to detect intruders and therefore to provide a basis for
tracking, a robust algorithm is required, which filters the incoming signal at
the geophone to isolate those representing human footsteps. To overcome the
problem of varying environmental conditions (mostly soil quality and humidity as
well as ground coverage with plants) and of disturbing seismic noise, a procedure
with an adaptive threshold was developed and implemented. It is based on the
so-called “sta/lta - picking”, which is used in earthquake location scenarios [15].
The decision whether there is an event is made by comparing the ratio of a
short and a long time average of the seismic signal with an empiric constant.
By introducing an adaptive constant an accommodation to varying conditions
is achieved. An example is shown in Fig. 4a.

The output event of a geophone reliably signals a person within the detection
range. By calculating the geometric center of gravity of one or more geophones
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(a) AMN34111 (Single) (b) AMN31111 (Multi) (c) AMN33111 (Multi)

(d) Multi-PIR response (e) Multi-PIR range (f) Long-Range-PIR: IS392

Fig. 3. Experimental evaluation of the detection ranges of the different PIR sensor
types. Green marks the detection area specified in the datasheet and red the actual
detection area for walks with normal speed.

reporting events with similar timestamps, it is possible to locate (and track) an
intruder within the sensor network.

For the vehicle detection based on the AMR sensors, the activation procedure,
the sensor range and detection algorithms were tested prior to the implemen-
tation of the final system. The according test setup is shown in Fig. 4b. Two
sensor nodes with a vehicle detection module are positioned at opposite sides of
a road in a distance of 8 m from each other. A sensor node with a PIR sensor is
placed next to the road 15 m before the AMR nodes. A vehicle then passes the
installation at speeds of 50 km/h or 5 km/h, respectively. Once a sensor event
of the PIR sensor is triggered, the sensor node sends a wireless message to the
two AMR sensor nodes. This simulates a delay as it would occur in the final
installation, where the communication would work via the clusterhead, instead
of directly between the sensor nodes. Upon reception of that message, the AMR
nodes activate their vehicle detection modules, de-gauss and calibrate the sen-
sors to compensate for the static earth magnetic field, start sampling the two
sensor module channels, and forward the live data to a forth sensor node that is
connected to a PC to record timestamps and sensor data for all three nodes.
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(c) AMR sensor data for a fast car
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(d) AMR sensor data for a slow car

Fig. 4. Results of the geophone event picking algorithm for footstep detection, test
setup for the AMR sensor evaluation and AMR sensor data for fast and a slow car
passing by

Fig. 4c shows the sensor readings of one of the AMR nodes for a vehicle speed
of 50 km/h. The time axis of the diagram is set to start at 0 at the time when the
PIR sensor event occurred. The y-axis shows the sensor signal as ADC digits,
where 1 digit represents 0.59 mV or a field change of 786.2 mV/(kA/m). It is
visible that the sensor signal starts around t = 0.2 s, as the calibration process
commences before that.

The AMR sensor starts up and calibrates fast enough to be in normal oper-
ation by the time the vehicle passes by the sensor (characteristic signal shape
between t = 1 s and t = 2.3 s). Consequently, the system would still work prop-
erly if the PIR sensor is placed at a distance of only 3 m to the AMR sensors.

Figure 4d shows the sensor readings of one of the AMR sensors for a vehicle
speed of 5 km/h. As expected, the signal occurs much later, between t = 9 s and
t = 16 s. The challenge is to develop a detection algorithm that detects vehicles
from both the signal patterns, while still being robust against the signal drift
that occurs when no vehicles passes.
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6 Field Tests of the WSN

In the course of the project MOVEDETECT two main field tests of the whole
WSN were conducted. Fig. 5a shows an illustration of the first testing terrain
painted by the Spyglass application and it consisted of 100 sensor nodes and 10
clusterheads organized in 10 clusters, where one cluster was reserved for energy
consumption monitoring. The surveillance area was a field with a path through
and had a maximum width of 125 m and a length of 50 m at the largest extend.
The nodes were distributed arbitrarily in distances of 5 m to 10 m from each
other. After this initial setup, those 10 sensor nodes nearest to a clusterhead
form one sensor cluster.

After the WSN was fully configured, several aspects of the whole system and
their interactions had to be verified: First, the general system functions, like
network connectivity, message sending, relaying and receiving as well as display-
ing of system events at the command center. Second, the detection, localization
and classification had to be assessed and third a security evaluation to test the
WSN’s security and safety features was performed.

(a) Large area field test (b) Small field test

(c) Example of a walking test

Fig. 5. Spyglass renderings of the maps for the field tests performed within the scope
of the MOVEDETECT project (grid size is 5 m × 5 m)
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Table 1. Event symbols and classification colors in the visualization using Spyglass

Symbol Meaning Symbol Meaning

Geophon event AMR event

Longrange-PIR event Multi-PIR event

Accelerometer event Single-PIR event

Node communication issue Node failure

Energy drain alert

Color Classification Color Classification

Human Vehicle

Human with metal object Unknown

In the second field test of the WSN a total number of 17 sensor nodes par-
titioned in 2 clusters were utilized. The surveillance area was a small field sur-
rounded by bushes and buildings with a path going through it. Again, a set of
walking and driving detection test were performed.

In order to verify the functions assessed in the field trials, multiple verifica-
tion techniques were used. For the detection, localization and classification, a
Mobotix IP-camera was used in combination with the Spyglass user interface.
By doing so, it is possible to document if objects were on the one hand detected
and localized and on the other hand if the classification works correctly and the
real-time requirement of the system is fulfilled. As an example, Fig. 5c shows
one of the walking tests done during the second field trial. As the figure depicts,
the person walking on the grass was detected and classified correctly, which is
indicated by the green field in the middle of the grid. Similar results were also
achieved for other walking styles, like crawling or running, as well as tests with
other trespassing objects, e.g. cars (the classification changed in those tests re-
spectively). Furthermore, it was evaluated if a classification of a person carrying
metal objects is possible, which would be especially useful to detect weapons like
firearms. While the detection works with large ferromagnetic objects, like e.g.
fire extinguishers or crowbars, as long as the distance between the object and the
sensor node is ≤ 2 m, it is not possible for firearms. This is due to the low mass
of ferromagnetic parts in modern firearms, resulting in a very low amplitude of
the AMR sensor’s readings, which does not trigger an event. All classification
grid colors and symbols used in Spyglass are shown in Table 1.

Moreover, the varying weather conditions during the field trials, ranging from
sunshine to thunderstorms, proved the system’s adaptability and its resistance
against hazardous environments.
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7 Conclusion and Future Work

The MOVEDETECT system is a WSN solution capable of monitoring and se-
curing critical infrastructures as was demonstrated in this paper. It provides
security by using different sensors to detect, locate, track and classify various
types of trespassers while operating in a secure and safe way. This is achieved by
employing several functional safety and security features to guarantee high lev-
els of confidentiality, integrity and availability. The system operates in real-time
using efficient detection algorithms and a network hierarchy. MOVEDETECT
enables its user to keep track of the events inside the sensor network by logging
all events in a database for later analysis and, at the same time, reporting it in
real-time to the command center. Moreover, the system uses a scalable, hierar-
chic network structure making it easily extendable for a wider area, if necessary.
To adapt the system to changing usage conditions, it is possible to dynamically
reconfigure the whole system in the field by using an over-the-air-programming
(OTAP) function. This unique combination of features makes the system ideal
for unattended operations in hazardous environments.

While the described features already enable a secure detection of trespass-
ing objects, additional hardware, e.g. video cameras, could be included in the
concept in order to document trespassers in future work. These devices could
be integrated as a type of additional sensor into the existing sensor nodes and
be activated if an object is detected by the other sensors. Of course, these new
nodes would need to be carefully analyzed, especially their energy consumption
and network traffic generation would need to be carefully balanced with the
achievable visual quality. Another possible method is to treat the sensor nodes
with visual capabilities separately and not to integrate them into the existing
network hierarchy. The visual data would then be sent directly to the command
center using WiFi.
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Abstract. The application of Wireless Sensor Networks (WSNs) is hin-
dered by the limited energy budget available for the member nodes. En-
ergy aware solutions have been proposed for all tasks involved in WSNs,
such as processing, routing, cluster formation and communication. With
communication being responsible for a large part of the energetic de-
mand of WSNs energy efficient communication is paramount. The appli-
cation of MIMO (Multiple-Input Multiple-Output) techniques in WSNs
emerges as a efficient alternative for long range communications, how-
ever, MIMO communication require precise synchronization in order to
achieve good performance. In this paper the problem of transmission
synchronization for WSNs employing Cooperative MIMO is studied, the
main problems and limitations are highlighted and a synchronization
method is proposed.

Keywords: multiple-in multiple-out (MIMO) systems, wireless sensor
networks (WSNs), synchronization.

1 Introduction

Recently wireless sensor networks have emerged as the tool of choice for a
large number of emerging applications.Their usage ranges from military appli-
cations, such as battlefield surveillance and targeting, to health care applica-
tions, such as automating drug applications in hospitals [1]. However, the large
scale application of WSNs is still hindered by the limited energy budget available
to the nodes that compose such network and due to the fact that, since WSNs
are first choices for deployment in harsh and hard to reach environments, re-
placing individual nodes, or their batteries, may become unpractical. Extensive
research has been conducted with the aim of maximizing the energy efficiency
of WSNs [2].

Solutions aiming to minimize energy consumption in WSNs have been pro-
posed trough different layers, with energy efficiency being analyzed for all tasks
involved in WSNs. Energy efficient protocols for medium access control have
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been proposed on [3, 4], while many proposals focus on enhancing energy effi-
ciency in the network layer, by means of energy efficient routing protocols [5, 6].
Other proposals consider energy aware processing approaches for communica-
tions among sensor nodes in WSN, as presented in [7], as well as alternatives
solutions on the physical layer [8, 9].

Since communication is responsible for a large part of the energetic demand
in WSNs, special attention has been given to the study of energy efficient
communication methods, with multi-hop communication being a widely used
technique to obtain improved energy efficiency and maximize network life time
by spreading energy consumption over different nodes [10]. Multi-hop takes ad-
vantage of the cooperative nature of WSNs in order to split the distance involved
in communication by employing intermediary nodes to forward data packets.
Since free space loss is not linear, splitting the distance results in reduced power
demand, thus minimizing energy consumption. However care must be taken
when applying multi-hop in order to avoid reduced energy efficiency, as pre-
sented in [10].

Also taking advantage of the cooperative nature of WSNs, the formation of
Cooperative MIMO clusters have been proposed. In this context, the work pre-
sented in [11] proposes a cooperative MIMO system used in the communication
amongst the sensor nodes, in [12] cooperative MIMO transmissions are studied,
and (Single-Input Multiple-Output) SIMO and (Multiple-Input Single-Output)
MISO cases are taken into account. In [13] a energy analysis considering single-
hop, multi-hop and cooperative MIMO is presented. Results obtained in these
works show that cooperative MIMO is only advantageous when long distances are
involved. Nevertheless, the advantages of cooperative MIMO are not restricted
to energy efficiency. The faster data rates achievable with MIMO system allow
the interaction between fast moving mobile as well as traditional static nodes
[14, 15]. Cooperative MIMO also allows the application of antenna array tech-
niques such as beam forming or direction of arrival estimation can be employed.

The application of Cooperative MIMO results in reduced hardware complex-
ity on single nodes, allowing the application of the technique with minimal to
no modifications in the hardware of existing WSNs. This complexity is trans-
fered to the software responsible for managing the communication involving a
large number of nodes. One of the most critical aspects of successful MIMO
communications is the proper synchronization between the nodes involved.

In this paper, we analyze the behavior of a simple synchronization mechanism
for WSNs employing cooperative MIMO. The efficiency of the proposed meth-
ods is studied by means of simulations. The remainder of this paper is divided
into six sections. In section 2 the principles of MIMO communication are pre-
sented. Traditional equalization methods are introduced and their performances
are compared with standard SISO communications. In section 3 the coopera-
tive MIMO transmission technique for WSNs is briefly presented. In section 4
two algorithms for synchronizing Cooperative MIMO clusters are presented. In
section 5 simulation results are shown and discussed. Conclusions are drawn in
section 6.
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2 MIMO Communications

MIMO communications consist of the use of multiple antennas for data transmis-
sion and reception. The use of multiple antennas to achieve benefits in various
aspects of communication such as a lower bit error ratio (BER) or increased
throughput.

This work focuses on MIMO techniques to achieve spatial multiplexing. Spa-
tial multiplexing is used to transmit parallel bit streams simultaneously over the
same frequency. MIMO also results in the array gain phenomenon, which is the
increase of effective received power, due to multiple copies of the signal being
received on different antennas.

Consider a sequence of symbols

s = [s1,s2, ..., sN ], (1)

that needs to be transmitted over a wireless channel. The channel is assumed
to be flat fading, which means that channel impulse response is constant over
the frequency domain, also equivalent to considering the transmitted signal to
be narrow-band. The impulse response between antennas is assumed to be un-
correlated and constant over a transmission period.

A technique called V-BLAST [16] which is employed for MIMO communica-
tions in this work, is of particular interest. In a normal transmission at each time
slot a single symbol would be transmitted over the channel while, in the case of
V-BLAST transmission, the symbols are grouped into multiple parallel streams.
In the case shown in Figure 1, groups of size Q , and transmitted over the same
time slot.
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Fig. 1. Example of a Q by Q MIMO system

The received signal at a given receiving antenna xi at a given time slot can
be modeled as

xi =

Q∑
k=1

hk,i · sk + ni, (2)
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where hk,i represents the complex impulse response of channel between transmit
antenna k and receive antenna i and sk is the symbol transmitted by the k-th
antenna. ni is the noise present at the i-th receiving antenna during sampling.
Equation 2 can be rewritten in matrix form as

xi = [h1,i, h2,i, ..., hQ,i]

⎡⎢⎢⎢⎣
s1
s2
...
sQ

⎤⎥⎥⎥⎦+ ni. (3)

Equivalently a matrix representation for the signals received at all receiving
antennas can be written as

⎡
⎢⎢⎢⎣
x1

x2

...
xQ

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
h1,1 h2,1 · · · hQ,1

h1,2 h2,2 · · · hQ,2

...
... · · ·

...
h1,Q h2,Q · · · hQ,Q

⎤
⎥⎥⎥⎦ ·

⎡
⎢⎢⎢⎣
s1
s2
...
sQ

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣
n1

n2

...
nQ

⎤
⎥⎥⎥⎦ , (4)

�

x = Hs+ n, (5)

The first step necessary in order to estimate the transmitted symbols is to esti-
mate the channel matrix H. An estimate Ĥ can be obtained by transmitting a
set of pilot symbols vectors P = [p1,p2, . . . ,pU ] ∈ CQ×U where pi ∈ CQ×1 and
U > Q

Ĥ = XP †, (6)

here P † = PH(PPH)−1 is known as the right pseudo inverse of matrix P and the
operator H denotes the conjugate transposition. For a more detailed discussion
on trade offs and optimal pilot symbol selection for MIMO channel estimation
the reader may refer to [17, 18].

Once the channel matrix estimate Ĥ has been obtained the receiver needs to
equalize the received symbols in order to obtain an estimate of the transmitted
symbols, various methods exist for performing this equalization, here the Zero
Forcing, Minimum Mean Square Error (MMSE) and Maximum Likelihood (ML)
methods are analyzed.

The Zero Forcing method consists of finding a matrixW that satisfiesWH =
I, where I is an identity matrix. This matrix in given by

W = (Ĥ
H
Ĥ)−1Ĥ

H
, (7)

as Equation 7 shows, calculation W is equivalent to calculating the left pseudo
inverse of Ĥ. An estimate of the transmitted symbols is given by

Ŝ = WHS +WN , (8)
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Equation 8 shows that depending on the structure ofW the received noise might
be amplified at equalization, thus degrading the estimate of the transmitted
signals.

MMSE equalization tries to solve to problem the of noise amplification by
taking into account the noise when calculating the equalizer. MMSE tries to
find a matrix W that minimizes the criterion

E
{
[WX − S][WX − S]H

}
, (9)

where W is obtained by

W = (Ĥ
H
Ĥ +N0I)

−1Ĥ
H
, (10)

where N0 is the power of the received noise. Notice that in the absence of noise
Equation 10 reduces to 7.

Finally, ML equalization tries to find a matrix Ŝ that minimizes the criterion

Err =
∣∣∣X − ĤŜ

∣∣∣2 , (11)

this is done numerically by testing all possible combinations of Ŝ and deciding on
the one which leads to the minimum Err. Computationally efficient alternatives
exist for the ML method such as spherical decoding.

Figure 2 shows a comparison between standard SISO systems and a 2 × 2
MIMO configuration using the equalization methods discussed previously. The
ML equalization method is clearly the most efficient in terms of minimizing the
bit error rate (BER) of the received bit stream, thus it is the method of choice
for the remainder of this work.
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Fig. 2. Performance comparison between standard SISO systems and 2 × 2 MIMO
systems using Zero Forcing, MMSE and ML equalization
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3 Cooperative MIMO

Wireless sensor networks are cooperative by nature, taking advantage of this be-
havior a cooperative MIMO approach can be implemented in order to minimize
the energy spent with communication between nodes. As opposed to traditional
MIMO systems, where a set of antenna is present at the transmitter and at
the receiver, the cooperative MIMO utilizes a virtual MIMO approach, where
the multiple antennas involved are present at different systems (different nodes).
This avoids the increased hardware complexity involved, which is specially im-
portant in WSNs due to their limitations in term of size and hardware complex-
ity. The additional complexity is transferred to the communication protocol.
Figure 3 presents the steps involved in a cooperative MIMO communication.
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Fig. 3. Steps involved in a cooperative MIMO transmission

The first step represented by 1© consists of synchronization and exchanging
data that needs to be transmitted, if both sensors need to transmit data this
exchange is not necessary, as each sensor can transmit its own data. Note that
since WSNs usually operate at low data rates the synchronization does not need
to be extremely precise as the symbol duration is usually long enough so that
small or even moderate offset in transmission instants does not result in errors.
The same can be said for the synchronization in the reception. Small offsets in
the sampling instant in the reception will not interfere with the overall system
performance. On 2© both sensors transmit different symbols at the same time slot
according to the BLAST architecture discussed above. Space time block codes
(STBCs) such as [19][20] can be chosen according to the necessary or expected
behavior of the network. Finally on 3© the receiving sensors sample and quantify
the received symbols and exchange the quantified data so that the originally
transmitted symbols can be extracted. If the data is destined to only one sensor
of the receiving cluster this exchange becomes uni directional. Another option
is to exchange only a portion of the received information so that every sensor is
responsible for part of the decoding, alleviating the computational burden of a
single node.
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4 Cooperative MIMO Synchronization

The problem of network wide synchronization in WSNs has been extensively
studied [21–24]. Algorithms have been proposed in order to keep a common
clock across the entire network. Most solutions suggest keeping a relationship
between clocks across the network instead of trying to forcefully synchronizing
clocks across all nodes. For networks relying on GPS synchronization it has
been shown that very precise synchronization can be achieved, with variations
being kept as small as 200 ns [25]. However, relying on GPS receivers results
in increased energy demand and in a WSN that is no longer self contained.
Broadcast synchronization schemes capable of achieving 1 μs of accuracy have
been proposed [26].

For networks operating at a 256 kbps rate and using BPSK modulation the
resulting symbol duration is approximately 4 μs, a synchronization error of 1 μs
represents 25 % of the symbol duration. MIMO communications demand precise
synchronization in order to achieve proper decoding, it is clear that another
mean of synchronizing transmitting nodes and receiving nodes is necessary.

A simple method of synchronization is to over sample a received tonal wave
and compare it with a reference wave kept internally. This can be done by using
a sliding matched filter to digitally find the delay, in samples, that results in
maximum correlation with the received wave. Since the networks are assumed
to already be synchronized with a maximum error of 1 μs the range of comparison
is reduced.

The first proposed method consists in scheduling a tonal transmission between
a pair or tonal broadcast to a group of nodes, the sampling on the receiving
nodes will start at the scheduled time, and the clock error can be compensated.
To avoid problems created by sampling with a difference of more than a period
of the tonal wave the time length of the tonal transmission needs to be known
to the receiving nodes, this way, if a signal with less than the expected length is
received the receiver can compensate by starting sampling earlier or later, and
adjust its internal clock accordingly. Figure 4 presents the proposed mechanism.
The sampling synchronization error d can be compensated prior to applying the
sliding correlator achieve precise synchronization.

No energy received
Tonal signal receivedd

d
Fig. 4. Illustration of a sampling synchronization error
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Once sampling is synchronized a finner synchronization can be done by ap-
plying a matched filter, the maximum theoretical error in the absence of noise
is this case is equivalent to the sampling interval employed by the receiver.
Figure 5 depicts how the sliding correlator is applied in order to achieve total
synchronization.

s

sliding correlation
Received Wave

Reference Wave

Fig. 5. Illustration of sliding correlation synchronization

It is important to notice that this synchronization does not take into account
the propagation time of the transmitted wave, this correction can be done by
measuring the approximate distance between a pair of sensors. This can be
done, for example, by means of the RSSI. Another alternative is to employ DOA
techniques such as MUSIC [27] or ESPRIT [28] to map relative sensor positions
in the network.

Finally Figure 6 presents the steps involved in achieving complete synchro-
nization between a pair of nodes.

schedule tonal transmission

transmit tonal signal

compensate for sampling delay
request retransmission 

transmit tonal signal

compensate using sliding correlation

Fig. 6. Steps necessary for synchronization

A second and more robust method is to apply subspace methods used for
parameters estimation in order to estimate the delay of the received wave with
regard to the reference wave. This technique was first proposed in the context
of achieving precise synchronization for GPS receivers [29] and its usage can
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be extended to the problem at hand. The time MUSIC consists of substituting
the common antenna array configuration know in direction of arrival (DOA)
estimation problems for a correlator bank configuration. The received signal is
correlated to a set of forward and backward delayed replicas and a delay spectrum
can be obtained similar to the spatial spectrum obtained in the original MUSIC.

The correlator bank transforms the input according to

x = Y , (12)

where x is a vector containing the received signal and Y is a matrix with its rows
containing the cross correlation between the received signal and its respective
correlator. With Y an estimate of the covariance of the received signal trough
the bank can be obtained by

RY Y = E{Y × Y H}, (13)

where E is the expectation operator. The covariance matrix can be decomposed
using the eigendecomposition, yielding

RY Y = ΣΛΣ−1. (14)

By removing the eigenvector related to the strongest eigenvalue an estimate of
the noise subspaceQn can be obtained. Finally a delay spectrum can be obtained
by

P (d) =
a(d)× a(d)H

a(d)H ×Qn ×QH
n × a(d)

,

where a(d) is the cross correlation between a signal that would be received with
a given delay d and the bank of correlators.

5 Simulation Results and Discussion

In order to verify the precision of the synchronization possible with the proposed
first method numerical simulations were performed. The first result that needs
to be analyzed is the behavior of the proposed method in the presence of noise.
Figure 7 depicts the synchronization precision achieved in seconds in relation to
different levels of white Gaussian noise. The transmitted signal has a frequency
of 2.4 GHz, 5000 samples are used for the sliding correlator and the tonal wave
is sampled at twice the Nyquist rate.

It is possible to notice that even for low SNR scenarios the proposed method
is capable of achieving synchronization in the order of 10−8 seconds, two order of
magnitude superior to what is currently achievable in network synchronization
methods [21–24].

Another important factor that needs to be analyzed is the performance of the
proposed method for different numbers of samples. For this simulation the SNR
is kept fixed at -15 dB and the sampling rate is twice the Nyquist rate. Sample
size ranges from 100 to 10000.
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Fig. 7. Results for synchronization error in seconds versus SNR
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Figure 8 presents the synchronization results for different sample sizes. It is
possible to notice that, as expected, increased sample sizes result in increased
accuracy. However, this comes at the cost of more time and energy being spent to
perform synchronization and at the cost of increased computational complexity,
since correlation complexity increases with the increased number of samples.
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Fig. 9. Delay MUSIC spectrum

Figure 9 presents the spectrum obtained with the delay MUSIC technique.
Notice that this technique is also unable to tell delays that are more than one
transmission period apart, since their correlation is the same. Thus the proposed
step of measuring the received energy is also necessary.
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Figure 10 presents the delay estimation error for the delay MUSIC technique,
notice that this technique is extremely robust to noise in the transmission, al-
lowing very precise estimation even at an SNR greatly below the noise floor.
This however, comes at the cost of increased computational complexity, since
it is necessary to calculate the covariance matrix of the signal after the corre-
lator bank and its eigendecomposition. Also, a search mechanism needs to be
employed to find the peaks over the obtained delay spectrum.

Note that transmission rates in WSNs are usually very low, with 2000 kb/s be-
ing considered a very high rate, and only achievable at small distances between
nodes under low SNR. Rates ranging between 80 kb/s - 250 kb/s are typical
data rates for WSNs in operation today [30, 31]. High data rate systems usu-
ally employ modulations with large constellations, resulting in increased symbol
duration. This allows the proposed techniques to be efficient in allowing com-
munications for even such networks.

6 Conclusion

This paper presents a initial approach for precise sensor synchronization in WSNs
in order to employ Cooperative MIMO communications. Cooperative MIMO
communications are capable of providing enhanced energy efficiency in WSNs
by providing improved long range communications. However, since MIMO com-
munications involve the decoding of multiple symbols transmitted at the same
time slot, precise synchronization is required for proper decoding. Taking ad-
vantage of existing network synchronization protocols a method is proposed in
order to achieve synchronization compatible with the transmission rate of WSNs
in operation today. Simulation results corroborate that the proposed techniques
are capable of such synchronization. Further study is planed in enhanced syn-
chronization methods, employing reduced sample sizes or taking advantage of
usual SISO traffic to avoid overhead specific to node synchronization.
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Abstract. The network-based security defined by International 
Telecommunication Union (ITU) has specific features for Ubiquitous Sensor 
Networks (USN). An enormous number of sensor nodes and hard energy 
constraints define specific network-based security features of USNs. The 
network-based security features of USNs are considered based on ITU-T 
Recommendation X.1311. A new type of attacks on the energy system of a 
USN is proposed, which is based on the spurious flows generation. The sensor 
nodes respond to the spurious flows and the sensor network life-time decreases. 
The mobile sensor network behavior in case of spurious flows intrusion is 
investigated in the paper. A homogenous mobile sensor network and the 
LEACH-M cluster head selection algorithm are used in this study. The effect of 
Poisson and deterministic spurious flows intrusion is investigated. The sensor 
node moving speed influence on the sensor network life-time is analyzed too. 

Keywords: mobile sensor network, spurious flow, intrusion, life-time. 

1 Introduction 

The ITU-T Recommendation Y.2701 [1] defines network-based security as “security 
of end user communications across multiple-network administration domain”. The 
user network and P2P application capabilities on customer equipment are not 
considered on Recommendation Y.2701. The network-based security requirements in 
Recommendation Y.2701 developed for NGN (Next Generation Networks) in 
accordance with the NGN functional architecture [2]. The network-based security 
requirements include the whole NGN and the NGN interfaces: UNI (User Network 
Interface), NNI (Network Network Interface), ANI (Application Network Interface).  

The network-based security for sensor networks has specific features. These 
features are covered in ITU-T Recommendation X.1311 [3]. First of all, we should 
note that an enormous number of sensor nodes and hard energy constraints are the 
most important features of sensor networks. The more than 64000 nodes can be 
organized on a single sensor network in accordance with ZigBee protocol 
specifications [4]. The energy consumption is the most important challenge for sensor 
network life-time and for modern wireless networks [5, 6, 7]. The connectivity, 
mobility and coverage can also considered as important parameters [8]. 

An enormous number of sensor nodes and high requirements to energy  
system define specific features for sensor network-based security. The specific  
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network-based security support topics for the sensor networks include in accordance 
with Recommendation X.1311: 

- difficulty of using public key cryptosystems, 
- vulnerability of sensor nodes, 
- difficulty in obtaining post deployment knowledge, 
- limited memory size, transmission power, and transmission bandwidth, 
- single point of failure of a base station. 
 
The last item relates to a cluster head node too. 
Sensor nodes are very simple devices. Cloning is the one more specific threat for 

sensor networks [9]. The sensor network energy system is very vulnerable. The 
energy system conditions are directly connected to the sensor network life-time. For 
example, attacks to the sensor network energy system can be organized as the sensor 
nodes sleep deprivation [10]. In this paper, we propose one more type of attacks to the 
sensor network energy system, which is based on the generation of spurious flows. 
The sensor nodes respond to the spurious flows and the sensor network life-time 
decreases. The mobile sensor network behavior in the case of the spurious flows 
intrusion is investigated in the paper. 

2 The Sensor Network Structure and Algorithms 

Today, sensor networks are commonly referred to as Ubiquitous Sensor Networks 
(USNs). It’s understandable that the 7 trillion wireless telecommunication unites 
could be form the network at 2017-2020 years in according with forecast [11]. There 
are many USN applications – everywhere, anywhere, anytime. The most important 
USN application include building and industrial automation, logistics, transportation, 
body and intra-body sensors and RFIDs, military engineering, agriculture, 
environment data [12,13]. Further, it can be growth of trees, growth of animals and so 
on [14]. The library network will be one more USN application [15]. 

An enormous number of sensor nodes requires development of USN hierarchy 
structures. The cluster hierarchy is the most widely used structure for USN. In this 
case, the cluster head should be selected from sensor nodes. The cluster head selection 
algorithm is one of the most important research topics in the USN area. The energy 
consumption reduction and the sensor network life-time growth should be supported 
by cluster head selection algorithm. The LEACH (Low Energy Adaptive Cluster 
Hierarchy) algorithm [16] is the main algorithm for cluster head selection. The 
LEACH version for mobile sensor networks LEACH-Mobile, in short “LEACH-M” 
[17] is a variant of LEACH, which support node mobility. In LEACH-M mobile 
nodes declare the membership of a cluster as they move, and to confirm whether a 
mobile sensor node is able to communicate with a specific cluster head within a time 
slot allocated in TDMA schedule. This ensures dynamic joining and leaving of non-
cluster mobile nodes in the steady state phase, unlike [16] where cluster membership 
is fixed after cluster formation. However, in LEACH-M, clusters are dynamically 
formed every time the sensor moves, giving rise to chance of overhead in the cluster 
maintenance. 
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We will use algorithm LEACH-M further and the homogenous sensor network 
[18] in the investigation model. All sensors in the homogenous sensor network have 
the same parameters: initial energy, radius, moving speed etc.  

3 The Investigation Model and Modeling Results 

The 100 sensor nodes are distributed on the plane 200x200m randomly. The sensor 
node activity radius is 25 m. The sensor nodes average moving speed varies from 1 
m/s (slowly walking pedestrian) up to 8 m/s (average car speed in the big town). The 
initial energy is 2J for each sensor node, the energy consumption for receiving is 50 
nJ/bit, the energy consumption for transmitting is 50 nJ/bit and 100 pJ per square 
meter additionally. The sink located in the plane center. The cluster head selection 
algorithm is LEACH. 

The spurious flow two types are considered. One of them is the Poisson flow, 
another flow type is deterministic. The spurious flows intensity varies from 1 event/s 
up to 10 events/s. The C#.NET is used for modeling. 

The life-time in rounds as a function of the spurious flow intensity for different 
moving speeds of sensor nodes in case of deterministic (2 m/s) and Poisson (2, 4, 6, 
and 8 m/s) flows is shown in Fig. 1. First of all we note that spurious flows intrusion 
reduce the sensor network life-time. Furthermore, the type of spurious flows also 
affects the sensor network life-time. This is especially noticeable in the range from 1 
to 2 event/s. In this range, deterministic flows cause a more dramatic decrease in the 
sensor network life-time than Poisson ones. Thus, it is possible to adjust the spurious 
flow intensity and the type of flows to maximize the impact of the attack on the 
sensor network life-time.  

The life-time in rounds as a function of the average moving speed of sensor nodes 
for different intensities (1, 2, 3, 4, and 10 event/s) of Poisson flows is shown in Fig. 2. 
The life-time depends medium from sensor nodes average moving speed than 
spurious flows intensity is 1 event/s and weakly in case 2 event/s.  
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Fig. 1. The life-time in rounds as a function of the spurious flow intensity for different moving 
speeds of sensor nodes in case of deterministic (2 m/s) and Poisson (2, 4, 6, and 8 m/s) flows 
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The life-time is practically independent from sensor nodes average moving speed 
than spurious flows intensity is 3 events/s and more. 

The life-time in rounds as a function of the average moving speed of sensor nodes 
for different intensities (1, 2, 3, 4, and 10 event/s) of deterministic flows is shown in 
Fig. 3. The life-time is practically independent from sensor nodes average moving 
speed in the all cases. 
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Fig. 2. The life-time in rounds as a function of the average moving speed of sensor nodes for 
different intensities of Poisson flows 
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Fig. 3. The life-time in rounds as a function of the average moving speed of sensor nodes for 
different intensities of deterministic flows 
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4 Conclusions 

A new attack type based on the different spurious flows generation is proposed. The 
spurious flows intrusion to the mobile ubiquitous sensor networks are investigated for 
Poisson and deterministic flows.  

The spurious flow intrusion reduces the sensor network life-time. The flow type 
affects to the sensor network life-time. Deterministic flow cause a more noticeable 
decrease in the sensor network life-time than Poisson flow when the spurious flow 
intensity value interval is from 1 event/s up to 2 events/s. Hence, it is possible to 
adjust the spurious flow intensity and the type of flows to maximize the impact of the 
attack on the sensor network life-time.  

The life-time depends medium from sensor nodes average moving speed than 
spurious flows intensity is 1 event/s. The life-time depends weakly from sensor nodes 
average moving speed than spurious flows intensity is 2 event/s. The life-time is 
practically independent from sensor nodes average moving speed than spurious flows 
intensity is 3 event/s and more. These results are valid in case of Poisson flow 
intrusion. The life-time is practically independent from sensor nodes average moving 
speed in the all investigated cases for deterministic flow intrusion. 
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Internet Gateway Placement Optimization

in Wireless Mesh Networks
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Universiti Putra Malaysia

Abstract. This paper elaborated on the importance of nodes degree
and clustering for the efficient operation of Backbone Wireless Mesh
Networks (BWMNs). A novel Zero-Degree (S) algorithm proposed for
clustering the BWMN based on Wireless Mesh Routers (WMRs) de-
gree/number of WMRs’ connections, while ensuring Delay, Relay load
and Cluster size constraints. It is shown that the performance of our al-
gorithm outperforms the other alternatives. It places less Internet Gate-
Ways (IGWs), and exhibits smooth and consistent performance when
subject to various Quality of Service (QoS) constraints.

Keywords: WMN, Internet Gateway Placement, Optimization.

1 Introduction

Fast growing demand for high-speed connectivity from network customers due to
rapid development of wireless technologies in the last few years, have encouraged
the use of Wireless Mesh Networks (WMNs). Wireless mesh architecture offers
the potential of providing a high-bandwidth network over a large coverage area
at low costs.

One of the WMN promises is to provides a cost-effective alternative of high-
speed Internet connectivity to wireless users by replacing conventional expensive
cables. There are some typical services such as voice, messaging, e-mail, infor-
mation services (e.g., news, stocks, weather, travel, sports, etc.), Internet fax,
e-commerce, location-based services, health-care services, etc., that WMN could
support. In addition, WMN could also support those applications that require
high bandwidth communications such as online data, video broadcasting, video
conference, and other multimedia services [1].

Performance of a wireless network evaluates by a key evaluation index which
is “network capacity”. It represents the long time achievable data transmission
rate that can be supported by a network [2]. The capacity of wireless network
depends on many aspects of the network: network architecture, routing strategy
and radio interference model, communication paradigm, power and bandwidth
constraints, etc. Among all of these factors, network architecture should be ad-
dressed carefully because it is especially critical. In order to maximize the net-
work capacity and optimize the network performance, designing high bandwidth
WMNs has been addressed in the past few years from different angles which
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are location of the IGWs and the WMRs, the number of IGWs, the interface
configuration and the channel assignment on each IGW and WMR, etc. Increas-
ing demands also on the efficient resource initialization, fairness, and seamless
handoff, can be seen to meet the Quality of Service (QoS) requirements of end
users.

This paper proposes a novel algorithm, called “Zero-Degree (S)”, for the IGW
placement problem. Compared with existing algorithms, the new algorithm has
the following advantages:

– guarantees to place a minimum number of IGWs to satisfy all the constraints;

– has competitive performance;

– has control of location of IGWs (i.e., aggregate or sparse) to distribute the
IGWs in the locations that are closest to available wired network/Internet
connection points;

– is easy to implement and use.

The rest of the paper is organized as follows: first, Overview of S-Model Ar-
chitecture and S-Model Linear Program Formulation. This is followed by an
overview of related works. Next, we discuss and detail the analysis of our Zero-
Degree (S) algorithm. Performance evaluation and comparison to alternative
approaches are performed in Section 6. Finally, we provide a description of the
conclusion and future work.

2 S-Model Architecture and Linear Program Formulation

A S-Model architecture consisting of IGWs near each other and close to wired
network/Internet connection points. Such a network architecture offers benefits
like low wiring cost and efficient aggregation of equipments. More specifically, a
S-Model architecture is suitable for the geographical restricted locations because:
(i) it simplifies the wiring difficulties, and (ii) it can easily control, monitor, and
maintain the most important equipments of a WMN like IGWs at same place.
Therefore, in this paper, we focus on the S-Model architecture and formulate
the IGW placement in such a way that all IGWs place in shortest distance from
Internet connection points as well as each other. In other words, we can determine
the IGWs positions for a given WMN to be organized into multiple clusters such
that the head clusters or IGWs are aggregated and placed in shortest distance
from Internet connection points.

Based on the specific S-Model architecture, and additional to the objectives
discussed in Introduction Section, we further present the new objective in fol-
lowing way:

– Minimizing the distance between IGWs: The m number of IGWs in
the network should be in shortest distance from each other. Wee need to
determine the locations of IGW that results in minimum distance from each
other to meet the constraint requirements.
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We model the IGW placement problem as a Capacitated Facility Location
Problem (CFLP)issue with multiple optimization objectives and additional con-
straints in the linear program. As discussed earlier, two optimization objectives,
which are minimizing the number of IGWs and minimizing the number of IGW-
WMR hops, must be achieved. Having these two goals in mind, we formulate
the IGW placement problem as a multi-objective optimization linear program.

A binary variable Ii is used to indicate whether a WMR (vi ∈ V ) is set up as
an IGW or not.

Ii =

{
1 if the WMR(vi)is selected as an IGW vi ∈ V
0 otherwise

(1)

To represent WMR assignment to IGWs, again another binary variable Γi,igw

is defined. It shows the relationship between WMRs (vi) and IGWs (vigw).

Γi,igw =

⎧⎨⎩1 if WMR(vi)is assigned to the IGW (vigw)
vi ∈ V, vigw ∈ IGW, IGW ⊂ V

0 otherwise
(2)

hi,igw represents the minimum number of hops between WMR (vi ∈ V ) and
IGW (vigw ∈ IGW ). When a WMR (vi ∈ V ) is assigned to an IGW (vigw ∈
IGW ), the hi,igw acts as a IGW-WMR hop.

h
igw(j)
igw(i) is used to indicate the hop distance between IGWs, where igw(i) ∈

IGW and igw(j) ∈ IGW .
In addition, a binary variable λk

i,igw is defined to identify whether the path
from vi to vigw passes through node vk.

The linear program searches the entire provided space to find the optimal
results. Before start searching, it has to specify the upper bounds of the IGW-
WMR hops, relay traffic, and total traffic, which are delay constraint DQoS (i.e.,
hi,igw), relay load constraint RQoS (i.e., Wmax(v)), and cluster size constraint
CQoS (i.e., Wmax(igw)) respectively.

Our objectives function are formulated as follows:

min
∑
i∈V

Ii (3)

min
∑
i∈V

∑
igw∈IGW

hi,igw · Γi,igw (4)

subject to:

∀vi ∈ V :
∑

vigw∈IGW

Γigw,i = 1 (5)

∀vi ∈ V, vigw ∈ IGW : Γi,j ≤ Ii (6)

min
1

2

∑
i∈IGW

∑
j∈IGW

h
igw(j)
igw(i) · Ii ⇒ WMR(vi) = smallest ∂N(vigw) (7)
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∀vi ∈ V :
∑

vigw∈IGW

Γi,igw · hi,igw ≤ DQoS (8)

∀vk ∈ V, vigw ∈ IGW :
∑
vi∈V

λk
i,igw · Tt(vk) ≤ RQoS (9)

∀vigw ∈ IGW :
∑
vi∈V

Γi,igw · Tl(vi) ≤ CQoS (10)

∀vigw ∈ IGW : Ii ∈ {0, 1} (11)

∀vi ∈ V, vigw ∈ IGW : Γi,igw ∈ {0, 1} (12)

∀vk ∈ V, vi ∈ V, vigw ∈ IGW : λk
i,igw ∈ {0, 1} (13)

The first objective (3) means that a minimum number of nodes should be
chosen as the IGW (Ii = 1) among |V | = n nodes so that the objective of having
the minimum number of IGWs is achieved. In the second objective (4), the total
number of IGW-WMR hops is minimized while every WMR (vi) is assigned to
one of m IGWs (i.e., Γi,igw = 1).

The objectives are subject to the following conditions. Equation (5) ensures
each WMR to be assigned to an IGW, which is the requirement of full coverage
objective. Besides, it implies that each WMR is assigned to one IGW only.
Inequality (6) denotes that an IGW has to be set up before WMRs are assigned.
In other words, it guarantees that a WMR is only assigned to the node that
has been selected as an IGW. In (7) the IGWs will be placed close to each
other and to Internet/wired network connection points if the smallest degree of
IGW’s neighbour nodes are selected as the WMRs. “1

2” is used in (7) in order
to remove the duplication of number of hops from igwi to igwj and igwj to
igwi. Condition (8) means that the number of IGW-WMR hops is within the
maximum hop allowed by QoS limitation (DQoS). Inequality (9) ensures that all
the traffic passing through WMR (vk) is within its load capacity, which is RQoS .
Inequality (10) further ensures IGW traffic capacity (CQoS) as the upper bound
of the traffic in each cluster. The last three constraints define the binary values
(0 or 1) for three variables Ii, Γi,igw , and λk

i,igw .
We formulated the IGW placement problem as a Multiple Objective Linear

Program (MOLP). There are many methods for solving this type of problem in
the literature. For instance, problems with multiple objectives can be reformu-
lated as single-objective problems by either forming a weighted combination of
the different objectives [3] or transferring some of the objectives to constraints.
Therefore, after converting multiple objective into a single objective problem,
some linear program solver such as Matlab or LP-solve [4] can be utilized to
solve the problem.
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3 Related Work

In the few past years, some researchers have begun to design BWMNs and stud-
ied the IGW placement problem. They formulated this problem using linear
programming and solved it using different heuristic algorithms because of NP-
hard specification of such a problem.

In [5], Chandra et al. formulated the Internet Transit Access Points (ITAPs)
placement problem and developed algorithms to place ITAPs in the network.
Their algorithm, called Greedy Placement, aimed to minimize the number of
ITAPs while satisfying user’s bandwidth variation demand and fault tolerance
assurance. Greedy Placement is similar to BWMN IGW placement, but it con-
siders only one constraint, which is users’ bandwidth requirements.

Wong et al., [6] addressed the gateway placement problem. They considered
both communication delay and energy consumption. For each problem, they
proposed different heuristic approaches, but using the same strategy. Their al-
gorithms can only be used for BWMNs that form a connected component. They
also requires minimum of two hops for communication between at least one pair
of nodes.

Clustering technique is widely used for facility location, location management,
and routing in wireless networks. It can be applicable in IGW placement problem,
too.

Bejerano [7] was the first researcher who started to develop the way of wire-
less mesh network design using clustering technique. He divided all the wireless
network nodes into clusters and for each cluster, a node is selected as an ac-
cess point. Bejerano breaks the problem into two sub-problems: (i) finding the
minimal number of disjoint connected clusters that contain all the nodes, and
satisfying the Delay constraint; (ii) dividing the clusters that violate the clus-
ter size constraint. However, splitting a cluster without considering re-assigning
those wireless mesh routers to existing clusters may create some unnecessary
clusters and therefore increase significantly the number of clusters.

Bassam [8] tried to minimize the disadvantages of Bejerano’s technique by
combining the two sub-problems, where the spanning tree and cluster coverage
evolve in parallel subject to satisfy the QoS constraints. This algorithm has two
drawbacks: first, it can only be used for those BWMNs that form a connected
component; second, it needs to set the initial radius size properly in order to
create satisfactory results.

Another algorithm to be used for the BWMNs, that does not form a con-
nected component, is presented by Maolin Tang [9]. The name of the algorithm
is incremental clustering, which is an iterative algorithm. Unlike our proposed
algorithm in this paper, in incremental clustering algorithm, R-step transitive
closure should be built in every iteration and only the last step of transitive clo-
sure will be used for IGW selection. Using last step of transitive closure in order
to select the IGWs may produce some nodes with zero connection due to un-
seen condition of network in middle steps of transitive closure. Therefore, those
nodes with zero connection should be selected as IGW in the next iterations and
consequently, number of IGWs will be increased.
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In [10] two architectures are considered: tree-based and cluster-based. In tree-
based, He proposed two algorithms based on Greedy Dominating Tree Set Par-
titioning (GDTSP), which is degree-based GDTSP and weight-based GDTSP.
Both algorithms aim to minimize the number of IGWs as well as reduce IGW-
WMR hops. Similar to [9], this approach uses the last step of R-step transitive
closure and does not consider the IGWs location controlling.

Having reviewed the previous studies on IGW placement problem, we discov-
ered a reason for the unnecessary placement of IGWs, that is, zero degree nodes
or those WMRs with no connection to other nodes in the network. The proposed
solution should prevent producing nodes with zero connections. The other prob-
lem realized is that no attention has been paid to controlling the IGWs location.
In restricted geographical areas that IGWs should be placed in the locations that
are closest to available wired network/Internet connection points, controlled dis-
tribution of IGWs is an important issue. Therefore, we introduce a new unique
factor as an objective parameter called “IGW-IGW hop”. This factor is for the
purpose of comparing the location of each IGW to other IGWs. One of the main
advantage of the proposed Zero-Degree (S) algorithm is that predicting the con-
dition of next iterations and having the chance to prevent producing zero-degree
nodes in order to form feasible clusters satisfying all QoS constraints. Distribute
the IGWs in the locations that are closest to available wired network/Internet
connection points is added advantage of Zero-Degree (S) algorithm.

4 Heuristic Zero-Degree (S) IGW Placement Approach

The IGW placement problem is NP-hard [10] and the search space of the lin-
ear program for finding optimum number of IGWs increases exponentially with
increasing the number of nodes (i.e., n = |V |). Therefore, in order to obtain
near-optimal solution, a heuristic algorithm should be developed for large scale
networks. In this section we introduce an algorithm called “Zero-Degree (S)” .
In this algorithm, the graph G = (V,E) is divided into disjoint clusters and each
cluster has a head-cluster which is IGW. The aim of this algorithm is (i) min-
imizing the number of clusters, and consequently, minimizing the number of
IGWs, (ii) reducing the number of IGW-WMR hops, and accordingly, increas-
ing the throughput performance of the network, and (iii) Aggregate distributing
the IGWs in the locations that are closest to available Internet connection points
while satisfying the constraints listed in section 2.

Figure 1 shows the steps of our Zero-Degree (S) algorithm, including network
initializing and generating, S-Model IGW selection, and S-WMRs assigning and
network updating.

4.1 System Initializing and Network Generating

In this step, network information such as number of nodes, connection range
and minimum distance, location size, and QoS parameters are collected to gen-
erate the network graph (G = (V,E)). When all network information have been
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Fig. 1. Steps of Zero-Degree (S) Algorithm

collected, an adjacency matrix for all nodes in the graph (G = (V,E)) gener-
ates. The adjacency matrix consists of (0, 1), 1 means there is a connection and
0 means there is no connection between two nodes. In the network graph, two
nodes are connected only when each node is located in the transmission range
of the other. Each node has a number of connections which is called “node de-
gree”. Nodes degree can be calculated using the adjacency matrix of the network
graph. The node degree and adjacency matrix is used to select the IGWs in the
following step.

4.2 S-Model IGW Selection

In this step, we assume that the largest degree node is the closest node to
available wired network/Internet connection points. Since largest degree node
will be selected as IGW, constraint 7, will be satisfied. An IGW is selected from
G = (V,E) based on nodes degree. There is an algorithm to find an IGW in
S-Model architecture, which is shown in Algorithm 1. First, finding the largest-
degree node in adjacency matrix. Second, finding all other nodes with the same
degree as largest-degree node, if there is any. Otherwise, the only largest-degree
node will be the IGW. Bassam [8] and Maolin Tang [9] also select the largest-
degree nodes as IGW in their works. If there is more than one largest-degree
node, the algorithm will look for second hop nodes to find the nodes with only
one connection link in order to prevent producing zero degree/connection nodes
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in the next iterations. In other words, it will look for nodes with degree equal to 1.
Then, if there is the same situation for more than one node, it will look for third
hop for the same reason as the second hop and so on (i.e., for forth, fifth, . . . , and

nth hop. n ≤ DQoS). For the first attempt, a node with largest node-degree will
be selected as an IGW, which is also connected to the largest number of single
connection nodes, through single or multiple hop while satisfying all constraint
such as QoS parameters. Thus, the selected IGW covers as much one degree
nodes whom may convert to zero degree nodes in the next iterations as possible.
If still there is some nodes with the same situation, IGW will be the node which
has the smallest degree nodes among its neighbours. Node index will be used if
two or more nodes have the same situation yet.

Algorithm 1. S-Model IGW Selection Algorithm
Input ← 〈Adj matrix, Delay, calculated nodes degree〉
Output ← 〈IGW 〉
if number of largest-degree nodes > 1 then

for j = 1to number of largest-degree nodes do
for k = 1to number of one-degree nodes do

find number of connections from each largest-degree node to one-degree nodes via single or multiple hop,
considering DQoS

end for
end for
if number of largest-degree nodes with highest number of connections to one-degree nodes > 1 then

for i = 1to DQoS do

for j = 1to number of largest-degree nodes do
find all the largest-degree nodes’ neighbours degree

end for
end for
if number of largest-degree nodes with smallest neighbours’ nodes degree > 1 then

IGW ← lowest index largest-degree node
else

IGW ← largest-degree node with smallest neighbours’ nodes degree
end if

else
IGW ← largest-degree node with highest number of connections to one-degree nodes

end if
else

IGW ← the only largest-degree node
end if

4.3 S-WMRs Assigning and Network Updating

When IGW is selected, a cluster is created by selecting a set of WMRs using
S-WMRs assigning algorithm (Algorithm 2). Smallest degree model is used to se-
lect the nodes that have less connectivity links from one hop away nodes to DQoS

hop away nodes. This model, guarantees two objectives (i) the closer neighbour-
ing WMRs to the IGW will be assigned before those which have far away. Thus,
a minimum IGW-WMR hops objective will be met. (ii) the possibility of having
the smallest degree nodes around assigned IGW will be reduced, and next IGW
will be assigned close to selected IGW. Therefore, IGWs will be placed close to
each other. Nodes with only one connectivity link in any hop, has the highest
priority to be assigned because the possibility of having zero-degree nodes after
deleting the assigned nodes from adjacency matrix and updating the nodes de-
gree, will be decreased. After assigning WMRs to the IGW, assigned WMRs will
be deleted from adjacency matrix. Finally, after deleting the assigned WMRs,
nodes degree will be updated for next attempt.
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At the same time, assigning procedure of any WMR to the IGW should satisfy
the constraints imposed by cluster capacity and WMR traffic load. The traffic,
local traffic (Tl) and relay traffic (Tr), that passes through a WMR must satisfy
WMR traffic boundary. Furthermore, the entire traffic of a cluster should be less
than maximal IGW traffic capacity.

Algorithm 2. S-WMRs Assigning Algorithm
Input ← 〈Adj matrix, Delay, Relay, Capacity, calculated nodes degree〉
Output ← 〈aformed cluster〉
true ← 1
while true do

for j = 1to number of one-degree nodes do

if the IGW has a connection with one-degree nodes in ith hop via single or multiple hop then
if cluster size < CQoS and relay load < LQoS then

Cluster ← Cluster + ith one-degree nodes

Cluster ← Cluster + nodes in the path from the IGW to ith one-degree nodes considering DQoS
Update cluster size and relay load
true ← 1

else
break

end if
else

true ← 0
end if

end for
Adj matrix ← Adj matrix− assigned one-degree nodes
update the nodes degree
true ← 1

end while
if cluster size < CQoS and relay load < LQoS then

assign a node with smallest node-degree from the first hop
Adj matrix ← Adj matrix− assigned node
update the nodes degree
true ← 1
go to beginning of the while loop

else
break

end if

5 Zero-Degree (S) Algorithm

The Zero-Degree (S) algorithm (Algorithm 3) solves the IGW placement problem
by iteratively identifying IGWs and assigning WMRs to identified IGWs con-
sidering node degrees. In each iteration, it identifies an IGW from the current
unassigned WMRs set/Adj matrix using S−Model IGW Selection(), which is
provided in section (4.2), Algorithm 1, and then assigns WMRs to the identified
IGW using S − WMR Assigning(), which is provided in section (4.3), Algo-
rithm 2. Finally, it removes the assigned WMRs and IGW from Adj matrix.
The process is repeated until the Adj matrix is empty. By the time Adj matrix
is empty, every WMR has been assigned to an IGW. Formed clusters will be
specified in BWMN at the end of algorithm process. The Zero-Degree (S) IGW
placement algorithm has a polynomial time complexity O(n2).

6 Performance Evaluation

In this section, a simulation-based analysis on our proposed heuristic IGW place-
ment algorithm (i.e., Zero-Degree (S)) is performed. We evaluate the algorithm
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Algorithm 3. Zero-Degree (S) Algorithm
Input ← 〈Adj matrix, Delay, Relay, Capacity〉
Output ← 〈formed clusters〉
Calculate the nodes degree
while Adj matrix �= 0 do

S − Model IGW Selection() % Algorithm 1
S − WMR Assigning() % Algorithm 2
Delete IGW from Adj matrix

end while
Plot the formed clusters

by comparing them with four top algorithms for the gateway placement problem.
This four top algorithms are Incremental proposed by Maolin [9] similar to the
one proposed by He in [10], Recursive algorithm proposed by Aoun et al. in [8],
Iterative algorithm proposed by Bejerano in [7], and Augmenting algorithm sim-
ilar to those proposed in [6] and [5].

MATLAB is used to randomly generate 30 topologies for 30 runs in any set ups
in each evaluation. 200 WMRs are generated on a 10 × 10 plane. The connection
radius is 1.0, and the minimum distance between any pair of WMRs is 0.5. The
result is the average of 30 runs.

6.1 Effects of Hop-Based Delay

This section evaluates the effects of Delay constraint, which is hop-based, on the
performance of five algorithms. In our set-up the relay load and IGW capacity
constrains are relaxed. Delay constraint value vary from 1 to 10. As it is shown in
Figure 2a, the performance of the Zero-Degree (S) is better than the other four
algorithms. For D = 4, 7, 9, and 10, Iterative algorithm places the same number
of IGWs required by Zero-Degree (S) while Incremental algorithm places the
same number of IGWs required by Zero-Degree (S) when D = 6 and 7. Recursive
algorithm has the worse performance compared to others.

IGW-WMR hop is a factor that only Recursive algorithm takes it into account
among the top four algorithms in this paper. Therefore, Zero-Degree (S) will
be evaluated against Recursive algorithm. In Figure 2b, both algorithms based
on IGW-WMR hops are evaluated. Figure 2b shows that Zero-Degree (S) has
better throughput performance results compared to Recursive algorithm for D >
5. Since, number of hops between IGW and its WMRs has direct effect on
throughput performance, those algorithms with smaller number of IGW-WMR
hops have better performance in terms of throughput in the network.

The IGW-IGW hop, which is introduced in this paper, is to provide a clear
image of IGW location controlling technique. Figure 2c shows that Zero-Degree
(S) can control the location of IGWs. Zero-Degree (S) located its IGWs in places
close to available Internet points and more close to each other. The evaluation is
based on largest number of hops between IGWs, using shortest path algorithm.

6.2 Effects of Relay Load

In this evaluation, the relay constraint varies from 1 to 15, IGW capacity is
relaxed, and the delay constraint is fixed to 8. Figure 3a illustrates the results.
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Fig. 3. Effects of Relay Load

The evaluation results show that Zero-Degree (S) performs best for all values
of R. The effect of relay load constraint is mainly pronounced when it is very
limited. For instance, the Iterative and Augmenting algorithms place twice the
number of IGWs required by the Zero-Degree (S) algorithm when R = 1. In
addition, when R exceeds 10, the number of required gateways by each algorithm
remains constant.

For the IGW-WMR hop evaluation, Figure 3b shows that, Zero-Degree (S)
has a better throughput performance for 5 < R < 14 and 6 < R < 14 compare
to Recursive. WMRs in Zero-Degree (S) are closer to IGW compare to the other
algorithm. Therefore, its throughput performance will be the best.
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Figure 3c shows that Zero-Degree (S) algorithm is controlling the location of
IGWs regardless of relay load effects. In Zero-Degree (S), IGWs are located in
two hops away from each other to maximum 10 hops.

6.3 Effects of Cluster Size

This section evaluates the IGW capacity constraint. The IGW capacity varies
from 1 to 15, delay constraint set to 8, and relay constraint is relaxed. Figure 4a
shows that Zero-Degree (S) algorithm has better performance compare to other
algorithms. It can be seen that the Iterative and Augmenting algorithms are
heavily penalized when the cluster size constraint is strict. As C decreases, the
number of required IGWs increases exponentially since each cluster is subdivided
further as long as the cluster size constraint is violated [7].

On the other hand, the number of IGWs required by the Zero-Degree (S)
algorithm increases almost linearly as the constraint on the cluster size becomes
stricter. The reason is that Zero-Degree (S) algorithm has the chance to predict
the next iterations conditions in order to prevent producing the zero-degree
nodes and to form feasible clusters. As shown in Figure 4a, our Zero-Degree
(S) algorithm produce much lower number of IGWs than the Augmenting and
Iterative algorithms. For example, for C = 6, it require only 13% and even for
C = 7, it require only 50% of the number of IGWs placed by the Iterative
algorithm.

In Figure 4b, Zero-Degree (S) has the lowest number of IGW-WMR hops.
It means that, WMRs in Zero-Degree (S) are closer to IGW in each cluster.
Consequently, relayed traffics receive better services in terms of bandwidth and
throughput. Thus, the overall throughput performance of the network in Zero-
Degree (S) is the best compared to the other algorithm.

Figure 4c confirms the control advantage of Zero-Degree (S) algorithm on
IGW locations, which is one of our objectives in this paper. Zero-Degree (S)
aggregates the IGWs in a location close to available Internet points.

7 Conclusion and Future Work

IGWs are responsible for connecting the BWMNs to the Internet/wired back-
bone. Strategically placing the IGWs in a BWMN is critical to the WMN archi-
tecture. In order to solve the problem of IGWs placement in BWMNs, a novel
algorithm is proposed in this paper. The new algorithm is involved in placing a
minimum number of IGWs so that the QoS requirements are satisfied. Different
from existing algorithms, this new algorithm incrementally identifies IGWs and
prioritively assigns WMRs based on the computed degree of WMRs to identified
IGWs. Performance evaluation results show that proposed algorithm outper-
forms other alternative algorithms by comparing the number of gateways placed
in different scenarios. Furthermore, having control of the distribution of IGWs
in order to locate them closest to available Internet/wired network connection
points is an added advantage of this algorithm.



Internet Gateway Placement Optimization in WMNs 331

It is interesting to study the impact of topology changes and their effects
on Zero-Degree (S) algorithm in future work. Thus, linear programming can be
replaced by Particle Swarm Optimization (PSO). An application to use PSO is
listed in [11].
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Abstract. As network traffic is dramatically increasing, classification of 
application traffic becomes important for the effective use of network resources. 
Classification of network traffic using port-based or payload-based analysis is 
becoming increasingly difficult because of many peer-to-peer (P2P) 
applications using dynamic port numbers, masquerading techniques, and 
encryption. An alternative approach is to classify traffic by exploiting the 
distinctive characteristics of applications. In this paper, we propose a 
classification method of application traffic using statistic signatures based on 
SVM (Support Vector Machine). The statistic signatures, defined as a 
directional sequence of packet size in a flow, are collected for each application, 
and applications are classified by SVM mechanism. 

Keywords: Traffic, Application, Classification, Statistic Signature, Support 
Vector Machine. 

1 Introduction 

Traffic classification plays an important role in common network management 
applications, such as intrusion detection and network monitoring. However, it is 
challenging to classify the applications associated with network connections 
according to their various characteristics and behaviors [1]. 

Former researches have proposed a number of methods to identify the application 
associated with a traffic flow. Port-based methods by examining TCP port numbers 
are simple because many well-known applications have specific port numbers 
assigned by IANA. However, the port-based classification is insufficient [2, 3, 4, 5], 
mainly because many applications use dynamic port-negotiation mechanisms to hide 
from firewalls and network security tools. Another approach is to inspect the payload 
of every packet. However, this approach has several problems.  First, this method 
cannot be used if the payload is encrypted. Second, there are privacy concerns with 
examining user data. Third, there is a high storage and computational cost to study 
every packet that traverses a link.  
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To address these challenges, we propose a classification method of application 
traffic using SVM that only uses the size of the first few data packets of each 
connection. 

The remainder of the paper is organized as follows. In Section 2, we describe 
related works. Section 3 presents our classification method that uses static signature 
based on SVM. Performance evaluation and discussion are given in Section 4. Section 
5 proposes concludes the paper. 

2 Related Works 

Bernaille et al [1, 6] suggested traffic classification based on packet header trace 
technique, known as "on the fly" classification. They only utilized the first 5 
significant packets (in both directions) of a TCP connection to classify, based on 
clustering. Usually, the packet header gives more information without inspecting 
payload. Their approach allows the unsupervised online classification of traffic, and 
therefore allows actions to be taken during the connections. They employed data 
clustering using only the sizes and directions of the first 5 packets. The direction is 
used as the signal (first and same-direction packets: positive; opposite direction 
packets: negative). By ignoring TCP handshake packets and ACKs with no payload, 
the clustering of only 5 packets allows the online classification of flows with a 
considerable hit ratio.  

Support Vector Machine (SVM) developed by Vapnik in 1995 is a classification and 
regression prediction tool that uses machine learning theory to maximize predictive 
accuracy while automatically avoiding over-fit to the data. Fig. 1 shows an example of 
SVM using linear classifiers which could separate the data into two groups. 

Margin

Optimal
hyperplane

H1 H2
X1

X2

 

Fig. 1. An example of Support Vector Machine using linear classifier 
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3 Our Classification Method 

In this section, we present our classification method that uses static signature based on 
SVM. Our classification mechanism works in two phases: SVM data set training 
phase and traffic classification phase as shown in Fig. 2. The training phase obtains 
models of application behaviors. The trace contains a representative sample of flow 
from all target applications. The classification phase associates a new flow with an 
application by using the group defined in the training phase. 

 

Fig. 2. Two Phases for Traffic Classification 

3.1 Flow Trace 

The flow traces are the input for the SVM. Flow is defined as a collection of both 
directional packets of 5-tuple information (source IP, destination IP, source port, 
destination port, protocol). We only use the size of the data packets, not using TCP 
control packets (SYN, Ack with no data, etc.). We analyze the trace and convert each 
flow into a spatial representation based on the size of its first N packets. Flow data set 
is generated by the size for the first N packets of each flow. Only one application is 
executed for collecting packet by the application. Flow trace server collects the first N 
packets of connection by the application. 



 Traffic Classification Approach Based on SVM and Statistic Signature 335 

3.2 Packet Conversion 

The conversion module extracts the flow and the packet size. Statistic signature is 
made into vector which consists of payload size and direction of application packet. 
The analyzer filters out control traffic (the three packets of the TCP handshake) and 
stores the size of every packet in both directions of the connection. When it knows the 
size for the first N packets of the flow, it sends this information to the assignment 
module which associates the flow based on application descriptions.  

 

 
Fig. 3. SVM signature using the size of packet payload 

Fig. 3 presents SVM database by the size of packet payload. Classification ID is 
whole number by application classification. Other fields composed the first N packet 
payload size by flow. And the database has enough statistics signature per application. 
Direction is represented by positive and negative, positive value represents sent 
packet from the client to the server, and negative from server to client in case of TCP. 
But, Because UDP classification is neither one thing nor the other, meaning of 
positive/negative is indicated to only the opposite direction. In UDP, the first packet is 
positive. And the second packet will be positive if it is the same direction. If not, it 
will be negative.  

3.3 SVM Training 

In our scheme, we use multi-class SVM for classifying many applications at the same 
time. In addition, we use Radial Basis Function (RBF) of non-linear way which is 
more accurate than liner classification. Fig. 4(a) presents an example of payload 
distribution by the first 2 packets of Nateon and uTorrent. After finishing the packet 
conversion phase, different application is divided to hyperplane at SVM training 
phase. Fig. 4(b) presents grouping result of two application distributions shown in 
Fig. 4(a) by RBF way. 
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Fig. 4. An example of application classification by SVM 

3.4 Traffic Classification 

In traffic classification phase, we collect packet of various applications. The 
classifying module determines which application is most likely associated with the 
flow. Connection of each application is classified by multi-class SVM. 

4 Simulations 

We carried out simulations using statistic signature classification by SVM. All 
packets of simulation environment were generated by executing application in the 
test-bed. We used maximum 10-dimension vector for SVM training in simulation. In 
the simulation, we used 3 programs: Wireshark ver. 1.8.3 (Packet capture), C++ ver. 
2008 (Signature conversion) and SVMmulticlass ver. 2.20 (Training & classification). 
Also, we used 3 types of kernel function in SVM: linear, radial basis function, 
sigmoid. Table 1 shows the number of applications and signatures, and Table 2 
presents application list and type. 

Table 1. Coverage of SVM classification 

 Application Training signature Classification signature 
Coverage 5 5,198 4,482 

Table 2. Application list 

Type Application name 
Messenger Nateon 
Webhard Webhard 
P2P uTorrent 
Game League Of Legends(LOL) 
Encrypted packet SSH 
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Fig. 5, 6, 7, and 8 present the accuracy of our classifier using the first N packets of 
each flow by sigmoid, linear and RBF of multi-class SVM. Fig. 5 indicated that SVM 
sigmoid can only classify application packets of Nateon and LOL, but it is not 
appropriate to classify packets of Webhard, uTorrent and SSH, since the sigmoid 
classifier is not a good model to fit straight lines for traffic with similar packet size. 
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Fig. 5. Accuracy of SVM sigmoid classification 

Fig. 6 indicated that when we use first 2 packets for signature capturing, the SVM 
linear can only classify application packets of Nateon and Webhard.  It is not 
appropriate to use the SVM linear classifier to separate packets of uTorrent, LOL and 
SSH. And when we use first 3~4 packets, the SVM linear classifier can roughly 
distinguish application packets of Nateon, uTorrent and SSH.  We can see that the 
linear classifier is not a good model to discriminate traffic with similar packet size. 
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Fig. 6. Accuracy of SVM linear classification 
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Fig. 7 indicated that the SVM RBF classifier can successfully classify all 5 types of 
traffic. In special, it was shown that we could get very accurate results with the first 
2~5 packets. Bu, the classification accuracy drops with more than 5 packets. This is 
because the packet size is different depending on the user application environments. It 
means when network applications communicate with each other, there is no 
significant difference in the packet size if less than 5 packets are used. After the fifth 
packet, the packet size becomes drastically different according to the operation of 
application.  
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Fig. 7. Accuracy of SVM RBF classification 

Fig. 8 shows the average accuracy of SVM RBF, linear, and sigmoid 
classifications. From this graph, we can see that the classification using RBF has the 
highest accuracy. 
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Fig. 8. Average accuracy of SVM RBF, linear, and sigmoid classifications 
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5 Conclusions 

In this letter, we proposed a traffic classification scheme by using only payload size 
and direction of application packet without examining TCP port numbers and 
inspecting the payload of every packet. Our classification mechanism works in two 
phases: SVM data set training phase and traffic classification phase. The training 
phase obtains models of application behaviors. The trace contains a representative 
sample of flow from all target applications. We apply SVM techniques to a set of 
training data to group flows. The classification phase associates a new flow with an 
application by using the group defined in the training phase. 

We evaluate three different classifier methods in SVM: sigmoid, linear and RBF. 
Simulation results showed that the RBF classifier can successfully classify 5 types of 
application traffic from Nateon and LOL, Webhard, uTorrent, and SSH, with the first 
2~5 packets.  
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Abstract. RPL is IPv6 Routing Protocol designed for Low Power and
Lossy networks. RPL is a distance vector routing protocol that builds
Directed Acyclic Graphs (DAGs), using implementation specific routing
metrics and constraints. In the construction process of network topology,
each node selects a set of potential parents towards the destination and
associates itself to a preferred parent, basing on the outcome of Objective
Function (OF). OF defines how one or more node and link metrics and
constraints are used to compute the node rank.

The purpose of this paper is to analyse, how selection of Objective
Function influences network topology. The absence of published papers
concerning RPL Objective Function motivates author to focus on this
topic. In addition, performance evaluation of network transmission when
constructed using different OF is presented. Results where obtained using
simulation environment prepared for this and further planned studies on
RPL.

Keywords: RPL, objective function, routing, 6LoWPAN, LLN.

1 Introduction

Internet of Things (IoT) is considered the key component of the future Inter-
net and our everyday life. Mobile communication giants expect that by 2020
billions of devices will be wirelessly connected [1]. Smart objects - computers
equipped with a communication device, sensors or actuators, can be embed-
ded in almost any object like meter, industry machinery, home equipment, light
switches, engines and many others. It enables almost endless number of new
applications in industrial, commercial and domestic areas such as smart cities,
home and building automation, controlling and monitoring systems (lighting,
ventilation, security systems, fire systems), security systems, habitat monitor-
ing, environment monitoring, vehicular tracking, asset tracking systems, medical
applications, Automated Meter Reading (AMR).

The prospective smart object networks consist of thousands of nodes, which
are usually small and inexpensive devices. It implies many technical challenges
in terms of assuring low power consumption and efficient algorithms, requiring
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scarce amount of computing resources. Nodes may be designed to work for sev-
eral years, usually in unattended manner, therefore should support some forms
of auto-configuration and management. The wide range of applications and wire-
less communication medium cause that nodes often work in unfriendly and harsh
environments. In order to reduce power consumption during data transmission,
nodes operate on low power communication standards, these include wireless
standards or Power Line Communication (PLC); such communication is unreli-
able and obstructed, therefore smart object networks are considered being lossy
hence such networks are also referred to as Low power and Lossy Networks
(LLNs).

Many already existing applications of such networks constitute non-IP-based
architectures. The lack of an IP-based network architecture precludes from in-
teroperating with the Internet. Since IP has proven itself highly scalable, stable
and reliable technology, the protocols and solutions for introducing IP into LLNs,
with regard to the aforementioned restrictions, are crucial.

The Internet Engineering Task Force (IETF) recognized this disconnect and
chartered two working groups 6LoWPAN (IPv6 over Low power Wireless Per-
sonal Area Network) and RoLL (Routing over Low power and Lossy network)
to ”specify standards at various layers of the protocol stack with the goal of
connecting Low-power and Lossy networks to the Internet” [2].

With RFC 4919 [3] Kushalnagar, et al. depicted the advantages of using IPv6
networking as well as problems and open issues associated with enabling IPv6
communication in a LoWPAN, compliant with LLN. Since the IEEE 802.15.4
standard [4] is commonly used for many smart object networks applications e.g.
Wireless Sensor Networks (WSNs), detailed specification of the protocol for IPv6
transmission over IEEE 802.15.4 was soon provided in [5]. Furthermore problems
regarding the fragmentation, header compression, IP Neighbour Discovery and
Auto-Configuration were addressed in RFC 6282 [6] (updates RFC4944), RFC
4861 [7] (updated later by RFC 5942 [8]), RFC 6775 [9].

The IETF RoLL group evaluated the well-known routing protocols such as
OSPF, AODV, OLSR however none of them was proved to provide the ac-
ceptable performance in the unique conditions that characterize LLNs. Several
solutions have been proposed [10,11,12], however none of this protocols finished
as a standard. In 2010 the first draft of Routing Protocol for Low Power and
lossy networks referred to as RPL was announced. Two years later, the protocol
specification has been published as RFC 6550 [13].

RPL is a distance vector routing protocol that builds Directed Acyclic Graphs
(DAGs) using implementation specific routing metrics and constraints. The main
features are:

– It supports different traffic patterns (multicast and unicast),

– It propagates the routing state, which causes quick reaction to routing changes,

– To achieve reliability, a node maintains a set of potential parents towards
the destination instead of one,

– The protocol defines link’s and node’s metrics to compute a node rank and
enable graph establishment in multiple applications.
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In the construction process of network topology each node selects a set of
potential parents towards the destination and associates itself to a preferred
parent, basing on the outcome of Objective Function (OF). OF defines how one
or more node’s and link’s metrics and constraints are used to compute node
rank. The protocol defines rules how to use rank to select and optimize routes,
with avoidance of creating loops. The RPL specification [13] defines a generic
protocol but not OF itself. Adaptation of that single protocol, to the wide variety
of network types is possible, because of the application of specific Objective
Functions.

The purpose of this paper is to analyse, how selection of Objective Function
influences the network topology. The absence of published papers concerning
RPL Objective Function motivates author to focus on this topic. In addition
performance evaluation of network transmission when established using differ-
ent OF is presented. Results where obtained using a simulation environment
prepared for this and further planned studies on the RPL protocol.

The remainder of this paper is organized as follows. Related work is referenced
in section 2. In section 3 general requirements for RPL Objective Function are
presented as well as known algorithms are described. Simple metrics provided by
IETF RoLL working group are depicted and their usability discussed in section
4. In section 5 differences in the network topology are compared when using some
basic objective functions, also description of simulation environment prepared
for the purpose of further work is provided. Some basic performance evaluation
of network implementing two different objective functions is presented. Finally,
section 6 concludes the paper and discusses future work concerning more sophis-
ticated OF evaluation in the presented simulation environment.

2 Related Work

Design of efficient Objective Function is still an open research issue. So far sev-
eral drafts specifying OF have been proposed [14,15] along with the IETF RFC
6552 standard for Objective Function Zero (OF0) [16]. More details concerning
aforementioned OFs are provided in section 3.

In [17] authors simulate and analyse the performance of the network formation
process using ContikiRPL simulator. Among other parameters they verify how
using two different Objective Functions influences average number of hops and
average node energy. The observed differences are insignificant due to the choice
of the OFs and their specific parametrization, which results in similar outcome
when computing rank.

Some papers have been devoted to the comprehensive RPL studies and per-
formance evaluation. In [18] authors provide detailed survey concerning RPL
specification as well as the relevant research issues concerning RPL. Also main
routing metrics are discussed along with the performance evaluation of RPL
in different network scenarios is presented. Authors use Expected Number of
Transmissions (ETX) OF (see section 3.1 described in [14], with improvement
proposed in [15] and omit discussion concerning the OF details and influence



RPL Objective Function Impact 343

on the network performance, hence emphasize its importance and lack of more
complex proposals.

Among some other papers concerning RPL e.g. [19,20] authors rather focus
themselves on the performance analysis of the RPL protocol. None of them
discusses other than ETX Objective Function. In all presented papers authors
use ContikiRPL implementation.

3 Objective Function Overview

RPL Objective Function determines, which parent will each node select, there-
fore it is directly responsible for the route establishment process and resultant
topology. OF allows adapting RPL to a variety of network types. This section
provides detailed description of known OFs.

3.1 EXT Objective Function

The ETX Objective Function (ETXOF) [14], is designed to select parent that
provides delivery with the least number of transmissions. It does so by using the
ETX metric defined in [21]. The ETX metric of a wireless link is the expected
number of transmissions required to successfully transmit and acknowledge a
packet on the link. It allows distinguishing less reliable paths that require larger
number of packet transmissions from better ones. The RPL path evaluation
using ETXOF results in selection of minimum-ETX paths, which are generally
also the most energy-efficient.

Each node computes the ETX Path metric for a path to the root through
each candidate neighbour n as ETX(n) + MinPathETX(n), where ETX(n)
is ETX metric for the link to a neighbour n and MinPathETX(n) is ETX
metric advertised by that neighbour. ETX metric is defined as: ETX = 1/(Df ∗
Dr), where Df is the measured probability that a packet is received by the
neighbour and Dr is the measured probability that the acknowledgement packet
is successfully received.

Link performance affecting ETX metric can be highly variable. Such jitters, if
reported and immediately used to change route, would cause network instability
and routing oscillations. In [15] authors describe the Minimum Rank Objective
Function with Hysteresis (MRHOF), an Objective Function that uses hysteresis
while selecting the path with the smallest metric value. MRHOF can be used
with any OF that uses metric that must be minimized. The use of MRHOF with
the ETX metric allows RPL to find the stable minimum-ETX paths.

3.2 Objective Function Zero

RFC 6552 [16] specifies the default basic OF, namely Objective Function Zero
(OF0), which operates on abstract information obtained using RPL DODAG
Information Object (DIO) containers.
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OF0 calculates a node rank by adding a strictly positive scalar RankIncrease
to the rank of candidate neighbour. RankIncrease is based on a StepOfRank
scalar that can vary from 1 (best case) to 9 (worst case) to represent the link
properties. OF0 requires computing StepOfRank, that indicates the amount by
which to increase the rank along a particular link. If a static metric is used, it
results in rank being analogous to hop count, which favours paths with fewer
but potentially longer hops, possibly of poorer connectivity [16]. Thus it is rec-
ommended to base the computation on dynamic link properties such as ETX.

OF0 definition allows stretching the StepOfRank through multiplying by a
configurable factor RankFactor, however this may lead to network instability.
Stretching the StepOfRank increases the network depth, however it may be
necessary to distinguish links of different types.

OF0 is designed as default OF that will assure interoperation between different
RPL implementations, therefore the standard refuses to specify how node and
link metrics are transformed into the RankIncrease and other variables used.

4 Routing Metrics for Path Calculation

With the [21] IETF RoLL proposed some routing metrics that may be used
for path calculation in LLNs. The RPL standard supports those metrics by
serving DODAG Information Object (DIO) that advertises those data. The pre-
sented metrics may be used directly to construct Objective Function, however,
as depicted in the following sections, using a single metric may lead to network
imbalance and may highly reduce its performance and lifetime of some nodes
often selected as parents, therefore usually combinations of those metrics should
be used for the OF implementation.

4.1 Metric Categories

As stated in [21] routing metrics may be categorized according to the following
characteristics:

– Link versus node metrics;
– Qualitative versus quantitative;
– Dynamic versus status.

Link metrics include throughput, delay, error bit rate and other channel char-
acteristics. In the wireless environments, especially in LLNs those numbers may
significantly differ among different network parts or at different daytime. Some
nodes may experience higher bit error rate and/or throughput rate due to their
position, lack of neighbours or weaker transmission unit.

Node metrics concern node itself and may refer to its energy capacity, expected
lifetime, antenna sensitivity, ability to encode or encrypt transmitted data. In
LLNs device diversity may by high in terms of resources, battery consumption,
power supply and so on.
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The qualitative metrics refer to the network characteristics e.g link reliability.
The quantitative metrics include transmission channel parameters, which can
be calculated or measured. The quantitative indicators are commonly believed
to be objective, verifiable and process of their collection and assessment seems
repeatable and strictly defined, in opposed to the qualitative metrics which may
be subjective and more difficult to verify.

LLNs are rapidly changing environments in terms of transmission performance
or energy level, therefore it seems quite obvious that to compensate this variabil-
ity, related metrics should reflect those changes. However exchanging additional
information concerning varying metrics, requires some additional computations,
data transmission, which consumes bandwidth and energy. Therefore decision
upon dynamic versus static as well as update frequency should be well consid-
ered. Metrics variation should be soothed to avoid routing oscillations.

4.2 Node and Link Metrics

A set of node’s and link’s routing metrics that can be exchanges between nodes
and used as OF income, as defined in [21], is as follows:

– Node State and Attributes - this metric reports attributes as CPU overload,
available memory, average workload.

– Node Energy - since energy is crucial resource in most LLNs, using infor-
mation concerning the energy level may extend the network lifetime and
improve the network stability. Also information regarding the device type
, i.e. mains-powered, battery-powered, energy scavengers (solar panel, me-
chanical, etc.) may be exchanged.

– Node Hop Count - the metric simply reports the number of hops along the
path from reporting node towards the root.

– Link Throughput - the metric reports recently estimated, actual throughput.
– Link Latency - this metric reports the path latency and may be used as an

aggregated, additive metric.
– Link Reliability (LLQ/ETX) - this metric regards to the link reliability level

and may be expressed in several ways such as packet error rate, bit error rate,
mean time between failures. Standard specifies two link reliability metrics,
namely the Link Quality Level (LLQ) and Expected Number of Transmis-
sions (ETX). LQL is used to quantify the link reliability using a discrete
value from 0 to 7. 0 indicates the unknown quality level, 1 refers to the high-
est value. ETX metric has already been explained in section 3.1. Although
formula for calculating ETX is given in [21], the standard refuses to mandate
the use of a specific formula.

– Link Color - this metric allows assigning 10-bit encoded color to links. Mean-
ing of each color is implementation specific. It may be used for instance to
indicate the links that support encryption or encoding.
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5 Impact of the RPL Objective Function

To compare OF impact on the network topology and performance, two OFs
have been selected that are based on the static and dynamic metrics. The first
choice was OF0, which minimizes the number of hops. The second OF (LLQ
OF) was based on the link reliability metric, assessed using nodes’ distance. In
wireless transmission, Received Signal Strength Indicator (RSSI) that can be
used to estimate link quality, mostly depends on the distance between commu-
nicating nodes, therefore it was used as an indicator of link reliability in depicted
simulation scenarios.

OF impact was evaluated using own simulation environment. Prepared testbed
is a discrete-event simulator written in Python. For network graph generation
networkx library was used. The purpose of this studies was to model network
topology and behaviour using graphs to provide the wide range of possible anal-
ysis. Adapting the simulation environment to fully reflect RPL operation is work
in progress.

5.1 Network Topology

Impact on the network topology was studied using different network sizes. Ran-
dom geographic graph was generated. All nodes that stay within the selected
range of each node, equal for all nodes, are its neighbours. Existing connectivity
among nodes is presented on figures as graph edges. Fig. 1 presents the initial
network state for 50 and 100 nodes. Networks consisting up to 1000 nodes are
analysed. The node being in the middle is selected as a root.

(a) 50 nodes (b) 100 nodes

Fig. 1. All initial connections for random geographic graphs

When static Objective Function Zero, that aims minimize the number of hops,
was used, the network topology is constant as long as all nodes are active. Nodes
select its parents that provide shortest path towards the root in terms of hop
counts. Fig. 2 presents network topology for 50 and 100 nodes when Objective
Function Zero is used.
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(a) 50 nodes (b) 100 nodes

Fig. 2. Connection graph when using OF0 for network consisting of

When choosing OF0, average number of child devices is high for each node.
There are two flaws of such configuration: if the transmission rate is high, efficient
algorithms of traffic shaping and transmission scheduling are required. Distance
between pairs of devices may be significant, which increases transmission failure
rate. It is very efficient configuration when using multicast transmission from
root device. OF0, for dense networks, results in very similar depth, regardless of
node number. Fig. 3 presents the distribution of hop count for network consisting
of 50, 100, 500 and 1000 nodes. Except for network with 50 nodes, none of the
rest exceeds three hop counts.

When LLQ OF was used, routing process was captured in several phases.
First step for network consisting of 50 nodes, is presented in fig. 4a. Nodes
were associating with their parents, starting from nodes that were in the closest
proximity to the root. The network configuration after second phase, when nodes
can associate with closer parent, as long as the new parent has smaller or equal
rank, is depicted in fig. 4b. The node cannot decrease its rank by more than one
at the reconfiguration.

The collection of LLQ OF outcome is larger than in case of OF0, therefore
the graph depth degree significantly increases. Such configuration requires much
more transmissions when addressing single node however average ”usage” of
each node as a router is much lower. Selecting OF that tries to associate itself
to the closest device results in the establishment of long communication chains.
Fig. 5 presents hop count distribution for network configured using LLQ OF.
If all nodes were battery-powered, such configuration would drain energy from
closest-to-root nodes, that act as router for large part of the network, very fast.
On the other hand small disctances result in lower transmission power and much
lower rate of interferences, hence better transmission reliability.
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Fig. 3. Hop count histogram when using Objective Function Zero

(a) Step 1 (b) Step2

Fig. 4. Connection graph when using LLQ OF

5.2 Performance Evaluation

Performance evaluation was tested for network consisting of 1000 nodes. The
transmission speed in downlink direction is limited to 100 kbps, nodes can trans-
mit uplink 5 kbps. Traffic shaping is performed on both ends. Root sends data
with packet size randomly chosen between 1000 and 1280 bytes. Node responds
with 1280 bytes packet. Only unicast transmission is used. Root sends 10, 100 or
1000 packets to randomly chosen nodes, only one session to each device can be
established at the same time. Node response is randomly backoffed to simulate
CSMA manner of accessing the medium. For each packet timeout how long to
wait for response is calculated. Packet is retransmitted 5 times, if no answer is
received. Packet error rate is set to 1%. At each simulation, the same topology
is kept; only Objective Function and number of packets to send, are changed.

The presented results are preliminary. The implemented transmission module
is very simple and assumes equal transmission parameters for each connection,
which de facto would result in identical topology for both OFs, therefore more
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Fig. 5. Hop count histogram when using LLQ Objective Function

accurate results are desired, that require further development of simulation en-
vironment.

Table 1 compares time needed to complete task of sending required number of
packets to randomly chosen recipients for OF0 and LLQ OF. For small number
of packets, time required to accomplish the transaction is comparable for both
topologies. When all nodes are addressed, transaction time for OF0 topology is
almost three times faster than when using LLQ OF, mainly because of larger
number of retransmissions performed in LLQ OF network, since probability of
loosing the packet is the higher, the more hop counts.

Table 1. Time to complete number of tasks (Network: 1000 nodes, PER = 1%)

Packets: 10 100 1000

OF0 Time to complete: 0d 1:03:20 0d 4:33:20 0d 4:53:20

LLQ OF Time to complete: 0d 1:10:0 0d 4:50:0 0d 11:36:40

6 Conclusions

RPL is a very promising routing protocol for LLNs as it provides solution for
many types of network applications. One of the most important issue regarding
RPL is Objective Function, which highly influences routing behaviour and path
selection process.

In this paper impact of choosing Objective Function on the network topology
and transmission performance was analysed. Two OFs were evaluated: OF0 and
LLQ OF, based on static and dynamic metric respectively.

The main conclusion is that OF determines average number of hop counts and
child devices connected to each router as well as network stability. In battery-
powered networks OF should not rely on static metric, and should not only
minimize the hop counts, because such strategy leads to fast energy drain from
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nodes that are in the closest proximity to the network root. Combination or
constrains concerning power metrics should be used.

On the other hand, when using wide range metric, to avoid increasing network
depth and network instability, the realm of OF outcome should be limited and
nodes should not be allowed to increase their rank with too large step. Commu-
nication in network with smaller hop count is faster, however average number of
transmissions performed by each node is larger and transmission power is higher.
It is impossible to choose which OF result in better outcome, the application
of each OF is different, however to confirm this statement further studies are
crucial.
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Abstract. The most prominent IT trend nowadays is connection of Wireless 
Sensor Networks (WSNs) with Internet service infrastructure. Interconnection 
of the millions of sensor and processing devices will create a tremendous traffic 
increase that can lead to congestion. In parallel to the development of new pro-
tocols for WSNs, e.g., Constrained Application Protocol (CoAP) there is plenty 
of research for new congestion control techniques (CC). This research shall 
carefully take into account all key restrictions of sensor networks, e.g., memory 
and power consumption, lousy paths and limited links throughput. This paper 
analyzes classical approach of definition of the retransmission timeout (RTO) 
estimate, proposed in RFC 6298, and compares it with the Eifel Retransmission 
Timer and the new ideas proposed in CoCoAP. Finally, we present our method 
for calculating RTO. Our approach could be seen as an extension of the classic-
al TCP algorithm, where instead of constants that are used to take into account 
history of the current state we use a dynamically changing parameter. The value 
of this parameter is defined as a ratio between current sample of the round-trip 
time (RTT) and the RTO value. 

Keywords: WSNs, Congestion Control, CoAP, RTO. 

1 Introduction 

Wireless sensor networks (WSN) are a fast growing technological domain and quite 
common phenomenon nowadays. Different types of WSNs are deployed for provision 
of a numerous services in various application areas, e.g., medicine, industrial, civil 
and army areas, etc [1]. The main challenge of WSN infrastructure is that most devic-
es (sensors) in such networks have very limited memory, power and processing re-
sources [2] and as a result require special resource-efficient software to be executed 
on top of them.  

One of the key trends in today’s ICT research is development of an efficient infra-
structure for connecting WSNs with Internet services. It is important to mention here that 
most of classical Internet services are done without proper energy-awareness. At the 
same time sensor networks are characterized by short lifetime of sensors, inability to 
properly handle redundant traffic and network overloads. As a result, direct deployment 
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of such services on sensor platforms will lead to unacceptable waste of energy, which 
cannot be delivered on the sensor side [3]. Moreover, complexity of Internet infrastruc-
ture and amount of network traffic will grow by orders of magnitude.  

Constrained Application Protocol (CoAP) was proposed to address these demands 
[4]. It is light and efficient enough to work on constrained devices and provides good 
interface for the standard Internet services. CoAP protocol works on top of the unreli-
able UDP transport layer. A recent CoAP version has just a simple back-off mechan-
ism that includes a timer and a retransmission counter. This is not sufficient for proper 
congestion management and there is a need in reliable congestion control mechanism 
that will address most of network overload scenarios. 

In fact, high probability of congestion is in very core of most typical WSN use case 
scenarios. Service reliability in WSN is often based on sensing redundancy, when 
multiple sensors producing similar information in the same time and place. For exam-
ple, in a forest fire and area lightening detection applications most likely a number of 
sensors will at the same time detect an event and start to signal about it. This may 
result in network overload for this network segment and even loss of important mes-
sages due to mutual blocking. 

An important WSN design aspect is organization of sensor-scheduling activities 
that guarantee full area coverage while maximizing network lifetime [5]. Good over-
view of this problem with solution on how ensures full coverage of the monitored 
area by involving minimum number of sensors, which minimizes energy consumption 
and therefore extends network lifetime, was done by Lehsaini at el. [6]. Another key 
issue is efficient organization of data routing in WSNs [7]. 

However, proper control of network load cannot be provided without use of a con-
gestion management mechanism [8]. Many approaches can be employed for this pur-
pose [9], [10, [11]. In this study we decided to explore one of the most classical ideas, 
i.e., control congestion by choosing a policy for recalculating the retransmission 
timeout (RTO) values, which help to keep the transmissions on the required target 
level and also allows stopping transmission of flows when the network cannot deal 
with pushed amount of traffic. RTO is the time that elapses after a packet has been 
sent until the moment when sender will consider it to be lost and therefore a retrans-
mission shall be initiated. The RTO could be seen as a prediction of the upper boun-
dary of the round-trip time (RTT). Development of a method for accurate RTO  
prediction will provide the congestion control mechanism with a key tool to drive 
network via events of heavy load with minimal service degradation. It greatly influ-
ences reliable end-to-end performance. To evaluate importance of RTO it is enough to 
consider two opposite polices of recalculating RTO. A spurious timeout - too optimis-
tic retransmission time can cause unnecessary traffic, which is reducing connection’s 
effective throughput. A conservative retransmission timer causes long idle times be-
fore the lost packet is retransmitted during timeout period sensor is active and in vain 
spending energy. 

The rest of the paper is structured as follows. Section 2 provides an overview of the 
Constrained Application Protocol. In Sections 3 and 4 we discuss the new method for 
RTO calculation. The developed analytic model of the new RTO calculation methods 
is presented in Section 5. Section 6 gives analysis and evaluation of RTO behavior in 
various scenarios. The paper is concludes by the list of main conclusions, acknowl-
edgments and list of references. 
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2 Constrained Application Protocol (COAP) 

Constrained Application Protocol was proposed by IETF group and in October 2012 
its 12th draft was published. CoAP is a specific web protocol which is developed spe-
cifically for constrained nodes (sensors) and low-power networks that have high 
packet error rates and relatively small throughput (6lowPAN). 

CoAP is designed specifically for machine-to-machine (M2M) applications that 
have embedded multicast support asynchronous message exchange and low overhead. 
Design of the interaction model of CoAP is very similar to the client/server model 
used in HTTP, but taking into account specifics of M2M applications, CoAP nodes 
can act either as clients or servers. 

The send rate of CoAP protocol can be defined using a simplified version of TCP 
send rate formula, which has been derived by Padhye at el. in [12]. But for COAP 
case values of WM and b are always equal to 1, so these parameters shall be excluded 
from calculation. 

Unlike HTTP, the internal communication of CoAP is based on asynchronous da-
tagram-oriented UDP transport layer. But it is important to remember that UDP does 
not provide internal mechanisms for congestion management and this is why one of 
the key requirements to ensure stable work of CoAP is to have own Congestion Con-
trol mechanism (CC). In this paper we propose an enhancement of the classical CC 
method, which is specifically adopted for CoAP. Current draft of CoAP specification 
states that CoAP has mechanisms for slowing down network overload, correct order 
of packets and check duplicates by using the exponential back-off mechanism and 
simple stop-and-wait mechanism [4]. This is achieved by strictly limiting number of 
simultaneous outstanding interactions to one, where the outstanding interaction is a 
confirmable message (CON) for which the acknowledgement (ACK) has not yet been 
received but is still expected. The second allowed case is when there was a request, 
for which neither a response nor ACK has yet been received, but is still expected.  In 
fact both cases could occur at the same time, which is counted as one outstanding 
interaction. Message duplication detection is implemented for both confirmable and 
non-confirmable messages based on a simple idea of including message identification 
field to the message header and definition of the recipient endpoint.  

Two parameters can be used for controlling the back-off mechanism - retransmis-
sion timeout (RTO) and retransmission counter. The initial value of retransmission 
timeout in CoAP is set to a random number within the interval of [ACK_TIMEOUT 
to ACK_TIMEOUT*ACK_RANDOM_FACTOR], where ACK_TIMEOUT and 
ACK_RANDOM_FACTOR are the transmission parameters, which default values 
are 2 sec. and 1.5 respectively. The initial value of the retransmission counter is al-
ways 0. The maximum number of retransmissions is defined by parameter 
MAX_RETRANSMIT and its default value is 4. The retransmission timer switch-on 
when CON has been sent, and the timer value doubles each time, when the timer ex-
pires and no ACK for the CON had been received. After four not successful attempts 
of retransmission, the sender shall close the session. 

The following parameters are used for controlling the retransmission time in the 
current CoAP draft [4]: 
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• MAX_TRANSMIT_SPAN - is the maximum time from the first transmission 
of a confirmable message to its last retransmission. 

 
     MAX_TRANSMIT_SPAN = ACK_TIMEOUT * 

 (2MAX_RETRANSMIT - 1) * ACK_RANDOM_FACTOR                  (1) 
 
Default value for MAX_TRANSMIT_SPAN is 45 seconds. 
 
• MAX_TRANSMIT_WAIT - is the maximum length of period of time that 

sender is capable to wait for ACK on the already sent confirmable message. 
 

MAX_TRANSMIT_WAIT = ACK_TIMEOUT * 
(2MAX_RETRANSMIT + 1 - 1) * ACK_RANDOM_FACTOR                 (2) 

 
Default value for MAX_TRANSMIT_WAIT is 93 seconds. 
 
• MAX_LATENCY - is the maximum time that will be needed for a datagram to 

be fully delivered to the destination. By default it is set to be 100 seconds.  
 
• PROCESSING_DELAY - is the time required for a node to process a confirm-

able message and issue an acknowledgement. By default it is equal to 
ACK_TIMEOUT.  

 
• MAX_RTT - is the maximum round-trip time calculated as follows: 

 
                             MAX_RTT = 2 * MAX_LATENCY + 

PROCESSING_DELAY                                    (3) 
 

• EXCHANGE_LIFETIME - is the time from the moment when transmission 
of the confirmable message has started until the moment when an acknowledgement 
is no longer expected. As a result at the message layer information about this message 
exchange can be purged.  

 
EXCHANGE_LIFETIME = ACK_TIMEOUT * (2MAX_RETRANSMIT - 1) * 

ACK_RANDOM_FACTOR + 2 * 
MAX_LATENCY + PROCESSING_DELAY                            (4) 

 
For the default transmission parameters its value is 247 seconds. 
Responsibility for congestion prediction, detection and control in CoAP networks 

is fully on clients’ side. But potentially it is possible that the client will be hacked or 
broken, which will lead to abnormal behavior. To prevent any damage to the network 
in such cases, the server should have some mechanism that will limit the traffic data 
rate of nodes with abnormal behavior and this solution is discussed in the next sec-
tion. 
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3 Enhancement of the Classical TCP Algorithm 

The most classical definition of the algorithm for calculating value of the retransmis-
sion timer is proposed by RFC 6298 [13]. According to that definition the Transmis-
sion Control Protocol (TCP) uses an RTO to control reliability of data exchange.  
Calculation of new RTO value is done by an algorithm that is based on two variables: 
smoothed RTT (SRTT) and RTT variation (RTTVAR). SRTT can be seen as a mean 
to preserve history of RTT, its impact factor is constant and equals to 7/8. RTTVAR 
keeps the history of RTT variation, it is also constant and its impact factor is 3/4. 

Before the first measurement of RTT is received RTO should be set to 1 second. 
After first RTT sample is received the following formulas are used for RTO calcula-
tion: 

SRTT  RTT 
RTTVAR  RTT/2 

RTO  SRTT + max (G, K*RTTVAR)                            (5) 
 
After subsequent measurement is received the following formulas are applied: 
 

RTTVAR  (1 - β) * RTTVAR + β * |SRTT - RTT| 
SRTT  (1 - α) * SRTT + α * RTT 

RTO  SRTT + max (G, K*RTTVAR)                                 (6) 
 

In these equations α, β and K are constants and their values respectively are 1/4, 
1/8 and 4. Value G defines the clock granularity and higher it is, more conservative is 
result RTO value. It is recommended to choose G value not greater than 100 ms [13]. 
At the same time G should be at least one order of magnitude smaller than the RTT 
[14].  

In the later study we will primarily address the Machine-to-Machine (M2M) use 
case scenario. Shafiq at el. [15] illustrate the cumulative distribution functions (CDFs) 
of the median RTTs and packet loss ratio experienced by each device for smartphones 
and all M2M device categories. Based on this study we can say that if RTT varies 
between 500 ms and 2 seconds, G should be at least 50 ms and its maximum value in 
this case is 100 ms, to fulfill recommendation of RFC6298 and [15]. 

In RFC6298 it is underlined that SRTT and RTTVAR can be cleared if retransmis-
sion timeout expired several times and values of these variables became bogus. 

4 CoCoAP Modifications 

In addition to activities targeted in improvement of CoAP that resulted in releasing 
specification draft version 12, the same team proposed to take RTO estimation calcula-
tion algorithm [14] as a basis for an enhanced protocol solution on top of CoAP. The 
new protocol is named CoAP Simple Congestion Control/Advanced (CoCoAP).  

The initial RTO estimate in this protocol is set to 2 seconds. Modification of RTO 
value is done by use of two mechanisms named “strong” and “weak” estimators. Both 
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mechanisms implement the same algorithm, but have different sets of state variables. If 
the packet is received based on the initial transmission, i.e., without any retransmis-
sions, then the “strong” estimator RTO calculation branch is in use. If the last packet 
was received as retransmissions were done then the “weak” estimator branch is used. It 
means that if we don’t know for sure whether ACK is an acknowledgment of the initial 
message that was just delayed or it is already an acknowledgement of the retransmitted 
packet then the “weak” estimator is in use. If ACK came before retransmission timer 
expires, it means that real RTT sample was calculated and in this case “strong” estima-
tor branch of RTO calculation algorithm shall be used. The last step is overall RTO 
estimate calculation that is an average of the currently calculated “weak” or “strong” 
value and the RTO overall value obtained on the previous step. 

 
         RTO_overall = 0.5*RTO_recent + 0.5*RTO_overall                  (7) 

 
CoCoAP support service provision for packets that don’t need confirmation of de-

livery. Handling of such packets is provided by advanced part of the algorithm that 
defines a set of additional rules. For example, the date rate for sending non-
confirmable messages must not exceed 1 Byte/s and at least 2 out of 16 consecutive 
messages sent to one endpoint must be confirmable. The full set of additional rules 
can be found in CoCoAP draft specification [14]. 

5 Analytic Model of Send Rate 

The send rate is a key characteristic of network quality and it strongly dependents on 
frequency of congestion events as well as on speed of transmission recovery after such 
events. In this section we present derivation of an analytical characterization of CoAP 
send rate as a function of loss rate and RTT. This part of the study was partly inspired 
by work of Padhye at el. [12].  

CoAP protocol detects packet loss when the retransmission timeout is expired, 
which in case of proper configuration of RTO happens if a packet or the corresponding 
ACK is lost. For simplicity reasons and to make it easy to read and understand the first 
steps of derivation process we adopting terminology and notations proposed in [12]. 

We would like to start from a general formula of send rate Bt. For any given time t > 
0 and Nt - number of packets transmitted during interval t, we can define the send rate 
as Bt = Nt/t (the number of packets sent per unit of time).  

 
 
 
 
 
 
 
 

 

Fig. 1. CoAP performing scheme with timeout loss indications 
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As it was underlined before in Section 2, CoAP sends one packet and waits for the 
ACK. As a consequence it is enough for CoAP to support only one type of loss indica-
tion, which is based on occurrence of timeout event TO. ZF

i is the time interval of 
normal transmission without packet loss. In practice it consists of ni RTT intervals, as 
it is illustrated in Figure 1 by A intervals. This continues until the first timeout event 
(TO) occur. Then the protocol starts retransmission process, which on the sender side 
is associated to the sequence of timeouts ZTO

i. Based on these notions the first full 
cycle of normal transmission and recovery for an error is defined as Si: 

 
Si = ZTO

i + ZF
i                                                   (8) 

 
The number of packets sent during ZTO

i is denoted as Ri. It counts the total number 
of packet transmissions in ZTO

i. Parameter ni is a number of packets sent during ZF
i. 

Then we can define the total number of packets sent during Si period (Mi) as follows: 
 

Mi = ni + Ri Z
F

i                                                   (9) 
 

So the most general definition of send rate B could be defined as a relation function 
of the total number of packets send (M) to the transmission periods (S). 

  

B =  ∑ i 1 ij∑ i 1 ij TO                                        (10) 

 
Let’s denote the average value of RTT as E[r]. Obviously when only one packet is 

allowed to be transmitted, the average value of A intervals denoted as E[A] is: 
 

E[A] = E[r]                                                   (11) 
 

Based on formulas 10 and 11 we can derive the the result formula for the send rate:  
 

B = TO                                                (12) 

 
Timeout occurs k times for k - 1 consecutive losses, where the number k of timeout 

occurrences has a geometric distribution 
 

P[R=k] = p k-1(p-1)                                           (13) 
 
Then the mean of R could be defined as: 
 

E[R] = ∑ 1 = 1/(1-p)                               (14) 
 

The maximum number of retransmissions in CoAP is four. The duration of the se-
quence of four timeouts is denoted as L, where T0 is the initial value of retransmission 
timer.  
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L = (24 -1)T0                                              (15) 
 
Now we can define the average time interval of timeout transmission after packet 

loss was detected: E[ZTO] 
 

E[ZTO] = ∑ Lk  = T0(1+2p+4p2+8p3-15p4)             (16) 
 
So finally we can calculate the send rate of CoAP protocol as: 
 

B(p) = 
⁄0                                               (17) 

 
where f(p) = T0(1+2p+4p2+8p3-15p4) 

6 Evaluation 

The proposed enhancement of CoCoAP protocol is based on combination of RTO 
estimation algorithm [13] and a set of the algorithm enhancements proposed in [14]. 
Also here we have used main findings of a survey of the current works involved in 
traffic analysis and modeling, network optimization and network anomaly detection for 
WSNs [16]. For our studies we also used the results by Ponmagal and Ramachandran 
[17] on wireless rate-control technique, whose link characteristics are identified by a 
variable link rate and burst transmission error. In addition the proposed CoCoAP en-
hancement utilizes ideas from the Eifel retransmission timer [18], [19]. 

The study of Eifel retransmission timer made an important conclusion on a role of 
“magic numbers” (α, β and K) for the performance of the algorithm. Estimator gains 
(values of α and β) are too high and the variation weight (K) is too low for the situa-
tions of the large senders load. They cause SRTT and RTTVAR to decay too quickly 
and RTO becomes too aggressive [14]. Based on these conclusions we propose to re-
place constant coefficients α and β to a coefficient γ that is defined as follows: 

 
 γ= RTT/RTO                                                  (18) 

 
As it was shown in the previous section, in current CoCoAP [13] RTO_overall is 

defined as an average of RTO recent (that is based on currently calculated “weak” or 
“strong” value) and RTO overall obtained on the previous step (see formula 7). In the 
proposed enhancement this rules works only if RTO recent was calculated based on 
“weak” estimate. In cases when RTO recent was calculated based on “strong” estimate 
then we assign RTO_overall = RTO_recent. 

Figure 2 and Figure 3 compare the performance of the classical RTO estimation al-
gorithm (blue dotted line), modified RTO estimation algorithm (red line) and the stair-
step RTT function or saw-like RTT function respectively (green line).  
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Based on an intensive simulation studies, the following recommendations were gen-
erated. The first recommendation is that if RTT – SRTT < 0 then it is beneficial to skip 
the rule of changing RTTVAR, as it will allow faster adaptation to the current RTT 
values, while if RTT – SRTT > 0 we use the standard formula for changing RTTVAR 
as defined in [14]. The second recommendation is that when γ > 0.5 then it is better to 
change its value to 1-γ, as it means RTT is greater than ½ RTO, which could be only a 
consequence of the previous packet lost and it is better to slowdown adoption mechan-
ism to avoid fast return to the too high level of data transmission. 

7 Conclusion 

The paper gives an overview of the existing congestion control solutions for wireless 
sensor networks, the CoAP protocol, and proposes the enhancement of CoCoAP pro-
tocol that combines best features of the prior art solutions and provides a set of new 
rules. The set of new rules is generated based on the results of intensive simulation 
tests that allowed us to create a new RTO estimation algorithm that works significant-
ly better than the classical one. Our algorithm is slightly more aggressive, but at the 
same time more efficient in conditions of limited traffic fluctuations, as well as when 
some unpredictable events occur. 

The performed analysis allowed us to derive an analytical model for CoAP conges-
tion control behavior by defining the sending rate as a function of loss and RTT. In this 
model we use the COAP timeout mechanism as a tool of detecting packet losses. 

Currently we are working on development of a more sophisticated model of the 
proposed algorithm. The implementation is targeted for Cooja simulator [20] that 
provides a good platform for this kind of study. We also plan to evaluate the new 
RTO mechanism using trace-driven simulations on real network data. 
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Abstract. Nowadays peer-to-peer (P2P) overlay networks are widespread due 
to their numerous advantages. In P2P streaming networks the main measures to 
estimate the video playback quality are playback continuity and startup latency. 
Most analytical models suggest approximate formulas for playback quality 
measures or algorithms for different chunk download strategies. In this paper, 
we develop the discrete Markov chain model of the data exchange process 
between users in P2P streaming network with buffering mechanism. Unlike 
most of the existing models, we get the exact formulas to calculate the 
transition probability matrix for the discrete Markov chain. That let us develop 
a numerical method for the evaluation of playback continuity in P2P streaming 
network. 

Keywords: P2P network, live streaming, buffer occupancy, playback 
continuity, Markov chain model.  

1 Introduction 

Mesh-based streaming P2P-networks became popular because of its scalability 
robustness, reliability and low cost of implementation. CoolStreaming, PPlive, 
PPstream, Gridmedia are examples for successful commercial P2P-streaming systems 
nowadays. The main measures to estimate the video playback quality are playback 
continuity or fluency (probability of continuous playback) and startup latency 
(expected time to start playback). These measures significantly depend on the data-
driven download strategy used by a peer to select one or more chunks to download. 
Some models for P2P streaming system measures analyses were proposed in [1-8]. In 
[1-3] some overall conclusions about universal probability for all peers in the network 
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were obtained, in [4-7] the detailed distribution of what each peer has in its buffer was 
investigated for different download strategies, namely Rarest First, Greedy [4,5], and 
Latest Useful Chunk First strategy (LF) [6,7]. A similar comparison of different 
download strategies in VoD P2P networks and its impact on main performance 
measures was shown in [8], where they studied Rarest Random, Naive Sequential, 
Cascading, and Hybrid download strategies. In [4,6,8] a comparison was carried out 
using simple approximate formulas, but in [5,7] the significant error of such 
calculations was shown. Simulation based analysis of playback continuity for 
different download strategies, including mixed strategies, was presented in [3, 5], 
where a high computational complexity of the task was pointed out. So there are no 
analytical models available to compare the performance measures of streaming P2P-
networks. Therefore in this paper we propose the method for finding playback 
continuity in terms of the Latest First strategy, which is nearly optimal in terms of 
peer upload capacity utilization and system throughput [6]. The advantage of LF 
strategy is its simplicity – a peer doesn’t need to know the buffer maps of other peers, 
it selects a random peer in the network and downloads the chunk closest to the current 
server playback time. The contribution of this paper is developing of the discrete 
Markov chain model for changing buffer states proposed in [5] and developing exact 
formulas for calculating transition probability matrices in case of the LF download 
strategy.  

The paper is organized as follows. The basic mathematical model is in Section 2. 
Section 3 goes into the details of how to calculate the transition probability matrices. 
Section 4 provides a numerical example to illustrate the formulas suggested in section 
3. The conclusion of the paper is in Section 5. 

2 Markov Chain Model 

For a given network with N users and a single server, vector  defines the state of 
each user (n-user), where , ,  , M  is the state of n-user’s 
buffer. Here  is the state of n-user’s buffer m-position: 1, if n-user’s 
buffer m-position is occupied with a chunk, otherwise 0, 0, , M. 
Each user in the network uses buffer positions 1, , M to store the downloaded 
chunks from the network, and uses 0-position only to download a chunk from the 
server. Thus, the oldest chunk in the buffer, which will be sent to the video player for 
playback during the next time slot, is located in M-position during the current time 
slot, and chunk in m-position will be sent to the player for playback in M-m time 
slots. Note that if during any time slot M-position is occupied, then n-user watches the 
video stream without any pause. 

The state of the system is defined by ,…,N, where the n-th row of the 

matrix  corresponds to the buffer state of n-user, and dim N · M 1 . 
Therefore, the state space of the system is given by 0,1 N M :  ∑ , 0 1 , where  and  | |N · 2N·M 1. 
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Denote by  and  the set of all empty and occupied positions in 

n-user’s buffer respectively, i.e. :  0,  1, , M , :  1,  1, , M , where 1,2, , M . Then  will be the set of all positions in buffer to 
which n-user can download a chunk from a target h-user, . If 

, then the index m ,  of the position to which n-user can 
download a chunk from h-user is determined by the download strategy δ in use, i.e. mLF , min : , with δ LF strategy.  

Denote by  the shifting operator of vector , meaning if , ,  , M , M , then = 0, ,  , M . 
Let  be the shifting moment of buffer content. When constructing the model in 

discrete time it is assumed that if at the moment 0 a buffer is in the state , 
then at the moment 0 it will be in the state . 

According to the data distribution protocol in P2P live streaming networks with 
buffering mechanism, during the interval , , which corresponds to the l-th time 
slot, the server and users interact in the following way. 

First, every user shifts the contents of his buffer (i.e. chunk in buffer M-position is 
sent for playback and all the rest chunks are shifted towards the end of the buffer). 
Then the server chooses one user randomly and uploads a chunk for the current time 
slot to his buffer 0-position. After this, each user checks if he has any empty positions 
in his buffer. If there are empty positions, he chooses another user in attempt to 
download the missing chunks. Applying the LF strategy he will select the chunk with 
the minimum index among the available chunks to download. Otherwise, he will not 
perform any actions during this time slot. 

Denote by  the network state at the moment 0. Note that , 0  forms 
a Markov chain over state space . Generally speaking the Markov chain is 
decomposable, with one class of essential states. 

Let π  be the probability that Markov chain , 0  during l-th time slot is 
in state , i.e. π   and , , |  be the 
corresponding transition probability, , , 0. 

The probability distribution π  satisfies the Kolmogorov-Chapman equations: 

, , , , 0 .    (1) 

Denote by ,  the probability that m-position of n-buffer is occupied during 
l-th time slot: 1 π ,  : , 
where  is an element of matrix . 

Assume that the equilibrium distribution of the Markov chain , 0  exists. 
Denote by , lim ,  the probability that m-position of n-buffer is 
occupied. Then we have the following formula for the probability  that n-user is 
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watching video without pauses during playback, i.e. probability of playback 
continuity,  , M . (2)

Thus, the probability of playback continuity is acquired by solving equation (1). In 
order to solve the equation we have to calculate the transition probability matrix , . In the next section we propose the analytical formula for calculating the 
transitional matrix. 

3 Transition Probability Matrix 

In order to calculate the transition probability matrix ,  we introduce an auxiliary 
matrix . Each element in matrix  shows the changes occurred to n-
user’s buffer m-position during l-th time slot, where , 0 if nothing happened 
to n-user’s buffer m-position, , 1 if n-user successfully downloaded a chunk 
to his buffer m-position, and , 1 if the corresponding chunk vanished 
from n-user’s buffer. 

Note that , 0 1 if n-user received a chunk directly from the server during l-
th time slot, therefore ∑ , 0N 1. 

If ∑ ,M 0, then during l-th time slot n-user did not download a single 
chunk. This might take place when there are no empty positions in n-user’s buffer or 
n-user selected a user, who has no available chunks to download. 

If ∑ ,M 1, then during l-th time slot n-user has successfully 
downloaded a chunk. 

We now define the following sets of pairs ,  . The set , : N, M  Y , , 1 , which describes transitions 
from state  to state , when at least one chunk has vanished from any buffer, and the 
set , : N, ∑ , ,M 2  which describes 
transitions from state  to state , when at least one of the users has downloaded more 
than one chunk. According to the protocol for the data distribution in P2P live 
streaming networks with buffering mechanism during the l-th time slot a user might 
not download any useful chunks or will download only one chunk – either from the 
server or from any other user. Hence, the sets  and  contain the pairs of states, 
the transitions between which are not possible. 

Next we define the probabilities of the following events, that occur when the 
system transits from state  to state : P  - n-user received a chunk from the server; P  - n-user did not receive a single chunk – neither from the server, nor from any 
other user; P  - n-user received a chunk according to the LF strategy from another user. 

One can prove, that these probabilities can be calculated using the formulas below. P 1N    (3) 
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P 1N 1 1 , ,M 0N\      (4) 

P 1N 1 , ,M\, 1 , , 0N\
    (5) 

The following proposition contains formulas for calculating the transition 
probability matrices , . 

Proposition. Let  and 1 . Then , 1 , 0, if ; , 1 , 0, if , 1 1; , , ∏ , 0 1 PN  ∑ ,M 0 P   ∑ ,M\ 1 P , if , \ 1 1 . 
(6)

According to formula (6), the transition probability matrix  is independent of l, 
i.e. , , ,  0, , X. Thus, formula (6) allows to 
calculate matrix  and equilibrium probabilities π ,  of Markov chain , 0 . After that by assuming independent and homogeneous peers in a 
symmetric network setting we can use formula (2) for evaluation of playback 
continuity in the P2P streaming network with high dimension state space. 

4 Numerical Example 

To illustrate the formulas derived in the previous section let us consider an example 
with N=4 peers in the network using the same size playback buffer of total length 
M+1=4 and chunk download strategy LF.  

First, consider the case ,  depicted in Fig. 1, where matrix 0 0 1 11 0 0 00 0 1 00 0 0 0 . The element 1,3 1, which means that the first user 

(n=1) has lost a chunk from his second buffer position (m=2). This event is 
impossible, as , , and therefore , 0. 
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Consider the case ,  depicted in Fig. 2.  
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The third row of matrix  shows that the third user (n=3) has downloaded two 
chunks into his first and second buffer positions (m=1, 2). Here ∑ 3,M 21. This event is impossible as well, as ,  and therefore , 0. 

Now we consider the case shown in Fig. 3, where , . 
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In this case the first user (n=1) has successfully downloaded a chunk into his third 
buffer position (m=3), the second user (n=2) received a chunk from the server, the 
third user (n=3) downloaded a chunk into his second buffer position (m=2), and the 
forth user (n=4) did not download anything. Next we have to calculate the transition 
probability ,  for the states  and  shown in Fig. 3. According to formula (6) 
the corresponding indicator function results are shown in Table 1. 

As the first user (n=1) has downloaded a chunk into his third buffer  

position (m=3), then according to formula (5) P 1 . According to formula (3) P 2 , according to formula (5) P 3 , and finally according to formula (4) P 4 . 

Table 1. The indicator functions values 

 n=1 n=2 n=3 n=4 , 0 1  0 1 0 0 ,M 0  0 0 0 1 

,M\ 1  1 0 1 0 

 
Hence in this example the transition probability is calculated as follows: , P 1 P 2 P 3 P 4 . 

5 Conclusion 

In this paper, we presented the exact formulas for calculating the transition probability 
matrix for the discrete Markov chain model of data exchange process between users 
of P2P streaming network. We assume that the derived exact formulas, unlike the 
approximate formulas in [4, 6], can be applied to compute the playback continuity for 
large networks. Simulating a small scale network [5, 7] shows that the results 
converge to the ones computed via the exact formulas in 2 10  time slots. The 
formulas were derived for LF strategy, corresponding formulas for Rarest First and 
Greedy strategies can be derived in the same manner.  

Our further research will be devoted to the application of the exact formulas for 
cases of large scale networks, as well as the extension of the model taking into 
account playback lags, i.e. the time difference between the two peers playing the 
stream, that occur because of the transfer delays from server. The subject of further 
research is the comparison of Rarest First, LF, Greedy, and some mixed or hybrid 
strategies for streaming networks using the developed in this paper analytical tools. 

We thank Prof. Konstantin Samouylov for comments that greatly improved the 
manuscript.  
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Abstract. Nowadays HTTP servers and applications are some of the
most popular targets for network attacks. In this research, we consider
an algorithm for HTTP intrusions detection based on simple clustering
algorithms and advanced processing of HTTP requests which allows the
analysis of all queries at once and does not separate them by resource.
The method proposed allows detection of HTTP intrusions in case of con-
tinuously updated web-applications and does not require a set of HTTP
requests free of attacks to build the normal user behaviour model. The
algorithm is tested using logs acquired from a large real-life web ser-
vice and, as a result, all attacks from these logs are detected, while the
number of false alarms remains zero.

Keywords: Intrusion detection, anomaly detection, n-gram, clustering.

1 Introduction

Modern networks are vulnerable to different types of intrusions which can exploit
systems legitimate features as well as take advantage of their misconfigurations,
programming mistakes or buffer overflows. Some of the most popular targets of
such attacks are web servers and web based applications which use the HTTP
protocol. In HTTP traffic, clients send and request information, using request
messages. As a rule, the main part of each such request message is a string, which
consists of the path to a web resource located on the server and of parameters
which are processed by the corresponding web application. Attackers are able to
manipulate such queries to inject malicious code into the query parameters to
create requests that corrupt the server or collect confidential information from
the server databases. In addition, a HTTP request message contains header
fields, which define the operating parameters of an HTTP transaction. Such
fields usually contain information about user agent, preferred response languages,
connection type, referer, etc. The attacker can inject malicious code to these
fields to construct various kinds of attacks based on HTTP response splitting
or malicious redirecting [1]. Thus, the detection of intrusive HTTP requests is

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 371–382, 2013.
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one of the most important tasks of network security when deploying a HTTP
service.

Intrusion Detection Systems (IDSs) are often used to ensure the security of
web servers and web based applications. IDS analyzes HTTP requests, detects
suspicious activities and determines suitable responses to these activities [2].
IDSs can differ in audit source location, detection method, behavior on detection,
usage frequency, etc [3,4]. There are two best-known approaches for detecting
attacks on web servers: misuse detection and anomaly detection [5,6].

The misuse detection approach is based on searching predefined attack sig-
natures. It allows one to detect attacks very accurately but, on the other hand,
makes this approach unsuitable for the detection of zero-day attacks. Such at-
tacks are based on zero-day vulnerabilities, which are defects found in software.
Exploits of these defects often appear even before any fix for those defects can be
made available. Anomaly detection based IDSs analyze data and create normal
user behavior patterns during training phase. Then they monitor the incoming
data and compare it with the patterns of normal behavior. Any deviation from
these models is considered as an attack, and therefore these systems can detect
any kind of abnormal data. Thus, IDSs based on the anomaly detection approach
are capable of detecting even previously unknown zero-day attacks [7]. However,
due to the fact that not all anomalous data are malicious these IDSs have higher
number of false alarms than misuse-based systems.

While there are many misuse based IDSs for HTTP traffic which are widely
used in commercial intrusion detection in HTTP traffic, there is more scope for
innovations for anomaly based IDSs. The development of anomaly based IDSs
which detects all intrusive HTTP requests while the number of false alarms
remains low is a topic of great interest nowadays. Different algorithms can be
applied to find anomalous HTTP queries. For example, [8] considers a method
of detecting web attacks which is based on dimensionality reduction by applying
diffusion maps and on subsequent application of spectral clustering. Application
of self-organizing map (SOM) and its growing hierarchical version (GHSOM) for
finding intrusive HTTP queries are investigated in [9]. After extracting features
from HTTP requests, the dimensionality of feature matrices obtained is reduced
using GHSOM and anomalies are detected with clustering methods based on
distance relationships of the map nodes and on the density structure of the
map. In [10], a technique for reducing the number of GHSOMs is proposed. A
framework for detecting anomalies in HTTP traffic using instance-based learning
and one-class k-nearest neighbor classification is proposed in [11], where HTTP
request messages are compared to their most similar instances learned in the
training phase. If a new message deviates from the learned ones to a considerable
degree it is considered to be anomalous.

One of the most important stages in algorithms for intrusive HTTP queries de-
tection is transformation of queries to numeric feature vectors. A correct method
of transformation can drastically simplify the process of finding anomalous re-
quests. Some simple transformation methods are presented in [12], [11] and [13].
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Length of requests and attributes, character distribution and data type are fea-
tures which are used to extract information from HTTP queries in those papers.
Preprocessing of HTTP requests in studies [8] and [9] is performed by applying
an n-gram model. An n-gram is a sub-sequence of n overlapping items (charac-
ters, letters, words, etc) from a given sequence. N-gram models are more accurate
than simple character distribution but require huge amounts of computing and
memory resources even for small values of n. Some studies ([14],[16]) compare
the usage of n-gram with finite automaton for detecting anomalies. According to
the results presented in [14], the 4-gram model has the best performance among
all tested n-grams with lengths from three to seven, and has accuracy similar to
a deterministic finite automaton.

Despite the fact that there are plenty of different techniques of preprocessing
HTTP requests they have several weaknesses. Some techniques produce high
dimensional feature vectors which subsequently require huge amounts of time
and computing resources to analyze them, e.g. n-gram [8],[9]. Methods which
build grammar models ([14],[15],[16]) usually can be applied only if there is a
set of HTTP requests free of attacks. However, in the real world, it can be
difficult to obtain such a set for a particular web server. Another problem is,
since different web resources most likely use different attributes, requests to
some web application can be considered by the IDS as anomalies with respect to
the rest of web resources. It is reasonable to separate requests to different web
resources during the preprocessing stage and therefore obtain several feature
matrices, one for each unique web resource ([12],[11],[13]). Thus, for huge HTTP
services several thousands of matrices can probably be constructed, which is
not efficient from the computing resources point-of-view. In addition, it is diffi-
cult to define normal user behavior for resources that have been requested few
times only.

In this research, we consider an algorithm of processing HTTP queries which
allows the analysis of all HTTP request messages at once and does not separate
them by resource. Once requests have been processed, standard clustering tech-
niques are employed to find anomalous entries in the feature matrix obtained. In
addition, the algorithm proposed can be used to build the model of the normal
behavior fast even in the case the set of HTTP requests free of attacks can not
be extracted. The method proposed also allows the detection of HTTP intru-
sions in continuously updated web-applications. The algorithm is tested using
logs acquired from a large real-life web service and, as a result, all attacks from
these logs are detected, while the number of false alarms remains zero.

This paper is organized as follows. Section 2 introduces a method of pre-
processing HTTP request messages which allows the extraction of the most
important features from HTTP queries and header fields. Section 3 presents
an algorithm which is based on simple clustering methods and can be used for
detecting intrusive queries. The test settings and discussion of the experimen-
tal results are described in Section 4. Finally, Section 5 draws conclusions and
outlines future work.
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2 Features Extraction

In this study, a scheme which detects HTTP intrusions is based on several clas-
sifiers. In that scheme, the main classifier is responsible for detecting intrusions
among HTTP queries sent to different web resources. In addition, several clas-
sifiers are employed for detecting code injections in HTTP header fields: each
header type has its own classifiers. Different classifiers use different features ex-
tracted from queries and header fields. In this section, request messages are
processed to extract the most valuable features.

2.1 Processing HTTP Queries

Let us consider the network activity logs of a web-service of some HTTP server. A
request message contains a query which is a string consisting of a web resource
URI and some attributes and different headers. Here is an example from an
Apache server log file of a HTTP request stored in a combined log format [25]:

127.0.0.1 - frank [10/Oct/2000:13:55:36 -0700]

"GET /resource?parameter1=value1&parameter2=value2 HTTP/1.0" 200 2326

"http://www.example.com/start.html" "Mozilla/4.08 [en] (Win98; I ;Nav)"

In order to analyze such requests some features have to be extracted.
Features extraction from HTTP queries is based on an n-gram model. N-gram

models are widely used in statistical natural language processing [17] and speech
recognition [18]. An n-gram is a sub-sequence of n overlapping items (characters,
letters, words, etc) from a given sequence. In order to process HTTP queries an
n-gram character model is applied. Since, when making code injections, attack-
ers use specific combinations of non-alphanumeric symbols, the usage of those
symbols is of the most interest. In order to concentrate on them, all numbers
and Latin letters are considered as the same character. Taking this fact into
account, we divide the HTTP query into overlapping character subsequences,
each of which contains n symbols. For the i-th HTTP query considered, we store
all unique overlapping character subsequences obtained Sq

i as well as the vector
which contains the frequencies of those sequences appearance f q

i . In addition,
we store the length of this query lqi . Thus, each HTTP query qi is transformed
to the following triplet:

qi → [Sq
i , f

q
i , l

q
i ]. (1)

2.2 Processing HTTP Header Fields

As a rule, HTTP header fields have a finite set of possible values, and there-
fore extracting simple features is enough to solve the problem of finding code
injections in headers. In this research, we employ the idea, that attacks injected
into header fields stand out by abnormal lengths and the distribution of non-
alphanumeric symbols used in them as proposed in [19]. When analyzing a header
field each alphanumeric symbol used in it is substituted by zero, whereas each
non-alphanumeric symbol is replaced by the one. After that, a n-gram character
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model is applied to the bit sequence obtained. Similar to the processing of HTTP
queries, for each header field hij , we store all unique overlapping character sub-
sequences Sh

ij , the frequencies of those sequences appearance fh
ij and length of

the bit sequence lhij . All different header types are supposed to be analyzed sepa-
rately. Thus, the value hij of the j-th header in the i-th HTTP request message
is transformed to the following triplet:

hij → [Sh
ij , f

h
ij , l

h
ij ]. (2)

Despite the fact that the extraction of features described above is enough
to find code injections in almost all header fields, there is an optional header
field which allows the client to specify, for the server’s benefit, the address of
the document (or element within the document) from which the URI in the
request was obtained. This header is called the referer and in this study we
process values of this header type the same way as in HTTP queries, i.e. before
applying n-gram character model all numbers and Latin letters are considered as
the same character, whereas different non-alphanumeric symbols are considered
as different.

3 Training the System and Detecting Intrusions

When applying the IDS anomaly detection approach to detect HTTP intrusions,
we should first learn the normal user behavior patterns. The most intuitive way to
obtain these patterns is to teach the system, using a training set which contains
only legitimate HTTP requests. However, when deploying IDS for a real web
service, it is difficult to find a set that is guaranteed to consist of only normal
requests - there is always a chance that it contains several intrusive requests. In
this research, it is assumed that most request messages sent to the web server
in question are normal: i.e. they use legitimate features of the service, while the
percentage of intrusive requests does not exceed ten percent.

Let us consider some network activity logs which contain request messages
sent to the web server considered. After extracting features from those requests,
as described in the previous section, the system is supposed to learn the normal
user behavior to be able to detect attacks. As mentioned in the previous section,
the classifiers we use for HTTP queries and the headers are different. For training
those classifiers, corresponding features are used.

3.1 HTTP Queries Classifier

After obtaining triplets for each HTTP query in the training set, a list of all
unique n-grams is built. For each n-gram from this list, we calculate the frequency
of n-gram usage in the set, as follows:

F q
k =

N q
k

N q
, (3)
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where F q
k is the frequency of usage of the k-th n-gram, N q

k is the number of
queries where k-th n-gram is used and N q is the total number of unique HTTP
queries in the training set.

As a rule, there are several popular n-grams which are used for constructing
almost every HTTP query. For example, if we use a 2-gram model, the pairs ”al-
phanumeric symbol” and ”/”, ”?” and ”alphanumeric symbol” or ”alphanumeric
symbol” and ”alphanumeric symbol” can be found almost in each query. Since
the usage frequency of those popular n-grams is about one, they can be easily
classified using simple clustering techniques: k-means [21] or single-linkage clus-
tering [20] with a predefined number of clusters equal to two. The cluster with
the biggest centroid value is considered as the one containing the most popular
n-grams.

Let us consider the set of the most popular n-grams found as the centroid of
normal user behavior. We denote this set as Ω. This means that if an HTTP
query contains only n-grams from that set, this query will be classified as normal.
However, if there are other n-grams in the query considered, it can be classified
either as normal or intrusive depending on how far the set of n-grams contained
in the query is from the normal set Ω. The distance from the normal set to
the i-th query set Sq

i is supposed to be based on the ratios of frequency of
appearance of abnormal n-grams in that query f q

ik and frequency of usage of

those n-grams in the training set F q
k :

∑
k �∈Ω

fq
ik

F q
k
. Despite the fact that such

distance metric allows one to find the majority of abnormal HTTP queries, very
long queries containing many abnormal n-grams are still close to the centroid of
normal behavior Ω, because frequencies of appearance of those n-grams remain
low. Thus, several dangerous attacks based on buffer overflows can be disguised
and classified as normal. For this reason, the impact of the number of abnormal
n-grams is supposed to be taken into account. We propose the following formula
for measuring each abnormal n-gram impact αkfik/Fk, where α

q
ik is the number

of appearance of the k-th abnormal request in the i-th query. Since αq
ik = f q

ik(li−
n+1), the distance between the i-th query n-grams set and the normal set Ω is
calculated as follows:

Dq
i =

∑
k �∈Ω

log

(
1 + (lqi − n+ 1)

(f q
ik)

2

F q
k

)
, (4)

where the logarithmic function is used to exclude huge outliers. For those
HTTP queries which contain few abnormal n-grams, the distance is small while
queries containing lots of such n-grams are distant from the normal behavior
centroid Ω.

Thus, the HTTP query processing technique proposed concentrates only on
combinations of non-alphanumeric symbols which are usually employed by at-
tackers to build intrusive requests. In addition, the technique takes into consid-
eration the frequencies of appearance of n-grams in each query separately and
in the whole training set. Moreover, the distance metric takes into account the
query lengths and the number of abnormal n-grams used in them.
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Once the distances for all HTTP queries in the training set have been calcu-
lated they can be classified easily with the help of a clustering technique. In this
research, we use DBSCAN which is one of the powerful density-based clustering
algorithms for detecting outliers. It finds the number of clusters starting from
the estimated density distribution of the corresponding nodes [22]. DBSCAN re-
quires two parameters: the size of neighborhood ε and the minimum number of
points required to form a cluster Nmin. It starts with an arbitrary starting point
that has not been visited. This points ε-neighborhood is found, and if it contains
sufficiently many points (more than Nmin), a cluster is started. Otherwise, the
point is labeled as noise, although this point might later be discovered as a part
of another point ε-environment and hence be made a part of a cluster. If a point
is found to be a dense part of a cluster, its ε-neighborhood is also part of that
cluster. The process continues until the density-connected cluster is completely
found. Then, a new unvisited point is processed, leading to a discovery of a
further cluster or noise. All cluster-less points are classified as anomalies.

Despite the fact that DBSCAN is widely used to detect outliers, there are
some difficulties in finding its parameters (ε and Nmin). There are several studies
devoted to this problem [23], [24]. In this research, we choose ε equal to absolute
deviation of distances values Dq:

ε =
N∑
i

∣∣∣∣∣Dq
i −

1

N

N∑
i

Dq
i

∣∣∣∣∣ . (5)

The value of ε calculated in this way takes into account the noises and the core
points. If the distance corresponds to a normal HTTP query it most likely has
a lot of normal queries in such ε-neighborhood. The minimum number of points
required to form a cluster Nmin is calculated as follows:

Nmin = maxk �∈ΩF
q
kN

q, (6)

where maxk �∈ΩF
q
k is the maximal frequency value from the cluster of abnormal

n-grams. Thus, only Dq values corresponding to normal queries can form the
cluster while all abnormal queries are classified as noise. Once the system has
been trained, the following variables are stored: a set of normal n-grams Ω, the
vector of frequencies of all unique n-grams usage in the training set F q, maxiD

q
i

among the values classified as normal and DBSCAN parameter ε.
When a new HTTP query is sent to the server, it is first divided into n-grams.

Then, the distance Dnq between the set of unique n-grams of this query and n-
grams normal set Ω is calculated (4). If this distance is greater than the sum of
maxi D

q
i and ε, the query is classified as intrusive, otherwise it is considered as

legitimate:

HTTP query is

{
normal, if Dnq ≤ maxiD

q
i + ε,

intrusive, if Dnq > maxiD
q
i + ε.

(7)
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3.2 HTTP Header Classifier

Injections in HTTP header fields are detected by using the simplified version
of the technique we applied for classifying HTTP queries. In the training stage,
we obtain the set of the most popular n-grams extracted for each header type
separately. When a new HTTP request is sent to the server, its header values are
divided into n-grams. Then, for each header type j the distance Dnh

j between the
set of unique n-grams of this type and the corresponding set of popular n-grams
is calculated (4). If at least for one header type the distance is greater than zero,
the query is classified as intrusive, otherwise it is considered as legitimate:

HTTP headers are

{
normal, if Dnh

j = 0, ∀j
intrusive, if ∃j∗ : Dnh

j∗ > 0.
(8)

For the referer, we use the same method which is applied for queries.

3.3 Updating the System

Web-applications deployed on the server can change on a regular basis, which
can cause noticeable changes in the HTTP requests which are sent to the web-
server. This can lead to a situation where all new allowable requests will be
classified as intrusions. For this reason, to be capable of classifying new requests
the system should be retrained after a certain period of time or after process-
ing a certain number of requests. When retraining the system, several requests
from the training set are replaced with requests received during the detection
stage using the-first-in-first-out strategy. After that all variables calculated dur-
ing the training (F q, Ωq, ε, etc) must be updated. In addition, countermeasures
are necessary against attackers who try to affect the training set by flooding
the web-server with a large number of intrusions, for example by allowing a
client to replace a configurable number of HTTP requests in the training set per
time slot.

4 Simulation Results

The method proposed is tested using HTTP request logs acquired from a large
real-life web service. The log files are acquired from several Apache servers and
stored in a combined log format [25]. The logs contain requests from multiple
web-resources.

In the first simulation, we test the algorithm described in the paper by ap-
plying n-gram models with different values of n. The training set contains 5000
request messages sent to different resources of the web server. Most of the re-
quests in the set are normal, but some are HTTP attacks such as SQL injections,
buffer overflows, directory traversal attacks, cross-site scripting, etc. After train-
ing the system, new requests are chosen from log files and classified one by one
with the technique proposed in this study. The number of requests in the testing
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set is equal to 25000. The testing set contains 1240 intrusive HTTP queries and
498 header code injections. During the testing stage, the system is updated after
each processing of 5000 requests.

To evaluate the performance of the proposed technique, the following charac-
teristics are calculated in our test:

– True positive rate: the ratio of the number of correctly detected intrusions
to the total number of intrusions in the testing set;

– False positive rate: the ratio of the number of normal requests classified as
intrusions to the total number of normal requests in the testing set;

– Accuracy: the ratio of the total number of correctly detected requests to the
total number of requests in the testing set;

– Precision: the ratio of the number of correctly detected intrusions to the
number of requests classified as intrusions.

These performance metrics calculated after classifying all requests during test-
ing are shown in Tables 1 and 2. In Table 1 the results of the application of
different n-gram models to detect intrusive HTTP queries are presented, and
Table 2 shows the performance of the scheme in detecting header field attacks.
As one can see even for n = 1 the accuracy of the method is about 100% while
the number of false alarms is very low. When n = 2 and when n = 3, both
normal and intrusive queries are classified correctly. Table 2 presents the perfor-
mance of the header injections detection for different n-gram models. Similar to
classifying HTTP queries, the statistics obtained by applying 1-gram model can
not properly describe header field values, especially for header fields in which
different non-alphanumeric symbols can be used. However, with increasing n in
n-gram model the accuracy of the method increases to 100% and all header field
injections are detected.

Table 1. Performance of the method proposed for detecting intrusive HTTP queries
using different n-gram models

N-gram model True positive rate False positive rate Accuracy Precision

1-gram 100.00 % 0.538 % 99.49 % 91.068 %

2-gram 100.00 % 0 % 100 % 100 %

3-gram 100.00 % 0 % 100 % 100 %

Table 2. Performance of the method proposed for detecting HTTP header fields
injections

N-gram model True positive rate False positive rate Accuracy Precision

1-gram 66.87 % 0 % 99.46 % 100 %

2-gram 100.00 % 0 % 100 % 100 %

3-gram 100.00 % 0 % 100 % 100 %
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The algorithmproposed in this research is comparedwith severalweb attack de-
tection mechanisms. The part concerning the detection of intrusive HTTP queries
is compared with k-nearest neighbor classification of queries character distribu-
tion [11], an n-grammodel and GHSOMs [9], an n-grammodel and diffusion maps
[8]. The technique applied for the detection of injections in HTTP header fields is
collated with k-nearest neighbor classification of headers character distributions
[11] and statistical models based on the lengths of header fields and alphanumeric
and non-alphanumeric symbols used in them [19]. We did not take into account
techniques based on grammar models such as deterministic finite automaton and
the nondeterministic finite automaton since they require a set of HTTP requests
free of attacks during the training stage. For each method of the intrusive queries
detection, two tests are carried out. In the first test, the same training and test-
ing sets as described above are used. In the second test, we choose from log files
one web resource to which the highest number of requests have been sent and use
only corresponding queries in the training and testing sets to evaluate algorithms.
The performance results are presented in Tables 3 and 4. As one can see, all al-
gorithms show good results when only one web resource is explored (the accuracy
is about 100 %). However, when the number of resources grows, the accuracy of
other methods decreases while the performance of the technique proposed in this
study remains the same. The comparison of algorithms for the header injections
search is presented in Table 5. As one can notice, the algorithm described in this
study outperforms analogues in terms of accuracy.

We implemented algorithms mentioned above in Matlab to compare time
required to train the system and detect attacks. Training the system based on
the method proposed is much faster compared to techniques based on n-gram
and dimensionality reduction. Besides that, the rate of classifying new requests
is few milliseconds which is enough for online intrusion detection.

Table 3. Performance of the method proposed for detecting intrusive HTTP queries
compared with other web attacks techniques (one resource)

Algorithm True positive rate False positive rate Accuracy Precision

K-nearest neighbor 59.31 % 0.06 % 97.93 % 97.99 %

N-gram + GHSOM 92.51 % 0.19 % 99.45 % 96.21 %

N-gram + Diffusion Maps 98.72 % 0 % 99.94 % 100 %

Algorithm proposed 100 % 0 % 100 % 100 %

Table 4. Performance of the method proposed for detecting intrusive HTTP queries
compared with other web attacks techniques (several resources)

Algorithm True positive rate False positive rate Accuracy Precision

K-nearest neighbor 55.51 % 2.05 % 97.79 % 59.12 %

N-gram + GHSOM 58.22 % 0.86 % 97.05 % 78.56 %

N-gram + Diffusion Maps 97.37 % 23.15 % 77.94 % 19.11 %

Algorithm proposed 100 % 0 % 100 % 100 %
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Table 5. Performance of the method proposed for detecting HTTP headers injections
compared with other web attacks techniques

Algorithm True positive rate False positive rate Accuracy Precision

K-nearest neighbor 70.39 % 0.35 % 99.05 % 81.01 %

Statistical models 94.62 % 0 % 99.90 % 100 %

Algorithm proposed 100 % 0 % 100 % 100 %

5 Conclusion

In this research, an algorithm for processing HTTP queries based on n-gram is
proposed. The method allows at once allows the analysis of all HTTP request
messages without separating them by resource. Simple clustering techniques are
then employed to find anomalous entries in the feature matrix obtained. Code
injections in HTTP header fields are detected by applying similar technique
with some simplifications. The method proposed allows the detection of HTTP
intrusions in case of continuously updated web-applications. The algorithm is
tested using logs acquired from a large real-life web service. All attacks from
these logs are detected, while the number of false alarms remains zero.

In the future, we are planning to continue studying techniques of extracting
features from HTTP requests and of detecting intrusions based on the anomaly
detection approach. Time reduction for training the system and classification
of new requests are also of great interest. In addition, we are going to design
a system that is capable of detecting complex intrusions, which can consist of
several HTTP requests, e.g. requests aiming to find the most vulnerable features
of a web application deployed on a server.
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Abstract. In this paper, we develop a mathematical model of a load
control mechanism for SIP server signaling networks based on a hys-
teretic technique. We investigate loss-based overload control, as proposed
in recent IETF documents. The queuing model takes into account three
types of system state – normal load, overload, and discard. The hys-
teretic control is made possible by introducing two thresholds, L and H ,
in the buffer of total size R. We denote the mathematical model using
the modified Kendall notation as an MMPP |M |1| 〈L,H〉 |R queue with
hysteretic load control and bursty input flow. Algorithms for compu-
tation the key performance parameters of the system were obtained. A
numerical example illustrating the control mechanism that minimizes the
return time from overloading states satisfying the throttling and mean
control cycle time constraints is also presented.

Keywords: SIP server, hop-by-hop overload control, loss-based over-
load control, hysteretic control, return time, queuing model, MMPP flow.

1 Introduction

In modern telecommunications networks quality of service depends on the timely
and reliable delivery of signaling messages between network nodes. SIP is consid-
ered the primary signaling protocol for modern telecommunications networks [1].

The SIP protocol provides a basic overload control mechanism through the
503 (Service Unavailable) response code. SIP servers that are unable to forward
a request due to temporary overload can reject the request with a 503 response.
The overloaded server can insert a Retry-After header into the 503 response,
which defines the number of seconds during which this server is not available
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for receiving any further requests from the upstream neighbor. A server that
receives a 503 response from a downstream neighbor stops forwarding requests
to this neighbor for the specified amount of time and starts again after this
time is over. Without a Retry-After header, a 503 response only affects the
current request and all other requests can still be forwarded to this downstream
neighbor. A server that has received a 503 response can try to resend the request
to an alternate server, if one is available. A server does not forward 503 responses
toward the UA and converts them to 500 Server Internal Error responses instead.
RFC 3261 also provides, in the case of overload the recipient to discard incoming
messages without notifying the sender.

The rapid development of the market for services based on the SIP protocol
and the growing user needs have revealed a number of shortcomings in the basic
mechanism 503. In RFC 5390 [2] Rosenberg, one of the authors of the protocol,
declared the mechanism’s inconsistent in overcoming the problems related to
network congestion and formulated the basic requirements for future overload
control mechanisms. The IETF working group SOC (SIP Overload Control)
proposed the Loss-based overload control scheme (LBOC). A mechanism based
on this scheme should be used as the default one to deal with congestion in
SIP-network.

Studies of servers’ incoming flows based on measurements carried out on a
real network show that the traffic to the server can be modelled by MMPP-flow
(Markov Modulated Poisson Process) with a sufficient degree of accuracy [6],
but not with Poisson process. In the paper we modelling SIP server with a
queuing system with hysteretic overload control and MMPP input flow. First,
we make an overview of overload control techniques, which are implemented on
the server and the client side. Second, we construct a queuing system for SIP
server modelling with bursty traffic and hysteretic overload control. And finally,
we introduce two quick algorithm for finding the stationary probabilities and
mean return time of the system.

2 Overview of the Overload Control Techniques

The basic idea of LBOC scheme is that the sending entity (SE) reduces the
number of messages on the request of the receiving entity (RE) which will be send
to RE by specified in the request amount of the total number of messages. The
scheme based on the idea of feedback control loop between all neighboring SIP
servers that directly exchange traffic. Each loop controls only two entities. The
Actuator is located on the sending entity and throttles the traffic if necessary.
The receiving entity has the Monitor which measures the current server load.

Hysteretic control technique is to use on the server side to determine the
moments for sending messages with control information from SE to RE. The
system during operation changes its states depending on the buffer occupancy
n. Choose arbitrary numbers L and H such that 0 < L < H < R, where R is
the buffer capacity. When the system starts to work it is empty, (n = 0), and as
long as the total number of messages in the system remains below H−1, system
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is considered to be in normal state, (h = 0). When total number of messages
exceeds H−1 for the first time, the system changes its state to overload, (h = 1),
and RE informs SE that traffic load should be reduced: it stays in it as long as
the number of messages remains between L and R− 1. Being in overload state,
RE’s system waits till the number of messages drops down below L after which it
changes its state back to normal and informs SE about changes, or exceeds R−1
after which it changes its state to blocking, (h = 2), and ask SE for temporary
suspension of sending SIP requests. When the total number of messages drops
down below H + 1, system’s state changes back to overload, and RE informs
SE that the process of sending of messages can be resumed with the current
limitations.

On the client side LBOC scheme is implemented. The idea of the scheme
presented in [3] is to sift the client’s outgoing flow by the value indicated by
the value of the ‘oc’ parameter. The parameter ‘oc’ is one of the four new pa-
rameters introduced by SOC group in [4], which are used for the exchange of
control information between SE and RE. The value of parameter ‘oc’ defines
what percentage of the total number of SIP requests are subject to reduction at
the SE.

Let us consider the example of the implementation of the scheme. The client
maintains two types of requests – the priority and non-priority. Prioritization of
messages is done in accordance with local policies applicable to each SIP-server.
In situations where the client has to sift the outgoing flow, it first reduces non-
priority messages, and then if the buffer contains only priority messages and
further reduction is still needed, the client reduces the priority messages.

Under overload condition, the client converts the value of the ‘oc’=q parameter
to a value that it applies to non-priority requests. Let N1 denote the number
of priority messages and N2 denote the number of the non-priority messages
in the client’s buffer. The client should reduce the non-priority messages with

probability q2 = min
{
1, qN1+N2

N2

}
and the priority messages with probability

q1 = q(N1+N2)−q2N2

N1
if necessary to get an overall reduction of the ‘oc’ value.

To affect the reduction rate with probability q2 from the non-priority mes-
sages, the client draws a random number between 1 and 100 for the request
picked from the first category. If the random number is less than or equal to
converted value of the ‘oc’ parameter, the request is not forwarded; otherwise
the request is forwarded. Recalculation of probabilities is performed periodically
every 5-10 seconds by getting the value of the counters N1 and N2.

Besides the ‘oc’ parameter there is one more key parameter ‘oc-validity’ which
establishes a time limit for which overload control is in effect. The problem of
finding ‘oc’ and ‘oc-validity’ is still unsolved. One of the solution will be proposed
below.

3 Queueing Model of SIP Server with Bursty Input Flow

We are modelling message processing by RE as a single-server queuing sys-
tem shown in Fig. 1 with hysteretic overload control with two thresholds, L
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and H , which is denoted by MMPP |M |1| 〈L,H〉 |R according to the Kendall
classification.

1

0

1 ,h n

0 ,h n

LHR

B x

Fig. 1. MMPP |M |1| 〈L,H〉 |R queuing model

According to the hysteretic algorithm the server operates in three modes [5]:
normal (h = 0), overload (h = 1), and blocking (h = 2), where h is the overload
status. Let n denote the queue length, n = 0, ..., R.

We are modelling servers’ input flow as MMPP process with infinitesimal
generator Q and arrival rates λh

l , l = 0, 1, h = 0, 1:

Q =

(
−α α
β −β

)
, Λ0 =

(
λ0
0 0
0 λ0

1

)
, Λ1 =

(
λ1
0 0
0 λ1

1

)
.

The input load function λ (l, h, n) is shown in Fig. 2, where q = 1 − p is the
dropping probability and λl

1 = pλl
0, l = 0, 1.
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Fig. 2. Input load function

Customers arrive at the system and receive service in accordance with FIFO
algorithm. The mean processing time is μ−1, B (x) = 1− e−μx, x > 0. The state
space of the system is defined by X = X0 ∪X1 ∪X2, where X0 is the set of states
of normal load, X1 is the set of overload states, and X2 is the set of discard
states. These sets are given by following formulae:

X0 = {(l, h, n) : l = 0, 1, h = 0, 0 ≤ n ≤ H − 1} ,
X1 = {(l, h, n) : l = 0, 1, h = 1, L ≤ n ≤ R− 1} ,
X2 = {(l, h, n) : l = 0, 1, h = 2, H + 1 ≤ n ≤ R} .
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The probability of the system being in the set of normal load states is denoted by
P (X0), the probability of being in the set of overload states by P (X1) , and the
probability of being in the set of discard states by P (X2). The key performance
measures of the system are overload probability P (X1), blocking probability
P (X2), and τ as the mean return time from overload and discard states X1∪X2.

Stationary Performance Characteristics

The operation of the considered queueing system can be completely described by
Markov process X (t) = (l(t);h(t);n(t)) with three components: l(t) — source’s
phase at time t, h(t) — state of the system at time t, n(t) — number of customers
in the system at time t. Clearly X (t) is ergodic and thus stationary distribution
exists.

Let ph
n = (phn0, p

h
n1) be row vector of size 1 × 2, whose first element phn0 is

stationary probability of the fact that there are total of n customers in the
system, system is the state h, h = 0, 1, 2 and source’s phase is 0; the second
element phn1 is stationary probability of the fact that there are n customers in
the system, system is in the normal state and source’s phase is 1.

Stationary distribution can be effectively computed using approach devel-
oped in the series of papers (see, e.g. [7], [8], [9]). In the Appendix one can
find explanation of the approach and it is shown how it can be applied for the
considered problem. Thus below, skipping all the details that follow the deriva-
tion of stationary distribution (see Appendix), we state the final computational
algorithm 1.

Henceforth, for the sake of simplicity, notations Ui, Wi, Vi, M, I stand for
the following matrices:

U0 =

(
μ

λ0
0+μ+α

0

0 μ
λ0
1+μ+β

)
,V0 =

(
0 α

λ0
0+μ+α

β
λ0
1+μ+β

0

)
,W0 =

⎛⎝ λ0
0

λ0
0+μ+α

0

0
λ0
1

λ0
1+μ+β

⎞⎠ ,

U1 =

(
μ

λ1
0+μ+α

0

0 μ
λ1
1+μ+β

)
,W1 =

⎛⎝ λ1
0

λ1
0+μ+α

0

0
λ1
1

λ1
1+μ+β

⎞⎠ ,V1 =

(
0 α

λ1
0+μ+α

β
λ1
1+μ+β

0

)
,

U2 =

( μ
μ+α 0

0 μ
μ+β

)
,V2 =

(
0 α

μ+α
β

μ+β 0

)
,M =

(
μ 0
0 μ

)
, I =

(
1 0
0 1

)
.

Let us dwell in more detail on the problem of finding a mean return time from
the set of overload and discard states to the set of normal load states.

Let mnj , n = L,R− 1 denote the mean return time to reach the moment
when the number of customers in the system hits L− 1 for the first time, given
that at some moment there were n customers in the system and the overload
status was h = 1, and source state was equalled to j = 0, 1. Let m∗

nj , n =

H + 1, R be the mean return time to reach the moment when the number of
customers in the system hits L−1 for the first time, given that at some moment
there were n customers in the system and the overload status was h = 2, and
source state was equalled to j = 0, 1.
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Algorithm 1. Algorithm for computation of steady state probabilities

Initialize Λ0, M, Q, Λ1, Ai, Gi, D, Bi, Di;
F0 := Λ0 +M−Q;
F1 := Λ1 +M−Q;
K0 := I;

for i = 1 to H − 2 do
if i = L− 1 then

Ki := Ki−1Λ0(F0 − Λ0[AL +GLD])−1;
else

Xi := Λ0(F0 − Λ0Ai+1)
−1;

Ki := Ki−1Xi;
end if

end for
KH−1 := KH−2Λ0F

−1
0 ;

KH := KH−1Λ0[F1 −MBH−1 − Λ1(AH+1 +GH+1rmDH)]−1;
for i = H + 1 to R − 2 do

Yi := Λ1(F1 − Λ1Ai+1)
−1;

Ki := Ki−1Yi;
end for
KR−1 := KR−2Λ1F

−1
1 ;

KR := KR−1Λ1(M−Q)−1;
Z := M(M−Q)−1;
NH := KH ;
for i = H − 1 to L+ 1 do

Yi := M(F1 −MBi−1)
−1;

Ni := Ni+1Yi;
end for
NL := NL+1MF−1

1 ;

F2 :=
∑R−1

n=0 Kn +
∑H−1

n=L Nn +KR

(
I +

∑R−1
n=H+1 Z

R−n

)
;

Solve p0
0(Λ0(I− A1)−Q) = 0, p0

0F21 = 1;
for i = 1 to H − 1 do

p0
i := p0

0Ki

end for
for i = H to R− 1 do

p1
i := p0

0Ki

end for
p2
R := p0

0KR;
for i = H + 1 to R − 1 do

p2
i := p0

0KRZ
R−i;

end for
for i = H − 1 to L do

p1
i := p0

0Ni;
end for
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We denote the vectors of mean return times bym T
n = (mn0,mn1) andm∗ T

n =
(m∗

n0,m
∗
n1). Conditioning on the first step and using the following notations

S1 = μ−1U1, S2 = μ−1U2, and the law of total expectation one can arrive at the
following relations:

mL = S11+V1mL +W1mL+1,

mn = S11+U1mn−1 +V1mn +W1mn+1, n = L+ 1, R− 2,

mR−1 = S11+U1mR−2 +V1mR−1 +W1m
∗
R,

m∗
n = S21+U2m

∗
n−1 +V2m

∗
n, n = R,H + 2,

m∗
H+1 = S21+U2mH +V2m

∗
H+1.

It can be seen that the system can be solved recursively. Algorithm 2 gives steps
for the computation of mean return times mn and m∗

n.
Above we have stated the algorithm for the computation of 2D − H − L

different values of mean return time. For practical purposes it important to
specify which of the computed values one should use as the value for the mean
return time from the set of overload and discard states to the set of normal
states. Here we propose to use the value

τ =
p1H0mH0 + p1H1mH1

p1H0 + p1H1

,

basing on the fact that if we start to observe system when it is normal mode,
the value of τ will represent mean time it takes the system to get back to normal
operation once it becomes overloaded. Naturally if one starts to observe the
system when it is already in overload (discard) state, one should substitute the
value of mnj ( m∗

nj) instead of the value of mHj in the expression for τ .
In the next section we proceed to the numerical example.

4 Numerical Example

In this section, the illustrative numerical example for solving the optimization
problem from [5] is presented. Let τ be the mean control cycle time, which can
be obtained in the following form:

τ = τ0 + τ .

Given that the average number of transitions from the set and to the set should
be equal in equilibrium, the value of τ0 can be calculated using the following
formula:

τ0 = τ · P (X0)

P (X1

⋃
X2)

.
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Algorithm 2. Algorithm for computations of mean return times

Initialize V1, U1, W1, V2, U2, S1, S2; F := (I − V2)
−1S2; T := (I − V2)

−1U2;
xR−1 := (I −V1)

−1[S1 +W1

∑R−H−1
i=0 T iF ]1;

yR−1 := (I − V1)
−1U1;

zR−1 := (I − V1)
−1W1T

R−H ;
for n = R− 2 to H + 1 do

xn := (I − V1 −W1yn+1)
−1[S11+W1xn+1];

yn := (I − V1 −W1yn+1)
−1U1;

zn := (I − V1 −W1yn+1)
−1W1zn+1;

end for
dH := (I − V1 −W1yH+1 −W1zH+1)

−1[S11+W1xH+1];
eH := (I − V1 −W1yH+1 −W1zH+1)

−1U1;
for n = H − 1 to L+ 1 do

dn := (I − V1 −W1en+1)
−1[S11+W1dn+1];

en := (I − V1 −W1en+1)
−1U1;

end for
mL := (I −V1 −W1eL+1)

−1[S11+W1dL+1];
for n = L+ 1 to H do

mn = dn + enmn−1;
end for
for n = H + 1 to R − 1 do

mn := xn + ynmn−1 + znmH ;
end for
m∗

H+1 := F1+ TmH ;
for n = H + 2 to R do

m∗
n := F1+ Tm∗

n−1;
end for

Note that the value of P (X0) and P (X1

⋃
X2) can be calculated from the con-

sidered queue as follows:

P (Xi) =
∑

(l,h,n)∈Xi

phnl,

P
(
X1

⋃
X2

)
= 1− P (X0) .

Clearly that the best mode of operation of the server is a situation in which
the server operates most of the time in the set of normal load states, and that
can be achieved by minimizing the mean return time. The value of ‘oc-value’
parameter should be equalled to the value of control cycle time to stabilize the
the process of sending and receiving messages. The value of control cycle time
is supposed to be large enough to avoid possible oscillations. Thus the problem
is stated as follows: minimise the mean return time needed with respect to the
choice of the two thresholds, L and H , such that the requirements R1–R3 are
satisfied
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Fig. 3. The dependence of the mean return time τ on dropping probability q

47,52

69,79

75,88

77,92

M
ea

n
 r

et
u

rn
 t

im
e,

 

Dropping probability, q

Fig. 4. The optimal value of the thresholds L and H (α = 1, β = 4)

τ (L,H) → min;

R1 : P (X1) ≤ γ1;

R2 : P (X2) ≤ γ2;

R3 : τ ≥ γ3.

The optimization problem for which the mean return time, τ , is minimized.
The solution to the problem of the choice of L and H for a given dropping
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probability q ∈ {0, 3; 0, 4; 0, 5; 0, 6}, mean service time μ−1 = 5 ms, and signalling
load ρ = 1, 2 can now be sought. In Fig. 3 the changes of the mean return time
from the dropping probability q for different value of pairs (α, β) are shown.

InFig. 4 the solution of optimizationproblem for the following value of boundary
conditions γ1 = 0.793, γ2 = 0.0001, γ3 = 400 is shown.

5 Conclusion

In this paper, we developed a queueing system MMPP |M |1| 〈L,H〉 |R for mod-
elling a SIP server hysteretic overload control with bursty traffic. The considered
queueing system is a modification of the queueing system from [5], which provide
a possibility to obtain more accurate value of the performance characteristic of a
SIP server. New approach is proposed which allows fast computation of the joint
stationary distribution of the underlying three dimensional Markov process. The
key performance parameter of the queue –the mean delay time, was determined
as a function of input load, ρ, dropping probability, q, and two thresholds L
and H and a numerical example was presented. The optimization problem was
formulated and solved. Solution of the problem allows us to formulate recom-
mendations on the choice of control parameters. Clearly, the considered problem
was only one of the possible formulations. Our further research will be devoted
to the verification of obtained results by comparing them with simulation re-
sults based on real time traffic and to analysis of more general queueing systems
suitable for SIP server overload control modelling.
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Appendix

In order to find stationary state probabilities using approach developed in the
series of papers (see, e.g. [7], [8], [9]) some auxiliary variables need to be intro-
duced. Henceforth we make use of matrices Ui, Wi, Vi, M, introduced in Section
3 of the paper.

Let at some moment of time there be n, n = H + 1, R− 1 customers in the
system and the system is in “overload” mode. Denote by An matrix of size 2× 2.
The (i, j)

th
entry of An is the probability that at the moment of time when the

total number of customers in the system equals (n − 1) for the first time, the
source’s phase will be j, given that at initial moment of time it was i, and until
that moment the total number of customers in the system remained below R. In
other words, following, e.g. [11], (i, j), i = 0, 1, j = 0, 1, entries of An represent
taboo probabilities, i.e.

[An](i,j) = P{X (τ) = (j, 1, n− 1);X (t) /∈ X2, t ∈ (0, τ)|X (0) = (i, 1, n)},

where τ = inf{t > 0 : n(t) = R − 1}. Following the first step analysis one can
observe that matrix AR−1 satisfies the equation AR−1 = U1+V1AR−1 wherefrom
it follows that AR−1 = (I− V1)

−1U1.
For other matrices An, n = R− 2, H + 1, one can verify, using first step

analysis, that it holds

An = U1 +V1An +W1An+1An.

Now let at some moment of time there be n, n = H + 1, R− 1 customers
in the system and the system is in “overload” mode. Denote by Gn matrix of
size 2× 2. The (i, j)

th
entry of Gn is the probability that at the moment of

time when the total number of customers in the system equals R for the first
time, source’s phase will be j, given that at initial moment of time it was i, and
until that moment the total number of customers in the system remained above
(n− 1). As in the previous case, entries [Gn](i,j), i = 0, 1, j = 0, 1, can be seen
as taboo probabilities

[Gn](i,j) = P{X (τ) = (j, 2, R);X (t) /∈ (0, 1, n− 1) ∪
(1, 1, n− 1), t ∈ (0, τ)|X (0) = (i, 1, n)},

where τ = inf{t > 0 : n(t) = R}. As in the case with matrix AR−1 one can see,
that matrix GR−1 satisfies the equation GR−1 = W1 + V1GR−1, i.e. GR−1 =
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(I − V1)
−1W1. Other matrices Gn, n = R− 2, H + 1 are computed from the

following recurrence relations:

Gn = W1(Gn+1 +An+1Gn) + V1Gn.

Assume that at some moment of time there be R customers in the system.
Clearly the system is in “blocking” mode. Denote by Dn matrix of size 2 × 2.
The (i, j)

th
entry of Dn is the probability that at the moment of time when

the total number of customers in the system equals n, n = H,R− 1 for the
first time, the sourceś phase will be j given that at initial moment of time it
was i. Due to the fact that in “blocking” mode system does not accept newly
arriving customers, matrix DR−1 satisfies relation DR−1 = U2 +V2DR−1. Thus
DR−1 = (I−V2)

−1U2. Noticing that probability of moving from state n to n− 1
for n = H + 1, R− 2 are completely described by matrix DR−1, we have that
Dn = (DR−1)

R−n, n = R− 2, H.
Now let at some moment of time there be n, n = L,H − 1 customers in the

system and the system is in “normal” mode. Denote by An matrix of size 2× 2.
The (i, j)

th
entry of An is the probability that at the moment of time when the

total number of customers in the system equals (n − 1) for the first time, the
source’s phase is j, given that at initial moment of time it was i and until that
moment the total number of customers in the system remained below H . Using
similar probabilistic arguments as before we find that AH−1 = U0 + V0AH−1,
wherefrom AH−1 = (I − V0)

−1U0. It can be easily checked that other matrices
An, n = L,H − 2 are computed from the equation

An = U0 +V0An +W0An+1An.

Assume that at some moment of time there are n, n = L,H − 1 customers
in the system and the system is in “normal” mode. Denote by Gn matrix of
size 2 × 2. The (i, j)

th
entry of Gn is the probability that at the moment of

time when the total number of customers in the system equals H for the first
time, the source’s phase will be j, given that at initial moment of time it was i
and until that moment the total number of customers in the system remained
above (n− 1). Matrix GH−1 is determined from equation GH−1 = W0+V0GH−1

and for other matrices Gn, n = L,H − 2 it holds that

Gn = W0(Gn+1 +An+1Gn) + V0Gn.

If at some moment of time there are n, n = L,H − 1 customers in the system
and the system is in “overload” mode, denote Bn — matrix of size 2× 2. The
(i, j)

th
entry of Bn is the probability that at the moment of time when the total

number of customers in the system equals (n+1) for the first time, the source’s
phase will be j, given that at initial moment of time it was i and until that
moment the total number of customers in the system remained above L− 1. For
matrix BL is holds BL = W1 +V1BL and other matrices Bn, n = L+ 1, H − 1,
are computed from relations

Bn = W1 +V1Bn +U1Bn−1Bn.
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Now let us consider the following case. Let at some moment of time there be
n, n = L,H − 1 customers in the system and the system is in “overload” mode.
Denote by Dn matrix of size 2 × 2. The (i, j)

th
entry of Dn is the probability

that at the moment of time when the total number of customers in the system
equals (L − 1) for the first time, the source’s phase will be j given that at
initial moment of time it was i, and until that moment the total number of
customers in the system remained below n + 1. Fist step analysis shows that
matrix DL is computed from equation DL = U1+V1DL and other matrices Dn,
n = L+ 1, H − 1 from equations

Dn = U1(Dn−1 +Bn−1Dn) + V1Dn.

Now if at some moment of time there are H customers in the system then the
probability that at the moment of time when the total number of customers in
the system equals (L− 1) for the first time, the sources phase will be j, given
that at initial moment of time it was i is given by matrix D of size 2× 2 which
can be determined from the equation

D = U1DH−1 +U1BH−1D+W1(AH+1 +GH+1DH) + V1D.

Finally we introduce the last sequence of matrices. Let at some moment of
time there be n, n = 1, L− 1 customers in the system and the system is in
“normal” mode. Denote by An matrix of size 2 × 2. The (i, j)

th
entry of An is

the probability that at the moment of time when the total number of customers
in the system equals (n− 1) for the first time, the source’s phase will be j,
given that at initial moment of time it was i. Matrix AL−1 can be found from
equation AL−1 = U0 +W0(AL +GLΔ)AL−1 +V0AL−1 and other matrices An,
n = 1, L− 2 are computed from equations

An = U0 +W0An+1An +V0An.

After introducing all preliminary notations and auxiliary variables we can
write out the system of equilibrium equations for ph

n. Following the elimination
method which can be found e.g. in [10], one can verify that the following relations
hold:

p0
0(Λ0(I−A1)−Q) = 0 T , n = 0, (1)

p0
n(Λ0 +M−Q) = p0

n−1Λ0 + p0
nΛ0An+1, n = 1, H − 2, n �= L− 1, (2)

p0
L−1(Λ0 +M−Q) = p0

L−2Λ0 + p0
L−1Λ0[AL +GLD], n = L− 1, (3)

p0
H−1(Λ0 +M−Q) = p0

H−2Λ0, n = H − 1, (4)

p1
H(Λ1 +M−Q) = p0

H−1Λ0 + p1
H(MBH−1 + Λ1(AH+1 +GH+1DH)), (5)

p1
n(Λ1 +M−Q) = p1

n−1Λ1 + p1
nΛ1An+1, n = H + 1, R− 2, (6)

p1
R−1(Λ1 +M−Q) = p1

R−2Λ1, n = R− 1, (7)

p2
R(M−Q) = p1

R−1Λ1, (8)

p2
n(M−Q) = p2

n+1M, n = H + 1, R− 1, (9)

p1
n(Λ1 +M−Q) = p1

n+1M+ p1
nMBn−1, n = L+ 1, H − 1, (10)

p1
L(Λ1 +M−Q) = p1

L+1M. (11)
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The normalization condition is

p0
01+

H−1∑
n=1

p0
n1+

R−1∑
n=L

p1
n1+

R∑
n=H+1

p2
n1 = 1. (12)

Due to the lack of space we have presented here the results only for the case
of two-state MMPP but the proposed method and corresponding algorithm are
also true for n-state MMPP model (n ≥ 2) with minor changes in the matrices
Ui, Wi, Vi, M, I, Λi and Q.
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Abstract. If an accident vehicle propagates emergency messages to other vehi-
cles close to it, the other drivers may realize and avoid the accident spot. In this 
letter, we propose a broadcast scheme to propagate emergency messages fast in 
urban VANETs (Vehicular Ad-Hoc Networks) with the help of GPS (Global 
Position System). In our scheme, a transmitting vehicle chooses the farthest 
node as the next relay vehicle to propagate emergency messages. And, we sug-
gest an algorithm for intersection recognition and SCF (Store-Carry-Forward) 
task by taking advantage of periodic hello packets to reduce the propagation 
time and enhance the delivery ratio.  

Keywords: VANETs, emergency message, broadcast storm problems, intersec-
tion algorithm. 

1 Introduction 

VANETs are a recently proposed smart transportation network intended for road safe-
ty and commercial application [1][3]. Especially, with the emergency messages, the 
drivers can be aware of the car accidents happened in front of the vehicle even if the 
line of sight is bad. Then, the drivers can change their road lanes or something else to 
avoid hitting the abnormal cars. Or, they can change their route to the destination in 
time and thus avoid getting into a traffic jam. 

The design of reliable and efficient broadcast protocols is a key enabler for the 
successful deployment of vehicular communication services.  In order to design 
broadcast protocols for urban environment, there are some problems to be considered. 
First, the broadcast storm problem [5] may occur during message communication. 
Second, the inter-vehicle communication at an intersection is unreliable. Finally, the 
communication could be easily blocked by the buildings around the corner when the 
transmission starts. 
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3 Performance Evaluation 

In the simulations, we assume a map size of 2,000m x 2,000m such as Manhattan in 
New York, which is comprised of the blocks with a size of 200m x 200m and road 
width of 10m. Each road has four lanes and two directions. It is assumed that each 
vehicle is equipped with wireless communication device, and separated by equal 
space. Each vehicle is assumed to have beacon interval of 500ms. The velocity of 
each vehicle is set to 45 or 60km/s randomly. The transmission range is set to 150m.  

We evaluate performance of our scheme with IRA (Intersection Recognition  
Algorithm) and RSU, and compare them with UV-CAST and the simple flooding. 
The simple flooding is a repeated broadcasting mechanism without using SCF and 
suppression of redundancy.  

Fig. 6 shows that the propagation speed of our scheme is considerably faster than the 
UV-CAST in both low and high densities, where the low or high density means 300 or 
1,000 vehicles, respectively, over the total map (2000*2000 m).  The propagation 
speed here means the speed to broadcast the emergency message over the whole net-
work.  In low density, each vehicle has few neighbors, which results in disconnected 
network.  On the other hand, in high density, each vehicle has one or more neighbors. 

We can also see that the UV-CAST spends much more time on selecting of relay 
nodes because of long waiting time at non-intersection and restricted SCF vehicles. 
The repeated simple flooding fails to propagate emergency messages over the whole 
network in low density environment since it does not use SCF mechanism. However, 
our scheme offers a shorter propagation time than the existing schemes in both densi-
ty environments because the relay vehicles do not need long waiting time regardless 
of location and all vehicles can work as SCF vehicles. The chart shows that the IRA 
scheme spends the almost the same processing time as the RSU. 

 

Fig. 6. The time until emergency message is delivered to all vehicles 
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Fig. 7 depicts the averag
potential broadcast storm. 
because it has vast value
propagations continually i
message as often as it mee
tions by suppressing unnec
propagations than the UV-C

F

In Fig. 8, we can see tha
the UV-CAST because all
scheme guarantees reliable
density environment. 

ge number of propagations which indicates the amoun
In this graph, the simple flooding scheme is not inclu

es (over 30,000). The graph shows that the number
ncreases in UV-CAST because SCF vehicles propag

ets new neighbors. But, our scheme offers a less propa
cessary rebroadcasting although it initially requires m
CAST because of the faster propagation speed. 

Fig. 7. The number of propagations 

at our SCF scheme provides a higher delivery ratio t
 nodes operate as SCF vehicles in our scheme. So, 
e communication not only in high density but also l

nt of 
ded 

r of  
gate 
aga-

more 

 

than  
our 
low  



 An Efficient Propagation Method for Emergency Messages 405 

 

Fig. 8. The average delivery ratio 

4 Conclusion 

In this letter, we suggest a fast and reliable broadcast scheme for propagating emer-
gency messages in urban environment for VANETs. In our scheme, a propagator 
chooses the farthest neighboring nodes messages, using directional points, as next 
relay vehicles to rebroadcast emergency messages.  In disconnect network, the prop-
agator stores and carries the emergency message until it meets new neighbors to for-
ward the message. We used a contention mechanism using SCF_TIMER to make only 
one SCF vehicle to forward the emergency message at a time by suppressing redun-
dant broadcast of emergency messages from two or more SCF nodes.  In addition, 
we provide an algorithm for intersection recognition in environment without RSU. 

The simulation results show that our scheme can reduce propagation time as  
well as unnecessary packet delivery and can improve propagation ratio than the  
UV-CAST.  

Acknowledgements. This work was supported by the IT R&D program of 
MOTIE/KEIT. [10041145, Self-Organized Software platform(SoSp) for Welfare 
Devices]. This research was supported by Basic Science Research Program through 
the National Research Foundation of Korea (NRF) funded by the Ministry of 
Education, Science and Technology (2011-0029034). 

References 

1. Lee, K.C., Lee, U., Gerla, M.: Survey of Routing Protocols in Vehicular Ad Hoc  
Networks. In: Advances in Vehicular Ad-Hoc Networks, pp. 149–170 (2010) 

2. Viriyasitavat, W., Tonguz, O.K.: UV-CAST: An Urban Vehicular Broadcast Protocol. 
IEEE Communications Magazine, 116–124 (November 2011) 

3. Zhao, J., Cao, G.: VADD: Vehicle-assisted Data Delivery in Vehicular Ad Hoc Networks. 
In: 25th IEEE International Conference on Computer Communications, INFOCOMM 
2006, pp. 1–12 (April 2006) 



406 K. Lee et al. 

4. Lee, J.-F., Wang, C.-S., Chunag, M.-C.: Fast and Reliable Emergency Message Dissemi-
nation Mechanism in Vehicular Ad Hoc Networks. In: WCNC 2010. IEEE Communica-
tions Society (2010) 

5. Wisitpongphan, N., Tonguz, O.K.: Broadcast Storm Mitigation Techniques in Vehicular 
Ad Hoc Networks. IEEE Wireless Communications, 84–94 (December 2007) 

6. Yi, C.-W., Chuang, Y.-T., Yeh, H.-H., Tseng, Y.-C., Liu, P.-C.: Streetcast: An Urban 
Broadcast Protocol for Vehicular Ad-Hoc Networks. In: 2010 IEEE 71st Vehicular  
Technology Conference, VTC 2010-Spring, pp. 1–5 (May 2010) 

7. Martinex, F.J., Cano, J.C., Calafate, C.T., Manzoni, P.: CityMob:A mobility model pattern 
generator for VANETs. In: IEEE International Conference on Communications Workshop, 
ICC, pp. 370–374 (May 2008) 



S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 407–419, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Cross Layer Balanced Routing Protocol 
for Differentiated Traffics over Mobile Ad Hoc Networks 

Mariem Thaalbi1,2, Nabil Tabbane1, Tarek Bejaoui1, and Ahmed Meddahi2 

1 Mediatron Lab, Higher Communication School of Tunis, University of Carthage. Tunisia 
2 Institut Mines Telecom/TELECOM Lille 1. France 

{Thaalbi.Mariem,Nabil.tabbane}@supcom.rnu.tn, 
tarek.bejaoui@issatm.rnu.tn, ahmed.meddahi@telecom-lille1.eu 

Abstract. We propose a cross layer approach to achieve greater routing per-
formance for applications with real time constraints in Mobile Ad Hoc Net-
works. Interactions between MAC, Network and Application layers are fully 
exploited to get accurate information about the end-to-end path quality, and the 
applications’ characteristics.  The improvements provided by our scheme come 
from considering a service class differentiation, a balanced routing protocol and 
a path quality cost function as well. It aims to enhance the routing performance 
for real time applications to meet the QoS requirements defined by the  
ITU-G1010 recommendation. The simulation results and analysis show that our 
contribution achieves a good performance and capacity gain. 

Keywords: MANET, Link Quality, Path Quality, Traffic Class Differentiation, 
Cross Layer Design, Balanced Routing. 

1 Introduction 

Since real time applications present one of the main critical services in wireless and 
mobile networks, many protocol designs have been proposed to enhance the applica-
tion QoS: Quality of Service and the QoE: Quality of Experience in such networks. 
Some existing contributions [1-6] deploy prediction methods to get information about 
the link quality and route the data packets through the best link.  Other contributions 
[7-13] use cross layer approach to exploit the essential information derived from lower 
layers. In this paper, we aim to help the routing process to select stable and quality 
aware routes based on the application’s requirements. Our contribution combines the 
cross layer and the prediction approaches to enhance the routing of real time applica-
tion in MANETs. We define an enhanced cross layer design that takes into account the 
network and applications features. Prediction methods in MAC layer is deployed to get 
link quality information. Cross layer design between L3: Layer 3 and L2: Layer 2 is 
defined to get information about the whole path quality. In order to get information 
about the application characteristics, a cross layer design between L7 and L3 is de-
fined. A new software entity is defined to manage the L7-L3 cross layer interaction. In 
order to define a routing protocol that fits the requirements of different application a 
per traffic balanced routing protocol is defined. This paper is organized as follows. We 
outline some cross layer approaches and prediction methods in section 2. Our cross 
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layer design approach is introduced in Section 3. Experimental results are reported in 
section 4, and finally we conclude and give some perspectives in Section 5. 

2 Related Works 

In this section, we first investigate some methods used to predict the network perfor-
mance criteria like delay and packet loss ratio, and then we focus on the cross layer 
concept. 

2.1 Prediction Methods Investigation 

To get information about the link quality, prediction methods can be deployed. Accu-
rate delay estimation in mobile and wireless networks stills a challenging issue.  Some 
Research activities focused on this issue to improve the used methods and techniques 
for better efficiency and accuracy. According to [1], the delay at each wireless node is 
composed of input queuing delay, processing delay, output queuing delay, transmission 
delay, propagation delay, and retransmission delay. To implement the packet delay 
measurement at a node in 802.11 networks, authors in [1] propose to record the time 
when a packet enters the node (t1) and the time when the data packet is acknowledged 
(t5) after being relayed.  The packet delay is calculated by  .Authors in [2] use 
Chaos neural networks to predict delay.  The neural network can model unknown 
system with a given precision while keeping the computation cost minimized. To pre-
dict end to end delay, the authors process first to the delay measurement using the ping 
tool to collect RTT: Round Trip Time traces. The critical issue of neural network model 
is to determine the structure of the network. In MANETs, the structure of the network 
is dynamic since nodes can join or leave the network in dynamic way. To predict the 
link quality, the authors in [3] measure the link quality and then perform a prediction 
algorithm. To measure the link quality, a link layer assessment request is sent periodi-
cally. The delay is computed as the RTT of the request and its reply. The network node 
keeps a track of the past measurements and then predicts future link quality based on 
these measurements using the WLSR: Weighted Least Square Regression algorithm. 
The WLSR prediction algorithm applies weights to the measurements. It takes as input 
a window of measurements of a given QoS metric and predicts the value of the metric. 

In Mobile Ad Hoc Networks, the packet loss is due to the following most dominant 
factors [1]: the buffer overflow, the transmission loss and the link breakages. The au-
thors in [4] predict the network loss based on a hierarchal model where the short term 
dynamics of losses is driven by 2-state Markov chains while long-term network losses 
are modeled by the HMM: Hidden Markov Model. Given a fixed window of several 
time units, the short term loss rate is the fraction between the number of loss packets in 
this window and the number of packets transmitted in it. The hidden state models long-
er-term events that change end-to-end loss statistics, e.g., router congestion, routing 
convergence, wireless signal fading. To achieve this, the authors constrain hidden state 
transitions to happen at large timescales [4]. Authors of [5] use a measurement method 
to predict the packet delivery of an IEEE 802.11n channel. According to [5], the wire-
less packet delivery can be accurately predicted using the CSI: Channel State Informa-
tion measurements. The CSI provides more information than the RSSI: Received  
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Signal Strength Indicator since it describes the Signal Noise Rate (SNR) and the path 
phase [5]. A IEEE 802.11n node can probe the receiver to gather a CSI or use channel 
reciprocity to learn CSI from the received packets. An analytical method was proposed 
in [6] to predict the packet loss ratio. The authors focus on the GE: Gilbert-Elliot  
channels which refer to the wireless channel having two states, good and bad. 

In wireless networks, prediction methods are efficient techniques to get information 
about the network capacity and availability [1-6]. Delay and packet loss are two  
key QoS parameters for real time applications [1, 2]. Conventional MAC layer func-
tions can only predict the link characteristics. In our paper, a cross layer design is dep-
loyed to get information about the predicted end-to-end path quality and exploits this  
information to improve the behavior of upper layer protocols.  

2.2 Cross Layer Designs Investigation 

Routing in dynamic networks stills a challenging issue. To achieve greater performance, 
some works exploit the cross layer interactions as well as possible. [7] for example, 
describes the different cross layer designs based on the information flow: upward  
design, downward design, and back-and-forth. In [8] the authors demonstrate that 
changing a lower layer protocol will generate a significant impact on the upper layer 
protocol’s performance and eventually affect the overall performance of the network. 

The authors of [9] and [10] exploit the broadcasting nature of the wireless medium 
to capture packets that are not intended to the node.  The MAC layer will overhear 
the medium and forwards all relevant information to the application layer. This layer 
will extract the useful information from the incoming packets to update its overlay 
table. Due to the cross layer design, overheard packets from neighboring nodes can be 
used for information update.  Moreover the authors of [9] exploit the cross layer be-
tween Application and MAC layers to propagate P2P information over the network.  

The authors of [11] describe the LEMO: Less Remaining Hop More Opportunity 
algorithm that gives more priority to the closest packets to their destinations.  It cal-
culates the ratio based on the remaining hop number. The information of total hop 
numbers or remaining hop numbers can be known from the network layer. A cross 
layer interaction between MAC and Network layers is then defined to communicate 
the required information. 

In [12], the authors try to overcome the following situation when two Mobile Ad 
hoc Networks are overlapped while their P2P networks are disconnected in overlay 
layer. The authors propose then a cross layer approach to detect this situation and 
merge these P2P networks at overlay layer. To merge P2P networks over MANETs, 
authors of [12] defines two phases: at first, detection of the merging of P2P networks 
at overlay layer and after merging the P2P networks. 

Authors of [13] describe a cross layer design for LEO satellite Ad Hoc networks. 
They define three cross layer optimizations: The first one is a specific integrated 
MAC/PHY layer that aims to provide accurate information about the link quality. The 
second one controls the sliding window of TCP in transport protocol and the third one 
is a Balanced Routing protocol (BPR) which adopts DSR: Dynamic Source Routing 
protocol to LEO satellite networks. The balanced routing mechanism is based on the 
1-hop information. 
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In [13], the priority information is provided by the applications themselves, while 
the wireless link quality is provided by the defined MAC/PHY layer. The routing 
protocol uses links with better quality based on the wireless link quality information. 
The TCP layer adjusts the congestion window size according to the MAC/PHY layer 
information and the application priority. 

In our paper we deploy the cross layer design in order to enhance the behavior of the 
routing protocol in dynamic networks such MANETs for different traffic class. Our 
enhanced balanced routing protocol is suggested as an enhancement to the AOMDV: Ad 
hoc On-demand multipath Distance Vector protocol. To achieve traffic differentiation, a 
cross layer interaction between Application and routing layer is designed. To take into 
account the dynamicity of the network, the routing layer will exploit the MAC layer in 
order to get accurate information about the end to end path quality. 

3 Proposed Cross Layer Routing Protocol : Description and 
Architecture 

In our paper, the interactions between MAC, Routing and Application layers are fully 
exploited to enhance the routing performance of real time applications in wireless 
networks. We propose a cross layer architecture that involves two cross layer designs. 
The first design aims to exploit MAC layer in order to provide accurate information 
about the end-to-end path quality. The second one adapts the routing protocol to the 
wireless environment and the application requirements. Based on this design, the 
routing protocol will consider quality aware paths and balance the traffic in the  
network based on the application layer’s information. We use the cross layer infra-
structure presented in Figure 1. As shown in Figure1, three new optimization modules 
are introduced. The first module is “Exploiting MAC layer”. It provides accurate in-
formation about the link and the path quality using prediction methods. Information 
about the whole path’s quality will be stored in the routing table of the L3. The 
second module is the “EBRP: Enhanced Balanced Routing Protocol”, a routing pro-
tocol designed to select the optimized paths during the routing process and to provide 
a fair allocation of traffic among different paths. The third module is a “XLME: Cross 
Layer Management Entity” used to classify the traffics according to their QoS re-
quirements. This entity is based on communications through sockets. According to 
our approach, the path quality information is provided by the cross layer design be-
tween the routing layer and the MAC layer, while the application class information is 
provided by the cross layer interaction between the routing layer and the upper-layers 
through the XLME. The routing layer protocol EBRP uses paths quality to perform a 
context aware routing. It also provides a load balancing mechanism based on the  
application class.  To achieve a traffic differentiation routing, we define three  
service classes based on the applications requirements defined by the ITU-G1010 
recommendation [15]: 

• Class 1: Error tolerant and delay sensitive applications 
• Class 2: Error and delay tolerant applications  
• Class 3: Timely and non-error tolerant applications 
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Fig. 1. The proposed Cross layer design and the end to end communication through sockets 

The requirements of the application classes in terms of delay and packet loss are 
shown in Table 1: 

Table 1. QoS classes 

 Class 1 Class2 Class 3 

Acceptable Packet loss (Pth) 3% 1% 0% 

Acceptable delay (Dth) 150ms 400ms 4s 

3.1 Exploiting MAC Layer 

In this section, we propose a method to exploit MAC layer to get information about 
the whole path quality. We define a variable called “PPQ: Predicted Path Quality” 
that represents the whole path quality. PPQ will be used as an attribute to rank the 
paths to the same destination in the routing layer. 

PPQ is computed using two metrics: 1) the loss probability P of the whole destination 
path, and 2) the path latency D.  To select the best quality route that optimizes the 
PPQ, we use the SAW: Simple Additive Weighting method [15] as the multi-attribute 
decision making (MADM) method. 

Based on SAW, PPQ is calculated as a weighted sum function of path loss ratio and 
the path latency. It is defined as the following: 

                             (1) 

P and D are respectively the measured packet loss ratio and the end to end delay of 
the path from source to destination. Pth and Dth are the acceptable threshold values of 
packet loss and delay respectively defined on Table 1. wp and wd are the weights of 
packet loss and delay.  
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The weights value depends on the traffic class. More the parameter is critical for 
the traffic, more its weight is higher. For class 1, we assume that the delay is much 
more important than packet loss. For class 2, the weights of delay and packet loss are 
equal since the applications of this class are not critical in terms of delay and packet 
loss. For class3, we consider that the packet loss is much more important than the delay 
since no error is tolerated. To compute the wp and wd of each class, we use the AHP: 
Analytic Hierarchy Process method [16].  

P represents the ratio of lost packets Nl from the total packets N as: 

                                  (2) 

Each node computes periodically the packet loss ratio. In our contribution, we con-
sider the NAV: Network Allocation Vector period as the periodic time to compute the 
packet loss ratio. Based on the assumption that Packet loss is a multiplicative metric, 
the whole packet loss ratio P from source Src to destination Dest is computed as the 
multiplication of the packet loss ratio of its composing links Pi according to (3): 

 1 ∏ 1,   (3) 

The Hello messages of the routing protocol are used to predict the link delay Di.  
Since the delay is an additive metric [3], the end to end delay of a path D is computed 
as the sum of delays of its composing links according to (4): 

 

   ∑ ,  (4) 

In the conventional MAC layer, only links quality information can be provided. In 
order to provide the whole path information, a cross layer approach between MAC 
and routing layers is designed. 

The link quality is predicted by the MAC layer by sensing the wireless media 
shared with its neighbors. Each node computes the link quality and stores this infor-
mation in its neighbors’ table. To store the link quality, two new fields are introduced 
in the neighbors’ table of each node. One field stores the link delay and the other one 
stores the link packet loss ratio. 

The whole path’s quality will be acquired by exchanging information between 
MAC and Routing layers. To get information about the whole path’s quality, a new 
field is added in the Layer 3’s route reply packet. 

3.2 Enhanced Balanced Routing Protocol (EBRP) 

We propose a routing protocol called “EBRP: Enhanced Balanced Routing Protocol” 
to enhance the data routing performance according to the traffic class. EBRP is ex-
tended from the AOMDV protocol. AOMDV [18] is a reactive multi-path routing 
protocol. In this protocol, a source node can establish multiple loop free paths to a 
destination node in one route discovery. The source node selects the shortest path that 
minimizes the number of hops to forward the data packets. 
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Considering the AOMDV routing protocol, we introduce a new field called “PQ: 
Path Quality” in the RREP: Route Reply packet. The PQ field is divided into two 
subfields, Loss and Delay to carry the loss probability and the latency of the path. The 
RREP’ structures of AOMDV and EBRP are shown in Figure2. 

 
Type ACK Last hop Hop Count Destination IP 

address 

Originator 

IP address 

Lifetime 

 
 

Type ACK Last 

hop 

Hop 

Count 

PQ Destination 

IP address

Originator 

IP address 
Lifetime 

Loss Delay 

 
 

Fig. 2. RREP format of (a) AOMDV and (b) EBRP 

PQ will have “0” as default value for the Delay subfield, and “1” for the Loss  
subfield, and will be used to carry the path quality information between source and 
destination nodes. 

Upon receiving a RREP, intermediate nodes update the PQ subfields by the appro-
priate values based on the information stored on its neighbors’ table, and according to 
the metric type. The Loss subfield is a multiplicative metric; the intermediate nodes 
multiply the loss value in the RREP by the appropriate link loss. The Delay is a cumu-
lative metric; the intermediate node adds the link’s latency to the value of the delay 
subfield of the received RREP.  

Upon receiving a RREP, the source node updates the PQ field and its routing table. 
A source node may receive multiple RREP from the same destination through differ-
ent paths; it keeps at most the three best quality paths. To store the path’s quality two 
new fields are added in the node’s routing table.  The routing table fields of AOMDV 
and EBRP are shown in Figure 3. 

EBRP uses a PPQ: Predicted Path Quality and a Route Stability metrics to sort the 
routes to the same destination. Also, it provides a load balancing mechanism based on 
the traffic class information provided from the upper layers.  
In order to select the most stable route from the best quality ones, we add a “Route 
Stability” parameter Stability in the routing table, as shown in Figure 3, to indicate the 
route stability. The parameter Stability is considered as a counter which represents the 
durability of a specific path in the routing table.  Each process of routing table main-
tenance, we verify the perennity of each path present in this table and we increment the 
Stability parameter. With this parameter, the EBRP behaves differently from the  
conventional AOMDV routing protocol. 

In the routing table, EBRP stores multiple routes to the same destination. These 
routes will be sorted according to their quality and then according to their stability. A 
node will store at most three different paths to the same destination as in AOMDV. 
The route with appropriate stability will be selected during the route discovery phase 
according to a load balancing approach that takes into account the traffic category. In 
order to achieve this load balancing, we propose a per traffic load balancing method. 

(a) AOMDV 

(b) EBRP 
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“Per traffic load balancing” means that the node sends data packets that belong to the 
same traffic class over one path. Given two existing paths to the same destination, all 
packets from traffic class 1 will be sent over path 1, all packets from traffic class 2 go 
over path 2 and so on. In this way, we preserve packet sequence and synchronization.  

Based on the traffic class information got from upper layers, the routing layer, first, 
computes the paths quality PPQ as defined in Eq.(1) based on the appropriate  and 

 and then selects the best path to route the traffic flow based on its stability.  If two 
paths have the same PPQ and the same stability, the path that optimizes the traffic class 
requirements will be chosen for data routing. If the traffic belongs to class 1 or class 2, 
the path having the lower Delay will be chosen. If the traffic belongs to class3, the path 
offering the minimum Loss will be chosen. 

destination Sequence 

number 

Advertised 

hop count 

Route list 

 Next_hop1 Hop_count1 Timeout1 

Next_hop2 Hop_count2 Timeout2 

. 

. 

  

 
 

destination Sequence 

number 

Advertised 

hop count 

Route list 

 

 

 

 

 

Next_hop1 Hop_count1 Loss1 Delay1 Stability 

1 

Timeout1 

Next_hop2 Hop_count2 Loss2 Delay2 Stability2 Timeout2 

. 

. 

     

 
 

Fig. 3. Routing table structure in (a) AOMDV and (b) EBRP 

3.3 Application / Network Cross Layer Design 

Communication’s Socket 
Every application protocol can be presented by a specific socket. In this contribution, 
we exploit the socket information to communicate the traffic characteristics from the 
Application layer to the Routing layer. 

The socket is an inter-process communication point used to connect the service end 
points [17], as shown in Figure 1. Once the connection is established, both sides can 
send and receive data. A socket is characterized by its domain, its type, and its address. 
Two processes can communicate with each other only if their sockets have the same 
type and are in the same domain. The most widely used domains are: the Unix  
domain known as AF_UNIX and the Internet domain known as AF_INET. Each do-
main has its own address format. Considering the Internet domain’ sockets, there are 
two widely used socket types: the stream sockets known as SOCK_STREAM and 
datagram sockets known as SOCK_DGRAM. Depending on the sockets’ type a  

(a) AOMDV 

(b) EBRP 
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specific communication protocol will be chosen to transmit the data. Stream sockets 
use the reliable and connection oriented protocol TCP known as IPPROTO_TCP. Da-
tagram sockets use the unreliable and connectionless transport protocol UDP known as 
IPPROTO_UDP. To communicate through sockets, the service creates first the socket 
by specifying its domain, its type and its protocol. This creation is performed by the 
socket function. If the socket is created successfully, the socket function returns an 
integer which identifies the socket known as the socket’s descriptor. Once the socket is 
created, it must be assigned to an address through the bind function in order to com-
municate with the other network’s entities. The socket, and bind functions are defined 
as the following: 

int socket (int domain, int type, int protocol);

int bind (int descriptor, struct sockaddr_in  *address,  int  address_length); 

 
Designed L3/L7 Cross Layer 
In our contribution, we consider communications between the MANET nodes. We 
create a new socket’s domain AF_AH to identify our ad hoc domain. To transmit the 
socket’s data, we use the EBRP protocol designed by IPPROTO_EBRP. We use raw 
sockets known as SOCK_RAW.  The SOCK_RAW is a type of sockets designed to 
send and receive IP packets without specifying a transport protocol. 

The defined ad hoc domain AF_AH has a sockaddr_ah address structure defined as 
the following: 
 

struct sockaddr_ah { 

short    family;                      /*AF_AH*/ 

u_short  port;                      /*associated port number*/ 

u_long  addr;                      /* IP address of the machine*/ 

} 

 
The address structure of our defined domain (AF_AH) consists of the IP address of 

the host machine and the service port number. We exploit this address to handle  
routing functions since the socket port number provides information about the type of 
application; each service has its own port number such as 21 for FTP. 

We define a new entity called “XLME: Cross Layer Management Entity” to manage 
and aggregate the cross layer interactions and to provide the required information to 
the routing layer, in order to perform the balanced routing. This software entity is also 
considered as L3-L7 communication interface, based on the socket concept. It extracts 
information about the traffic type from the socket. Based on this information, XLME 
associates the traffic to its specific class that will be communicated to the routing layer 
in order to perform the balancing routing mechanism. Therefore, our proposed XLME 
entity is located between the Routing and Transport layers as shown in Figure 1. 

Three traffic classes, as defined on Table I, are considered to investigate the effec-
tiveness of our protocol. In order to get information about the traffic type in the routing 
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layer, the XLME entity will extract the port number of the socket using the “getsock-
port” function defined as the following: 

u_short  getsockport(int descriptor, struct sockaddr *address, int address_length); 
 

The “getsockport” function takes as input the length and the value of the socket ad-
dress in the Internet domain, and it gives the socket port number as an output. The port  
number is 2 Bytes unsigned integers. 

4 Performance Evaluation 

Through simulations, we compare our Cross layer routing algorithm with the dep-
loyed protocol AOMDV:  Ad hoc On-demand multipath Distance Vector routing 
[18] for its ability to compute multiple paths. Simulations are performed using the 
Network Simulator NS2.35. Each data point in the curves is an average of ten simula-
tion runs with different randomly generated value. We investigate upon Class 1 traffic 
services. In our future works, further simulations will be handled for remaining traffic 
classes. Simulation parameters are summarized in Table 2.  

To simulate a MANET network as defined in the IETF Request for Comments 
RFC 2501, the nodes are randomly distributed. Also, source and destination nodes are 
randomly chosen. 

Table 2. Simulation Parameters 

Network size 20 nodes 

Simulation area  4096m * 4096m 

Simulation time 200 s 

Transmission range  250m 

Network load  {20%, 40%, 60%, 80%} 

PHY/MAC technology 802.11b 

Propagation model Shadowing model 

Mobility model Random way Point (Pause time =0) 

Mean node speed 2 m/ s 

(source, destination) pairs randomly 

Class 1 traffic parameters (VoIP) 

 0.6 

 0.4 

Traffic model /rate CBR /64 Kbit/s 

 

In Figure 4.a, we report the number of traffic overhead (TOH) packets while vary-
ing the network load. The figure shows that the TOH increases with the network load. 
Also it shows better results for our protocol EBRP as compared to the AOMDV. When 
the network load is equal to 60%, EBRP reduces the overhead traffic by 43% as  
compared to AOMDV. In fact, our protocol EBRP takes into account the end-to-end  
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path quality and it performs a routing based on path stability. As a result, the loss  
probability due to the link breakage or transmission loss is reduced. As a consequence, 
the number of sent RERR: Route Error packets is reduced. Figure 4.b shows the relia-
bility of the two protocols by measuring the packet delivery ratio while varying the 
network load. EBRP outperforms AOMDV. When the network load varies from 20% 
and 40%, EBRP is slightly better than AOMDV. When the network load exceeds 40%, 
the outperformance of EBRP becomes clearer. With a network load equal to 60%, 
EBRP gives a 30% higher PDR than AOMDV. When the network load exceeds 40%, 
The PDR offered by AOMDV decreases dramatically; it moves from 83% to 51% 
when the network load varies from 40% to 80%. Results shown in Figure 4.c enlighten 
better average end-to-end delay to EBRP as compared to AOMDV. Based on the QoS 
thresholds defined in Table 1, EBRP gives acceptable delays until a network load equal 
to 60%. The AOMDV gives acceptable results when the network load is inferior to 
40%. When the network load reaches 80%, the end-to-end delay offered by EBRP is 
enhanced by 50% as compared to AOMDV. Figure 4.d shows the offered throughput 
of EBRP and AOMDV. Our protocol EBRP exploits more efficiently the network 
resources since it offers better throughput than AOMDV. For example, when the traffic 
load reaches 80%, EBRP offers an average throughput equal to 47 Kb/s whereas it is 
equal to 25 Kb/s with AOMDV. 
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5 Conclusion 

In this paper, we present a cross layer approach to fully exploit the interactions between 
Application layer, Routing layer and MAC layer. A module to exploit MAC layer’s 
information is defined to predict the link quality. A cross layer interaction between L3 
and L2 is introduced to estimate the end-to-end path quality in term of Packet loss and 
delay. Based on this information, the routing protocol ranks the different paths leading 
to the same destination. A proposed selection mechanism extends this routing protocol 
to select the best path. In order to perform a load balancing routing, the traffic generated 
by the application layer is classified via a L7-L3 interaction. 

The simulation results show that our approach optimizes throughput, PDR, end-to-
end delay and overhead traffic to satisfy the real time applications’ requirements. In 
terms of perspective, we plan to add other performance criteria to take into considera-
tion other application constraints and network characteristics such as the node battery, 
the node speed and the link SNR for the route stability metric. 
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Abstract. One of the main problems in LTE networks is the distribution of a 
limited number of radio resources among Human-to-Human (H2H) users as 
well as the increasing number of machine-type-communication (MTC) devices 
in machine-to-machine (M2M) communications. Different traffic types from 
user’s equipment and MTC devices transmitted over the network suggests a dy-
namic resource allocation in order to provide a better quality of service (QoS). 
In this paper, we propose a dynamic resource allocation scheme for M2M traf-
fic in LTE networks. The suggested method is based on fixed bandwidth inter-
vals at which traffic from MTC devices is serviced according to the Processor 
Sharing (PS) discipline. By means of a Markov model, an estimation of the be-
haviour of LTE for H2H and M2M traffics characteristics is shown. We pro-
pose an analytical solution to calculate the model performance measures, such 
as blocking probabilities for H2H users. 

Keywords: LTE, M2M, radio resource management, RRM, dynamic resource 
allocation, adaptive reservation, streaming traffic, elastic traffic, blocking 
probability. 

1 Introduction 

Modern information systems, such as Smart Grid networks and intelligent transporta-
tion systems include a large number of different technological sensors and controllers. 
These machine-type-communication (MTC) devices can transmit and receive data 
through wireless interfaces transmitting data independently and automatically. The 
increasing demand for various services without human intervention motivates  

                                                           
* The study was supported by The Ministry of education and science of Russia (projects 

14.U02.21.1874, 8.7962.2013) and was partially supported by RFBR, research project No. 
13-07-00953 a. 
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operators to introduce machine-to-machine (M2M) communications. According to 
Cisco VNI Global Mobile Data Traffic Forecast1, the average M2M module will gen-
erate 330 megabytes of mobile data traffic per month in 2017, up from 64 megabytes 
per month in 2012. M2M will account for 5 percent of total mobile data traffic in 
2017, compared to 3 percent at the end of 2012. 3GPP has been considering the sup-
port for increasing number of M2M communications in LTE networks [1] (3GPP TS 
22.368, TR 22.888, TR 23.887). To ensure the proper QoS level for H2H users at the 
radio access network (evolved UMTS Terrestrial Radio Access Network, E-UTRAN), 
efficient radio resource management (RRM) techniques are implemented. According 
to 3GPP TS 36.300 [2], RRM includes: 

• radio bearer control – configuration of radio resources associated with radio bear-
ers during its establishment, maintenance and release; 

• radio admission control – admission or rejection of the establishment requests for 
new radio bearers; 

• connection mobility control – management of radio resources in connection with 
idle or connected mode mobility; 

• dynamic resource allocation or packet scheduling – allocation and de-allocation of 
resources to user and control plane packets; 

• inter-cell interference coordination – management of radio resources such that 
inter-cell interference is kept under control; 

• load balancing – handling of uneven distribution of the traffic load over multiple 
cells. 

This paper discusses the influence of M2M communications on dynamic resource 
allocation in LTE-Advanced network. For today, there is no working standard that 
defines the radio resources allocation strategy for M2M communications. There is a 
number of researches [4–6] and 3GPP recommendations that are helpful for operators 
to select a radio resource allocation scheme for transmitting data from MTC devices. 
Among all existing researches the common statement is that the data units from M2M 
devices have an extremely small size and the network operator shall be able to reduce 
the frequency of mobility management procedures per MTC device. That’s why there 
is no use of a whole Physical Resource Block (PRB) allocation to transmit data from a 
single MTC device, as it is done by existing techniques for H2H users. 

Allocation of one PRB to transmit data from MTC devices is described in [5]. In 
[4], a resource allocation scheme for M2M communications using virtual separated 
subcarriers is proposed. This paper discusses one possible dynamic resource alloca-
tion scheme, in which one PRB may be used to transmit data units from many MTC 
devices or to serve one H2H user. To serve the M2M communications the available 
PRBs are allocated at fixed intervals at which traffic from MTC devices is served 
according to the PS discipline. The number of allocated PRBs for H2H user depends 
on specified requirements for data rate of provided service. 

                                                           
1  Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2012–2017 

(www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns
705/ns827/white_paper_c11-520862.html). 
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The remainder of this paper is organized as follows. In Section 2, we propose a 
model of a LTE-Advanced cell supporting H2H and M2M communications. In Sec-
tion 3, the main performance measures of the proposed model via a numerical exam-
ple is illustrated. Finally, we conclude the paper in Section 4. 

2 Mathematical Model 

Consider a single cell that receives call setup requests from H2H users and MTC de-
vices. We make the simplifying assumption that all subscriber devices do not change 
their position relative to the cell for the period under review. Thus, the data rate will 
depend only on the number of allocated frequency resources – bandwidth units (b.u.). 
As the b.u. of the considered cell will be understood a minimum data rate of MTC 
device’s data block. 

Let’s suppose the existence of С  b.u., which corresponds to a predetermined 
number of PRBs. Requests from H2H users arrive according to an independent Pois-
son process with rate H2Hλ  and require H2Hb  b.u. The resource occupancy durations 

are exponential distributed with mean 1
H2Hμ − . Note, we follow works of F.P. Kelly [7] 

and K.W. Ross [8] by assuming the Poisson arrival process. 
Requests from M2M users arrive according to an independent Poisson process with 

rate M2Mλ . Establishing a connection for a MTC device means transmitting elastic 

data block, that’s why the service of such requests usually performs according to PS 
discipline. The block size is a random value exponentially distributed with mean θ . 
All incoming data blocks from the MTC devices are characterized by minimum rate 
guarantee M2Mb . Let’s assume S  granted capacity intervals (g.c.i.) for servicing 

MTC devices requests and M  be the maximum number of MTS devices that could 
be served at the g.c.i. subject to the requirements rate M2Mb . 

This model represents a combination of models with unicast and elastic traffics 
(Fig. 1). We assume that H2H user’s connections and transfer elastic data blocks from 
MTC devices operate independently of each other. 

Let us introduce the following notations: 

•  – the number of b.u. for g.c.i.; 

•  – the state of the system, where  is the number of M2M 

calls allocating bandwidth in reserved capacity  and  is the number of 

H2H calls allocating bandwidth in capacity ; 

•  – the traffic load due to H2H users; 

•  – the elastic traffic intensity from M2M calls, where  mean a 

payload size per MTC devices; 
•  – the floor function; 

•  – the ceiling function; 

 

1 M2M:C M b= ⋅

( )M2M H2H: ,n n=n M2Mn

M2MC H2Hn

H2HC

H2H H2H H2H:ρ λ μ=

M2M M2M:ρ λ θ= ⋅ θ

{ }max :x y y x= ∈ ≤   

{ }min :x y y x= ∈ ≥   
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Fig. 1. Model of adaptive resource allocation scheme for M2M traffic 

•  – is the number of bandwidth units assigned for 

 M2M users, where  means the number of g.c.i. assigned for 

 M2M users. 

Given the above considerations, when a new call from H2H user arrives, two sce-
narios are possible. 

1. The call from H2H user will be accepted with bandwidth H2Hb  allocated in capaci-

ty H2H M2MС C C= − , which is possible if the call finds capacity 2H HС  having at 

least H2Hb  free. 

2. The call will be blocked without any after-effect on the corresponding Poisson 
process arrival rate. 

Similarly, when a new call from MTC device arrives, two scenarios are possible. 

1. The call from MTC device will be accepted with guaranteed bit rate 2M Mb , which 

is possible if the call finds reserved capacity 2 1M MС S C= ⋅  having at least 2M Mb  

b.u. free. 
2. The call will be blocked without any after-effect on the corresponding Poisson 

process arrival rate. 

( )M2M M2M M2M 1:b n n M C= ⋅  

M2Mn M2Mn M  

M2Mn
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Then, the system state space is given by 

( ){ }H2H H2H M2M M2M M2M M2M M2M: : , ,n b C b n n b C= ≥ ≤ − ≤0nX  (1)

( )M2M M2M

M2M

M2M M2M

M2M

M2M M2M

0 H2H

M2M 1

0 H2H

1

1 .

C b

n

C b

n

C b n

b

C n M C

b

  

=

  

=

 − 
= + =     

  − ⋅    +     





X

 (2)

Due to the fact that S  g.c.i. are allocated for MTC devices, the system state space 
can be represented as follows 

0

,
S

s
s=

= X X  (3)

( ){ }M2M M2M 1: : .s b n s C= ∈ = ⋅nX X  (4)

It could be obtained that the process representing the system states is a reversible 
Markov process with equilibrium product form distribution 

( ) ( )

( )

M2M H2HM2M
1

1 M2M H2H
M2M H2H

1M2M H2H

M2M H2H

, ,
!

,

n nn
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p n n G

Mb M n

n n

ρ ρ−
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= ∈

∏

n

X
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where ( ) ( )1 0,0G p−=X  is the normalization constant. 

3 Performance Analysis 

Let us introduce blocking sets M2MB  and H2HB  as follows: 

( ) ( ){ }M2M H2H H2H M2M M2M M2M M2M M2M: : 1 1 ,n b C b n n b C= ∈ > − + ∨ + >nB X  (6) 

 ( ) ( ){ }H2H H2H H2H M2M M2M: : 1 .n b C b n= ∈ + > −nB X  (7) 

The performance metric of the model is blocking probabilities for H2H and M2M 
users. 

Having found the probability distribution ( )p n , ∈n X , the resource allocation 
scheme for M2M traffic, one may compute its performance measures, notable block-
ing probabilities H2HB  and M2MB : 
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We present an example of a single cell supporting video services for H2H  
(2 Mbit/s) users and M2M communications to illustrate the performance measures 
defined above. Assume that data traffic from MTC devices characterized by a mini-
mum bandwidth requirement of 110 Kbps and mean size of 100 Kb. We let 1 b. u. 
equal to 110 Kbps. Let us consider a cell with a total capacity of С =  50 Mbit/s = 57 
b.u. Let the traffic load due to H2H users H2Hρ = 10. By changing the offered load 

M2Mρ  from 0 to 25 and number of g.c.i S  (max 50% capacity can be allocated for 
MTC devices) we compute the performance measures (8), (9). 

 

Fig. 2. Performance measures 

4 Conclusion 

In this paper, we address a resource sharing problem for M2M traffic in LTE cell and 
give the analytical model with elastic traffic from MTC devices and minimum rate 
guarantees. The resource allocation scheme is based on fixed bandwidth intervals at 
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which traffic from the MTC devices is served according to the PS discipline. We pro-
pose an analytical solution to calculate the model performance measures under the 
assumption of simplified physical model. An interesting task for future studies is the 
analysis of various admission control schemes for M2M communication and we plan 
to verify the model with simulations.  
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Abstract. Random Access (RA) approaches in satellite networks may
limit the achievable energy efficiency due to the random nature of channel
access, especially when hand-held terminals must operate with a very low
signal-to-noise ratio. This paper shows that Network Diversity Multiple
Access (NDMA) principles can be used to provide an energy efficient RA
scheme which satisfies some Quality of Service requirements. The paper
proposes performance models for the throughput and energy efficiency
considering a finite queue at each terminal and multiple packet retrans-
missions. Optimal parameters are calculated to maximize the energy ef-
ficiency while satisfying the throughput and error requirements, taking
into account the bit-rate constraint. The proposed system’s performance
is evaluated for a Single-Carrier with Frequency Domain Equalization
(SC-FDE) scheme at the uplink. Results show that the proposed system
is energy efficient and can provide sustained bandwidth.

Keywords: Multipacket Detection, Network Diversity Multiple Access
(NDMA), Random Access, Satellite Network, Analytical Performance
Evaluation.

1 Introduction

Hand-held terminals in satellite networks have to be very energy efficient and the
network must be able to operate with a very low Signal-to-Noise ratio (SNR).
Random Access (RA) approaches in satellite networks usually limit the maxi-
mum supported Quality of Service (QoS). An example of a pure RA approach
is the Feedback Free-Network Diversity Multiple Access (FF-NDMA) [1] which
overcomes the transmission power limitations by sending multiple packet copies.
It estimates the number of transmitting users and defines the required number of
packet copies to successfully receive the packet at the satellite. However, most of
the Medium Access Control (MAC) protocols proposed for satellite networks that
satisfy QoS requirements [2], [3] either use Demand Assigned Multiple Access
(DAMA) or an hybrid mode with random access and reservations mechanisms.
Although these mechanisms introduce an initial overhead to reserve resources,
they allow the optimization of the subsequent channel accesses.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2013, LNCS 8121, pp. 427–438, 2013.
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This paper proposes an hybrid-mode MAC protocol, Satellite Random NDMA
(SR-NDMA), that combines RA with Scheduled Access (SA) transmissions. SR-
NDMA is capable of satisfying the Packet Error Rate (PER) and maximum
delay QoS constraints, and still optimize the energy consumption by balancing
the SA and RA slots allocation. SR-NDMA is an evolution of Satellite NDMA
(S-NDMA) [4], which only considered DAMA SA transmissions. S-NDMA sched-
ules concurrent multiple transmissions from the hand-held Mobile Terminals
(MTs) and applies a MultiPacket Reception (MPR) algorithm [5] at the satellite
to separate them. Additional retransmissions are scheduled to enhance packet
reception when difficult reception conditions persist, e.g. low SNR or high inter-
ference. SR-NDMA replaces the S-NDMA’s initial reservation mechanism with
a set of RA transmission slots, reducing the initial delay transmission at the
cost of some energy efficiency. The developed work considers a Low Earth Or-
bit (LEO) satellite network, based on the Iridium satellite constellation, using
Single Carrier-Frequency Domain Equalization (SC-FDE) scheme for the up-
link transmission. Analytical performance models are proposed to compute the
throughput and energy consumption, considering a constrained bandwidth and
limited queue size constraints, while assuming an homogeneous Poisson load.
This model is used to calculate the optimal energy transmission parameters that
guarantees the QoS requirements for a known uniform average load.

The system’s overview and the MAC protocol are presented in section 2. The
system’s performance and optimization are analyzed in sections 3 and 4. The
performance is presented in section 5, and section 6 contains the conclusions.

2 System Characterization

This section characterizes the MT uplink transmission. MTs are low-resource
battery-operated devices, send data to one satellite, and are grouped in sets; the
satellite is a high resource device and runs a multi-packet detection algorithm
with Hybrid-ARQ (H-ARQ) error control in real-time. The MPR capability of
the receiver (the maximum number of packets that can be concurrently received)
limits the maximum number of MTs in a set.

The uplink channel is composed of a continuous sequence of super-frames.
Super-frames last for Round-Trip Time (RTT) seconds and are divided into an
RA slot part and an SA slot part. If, for instance, two sets were defined in the
system the structure would be (RA1, SA1, RA2, SA2). Each RA slot part has
a fixed structure of N groups of n0 slots each. The structure of the SA part is
defined by the satellite in reaction to what happened (success, collision, etc.)
during the previous super-frame. One downlink control channel is used to an-
nounce this information. Each time an MT has a data packet to transmit, it
randomly chooses one group of n0 RA slots and transmits the packet n0 times,
to increase the total packet energy and redundancy available at the receiver.
If it has n packets to transmit it chooses n groups of n0 slots. For each n0

group the satellite detects which MTs transmitted (p) and decides how many SA
slots (n(p)

1 ) will be used in the next (1) super-frame to resolve the transmission.
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A similar procedure happens now for the SA slots: the satellite decides how many
slots should they now transmit in the following super-frame (n(p)

2 ).
A sequence of consecutive RA and SA slots that deal with one packet’s re-

covery from each MT is denoted as an epoch. The epoch’s duration is limited
to a maximum of R super-frames with SA slots (R + 1 in total). Data packets
not received within an epoch are retransmitted in a future epoch as fresh start
packets.

If there is only one set active, all slots of the super-frame belong to the set.
If there are two, the slots are divided by 2. In general terms each set has Bmax

slots available per RTT. The satellite uses the energy optimization algorithm
proposed in the following sections for the overall scheduling constrained to a
maximum of Bmax slots per set.

2.1 Medium Access Control Protocol

The SR-NDMA MAC protocol runs within an MT set. Let us assume that a set
has J MTs, and T is the period equal to the highest RTT in a given MT set.

Random Access Mode. The number of MTs that transmit in each RA slot
is a random variable P , that should satisfy P ≤ J . The maximum throughput
of the system is given by NJ

T , due to the multipacket reception (MPR) from J
MTs. In order for the transmission queue to be stable, the throughput should
be higher or equal to the total load, λJ , where λ denotes the average packet
generation rate per MT.

When n0 is set high enough, it is possible to successfully transmit packets
using the initial RA transmissions (as in FF-NDMA). However, this also reduces
the energy and bandwidth efficiency, which is maximized for n0 = n

(p)
i = 1

(additional retransmissions are sent one at a time). Therefore, there is a trade-
off of n0 which also depends on value of T .

Scheduled Access Mode. For each unsuccessful reception of data packets
using RA slots, additional SA slots are scheduled. From this point on, the pro-
tocol behaves like in S-NDMA [4] and uses a pure DAMA approach for further
retransmissions: i.e., individual packets not received at super-frame l are sched-
uled for retransmission in super-frame l + 1, and can be distributed over up to
R retransmission super-frames, after which the epoch ends. If all packets are
correctly received before the Rth retransmission, the epoch also ends.

The number of allocated SA slots for a packet in the lth retransmission super-
frame of an epoch is denoted as n

(P )
l , where l ≤ R, and the vector with all n(P )

l

values is denoted as n(P ) =
[
n0, n

(P )
1 , ..., n

(P )
R

]
.

In [4] it was shown that the maximum energy efficiency is achieved when
n
(P )
l = 1 for all P and l values, possibly leading to a very large R value when

SNR is low. However, due to the high RTT for a satellite network, R cannot
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be too high. Given a maximum epoch time duration, τmax, R’s value should be
below �τmax/T �.

SR-NDMA differs from S-NDMA because SR-NDMA defines a matrix n =[
n(1), ...,n(J)

]
, where all possible values of 0 < P ≤ J must be specified, whereas

for a pure DAMA approach P is known a priori. SR-NDMA trades-off a lower
delay for a worse bandwidth efficiency, since some initially allocated slots might
be unused. The next section addresses the problem of defining the optimal values
for n that minimize energy consumption when the bandwidth allocated to the
set is Bmax slots per RTT/super-frame.

The receiver adopted at the satellite is the linear version of the uncoded
multipacket receiver in [5] for SC-FDE systems. This paper considers the uplink
transmission of a satellite system with Single Carrier with Frequency-Domain
Equalization (SC-FDE).

3 Analytical Model

This section proposes an analytical model for the throughput and energy con-
sumption, which quantifies the influence of PER and the reception power at the
satellite. It is assumed that each of the J MTs generates new packets according
to an homogeneous Poisson process with rate λ, and that the satellite is able
to discern up to J colliding packets. It is also assumed that no errors occur
in the downlink control channels; a known uniform average bit energy to noise
ratio (Eb/N0) value is received at the satellite from each MT; and perfect time
advance mechanisms are applied.

3.1 Scheduled Access Phase

After the initial RA transmission of a packet in n0 RA slots, the satellite knows
that p MTs transmitted, and it schedules further retransmissions of failed packets
on SA slots minimizing energy consumption. This is exactly what happens in
S-NDMA for the second and further retransmissions. Therefore, the SR-NDMA
performance model is incremental and adds only the influence of the initial RA
transmission to the S-NDMA model in [4].

It was shown in [4] that the performance of the scheduled access phase depends
on p, on the slot allocation vector used, n(p), and on Eb/N0 value at the reception.
The packet transmission behavior can be defined by a hidden Markov chain
with a random state vector denoted by Ψ (p,R) = {ψ(p,R)

k , k = 0...R}, which
defines the number of MTs whose packets were successfully received and stopped
transmitting at the end of the retransmission super-frame k = 0, ..., R.

Considering only the retransmission super-frames up to l ≤ R, the state space
of Ψ (p,l) is denoted by the set Ω(l)

p . It contains all the vector elements K(l) (with
dimension l + 1) that satisfy

∑l
k=0 K

(l)
k = p. Each state Ψ (p,l) = {ψ(p,l)

0 =

K
(l)
0 , ..., ψ

(p,l)
l = K

(l)
l } defines the set of transmission sequences where K

(l)
0 MTs

stopped transmitting after the initial RA slots (super-frame 0), K(l)
1 MTs stopped
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transmitting after the SA slots at super-frame 1, and so on until K
(l)
l MTs

transmitted in the SA slots at super-frame l.
The average PER at the (l + 1)th super-frame with p MTs is denoted by

PERP

(
Ψ (p,l)

)
, and for the proposed receiver it is calculated using [5], where Hk

is the matrix with the channel response. This matrix has zero coefficients for the
epoch’s slots with idle transmissions, i.e. non-existing transmissions.

A packet is incorrectly received after l retransmission super-frames if it is
transmitted in all slots and its reception still fails for the l+1 super-frame. The
expected number of packets received with errors during an epoch until the lth
retransmission super-frame [4] is E

[
err

(
Ψ (p,l) = K(l)

)]
= K

(l)
l PERp

(
Ψ (p,l)

)
.

Assuming that packet failures are independent, the packet error probability for
an epoch Ω

(l)
P (with up to l retransmission super-frames) is given by

Perr

(
Ω(l)

p

)
=

∑
K(l)∈Ω

(l)
p

1

p
Pr

{
Ψ (p,l) = K(l)

}
E

[
err

(
Ψ (p,l) = K(l)

)]
. (1)

An upper bound for the average packet error probability during an epoch can
be calculated using [4]

Perr

(
Ω(R)

p

)
≤ PERP

(
Ψ (p,R) = [0, 0, ..., p]

)
. (2)

The expected number of used slots can be calculated using [4]

E

[
tx
(
Ω(R)

p

)]
=

∑
K(R)∈Ω

(R)
p

Pr
{
Ψ (p,R) = K(R)

}
tx
(
Ψ (p,R) = K(R)

)
, (3)

where tx
(
Ψ (p,R) = K(R)

)
denotes the expected number of used slots for a given

state K(R) ∈ Ω
(R)
P .

3.2 System’s Steady State

Let qm denote the number of packets in the MT’s queue at the beginning of
the mth super-frame. Let X0

m denote the number of packets really transmitted
in the RA slots of the mth super-frame, and X l

m the number of packets being
retransmitted in the SA slots for the lth time, with 1 < l ≤ R. Obviously, the
number of packets really sent in RA slots is directly related with the number of
packets in the MT’s queue, and is limited by N . Therefore the probability mass
function of X0

m is

Pr
{
X0

m = x
}
=

{
Pr {qm = x} , x < N

Pr {qm � N} , x = N
. (4)

The probability of an MT transmitting a packet in one of the RA slots at the
mth super-frame, Pm

tx , is given by

Pm
tx =

E
[
X0

m

]
N

=
1

N

N∑
x=1

xPr
{
X0

m = x
}

. (5)
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The sending of packets in subsequent retransmissions depends on the packets’
success on previous transmissions. Therefore, the probability of v packets having
success when x packets are transmitted, Pr

{
V l
m = v | X l

m = x
}
, for 0 ≤ l ≤ R,

is introduced. This probability depends on the number of MTs contending in each
epoch. Assuming that epochs are independent and that errors are uncorrelated
with qm, the number of MTs contending in each epoch and the number of packets
successfully received can be approximated with binomial distributions, where

Pr
{
V l
m = v | X l

m = x
}
=

J−1∑
p=0

fb (J − 1, p, Pm
tx ) fb

(
x, v, 1− Perr

(
Ω

(l)
(p+1)

))
.

(6)

fb(J, k, p) =
(
J
k

)
pk(1 − p)J−k denotes the Binomial probability mass function.

The PER can be calculated using (1), and depends on the n and Eb/N0 values.
With this, the conditional probability mass function of the number of retrans-
mitted packets for the lth time in an epoch is given by

Pr
{
X l+1

m = x | X l
m

}
=

N∑
i=x

Pr
{
X l

m = i
}
Pr

{
V l
m = i− x | X l

m = i
}

, (7)

which recursively defines the probability mass function, where the expected value
is E

[
X l

m

]
=

∑N
x=0 xPr

{
X l

m = x
}

. The expected number of successfully re-
ceived packets at retransmission l, E

[
V l
m

]
, is simply the number of packets that

were transmitted during super-frame l+ 1, i.e., E
[
V l
m

]
= E

[
X l

m

]
− E

[
X l+1

m

]
.

The expected number of unsuccessfully received packets during retransmission
super-frame R can be calculated using (7) with l = R + 1, thus the expected
number of successful transmissions is given by E

[
V R
m

]
. Remember that a packet

is incorrectly received at the end of the epoch when the reception fails at the
Rth super-frame. The probability of having f failed packets, Pr

{
φR
m = f

}
, is

given by

Pr
{
φR
m = f

}
=

N∑
x=f

(
Pr

{
XR

m = x
}
Pr

{
V R
m = x− f | XR

m = x
})

. (8)

When a packet arrives at an MT’s queue, it waits until its first transmission,
defining the beginning of a new epoch (for it). Different epochs are separated
by multiples of T seconds. Therefore, there will be concurrent epochs running.
Assuming that packet arrivals are defined by a Poisson process with an average
load λ, the number of packets arriving in T seconds is defined by Pr {A = k} =

(λT )
k
e−λT /k! .

RA slots are repeated every T seconds, and have a service capacity of N
packets per super-frame. Failed epoch transmissions are returned to the queue.
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Assuming that the queue has a maximum capacity of Qmax packets, the qm dis-
tribution can be defined by the following Discrete Time Markov Chain (DTMC):

Pr {qm+1 = Q} =
N∑

f=0

(Pr
{
φR
m = f

}
Pr {qm < N}Pr {A = Q− f}+

min(Qmax−N,Q−f)∑
i=0

Pr {qm = N + i}Pr {A = Q− f − i}) (9)

for Q < Qmax. When Q = Qmax,

Pr {qm+1 = Qmax} = 1−
Qmax−1∑

i=0

Pr {qm+1 = i} . (10)

When the RA slot utilization is less than one (ρR < 1), it can be shown that
this DTMC converges to a steady state distribution, denoted by ξ, which can
be calculated using an iterative numerical method [6]. In the following equations
the m index is dropped and the queue distribution refers to ξ. The RA slots
utilization is defined by

ρR =
λT

N
. (11)

3.3 Throughput and Channel Utilization Analysis

The throughput is calculated by taking into account the number of successfully
received packets during a RTT (T ), for all retransmission stages. Considering all
J MTs, it is given by

S =
J

T

R∑
l=0

E
[
V l
]
=

J

T

(
E
[
X0

]
− E

[
XR+1

])
. (12)

The measured throughput results from lost packets due to channel errors and
dropped packets due to queue overflow (Qmax is the queue size). From S, it is
possible to obtain the total packet loss ratio, ε, given by

ε = 1− S

λJ
. (13)

A relevant parameter is the channel utilization ratio, ρb, defined as the ratio of
the average number of used slots over the number of allocated slots (Bmax) per
RTT, which should be always below 1. ρb can be calculated using (14), which
counts the total allocated RA slots and the average number of scheduled SA
slots per RTT. The number of used SA slots for a given number of transmitted
packets at the lth super-frame and P MTs is defined by the configuration pa-
rameters n

(P )
l , and its average value is influenced by the probability of having

P transmitting MTs per epoch.

ρb =
1

Bmax

(
Nn0 +

R∑
l=1

E
[
X l

] J−1∑
p=0

fb(J − 1, p, Ptx)n
(p+1)
l

)
. (14)
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3.4 Energy Analysis

The energy per useful packet, denoted by EPUP , measures the necessary average
energy to successfully receive a packet at the satellite. The expression in (15)
depends on the average number of slots that the MT uses during an epoch,
the transmitted packet’s success probability, and a packet’s transmission energy
(Ep) - the last one is related to the MT’s transmission power [4]. A Bayesian
approach is used to account the influence of the number of transmitting MTs
per epoch.

EPUP =

J−1∑
p=0

fb (J − 1, p, Ptx)
E

[
tx
(
Ω

(R)
p+1

)]
Ep

1− Perr

(
Ω

(R)
p+1

) . (15)

4 Optimization

The objective is to minimize the EPUP and to support the total MTs’ load λJ
using only Bmax slots per RTT such that a PER threshold (PERmax) is satisfied
for a given R value. SR-NDMA’s performance is influenced by the averageEb/N0

measured at the satellite, the parameters n, N , Qmax, and the network load. This
section illustrates how such optimization problem can be solved.

The value of N is greater or equal to �λT � (ceiling operation), to allow ρR < 1.
A higher value of N reduces packet drops but leads to some energy inefficiency
since the number of SA slots is reduced.

When R = 0, all slots must be allocated as RA, and n0 must be set to
the highest value of NζJR

1 that matches the available Bmax, to minimize the
EPUP, satisfying ε < PERmax. For R > 0, for a given N such that ρR < 1, it
is necessary to calculate the optimal matrix n� and E�

b /N0. The optimization
problem can be defined as:

Minimize: EPUP (n�, E�
b /N0)

Subject to: ρb < 1 and ε < PERmax . (16)

The proposed heuristic is to initially calculate the minimum number of total
slots (RA and SA), ζ(p)R , that guarantees a PER value below the PERmax bound
for a range of Eb/N0 values and for all 1 ≤ p ≤ J using (2). Next, similarly to
the S-NDMA optimization proposed in [4], for each p value, the state space
defined by all combinations of Eb/N0, RA and SA slots with R retransmissions
and ζ

(p)
R slots is searched using an alternating minimization approach, to look

for the np� and Eb/N0 configuration that minimizes the EPUP (15), satisfying
the bandwidth and QoS restrictions.

np� cannot be directly used, because the optimal value of n0 depends on p,
n0(p). Therefore, sub-optimal matrices were devised, where the n0 value for all
p is replaced by one of the n0(p) of the optimal matrix. A second optimization
1 Being ζJR the total number of RA and SA slots.
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iteration is done for each sub-matrix by reconfiguring the SA slots to maintain
the ζ

(p)
R value, and searching neighbour values of the optimal E�

b /N0 for the pth
probability mass function distribution. The n� and E�

b /N0 values are defined by
the sub-optimal matrix that leads to the minimum EPUP value for a given load.
The optimal matrix depends on the Bmax value, so different matrices should be
calculated for different values of Bmax.

The optimization process can be run offline, to produce a set of configuration
tables, indexed by Bmax, Dmax, J and the total load, which can be used by the
satellite to configure in real time the RA and SA slots configuration and the
transmission parameters for each individual MT.

5 Performance Analysis

The system performance is analysed in this section, considering the PER, through-
put and EPUP. A LEO satellite constellation is modelled, with circular orbits at
an altitude of 781 Km (like in Iridium), and a RTT of 23.8 ms was considered for
the farthest MT. The severely time dispersive channel of [4] was considered, with
rich multipath propagation and uncorrelated Rayleigh fading for each path and
MT (similar results were obtained for other fading models). To cope with channel
correlation for different retransmissions, the Shifted Packet technique from [7] was
considered, where each transmitted block has a different cyclic shift. MTs transmit
uncoded data blocks with N = 256 symbols selected from a QPSK constellation
with Gray mapping with an 814.9μs transmission time, which is spread with a fac-
tor of 128. Therefore the RTT is defined as T = 32 slots, making Bmax=32. As an
example, the paper considers PERmax ≤ 1% for R = 2, Qmax=25 packets and an
MT set composed by J = 5 MTs.

5.1 np� Calculation

The minimum number of packet transmissions ζ
(p)
R , that satisfy the PERmax

threshold should be computed first. Figure 1(a) illustrates the calculation of
ζ
(p)
R , considering PERmax. It shows that the PER condition can be satisfied for

all values of Eb/N0, requiring the allocation of more slots for lower Eb/N0 or
higher p values. The number of slots allocated per MT decreases for higher p
making SR-NDMA more bandwidth efficient.

In a second step, the optimal np� is calculated for the different p values. Figure
1(b) depicts the optimal n0(p) values, showing that it has a significant variation
with p for higher Eb/N0 values, where the packet copies are mainly used to
separate the packets concurrently transmitted. Near and below 0dB, n0(p) has a
small variation with p since the copies are mainly used to reduce the PER. From
this set of values it is possible to calculate the sub-optimal matrices and select
the combination of Eb/N0 and n� that minimize the EPUP and satisfy the QoS
constraints for Bmax.



436 J. Vieira et al.

−4 −2 0 2 4 6 8 10 12
0

2

4

6

8

10

12

14

16

18

20

22

Total Slots vs E
b
/N

0

E
b
/N

0
 [dB]

ζP R
 [T

ot
al

 S
lo

ts
]

 

 

P=1 MT
P=2 MTs
P=3 MTs
P=4 MTs
P=5 MTs

(a) ζPR minimum that satisfies PER ≤ 1%
over Eb/N0

−4 −2 0 2 4 6 8 10 12
0

2

4

6

8

10

12

nP
0
 vs E

b
/N

0

E
b
/N

0
 [dB]

nP 0
 [R

an
do

m
 S

lo
ts

]

 

 

P=1 MT
P=2 MTs
P=3 MTs
P=4 MTs
P=5 MTs

(b) Optimal n0(p) values over minimum
Eb/N0

Fig. 1. Optimal parameters

5.2 Bmax Parameter

The number of slots allocated to a set of MTs, Bmax, depends on the number
of MTs connected to the satellite. For a small number, a single set of MTs is
used; otherwise, slots have to be divided by different sets. The best achievable
energy efficiency is when a single set of MTs use all slots, corresponding to
Bmax = 32 slots. Figure 2(a) depicts the variation of ρb over Bmax for different
values of Eb/N0 for the optimal configuration that satisfies the requirements. It
shows that an higher channel utilization is required for smaller Eb/N0 values,
i.e., more packet copies are required to satisfy the same PERmax requirement.
Therefore, the minimum transmission power (associated to lower Eb/N0 values)
can only be used when Bmax is high. Otherwise, to make a better utilization of
the available bandwidth, the energy has to be raised. The ideal value of Eb/N0

should be the one that is closest to the limit of the band utilization, but does
not surpasses it, allowing a better energy efficiency (i.e. lower EPUP).

5.3 N and n0 Parameter

N is the number of RA groups per super-frame/RTT. The figures in this section
illustrate how parameter N influences the throughput, when Bmax is fixed. The
Eb/N0 in use is variable: for the various λJ and N , the lowest Eb/N0 that verifies
the optimization constraints is used. n0(p) is chosen according to the Eb/N0 value
for 5 MTs (represented in Figure 1(b)). As expected, Figure 2(b) shows that N
limits the maximum throughput to NJ/T . The system is saturated for a total
load above this limit, leading to discarded packets above PERmax, and packet
transmissions over multiple epochs.
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Figure 3(a) depicts (EPUP/Ep)(Eb/N0), which considers the energy at the
receiver, removing the dependence on all propagation issues [4]. This figure shows
that when N is increased until N = 4 the EPUP does not change significantly.
However, for N = 8 it increases continuously, because the slots left for SA
retransmissions (Bmax − n0N) start to be too short, requiring higher Eb/N0

values to satisfy the ρb < 1 condition. N should balance the required network
capacity and the EPUP increase, being mainly conditioned by the Bmax value.

Figure 3(b) depicts the EPUP measured for different values of throughput
for Bmax = 16 slots and N = 4 packets/RTT. Given that all setups satisfy
the PERmax requirement and use the same N , they carry the same maximum
throughput. However, a higher n0 value increases the use of RA slots, thus
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reducing the available number of SA slots, leading to a lesser energy efficiency.
The figure exposes a configuration trade-off for SR-NDMA: n0 can be used to
maximize the energy efficiency (setting n0(p) for p = 1 MT), but this might lead
to an higher delay, since the error would be higher for the first transmission.

6 Conclusion

This paper presented SR-NDMA, an energy efficient RA protocol designed for
scenarios with a high RTT, such as a satellite network. SR-NDMA combines
an initial random access with additional scheduled accesses for packet transmis-
sions, avoiding the requirement for an initial reservation phase that exists for
pure DAMA protocols, such as S-NDMA. The results for the SR-NDMA system
configured with optimal parameters show that SR-NDMA is capable of satisfying
the application’s quality of service requirements and adapt to the available band-
width, minimizing the energy consumption. Therefore, it can be a valid option
for the satellite component of future integrated telecommunication networks.
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Timóteo de Sousa Júnior, Rafael 298

van den Dam, Rob 1
Van Tho, Tran 151
Vasilev, Andrey 60
Vieira, José 176, 427
Vinh, Tran Canh 151
Vitaletti, Andrea 188
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