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Preface

This volume collects the research articles, tool demonstrations, and the keynote
speech presented at the 10th International Conference on Mobile Web Infor-
mation Systems (MobiWIS 2013), held during August 26-28, 2013, in Paphos,
Cyprus. The area of information systems is huge and builds on decades of re-
search and development by both academia and industry, yet it is still growing
in size and importance. The Internet celebrated its 30th birthday in 2013 and
by now the world’s largest computer network. The Web was invented by Tim
Berners-Lee in 1989, and its public version went online only 20 years ago. Mo-
bile web and information systems (WISs) are a specifically targeted sub-area of
Web-based ISs, which particularly focuses on the use of mobile technologies and
devices in the development of WISs. Although the trend toward mobile tech-
nologies is apparently a recent one (fueled by the spreading of powerful smart
devices), MobiWIS is already celebrating 10 years of existence! As such, it has
been following the continuous and steady growth that mobile WISs have been
experiencing over the last few years and naturally proposes itself as the premier
venue to present and discuss all aspects related to issues and solutions of mobile
technologies when it comes to the engineering of mobile WISs.

MobiWIS aims to advance the state of the art in scientific and practical
research on mobile Web and information systems. It provides a forum for re-
searchers and practitioners from academia, industry, and the public sector to
disseminate the latest research results and to share knowledge and experiences
regarding tools, techniques, technologies, models, and methodologies that lead
to better information and service provisioning in the mobile Web.

The conference features a set of carefully selected tracks for the submission
of contributions, which focus on the particular challenges regarding mobile Web
information systems. Specifically, MobiWIS 2013 featured the following tracks
(next to a “general” track for papers not fitting any of the tracks):

— Mobile Web and Social Applications

— Middleware/SOA for Mobile Web Information Systems
— Mobile Web Searching

— Context- and Location-Aware Services

— Data Management in the Mobile Web

— Mobile Cloud Services

— Mobile Internet of Things

— Mobile Web Security, Trust and Privacy

— Mobile Networks, Protocols and Applications
— Mobile Commerce and Business Services

— HCI in Mobile Applications

— Industry Track



VI Preface

2013 was not only the 10th birthday of MobiWIS, but also the first time Mobi-
WIS published its proceedings with Springer. We are glad Springer recognizes
the quality of the conference and is interested to continue this collaboration in
the years to come. We are confident the authors and readers of this volume will
appreciate this collaboration as well. The volume collects 20 full research papers
(42% acceptance rate) and four demonstration papers, which cover a varied set
of topics related to the mobile WISs, such as mobile Web services, location-
awareness, design and development, social computing and society, development
infrastructures and services, SOA and trust, Ul migration and human factors,
and Web of Things and networks. In addition to these scientific contributions, the
volume also contains the abstract of the keynote speech given by Volker Gruhn,
Chair for Software Engineering at the University of Duisburg-Essen, Germany.

We would like to thank all authors for submitting their works to MobiWIS
2013 and for contributing to this volume and for presenting and discussing their
papers during the conference. It is their work that is the very reason for con-
ferences like MobiWIS to exist. Then, we would like to thank all the Program
Committee members and external reviewers, who provided valuable and con-
structive feedback to the authors and important assessments to the Program
Vice-Chairs and the Program Chairs for the selection of papers. We would like
to thank Maristella Matera and Gustavo Rossi (Workshop Chairs), Joyce El Had-
dad and Tor-Morten Gronli (Publicity Chairs), Quang Z. (Michael) Sheng and
Debmalya Biswas (International Liaison Chairs), and George Samaras (Awards
Chairs) for their professional work. We would also like to express our gratitude to
the keynote speaker Volker Gruhn for his availability and insights, and Muham-
mad Younas and Elhadi Shakshuki (General Vice-Chairs) for the assistance and
help with the organization of the overall event.

August 2013 Florian Daniel
George A. Papadopoulos
Philippe Thiran
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Tamed Agility in Developing Mobile Business Systems

Volker Gruhn and Matthias Book

paluno — The Ruhr Institute for Software Technology, University of Duisburg-Essen
Gerlingstr. 16, 45127 Essen, Germany
{volker.gruhn,matthias.book}@paluno.uni-due.de

Abstract. Mobile systems are determined by requirements which tend to
change over time. Agile approaches seem to address this, but fail to provide
reliable project plans, budget estimations and capacity forecasts. Thus, mobile
enterprise applications demand for tamed agility, reconciling advantages of
agile development and plan-driven approaches. In this paper, this tradeoff is
addressed. The Interaction Room method is introduced as a low-tech method to
support value-oriented development of mobile applications.

Keywords: Mobile systems, agile development, modeling, team interaction.

1 Introduction

Today, software engineers have at their disposal a multitude of notations to specify
virtually all aspects of an information system, and tools to support considerable parts
of the development process — and yet software projects in practice often run over time
or budget, do not meet quality or functionality expectations, or are even aborted be-
fore completion. In most cases, the reason for such wasted efforts can be traced to
communication problems. Curtis et al. identified the “thin spread of application do-
main knowledge” as a major factor contributing to project troubles already almost 25
years ago [1]. While method support has matured considerably since then, the com-
plexity of today’s information systems has multiplied as well. Especially in mobile
information systems that enable the execution of business processes “on location”,
systems need to be finely tuned to the users’ real-world work environment and the
business and usability requirements mandated by it. The increasing flexibility and
interconnection of business processes introduce whole new levels of complexity and
thus an even higher need for business and technical stakeholder communication [2].

This is confirmed by our observations of mobile software development practice in
a multitude of medium- and large-scale projects, mostly in the insurance, financial
services and healthcare industry, over the past years: While domain experts and tech-
nical experts both strive for a joint understanding of the mobile information system
that shall be built, more or less obvious barriers and negligence soon tend to impede
communication. These observations suggest that better support for team members’
communication and collaboration is required. However, most approaches to provide
collaboration support revolve around development tools instead of addressing the
underlying cognitive aspects [3].

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 1-8] 2013.
© Springer-Verlag Berlin Heidelberg 2013



2 V. Gruhn and M. Book

Agile process models have been introduced to ensure more frequent and consistent
alignment of business and technical stakeholder positions through continuous feed-
back cycles [4]. However, while agile process models encourage (and actually depend
on) intensive communication, they typically do not provide explicit operational sup-
port for it. Instead, we observe that the different background, expertise, culture and
goals of different stakeholder groups (software engineers, domain experts, managers)
often lead to poor communication and thus the following effects, which we believe to
be the prime contributors to project risk:

¢ Poor understanding/overview of business domain requirements and technical
design rationales: Domain experts tend to be sidelined once the initial requirements
analysis process has been completed, with discussion shifting to the technical as-
pects (which especially in mobile systems can shape design decisions that affect
the business quite significantly). This usually does not occur consciously, but im-
plicitly due to the choice of more technical modeling notations, focus on technical
design decisions, etc. However, without a consistent and continuous understanding
of both business and technical aspects of the system, conflicts and errors become
apparent only at late stages when they are costly to fix.

o Negligence of value and effort drivers: We often observe that teams focus on
those aspects of a system that are well understood, since it is easy to produce vo-
luminous specifications and functioning artifacts for them. However, this often
keeps the team’s attention on the more trivial aspects of a system, while a blind eye
is turned (consciously or subconsciously) to the actual value and effort drivers —
i.e. those components that hold particular value for the viability and effectiveness
of the system, or those that demand higher effort due to their intrinsic complexity
or special requirements. The negligence of the value and effort drivers in favor of
boilerplate functionality generates an illusion of project progress that is dangerous
because those system aspects that would merit most attention, and should shape the
design of the rest of the system, are not addressed until project resources are more
scarce, and possibly conflicting design decisions have already been established.

The above issues are related to a lack of understanding of project aspects that are not
explicitly expressed in typical models of mobile information systems, but crucial to
project success. In order to prevent these issues from growing unnoticed until they
pose significant risks to a project, we aim to make them more visible and tangible for
all stakeholders, and thus bring them into the focus of interaction before they can
develop into problems.

2 The Interaction Room

In order to achieve this, we advocate the creation of so-called “interaction rooms” for
complex software projects. An interaction room is a physical room that is outfitted to
visualize and facilitate discussion of key aspects of an information system: Around a
conference table, the walls of the room are covered with large sketches of models de-
scribing those system aspects that are most critical for project success. To intuitively
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create and manipulate these maps, we prefer the room’s walls to be furnished with
large magnetic whiteboards to draw and stick model fragments on. Each of the four
walls is dedicated to a particular modeling perspective, as described below — however
not displaying it in the dreaded fine-printed wallpaper-size completeness, but focusing
on those aspects that are essential for orienting the team members' discussions, in order
to keep the models clear and the approach pragmatic:

e Process map: One wall is dedicated to the dynamic aspects of the business do-
main, i.e. the relevant parts of the business processes that the system shall support.
It provides a visual overview of the system's main functional requirements, and can
thus serve as a reference for understanding the system and its context (including its
mobile aspects), making high-level design decisions, prioritizing artifacts, etc.

e Data map: Another wall is dedicated to the static aspects of the business domain,
i.e. the relevant parts of the entities, documents etc. that the processes work on.
These models should initially just visualize the business relationships so as not to
anticipate design decisions; however, these relationships may evolve to more
closely reflect the technical data structures as the project progresses.

Complex software systems are typically not implemented on a clean slate — rather, a
new system is usually replacing a legacy system that is integrated in an existing
enterprise software landscape — especially when an existing system is “upgraded”
to support mobile business process execution. While the previous two maps focus on
the vision of the system being built, the next two focus on particular challenges of
brown-field software development:

e Migration map: Replacing a legacy system requires careful planning of the transi-
tion from the old data structures to the new ones. One wall of the interaction room
is therefore dedicated to visualizing the legacy data structures already in place, and
mapping out their transitions to the new system’s structures. This involves deter-
mining entities, attributes and relations that should be added, converted, removed,
restructured etc. — operations that require thorough understanding of the business
and technical aspects of both systems, and can be discussed here side by side.

e Integration map: Another wall is dedicated to visualizing the application land-
scape that the new system will be integrated in — this includes other in-house or ex-
ternal systems and services, and their interfaces, as well as the distribution of data
entities across a mobile system. The map does not aim to be a detailed interface
specification, but a guide to the communication and coordination requirements that
the new system will have to satisfy.

Many software projects produce copious amounts of detailed specifications, some of
which may describe trivial standard aspects, while others spell out important details of
a system's static and dynamic properties. In either case, the sheer volume of informa-
tion makes it difficult for team members from different backgrounds to keep an over-
view of the whole system, have a firm grasp of the larger dependencies between
features, components and data structures, and notice the important details and pitfalls
among the trivia. The process, data, migration and integration maps address this
challenge by deliberately remaining incomplete, and instead showing only the most
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critical aspects of a system. This does not preclude business and technical experts
from having more detailed, more complete models on their own desks, or temporarily
bringing them into the room for discussion. The interaction room’s maps, however,
should not be treated as a complete specification, but as an overview that provides
orientation on the project’s goal, state, and interdependencies, and thus makes the
more detailed, actual specifications accessible.

3 Identifying Value and Effort Drivers

Following the concept of value-based software engineering [5], we are striving to
make the value that is inherent in an organization’s business processes — and thus the
value the mobile information system is expected to provide/support — explicit in the
models of the system used in the engineering process. At the same time, we aim to
highlight elements in whose implementation particular effort must be invested to
address requirements or complexity that might otherwise be overlooked.

Rather than conceiving new types of models to express these value and effort driv-
ers, we make them explicit on the interaction room’s maps through graphical annota-
tions that are independent of the notations used for the various maps. This has the
advantage that stakeholders can use the same set of value and effort annotations in a
wide variety of model types (e.g. business process models, data models, integration
models, etc.) to express issues that are often of an overarching nature.

3.1 Value Annotations

Value annotations denote particularly important system aspects whose support must
be ensured so that the benefit expected from the systems’ features can actually mate-
rialize. Ignorance of value drivers means that a system will not be useful because its
features cannot be used effectively in practice. Since system models typically focus
on the features, but not the quality attributes expected of them, we let stakeholders
denote these with the following value annotations:

Financial responsibility. Even if they are quite detailed, models of a gy
business process or software component may not convey the amounts of
money or other valuable assets are processed by them. Some components
may perform calculations (e.g. for life insurance benefits or oil tanker rein-
surance underwriting) of such volume that any errors — especially when accumulated
over many transactions — can lead to significant financial risks for the organization
and its clients. This annotation therefore indicates that extreme care must be taken in
ensuring the component’s correct implementation and testing in close cooperation
with business experts.

Number of users. Aside from performance considerations, a high
number of users imposes particularly high standards onto the quality ‘
of a component’s user interface: A dialog that only a few people work
with (e.g. the controlling department) does not need to have similarly
fine-tuned usability, and must not be suitable for such a diverse audience,
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as e.g. the point-of-sale interface used by an insurance company’s hundreds of field
sales agents. This annotation indicates that even small improvements made in such a
component can yield a significant efficiency gain in a lot of users’ work.

Image sensitivity. Any interaction of an organization with outside parties
— customers, suppliers, media etc. — affects the organization’s image, i.e. its @
public perception. Even for interactions that are not deemed crucial in terms I'28"Y
of the other value annotations, quick response times and professional presen-
tation (e.g. of the online complaints handling interface or the invoice layout) can
affect the company image positively. This annotation therefore indicates features
that might seem to be candidates for low prioritization, but whose quality can have a
significant “soft” impact on a company’s success.

3.2  Effort Annotations

Effort annotations serve as warning signs for system components that should be
expected to require more work than meets the eye, such as performance or security
requirements, the need for compliance with legal regulations, etc.:

High reliability. Reliability covers aspects such as the continuous
availability of components or data, the interruption-free processing of ﬁ
tasks, etc. It is especially crucial in distributed and mobile systems, where a
mobile workers may depend on certain functionality or data being availa-
ble even if their network connection to the server breaks. This annotation therefore
indicates that developers need to take extra precautions to ensure the availability of
the annotated resources (application logic or data structures) under all circumstances,
or make provisions for dealing with periods of temporary unavailability.

Resource demands. Beside components that obviously require signifi-
cant computing resources (i.e., processing power and storage space), such m
as an insurance company’s customer database, information systems may w
be exposed to resource demands that are harder to identify, especially
when mobile components are involved, or when demand is not constantly present, but
occurs only in more or less predictable peaks — example scenarios might include an-
nual mailings of pension fund statements, but also unexpected peaks in insurance
claim filings after a hailstorm. In these cases, processes or components that may look
peripheral or trivial at first glance may actually require sophisticated scaling tech-
niques. This annotation therefore not just indicates which components require large
processing resources, but also where opportunities for mobile resource optimization
or back-end resource scaling (e.g. through cloud computing) should be explored.

Security standards. Data privacy and integrity are important cross-
cutting aspects in most business information systems. Some components,
however, may be subject to particular security requirements, such as the
need for digital signage of certain records to ensure non-repudiation, the
need for anonymization of certain records before processing, or the enforcement of
confidentiality of certain parts of records (in an insurance company, e.g., not all staff
members that are allowed to access a client’s contracts may also be allowed to see
that client’s medical history). This annotation highlights data structures for which



6 V. Gruhn and M. Book

such particular security mechanisms need to be implemented that are not part of the

organization’s overall security standards, and not obvious from the model itself.
Legal regulations. For some business processes, there may be legal

prescriptions that govern how the process must be executed. As opposed @

to company policies that usually describe preferred best practices, legal

policies often do not provide an immediate value for the organization, but

are motivated by external interests such as market or consumer protection. This

annotation therefore highlights processes or data structures that need to be imple-

mented in particular, non-obvious ways in order to satisfy applicable legislation. It

can also indicate areas that are known to become regulated in the future, even if

the law’s details are still under discussion, and thus serve as a warning that a certain

degree of flexibility should be built into that system component.

3.3  Complexity and Uncertainty Annotations

In addition to the above annotations that highlight particular value or complexity in-

herent in designated processes, data structures or components, we use two further

annotations to point out complexity and uncertainty of a more general nature:
Implementation complexity. To highlight highly domain- or technol-

ogy-specific value or effort drivers that do not fall into one of the above-

mentioned categories, this annotation can be attached to any model

element, where it serves as a warning that implementation of this process,

component or data structure will require more effort or needs to satisfy higher quality

standards than immediately meets the eye. Examples might be complex integration

with third-party services, historically evolved conventions for the proper formatting of

legacy data structures, additional effort for the adaption of COBOL components, etc.
Uncertainty. In contrast to the previous annotation, which marks com-

plexity that is already known to some project stakeholders, and shall be

communicated to other stakeholders, this annotation highlights parts of a

model that stakeholders feel they do not yet understand sufficiently. This

uncertainty may be due to a lack of application domain knowledge or technical exper-

tise, which needs to be remedied through more in-depth research and discussion.

4 Interaction Room in Practice

To illustrate how all the elements we have described work together in practice, Fig. 1
shows a process map from the example of a new claims processing component for an
insurance company. The business process is sketched as a UML activity diagram on a
relatively high abstraction level here, so business and technical experts can come to a
joint understanding of the key claims management steps to be supported.

Here, the appraise case including history activity has been annotated with an “im-
age sensitivity” icon, indicating that the details of the case appraisal procedure pose
not just a technical question, but involve more far-reaching customer relationship
implications. Similarly, the calculate insurance benefit activity is annotated with an
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“financial responsibility” icon. While the details of this activity seem to be well un-
derstood already (as it has a UML sub-activity indicator referring to an existing detail
specification), the annotation indicates that particular care should be taken in imple-
menting and testing this step, as calculation errors could have considerable financial
consequences. While the models on the walls of an interaction room cannot accom-
modate sufficient detail to work out the solutions to these warnings in situ, the annota-
tions ensure that they are considered by developers as the models are refined further.

We are currently applying the interaction room approach in projects with a large
software development company, an insurance company, and a large bank. Managers
and developers have been very open to the idea in each company, expressing that the
room addresses a real issue that has been troubling them. In the case of a complex
migration project at a large bank, we already observed that applying just a subset of
the visualization concepts relevant to migration, combined with guidance by an
interaction room “coach”, yielded significantly better understanding between
stakeholders.

| . | custouer 5
L ma A pefleste
. Y

Fig. 1. Process map for an insurance claims processing component

5 Related Work

Joint Application Design [6] and explicit documentation of design rationale [7] were
notable earlier approaches to make different project stakeholders more aware of what
they are building, and why. The concept of “team rooms” is also proposed in agile
methodologies such as Scrum [8], however, apart from planning tools such as Kanban
boards and burndown charts, their walls are typically not dedicated to modeling sys-
tem aspects. Although agile methods encourage interaction between stakeholders,
they provide virtually no methods for focusing it on other aspects than progress.

A number of our annotations express system attributes that can also be formulated
as non-functional requirements (NFRs). Adding NFRs to process models has been
proposed before, e.g. in Control Cases [9] and PyBPMN [10], which both extend
the Business Process Model and Notation (BPMN) with specification elements
for attributes such as performance, reliability, security etc. While most of these ap-
proaches are formal extensions to specific languages, we deliberately propose a more
informal set of annotations for pragmatic use with any language, whose aim is not a
detailed and exhaustive NFR specification, but sparking discussions and raising
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awareness among project stakeholders (which may ultimately lead to laying down
such specifications).

In the software engineering field, related works can also be found in the software
visualization and program comprehension communities. However, most of these ap-
proaches focus on existing software, work closer to the source code level, and are
therefore more exclusively geared toward developers. In contrast, we strive to foster
joint understanding of the overall system by technical and business stakeholders.

6 Conclusions

In this paper, we introduced the Interaction Room as an approach to foster collabora-
tion in heterogeneous teams, and to focus that collaboration on those aspects that are
particularly critical for project success. Since the interaction room promotes the use of
models to foster system understanding, but does not require those models to be de-
tailed, precise and complete, our approach bridges agile and traditional paradigms in a
way that might be considered as “tamed agility”.

Even if the underlying complexity of a system and its business domain can never
be completely overcome (especially when mobile business processes are involved,
which may be exposed to numerous unforeseen situations), we expect that the use of
an interaction room should help all team members to adopt a pragmatic perspective of
a project that enables easier understanding of its details and better control of its risks.
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Abstract. This work presents an approach to address the bottleneck in SOAP
processing on mobile devices during Web Service invocations. It takes the form
of a unique SOAP response message parsing strategy which is implemented on
the mobile device client. It consists of deriving the structure of a SOAP
response message at the time the request is constructed. The derived structure is
used as input in our special parser, named Structure Identification Parser (SIP),
to extract the returned values. Our experiments show that our approach reduces
SOAP response parsing time by around 85%, contributing to reduce the
response time by nearly 48% when compared to the Apache Axis framework.

Keywords: XML Web Services, SOAP Parsing, Mobile Computing.

1 Introduction

Implementation of the Service Oriented Architecture [1] via Web Services is mostly
based around three XML standards: SOAP [2], Web Services Description Language
(WSDL) [3], and the Universal Description Discovery and Integration [4]. SOAP is
the lingua franca for the Service Oriented Architecture (SOA) based Web Service
communication, which allows disparate applications to share data over heterogeneous
networks and protocols.

Nowadays, mobile devices form part of the distributed computing landscape, with
continuous improvements in processing speed and storage capacity. Mobile network
infrastructures are also gaining widespread deployment while at the same time be-
coming faster with reduced latencies. Such technological advancements have given
rise to a new breed of mobile applications which require even more computing re-
sources to accomplish tasks such as speech recognition, natural language processing,
computer vision and graphics, machine learning, augmented reality, planning and
decision making [5]. Such functionalities are usually provided to the mobile applica-
tions as Web APIs in the form of Web Services. Yet, not enough attention is being
paid to the problems caused by some of the key technologies underpinning the devel-
opment of Web Services in mobile environments, despite progress in other respects,
e.g. general frameworks such as Schall et al.[6] and Sanchez-Nielsen et al. [7]. This
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applies, in particular, to XML-based SOAP, the data representation language used
for expressing requests and responses in messages exchanged between Web Services
and their clients. As SOAP was originally designed for communication in wired
networks for fixed computers, it is typically verbose and may even seem to consist of
redundancies.

SOAP requires more bytes for processing, as it uses textual representation to
represent numbers which involves a costly conversion process and complicates the
serialization and deserialization phase during parsing. SOAP also introduces super-
fluous tags including namespaces and attributes that surround data values being trans-
ferred [8]. This only exacerbates the problem associated with parsing time, as SOAP
parsers have to evaluate every character in the file with respect to a series of condi-
tions. Large SOAP messages also cause an increase in the transmission latency over
the narrow bandwidth and intermittent connection in mobile networks. Therefore,
such networks do not favor SOAP based interactions. From an application point of
view, we consider that the parsing and transmission latencies with SOAP can deteri-
orate the response time of both data centric applications, which already suffer from
read and write latencies and real time applications that have to deal with stringent
time constraints. Increasing application response time can potentially contribute to
making them unreliable. The overheads of XML processing, low capabilities of mo-
bile devices and well-known limitations of wireless networks could in combination
pose a strong challenge to proper integration of mobile devices with Web Services.
The aim of this research is to optimize the performance of mobile devices when
interacting with SOAP based Web Services.

2 Literature Review

The literature is rich on XML and SOAP optimization techniques for Grid computing
and, to a less extent, on mobile computing. We review here a few relevant works
dealing with optimization techniques and classify them under the following four main
categories.

2.1  Serialization and Parsing APIs

This sub-section deal with work done towards optimizing one or more of the four
XML processing stages described in [9]: parsing, accessing, modification and seriali-
zation. The work of [10] based on a schema-specific parsing resulted in the imple-
mentation of an optimized and efficient SOAP parser. Yet, the conversion of floating
point numbers to XML textual representation accounts for nearly 90% of the parser's
time in processing them and, therefore, the approach is highly resource intensive and
is thus not appropriate for mobile devices. Other approaches such as that due to
Head et al. [11] have focused on explicit schema usage but the main issue in these
approaches is the cost of storage and reading time incurred by mobile devices.
Abu-Ghazaleh, Lewis and Govindaraju [12] focus on serialization and deserialization
of SOAP messages, rather than parsing, in an attempt to solve the issue in Chiu et al
[10]. In their serialization model, every first invocation of a method call is serialized
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completely, while any subsequent following calls with the same structure, i.e. the
same SOAP message, are not serialized again. Instead, the original pattern of the se-
rialized output is used repeatedly for subsequent similar requests, thus reducing the
overhead in the whole process. There seem to be a possible indication that serializa-
tion and deserialization are good candidates for performance improvement, but at the
same time, it also becomes necessary to investigate the time taken to perform such
type of processing on mobile devices. In contrast to the DOM and SAX parsing mod-
el, J. Zhang presents the Virtual Token Descriptor [13], also known as VITD-XML,
which we consider as a memory efficient parser, since it eliminates performance
overhead for object creation in DOM and SAX. Nevertheless, the streaming capabili-
ties of VID suffers from the same problem as DOM based parsers, that is, the data
can only be accessed when parsing is complete. This makes the approach ineffective
for resource constrained devices, where the memory could easily be exceeded with
large SOAP response messages.

2.2  Binary XML Representations

When the verbosity of textual XML representation becomes a problem in certain ap-
plications, binary XML provides an alternative format that can enhance the perfor-
mance. This format is considered as a form of XML representation that can be read
and written without going through textual XML, in between the two operations, in the
usual manner. Pericas-Geertsen [14] states that binary XML techniques can be di-
vided into Infoset-based and schema-based variants. Infoset-based binary XML is
considered as a self-contained alternative representation to an XML document, while
schema-based formats rely on the presence of schema to create the representation.

Although the binary XML improves the performance for resource-constrained de-
vices, in our view it is still not a sound solution, as we strongly believe that the per-
formance issue is associated with the XML parsers and not entirely with XML itself.
Binary XML can improve push and pull based parsing. Specific XML syntax features
can be replaced or skipped; this can significantly reduce CPU cycles involved in pars-
ing. However, all existing examples have used SAX based parsers, which provides
forward-only stream based parsing, which implies several scanning of the document.
As far as DOM based parsing is concerned, binary XML cannot bring much of an
improvement, since most of the CPU cycles are spent on creating the in-memory tree
representation of the document and not on tokenization.

2.3  File Compression Techniques

XML documents are different from normal text documents in that they have a struc-
ture, which is exploited by the XMill compressor [21]. It separates the structure of the
document (tags) from the data (text), creating different groups with the related items
and applying different compressors to each such group. This technique is proven to
have better performance compared to GZip [22] on many kinds of XML data. Also,
text document converted to XML and compressed with XMill can be smaller than the
same text document compressed with GZip. Timing measurements indicate that
XMill is, roughly speaking, as fast as GZip for both compression and decompression.
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XML documents are very good candidates for compression since they consist of a
relatively high degree of textual redundancy. While compression reduces their size, it
also increases their processing time. This is mainly because compression adds another
layer of processing for compression and decompression. This solution greatly reduces
the size of the message for bandwidth consumption, but deteriorates the power con-
sumption by the device by imposing a high level of processing. Also, when we con-
sider XML messaging in terms of SOAP, the documents are small and contain more
structural information instead of text. Hence, XML compression techniques so far
cannot viably improve performance, especially in the case of resource-constrained
mobile devices.

2.4 Hardware Acceleration

The progress made in hardware development also contributes to alleviate the issue of
performance with XML processing through parallel processing or pipelining. For
instance the appearance of multi-core CPU architectures opened a new avenue to
performance improvement. Pan et al. [15] presents an approach on wired computers,
where an XML document is divided into chunks of same size which are parsed in
parallel. This approach is closely related to lazy parsing [16]. VID in Zhang [13] is a
good candidate for hardware implementation with its symmetric data structure with
flat-array, for XML representation. The flat array allows efficient memory manage-
ment before and after acceleration which is not possible with the callback and event
strategies inbuilt in StAX and SAX. So far, there is no VID hardware available, and
thus it is not possible to give a concise evaluation of this approach. Hardware accele-
ration approach classically focuses on improving processing throughput but also re-
quires complex special hardware. However, we believe that demands from modern
mobile applications cannot be met solely by making mobile devices more powerful.

3 Proposed Solution

The idea behind our approach implies the generation of a client stub at design time
that is to be integrated into the Web Service mobile client application to be used at
runtime. The stub performs remote invocations, derives the response structure and
uses SIP to parse the response. The main difference of our stub generation technique
compared to existing techniques is its ability to collect additional information from
the WSDL and SOAP schema, used to derive the structure of each operation invoked
by the stub. The main steps involved in the process of executing a remote invocation
at runtime, based on our structure derivation technique is shown in Fig.1. Once the
stub gets hold of the method call, it derives the response structure in step 1 and then
moves on to the actual invocation in step 2. A typical stub which conforms to the
JSR-172 specification [17], for example, deals directly with the second step which
creates the SOAP request message. We make extensive use of the information from
the WSDL file to predict the structure of the SOAP response message, corresponding
to the sent request. In step 3, the generated SOAP request is sent to the service, and
the stub blocks while waiting for a response. Once the SOAP response is received, it
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is parsed using our Structure Identification Parsing (SIP) approach [23] in step 4. The
parser is fed with the response structure derived from step 1 so as to avoid conven-
tional parsing and use the more effective navigation technique. Once the returned
values are extracted and deserialized in step 6, they are returned back to the calling
application. The key step is the derivation of the response structure object, which
contains all the necessary properties related to the structure of response SOAP
message expected from the service.

— Application

Execute RPC

@ Derive Response
Structure

Response @

Structure Object

@ SOAP Request
Invoke

@ Parse @

Response

©

Return
Values
|

SOAP Response

Fig. 1. RPC invocation from the client side, using structure derivation technique and SIP

3.1 Client Stub Generation Technique

The Stub can be generated manually or automatically by using the WSDL file
which provides all the necessary information to call the service. Our stub generation
approach is designed for use at development time by the application developer.
It is based on the JSR-172 specification, which we extend to appropriately deal with
data type mapping, element mapping and binding. We categorize the different proper-
ties extracted from the WSDL file by the stub generator as: Stub properties, RPC
Methods & Properties, and Stub Utilities. Stub properties are used for invoking re-
mote procedure calls on the Web Service. The main stub properties are: The target
service endpoint address, available from wsdl:port element, the username and pass-
word for authentication and the SOAPAction_URI, which is the URI for the HTTP
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(SOAPACction) header, available as a sub element from the wsdl:operation element.
The stub utilities relate to all internal operations of the stub.

The RPC Methods & Properties represent all methods that can be invoked on the
service by using the properties of those methods such as their qualified method name,
input parameters and return types. The properties take the form of classes such as
Type, Element and ComplexType to describe the input parameters and the return type
of an invocation at runtime. The Type class is an enumeration of allowable parameter
data types. Element represents additional properties of a parameter like name, minoc-
curs, maxoccurs, nillable, used to determine whether they hold multiple values. The
ComplexType represents non primitive data types, and consists of a sequence of ele-
ments. The stub uses an operation class which is derived from the ‘operation’ ele-
ment, to invoke a remote operation on the Web Service. Each operation contains a
qualified name, as an instance of the QName class, and multiple instances of the Ele-
ment class representing input and output parameters. These two parameters corres-
pond to the message tags, as can be depicted in the WSDL file extract in Fig. 2. Each
message represents a one-way communication from a computer to another. The figure
shows a particular request and response case, where one message is used as an input
and another message as an output. The complete description is available from the
‘operation’ element. The input message defines the input parameter which the service
expects to receive and the output message defines the expected return value from the
service. There can also be another message defined by the SOAP specification which
characterizes error messages than can be returned by the service. This message is
represented by a fault tag. Based on the partial WSDL extract in Fig.2, the stub gene-
rates the method ‘calculateSquare’ which takes one parameter ‘num’ which is of type
integer and returns another integer value. Return values are encoded similar to input
parameters using an object array. The stub decodes this object array and extracts the
values for the calling application.

<message name="calculateSquare">
<part name="parameters" element="tns:calculateSquare" /=
</messages
<message name="calculateSquareResponse">
<partname="parameters" element="tns:calculateSquareResponse
<{message=

nf.

1=

<portType name="NewMathService"=
<operationname="calculatesquare"=
<input message="tns:calculateSquare"/=
<putput message="tns:calculateSquareResponse" />
=/operation:=
</portTypex

Fig. 2. Partial extract the WSDL file for a Web Service which executes one operation that takes
and one parameter and returns its square value
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3.2  SOAP Response Message Structure Generation

The well defined rules of SOAP and the interface definition provided in the WSDL
are also used to build the request message corresponding to an RPC. We exploit the
same technique used in building SOAP requests to derive the structure of the SOAP
response for operations which follow the request and response message execution
pattern, as in Fig.2 above. As an example, below are their corresponding generated
SOAP request and response messages at runtime with value of parameter ‘num’ for
the method ‘calculateSquare’ set to 2. Fig.3 shows the SOAP request extract and
Fig. 4 shows the response extract.

<?xml version="1.0" encoding="UTF-8"?>
<S:Envelope xmlins:S="http://schemas.xmlsoap.org/soap/envelope/">
<S:Header/>
<S:Body>
<ns2:calculateSquare xmins:ns2="http://ac.utm.gs/">
<num>2</num>
</ns2:calculateSquare>
</S:Body>
</S:Envelope>

Fig. 3. SOAP request message for the CalcuateSquare operation

<?xml version="1.0" encoding="UTF-8"?>
<S:Envelope xmlins:S="http://schemas.xmlsoap.org/soap/envelope/">
<S:Body>
<ns2:calculateSquareResponse xmlins:ns2="http://ac.utm.gs/">
<return>4</return>
</ns2:calculateSquareResponse>
</S:Body>
</S:Envelope>

Fig. 4. SOAP response for the CalculateSquare return value

The first three lines from the SOAP response message, Fig.4, represent the stan-
dard SOAP elements starting with the XML definition, the SOAP envelope and its
body. The next line is the returned message with its namespace definition and the
returned value. Lastly, a set of closing tags for the operation, body and envelope
elements. All the required elements of this response, as well as the request, Fig.3,
described in the WSDL file are extracted by the stub generator. Thus, it is possible to
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predict the structure of the response message at development time during stub genera-
tion. All properties common to the SOAP response message are available from our
stub generator. Our parser (SIP) works by skipping over XML elements with prede-
fined length. Thus properties of the SOAP response message having constant length,
is calculated as shown in Table 1 below and is used with SIP. This information is then
stored as properties within a class representing the SOAP structure.

Table 1. Properties of elements in a SOAP response message

Property Element Number of characters
Start Tag <> 2

Close tag </> 3

SOAP Envelope Tag <envelope> 10
Namespace prefix : 1
Namespace target XMLNS= 6

XML declaration Tag <? XML version="1.0" 7> 23

SOAP Body Tag <body> 6

All the remaining necessary parameters that constitute the response are the proper-
ties related to the operation, the SOAP envelope and SOAP body. Every operation
requires a namespace prefix, a namespace target URI and qualified method name.
Properties of the envelope are the envelope namespace prefix and target URI. The
body element requires a body namespace prefix and target URI. Most of the names-
pace parameters are already well defined in the SOAP specification, and used by the
stub to build a SOAP message. We show the predefined namespace definitions used
by the SOAP envelope and body in Table 2. As for the operation namespace, it is
often defined by the SOAP engine, on the server side, that processes the request and
generates the response. The value for the namespace URI parameter is encoded as an
attribute in the WSDL file root element named definitions and the attribute, target-
Namespace, corresponds to the operation request and response messages, in Fig. 3
and 4. The prefix is the same used for the SOAP request message creation. The na-
mespace value is extracted during the stub generation and is concatenated together
with the name of the operation tags. All elements with a namespace are stored as
qualified names, which consists of namespace URI, local part and prefix properties.

Table 2. Namespace definitions in SOAP response

Prefix Target URI

ENV http://schemas.xmlsoap.org/soap/envelope/
ENC http://schemas.xmlsoap.org/soap/encoding/
XSD http://www.w3.0rg/2001/XMLSchema

XSI http://www.w3.0rg/2001/XMLSchema-instance
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Therefore, when a remote operation is invoked, we combine the namespace infor-
mation with the different mappings from the stub generation and the constant ele-
ments in a SOAP message, to derive the complete structure of the response message
at the client side. This step is done before the message is actually sent on the network.

3.3 Structure Identification Parser

Our Structure Identification Parser (SIP) follows the pull parsing model and it provides
a consistent and simple API. It occupies the smallest possible amount of memory on
the mobile device and thus provides a minimal set of functionalities, which include:
keeping track of parser state, the ability to move the next state and to read the event
associated with the current state. Lexical Analysis is the core functionality of the gen-
eral SIP approach and is responsible for converting the input stream into tokens which
are used to produce events. The tokenization process is a Finite State Machine driven
by input characters. Once tokens are identified, they are buffered and compiled into a
block. The block represents a pair of parent tags and all their corresponding child ele-
ments. This is achieved with the conventional tokenization process, that is, identifica-
tion of specific characters that raise specific, known, events in the parser. Conventional
approach is used until another equivalent block is identified within the same XML
document, after which the parser switches its tokenizer to a different mode which we
define as navigation-based parsing. A cursor is used to navigate along the set of exist-
ing patterns, based on the length of each tag, calculated from the identified pattern. It
therefore skips a set of computationally intensive token creation processes. SIP works
well when XML document is in the canonical form [18] and consists of repeating pat-
terns in its structure, such as with RSS files [19] and SOAP responses with arrays.
Streaming support is provided, which implies that parsing starts as soon as the first
input is ready. Although namespace support reduces parsing performance by introduc-
ing more validating conditions and prefix maintenance, it is unavoidable as it can be
found in almost all of existing XML grammars nowadays.

As SIP is designed to skip known structural elements in an XML file, we adapt it to
use the derived structure of the SOAP response. Thus, the original SIP parser avoids
structure identification as it is fed with a pre-identified structure which it uses to extract
the values based on navigation by length. This implies a SOAP navigation wrapper
class on top of the existing structure parser, which manipulates the tokenizer’s cursor
and moves directly to the required text node to extract the value. This class holds the
length of each specific structural elements corresponding to the response message.
Extraction of text node values is based on conventional tokenization until the end de-
limiter is found. We integrate this modified version of the SIP parser into the Apache
Axis client side framework, which we use as a prototype to parse response messages.

4 Experiments

We design and run a set of experiments to compare the performance of SOAP
processing with SIP, which has been enhanced with the response message structure
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derivation technique. We compare the results with the conventional approach pro-
vided by the Apache Axis Framework, which uses the inbuilt kXML parser [20]. We
implement the SIP parser prototype with the SOAP structure derivation technique, in
J2ME. Device characteristics are described in the table 3 below. We run the experi-
ments on the WiFi network to avoid unpredictable network latencies and packet loss
in cellular networks.

Table 3. Characteristic of Devices used in experiments

Name Role CPU Memory Operating System

5800N Client ARM-11434 MHz 128 MB (Internal) Symbian v 9.4, S60
v5.0

HPS Server Intel Core 2 Duo 2.90 GB RAM Windows XP, SP3

T6570 2.10 GHz

The main experiment consists of invoking simple Web Service operations which
return array of strings, integers and doubles. The client is defined to send SOAP re-
quests with a small payload which generate responses with large payload. The first
request calls for an array containing 1000 elements by passing a simple integer in the
operation, representing the size of the array. Each request is performed 100 times and
the average values of all parameters are recorded. In each experiment, the minimum
size of the returned array is 1000 and the maximum size is 10000, with intervals of
1000 elements.

In Table 4, we compare the parsing time of kXML and SIP across the three data
types. SIP brings about a reduction of around 86% in the parsing time for double and
integer data-types. We notice a reduction of nearly 81% for parsing with string data-
type. On average, SIP parsing takes around 85% less time than the kXML parser,
across the three data types.

Table 4. Comparison of parsing time (milliseconds) for SIP and kXML

Double Integer String
SIP Mean Parsing Time (ms) 35590 301.10  245.70

Std Dev 184.28  179.15  164.40

kXML Mean Parsing Time (ms) 2481.70 2114.90 1285.30
Std Dev 1403.10 1187.75 725.07

Table 5 shows the mean response time of the SIP against kXML for the three dif-
ferent data types. On average, SIP provides a reduction of 48% in response time,
across all data types when compared with the Apache Axis kXML.
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Table 5. Comparison of response time (milliseconds) to process SOAP messages with SIP
and kXML

Double Integer String

SIP Mean Response Time (ms) 1644.30 1347.00 1477.10
Std Dev 812.12  611.36 773.38

kXML Mean Response Time (ms) 3238.80 2743.00 2521.20
Std Dev 1750.64 1438.63 1344.58

It is clear from our measurements that SOAP processing with the Structure Identi-
fication Parser (SIP) provides a significant gain when compared to the kXML parser
embedded in the Apache Axis framework. SIP brings about an overall reduction in
the response time for SOAP invocations, though it does not explicitly deal with
message size reduction. Its unique parsing technique is based on the SOAP structure
prediction through the WSDL file and therefore contributes to the reduction of
processing on the resource-constrained mobile devices.

4.1 Limitations

Our SOAP response derivation and parsing technique has been applied to WSDL
files of type document/literal style. Also, the parser supports only W3C defined na-
mespaces and their prefixes, limiting its scope to servers respecting the W3C strict
definition of SOAP and WSDL. Our experiments also concentrate on measuring the
processing time which consists of encoding the request message, sending the mes-
sage, waiting for the server side processing and decoding the response message and
interpreting the results on the client. We do not explicitly measure CPU processing
cycles and battery life.

5 Conclusion and Future Works

We define in this paper an approach to demonstrate that mobile devices can be full
legitimate participants in Web Service interactions and, in general, distributed compu-
ting, without necessarily relying on better hardware support. Parsing, although consi-
dered as a costly process, can be performed more efficiently on mobile devices. As
SOAP does not necessarily have repeating structures, our structure tokenization mod-
el, SIP, has been adapted to use the SOAP structure prediction technique. It exploits
the WSDL file which consists of all the necessary information required to construct a
SOAP response message together with the request, before the RPC invocation on the
service. SIP uses this generated structure to tokenize and therefore parse the SOAP
response by avoiding conventional parsing. Our experiments demonstrate that this
approach brings about some degree of performance improvement as opposed to the
existing Apache Axis SOAP framework. We believe that SIP provides a rather



20 G. Suddul, N. Nissanke, and N. Mohamudally

straightforward solution which can be easily integrated into existing SOAP frame-
works for mobile devices. There are practically no barriers to its adoption, and it can
be deployed on different platforms as a library with an API for the programmer.

Two main areas of improvement have been identified as future works related to the
proposed approach. The first consists of identifying a more appropriate serialization
and deserialization technique for the parsing process. From our experiments we notice
that double data types take more time to parse than integers and string. We attribute
this result to the effect of deserialization, which is the process of converting the text
based SOAP values into the in-memory structure representing the data type. Our
parsing technique does not explicitly deal with different deserialization technique,
but merely use inbuilt data type conversion of the programming language. We can
therefore reasonably assume that most of the processing overhead for SIP is due to
deserialization. Secondly, we also identify the need to provide asynchronous mes-
sage execution patterns for mobile clients, which are meant to receive notifications
anywhere and anytime. We propose to investigate the possibility of integrating asyn-
chronous messaging support by exploiting the server side components with HTTP.
This is not straightforward as the HTTP protocol is mostly defined for short-lived
execution patterns, and asynchronous requests enable a variety of complex communi-
cation strategies which varies from simple request-response patterns to callback and
polling.
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Abstract. The increased number of smart phone users requesting infor-
mation from the Internet has resulted in times when the average access
time (the time a user must wait to download his/her requested service)
is quite lengthy.The use of the wireless carrier’s broadcast channels to
transmit mobile web services has been proven to be an economical way to
handle the increased volume of users. However, the existing approaches
that minimize the average access time fail to take into account the dy-
namic popularities of web services when design the allocation of service
data among broadcast channels. This paper presents an efficient interac-
tion framework that provides guidance of optimizing service data alloca-
tions among multiple broadcast channels. This framework incorporates
both current usage data (i.e., popularity over specified time period) and
the size of service data for channel allocation, thus resulting in the low-
est average access time. The effectiveness and efficiency of the proposed
solution have been demonstrated in the conducted experimental study.

Keywords: Mobile web services, broadcast, Greedy, Dynamic
Programming.

1 Introduction

The last few years have witnessed an explosion of activities around mobile com-
puting, including mobile communication, mobile devices, and mobile applica-
tions. Portable mobile devices, such as smartphones and tablet computers, play
an important role in people’s life and have achieved widely spread popular-
ity. With the support of various application development environments, such as
AdobeAlIR, Android, Aqua, and BatteryTech, a large and ever-increasing num-
ber of mobile applications have been developed. Examples of such applications
include educational tools, weather channels, social tools, inventory checkers, bill
reminders, and personal finance helpers. Web services have been intensively used
to facilitate the development of these applications running on resource-constraint
devices. Such web services, which are consumed in a mobile device, are called as
Mobile Web Services (MWSS).

Broadcasting is considered as an effective approach to delivering mobile web
services to a large group of mobile users. It facilitates the exchange of web ser-
vices among mobile devices and the wireless network and due to its scalability,

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 22-B4] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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the number of users does not affect the response time for retrieving the informa-
tion. Another advantage is the fact that broadcast does not consume significant
amounts of power on the client side |IH4]. In general a broadcast mobile web
service delivery infrastructure consists of three parts: Service Providers, Wire-
less Carriers and Mobile Users [2]. Service providers develop their own mobile
web services and publish them to wireless carriers (e.g., AT&T, T-Mobile and
Sprint). The wireless carriers disseminate the service descriptions and service
data to their mobile device users. Service users can request for service data
based on the service description via the wireless carriers.

There are several works proposed to design an efficient broadcasting frame-
work for efficient service delivery|l,[2,[5]. They focus on minimizing average access
time, i.e., the waiting time that a user needs to take to receive the response af-
ter sending a request, and tuning time, i.e., the period that a mobile device needs
to stay active in order to listen to the channel and download the desirable data.
The main idea is to use index channels containing service index records and data
index records. A service index record contains the information including a service
key, the id of the broadcasting channel, and the location of the service description
in that channel. A data index record contains the information including a data
set name or key, the id of the broadcasting channel, and the location of the data
set in that channel. Service users can first listen to this index channel, retrieve
the channel id and location of desired service/data, directly listen to the corre-
sponding channel, precompute the waiting time, and only stay active when the
desirable service/data arrives. The optimization is achieved by using efficient in-
dexing mechanisms (such as B trees or Hash tables) to design the index channels.
There are two major limitations of the existing work. First, it assumes that all
services have the same possibilities of being requested. However, it is not the case
in many real world scenarios. Some services might be more popular than others.
Meanwhile, the popularity of a service may change over the time too. For exam-
ple, hotel services may be requested more frequently in holiday seasons than in
other time. The frequency of a service being requested should be considered when
evaluating the average access time or tuning time. Second, it assumes that the al-
location of service data among channels is static, which should be changed over
the time to achieve the best performance in a long run.

In this paper, we propose an efficient framework for delivering mobile web
services in a broadcasting environment. We mainly focus on minimizing average
access time since the optimization on running time can be done in the similar
way. Our contributions are summarized as following:

— We propose the measurements to evaluate the overall performance of service
delivery in a broadcasting environment. We propose to compute the average
access time for a single channel as well as the one for multiple channels. We
consider both request frequency of each service and the length of the service
data. /The measurements are used as the guidance for optimization.

— We describe and compare three optimization approaches, brute-force, greedy,
and dynamic programming methods, to optimize the allocation of services
among multiple channels, i.e., minimizing the multichannel average access
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time. As the conducted simulation study suggests, a greedy algorithm can
achieve an approximately optimal result with much better performance than
a dynamic programming approach.

The remainder of this paper is organized as follows. Section [2 describes an inter-
action framework we propose for delivering mobile web services in a broadcasting
environment. Section [Bl formally defines the optimization problem. Section Hl de-
scribes three optimization solutions, including brute force, greedy, and dynamic
programming. Section [B] presents our experimental study results. Section @l de-
scribes and compares three optimization solutions. Section[f] discusses the repre-
sentative related works and differentiate them with our work. Section [ concludes
the paper.

2 An Interaction Framework for Mobile Web Services

In this Section, we present a framework for mobile web services in a broadcasting
environment, which supports to dynamically allocate web services into channels
based on their popularities. The intuitive idea of the allocation is that, the more
popular a web service is, the shorter cycle the channel where the service data is in
should have. We also acknowledge the dynamic nature of a service’s popularity.
Therefore, the framework periodically examines the request frequencies of each
service and optimizes the channel allocations accordingly.

Utilizing acknowledgments N Channel

allocation
optimizer

Re-allocate the services

Service
provider

Send acknowledgment

Registry channel

Index channel

Invoke service
——

N-channels

Fig. 1. Mobile web service reference model

As shown in Figure[l] this proposed architecture consists of two main compo-
nents. One is the mobile application, which, among other things, facilitates the
user’s ability to explore the available mobile web services. Additionally, it allows
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the mobile user to communicate automatically with the wireless carrier’s broad-
cast server. This line of communication is necessary because, as we know, the
broadcast channels themselves can only communicate in one direction. There-
fore, once the mobile user downloads his/her desired mobile web service, the
mobile application will send a miniscule acknowledgement directly to the broad-
cast server so that the user’s choice will be recorded. (It is important to note that
this acknowledgement is transmitted as anonymous data, as knowing which mo-
bile user is located where and what mobile web server he/she is using/requesting
could be considered an invasion of privacy.) These acknowledgements are being
tabulated for the purpose of determining the popularity and frequency of each
web site’s usage. The data will be used in the calculations which determine the
broadcast channel scheduling.

The other main architectural component is the broadcast channel configura-
tion. It consists of three core channels: a Registry channel, an Index channel,
and a Hybrid channel.

Index channel Hybrid channel

U!!IIIIIIIIJ) e ————

Registry channel
(eeesmemmmmm)

g =
2=
g g
[
h O

g
g

Description

>
£
[
o
z
[T}
w

Service key

MWS
WSDL
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Fig. 2. Core channels

The following are descriptions of each type of main channel:

1. Registry Channel: This channel (Figure 2 functions like a menu in that it
is a listing of all the mobile web services that are available in the geographic
area in which the mobile device is located. When first entering a region, the
mobile device’s mobile web services application will download and store the
contents of the registry file, which will be used as a reference when looking
for mobile web services in this vicinity.

2. Index channel: This channel (Figure B provides a listing that informs the
mobile device user where its desired mobile web service will be broadcasted
(i.e., in which of the many hybrid broadcast channels).

3. Hybrid channel: The “hybrid” channel (Figure [) is so named because it
transmits each mobile web service with its associated service key, WSDL,
and corresponding data. Similar to the index channel, each record begins
with the service key identifying number. The “combined” construction of
the hybrid channel also reduces the tuning time and average access time
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from what is needed when separate channels are used for the broadcast of
the various mobile web services’ components (as in [1, 12]).

The contents of the hybrid channels are dynamically updated (skewed)
based on two factors/thresholds:
(a) Period of time (t) e.g., 3 hours and;
(b) Pre-defined number of requests/user acknowledgments, (r) e.g., 1000

These two attributes determine the most highly demanded mobile services and
assign them to the hybrid broadcast channels based on that, with the result
being that the most popular will be in less crowded channels.

The proposed architecture, with its two main components, plays an impor-
tant role in reducing the number of ticks (i.e., the time measurement for each
“bucket,” where each mobile web service could occupy several buckets) the user
needs to connect with the required broadcast channels [6]. Hence, reducing the
average access time experienced by the user before the desired mobile web service
is available for download.

3 Optimization Problem Statement

3.1 Single Channel Average Access Time

In a single channel, one or more mobile web services could be there. We use
S; to denote a MWS in the channel, where 0 < i < m and m is the number
of total number of the services in the channel. Let L; be the length of the -
th MWS data, i.e., the number of buckets it occupied in the channel. Let W;
be the weight of the i-th MWS in the channel, determined by the number of
acknowledgments generated by mobile users who accessed to that particular
service, i.e., > .. W; = 1. The total length of the broadcasting cycle in the
channel is denoted as T'. The single channel average access time refers to the
duration a user needs to take to download the data of any service in the channel.
It is computed as following.

Z(LiJrT 1)><Wi (1)
i=1

Taking into account that mobile web services are cyclically broadcasted into the

channel, this equation (I]) calculates the average access time by adding together

the “best-case scenario” of accessing a mobile web service and the “worst-case

scenario” of accessing the same mobile web service and then calculating the

average.

3.2 Multichannel Average Access Time

Suppose that there are K broadcasting channels, each is noted as Ch; with a
range of 1 < i < K. C; is the number of mobile web services in the i-th channel.
Let S;; be the j-th MWS in i-th channel, L;; be the length of the service, T;
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be the length of the cycle of i-th channel, W;; be the request popularity of the
service, i.e., Y .- K.j<C W;; = 1. The multichannel average access time refers to
the duration that a user needs to take to access any service in any channel. It is
computed as following.

Ci

S+ Lo owy) )

i=1 j=1

3.3 Methodology

In general, our two-component architecture (i.e., mobile application and broad-
cast channel configuration) plays an important role in reducing the average access
time experienced by the user (i.e., before his/her desired mobile services can be
accessed). Delving into the details, one will find a broadcast channel allocation
process that is based on real-time requests (popularity) of mobile web services,
which are accounted for by the accumulation of user ‘acknowledgements.” To
this continuously updating scheduling procedure, the addition of a time thresh-
old has been incorporated. This feature permits the distribution of mobile web
services to be based on/limited to a specific timeframe. When the specified time
has elapsed:

1. the “counters” are re-set,
2. the current popularity can then become “visible” again, and
3. the allocation is updated.

The “period of time” threshold prevents the possibility that a mobile web service
will be given priority based on out-of-date accessing data.

Therefore, the problem is stated as: Given M mobile web services and N
broadcasting channels, find the optimal allocation of services among the channels
to achieve the minimal multichannel average access time.

4 Service Allocation Optimization

In this section, we study and compare three types of optimization methods to
solve the problem stated in Section[3] in terms of their efficiency and effectiveness
of them.

4.1 Brute Force

The idea of the brute force approach is straight ward, i.e., enumerating all possi-
ble allocations, computing the multichannel average time for each of them, and
pick the best one. It is effective as the optimal allocation can always be achieved.
However, it is computational expensive, which is explained using examples as
following.
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Example 1 configuration:

— 3 hybrid broadcast channels
— 5 mobile web services

As none of the broadcast channels should be left empty (i.e., a minimum of one
mobile web service in each channel), only two basic distribution formulas are
possible: 3/1/1 with a total of 10 combinations and 1/2/2 with a total of 15
combinations. As one can see this relatively small-sized example has produced a
grand total of 25 mobile web services allocation permutations which, according
to our process, will each have to be tested to determine which is the most efficient
mobile web services distribution.

In the second example (see below), we increase the number of available mobile
web services to six to see what effect this may have on the number of possible
allocation combinations. The number of available hybrid broadcast channels re-
mains at three. The six mobile web services now generate three possible basic
distribution formulas: 4/1/1, 3/2/1, and 2/2/2.

A 4/1/1 allocation is represented in the formula below:
6 2 1
(@) < ()< () _
=15
2
Total: 15 combinations

A 3/2/1 allocation is represented in the formula below:
6 3 1
(5) )< ()= @
A 2/2/2 allocation is represented by the formula below:

() x (;’) x (3) — 30

Total: 60 combinations

(5)
Total: 30 combinations

With this second example, we can see that changing just one of the factors
slightly (i.e., number of MWSs) results in an increase to 105 allocation per-
mutations (vs. the 25 combinations in example number 1). In another word,
the computational complexity is increased in an exponential way. Therefore, the
Brute Force algorithm-based allocation scheme is an inefficient methodology for
our purposes.

4.2 Greedy

Our second testing scenario involved the use of a Greedy algorithm. As our
starting point, we began with the Greedy algorithm presented in [6]. Since our
data was significantly different than theirs, where each data set has the same size,
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Algorithm 1. Greedy Method

Parameters:

listOfMWS: an ArrayList of input mobile service data

numberOfChannels: number of channels

numberOfCurrentChannels: initial as 0

Sorts all available mobile web services (MWS) (found in ArrayList lisstOfMWS)
based on weight and length.

6: while numberOfCurrentChannels < numberOfChannels do

7. for each channel Ch; do

8: for each service in the channel do

9: compute the SAATSs if the channel is splitted after this service into two
channels

10: end for

11: stops if SAAT decreases

12: compute the MAAT for the best splitting in this channel

13: end for

14:  choose the splitting that yields the best MAAT
15:  numberOfCurrentChannels += 1
16: end while

we modified the measurement to fit it into our scenario. The revised algorithm
is described as following.

As described in Algorithm [ the process starts with one channel. It sorts
the MWS based on its request frequency and and length. The intuition behind
the sorting is that, the more popularity a service or the longer its data is, the
less number of services should be assigned to the channel. Here we assigned the
weights, 0.75 and 0.25, to the popularity and length of a service, respectively,
when sorting them. The weights are also adjustable.

For each current channel, the algorithm finds the best partition of it to yield
the best single channel average times after splitting the channel into two channels
(Lines 8-10). Suppose there are N services in the channel, there would be N —1
possible partitions. This process starts from the first service in the first channel
and all other services in the second channel. It then gradually moves services
from the second channel to the first one. As the services are sorted beforehand
based on the popularity, the single channel average times would first increase
and then drop after it reaches the peak. Once such dropping is detected, the
process stopped.

After going through all channels, the algorithm examines the best partition for
each channel, which is considered as a candidate partition for the current step.
It computes MAAT for each such candidate and chooses the one that yields the
best MAAT (Line 14). After performing this partition, the current number of
channels will be increased by 1 as services are allocated among one more channels
than before.

This process iterates the number of current channels achieves the number of
available channels.
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4.3 Dynamic Programming

In this Section, we describe a dynamic programming approach, following the
idea proposed in [6]. The optimization is based on the formula below. Following
that is an example of the steps that Dynamic Programming goes through in its
search for the best outcome (in this case lowest AAT possible for all available
MWSs).

dpOptSol; i = LAAT(SAAT, + dpOptSolm 1.5 —1) (6)

K = number of the hybrid channels

LAAT = lowest MAAT

m = total number of MWSs -1

¢ = start index of MWSs in a channel (1 <7 < m)
j = end index of MWSs in a channel (i < j < m)

Here, we use an example to illustrate the process of dynamic programming.
Suppose there are six mobile services and three broadcast channels. We first
sort six MWSs based on their request frequencies and lengths, similar to the
sorting process in greedy algorithm. Suppose that the final ordering result is:
MWS3, MWS5, MWS1, MWS4, MWS6, and MWS2, where MWS3 ranks the
highest and MWS2 ranks the lowest. Based on the Equation [f the allocation or
configurations of DP for three channels are listed as follows:

MWS3 MWS5 MWSIMWS4AMWS6MWS2
MWS3 MWS5MWS1 MWS4MWS6MWS2
MWS3 MWS5MWSIMWS4 MWS6MWS2

MWS3 MWS5MWSIMWS4MWS6 MWS2

MWS3MWS5 MWS1 MWS4MWS6MWS2
MWS3MWS5 MWSIMWS4 MWS6MWS2
MWS3MWS5H MWSIMWS4MWS6 MWS2
MWS3MWS5MWS1 MWS4 MWS6MWS2
MWS3MWS5MWS1 MWS4MWS6 MWS2
MWS3MWS5MWSIMWS4 MWS6 MWS2

For each allocation, we compute the SAAT for each channel, then compute
the overall performance as the sum of the SAATSs of all channels. Dynamic Pro-
gramming is more efficient than brute force for two reasons. First, it only checked
those allocations that have the potential of achieving the best performance. In
this example, only 10 allocations are examined, while 30 allocations are exam-
ined in a brute force approach. Second, as the result of each computation will
be stored, repeated calculation will be avoided. For example, the SAAT for the
channel (MWS2) will be only computed once instead of four times.
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5 Experimental Study

We performed experiments to compare the performance of the greedy and dy-
namic program mining approaches. To our best knowledge, there is no publicly
available event log data sets that suitable for our experimental study. We thus
conducted our experimental study on a synthetic data set. We developed a Java-
based simulator which generates random size mobile web service description and
service data. All experiments were carried out on a Macbook Pro with 2.3 GHz
Quad-Core Intel Core i7 processor and 16GB DDR3 memory under Mac OS X
operating system.

In the first set of experiments, we examined the effectiveness of the greedy
algorithm and dynamic programming algorithm when the number of broadcast
channels is fixed (i.e., 10), and the number of mobile web services varies from
70 to 200. As depicted in Figure [8] the DP algorithm does come up with lower
MAAT.

Average AccessTime
Average Access Time

A s s 7 8 9w
mmmmmmmmmmmmmmmmmmm - Number of broadcast channels.

A fixed number of broadcast channels A fixed number of mobile web services
(10) with a variable number of available (200) with a variable number of avail-
mobile web services able broadcast channels

Fig. 3. Comparison of MAAT of Greedy and DP algorithms

In the second set of experiments, we examined the effectiveness of the two
algorithms when the number of the mobile web services is fixed (i.e., 200) and
the number of broadcast channels varies from 1 to 14. As depicted in Figure [3]
the DP algorithm achieves slightly better MAAT than greedy algorithm.

In the third set of experiments, we compared the efficiency of the two al-
gorithms. We use the number of calculations performed during the entire op-
timization process to indicate the cost. The number of broadcast channels is
30 and the number of mobile web services varies from 74 to 100. As depicted
in Figure M the greedy algorithm is significantly more efficient than DP algo-
rithm. Moreover, it also exhibits a better scalability with number of mobile web
services.
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.....................

Fig.4. Comparison of the number of calculations performed in Greedy and DP
algorithms

6 Related Work

With a firm understanding of the mechanics of web services, further (more spe-
cific) research on mobile web services provided us with novel approaches and
valuable “food for thought.” One such example is the concept of accessing web
services via cell phone broadcast networks |1, 12]. Another paper describes differ-
ent broadcast channel structures that were invented to share any data through
a cell phone broadcast network [2]. Yet another research introduces the concept
of skewing the data to accommodate the fluctuations in the number of requests
for different types of data [1, 2, 6].

Not surprisingly, a substantial number of researchers have included the use
of broadcast channels in their mobile web services solutions due to the ad-
vantages of scalability, energy efficiency, and unlimited user capacity that they
bring to the table |1, 2, 6, 7] The challenge becomes the allocation of the data
among the broadcast channels so that the average access time (AAT) is con-
sistent (regardless of the “popularity” of the data requested). One approach
is to allocate bandwidth to the transmission of less frequently requested data
while leaving broadcast to handle the more popular data, as was suggested in
[8] and [9]. A different concept is to send out the most popular information re-
quests at increased intervals on the broadcast channel, thereby skewing the data
allocation [6].

In essence, Yee et al. ’s [6] research is based on the theory that by using
multiple broadcast channels (instead of the usual single channel design), response
time between mobile devices and web service providers will be improved and the
added benefits of improved “fault tolerance, configurability and scalability” could
be realized. The team’s unique approach called for partitioning the data (and
scheduling it) among several broadcast channels with their simplified GREEDY
approximation algorithm. In their experiments, they compared the performance
of their algorithm (GREEDY) to FLAT, Bin-Packing (BP), VFX and Dynamic
Programming (DP) on data items of the same size. Their goal was optimization
balanced with practicality, thus taking into consideration the limitations of the
on-line and mobile environments. As they had hoped, the GREEDY algorithm
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produced near-optimal performance within its less complex (when compared to
previously used algorithms) operational mode [6].

Tackling more complicated wireless transactions, Yang et al. [2] sought to ap-
ply efficiencies to accessing composite mobile services (a service that depends on
other services to work), which are defined by Business Process Execution Lan-
guage (BPEL) graphs. They discovered that the closest-first-access algorithm
had advantages over the depth-first-access and breadth-first-access algorithms
no matter the type of composite service (i.e., sequential, parallel, or hybrid).
Due to the intricacies of these operations, the team sought to break down the
access method into three processes: service request flow, receiver flow, and service
execution flow. Their proposed broadcast channel configuration was made up of
seven channels with each having its own designated purpose. More specifically,
they were each assigned a certain type of content, such as M-services, wireless
data, service descriptions, composite services, or service registry information.

Additional efficiencies for the above configuration were sought by the team
through “selective tuning,” which would allow the mobile devices to rest (doze)
and only activate when its required content became available. This was accom-
plished by developing their “index channel method,” which consisted of a M-
service index channel and a data index channel. Both channels provided service
or data location information (“arrival time”) in index format to the mobile de-
vice, which allowed it to doze while waiting and thus reduced its tuning time
(and energy consumption).

In the research above (and historically speaking), those designing and deliv-
ering mobile web services have had to contend with the limitations (i.e., battery
life, bandwidth, and storage) that are inherent in most mobile devices. Con-
trary to this thinking, Chou and Li [10] designed a mobile distributed comput-
ing platform (based on Android technology) that facilitates distributed services
computing on mobile devices utilizing real-time and over IP communication ca-
pabilities. Their Web Service Initiation Protocol (WIP) enables mobile devices
to act like/appear as web service providers. Along the same lines, Aijaz et al.
[11] set out to prove that mobile devices could host asynchronous mobile web
services (Mob-WS). Their scenario had web service requestors and web service
providers both being mobile devices. They established peer-to-peer communica-
tion between the parties by leveraging Bluetooth® technology.

All of the research mentioned above and what has been published up until the
date of this paper have not considered utilizing skewed hybrid broadcast channels
(disseminating variably-sized mobile web services) to reduce average access time.
This paper is devoted to the design and execution of this conceptual model which
includes its innovative channel design and allocation approach.

7 Conclusions

We proposed an efficient framework for delivering mobile web services in a broad-
casting environment. We proposed the measurements to evaluate the perfor-
mance of the framework, including single channel average time and multiple
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channel average time. We formally defined the optimization problem. We de-
scribed and compared three optimization solutions. We conducted an experimen-
tal study, which showed that the greedy algorithm achieves the best performance
overall. We plan to extend our work in the future to incorporate tuning time as
well as the performance of updating the indexing channels into the optimization

process.
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Abstract. To begin with, the semantic web service adaptation is based
on the addition of contextual information to this web service descrip-
tion. So the technique of adapting the web service allows the user to es-
tablish reusable, interoperable, flexible and context-aware applications.
The basic feature of the pervasive applications is the context-awareness.
What is more, the pervasive systems are based on the NNN paradigm
(aNywhere, aNytime, with aNything). Therefore, these systems must be
used in different contexts depending on the user environment, his pro-
file and the used terminal. Indeed, this type of system is dynamically
adapted. Furthermore, we seek to offer a dynamic description of the web
services. This objective, however, can be achieved by adding contextual
information structures to the web service description. In the literature,
more research works strive to combine the contextual description with
the web service description by using the OWL-S structure. In fact, the
main objective of this paper is to propose structures with two levels for
the contextual description of the pervasive system. The first level is used
to select the adapted web service to respond to the users needs, while the
second level is aimed to offer the user the adapted description to respond
to these needs.

Keywords: Pervasive, Information system, Ontology, OWL, OWL-S,
Design, Model.

1 Introduction

In the last decade, new technologies witnessed a rapid evolution. This evolution
stepped up the complexity of the users mobile environment and pervasive com-
puting becomes a reality. As a result, a large number of pervasive computing
projects around the world try to prove the viability and usefulness of this vision
in a variety of domains. Unfortunately, along with the new and existing possi-
bilities, difficult challenges come into being. As pervasive applications are highly
distributed and mobile in nature, pervasive system developers have to transcend
all the challenges found in the fields of distributed systems, mobile computing,
as well as the new set of challenges that did not exist in either the distributed
systems or mobile computing alone.

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 35-f8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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In this, adaptability is deemed to be a key aspect in the pervasive computing
systems. Therefore, the system needs to adapt its functionality and behavior
depending on the context of the user and the resources that are available at any
instant. Although many research works highlight the idea of implementing and
establishing adaptation in pervasive systems, none of them is interested in the
design of adaptation in pervasive systems. We attempt, in this work, to suggest
a system that can be conceptually adapted to the pervasive system. This system
is based on semantic web services. Therefore, we have proposed a classification
of contextual information for pervasive systems and used the OWL-S structure
to integrate such information into the web services. In fact, the OWL ontology is
a solution to support greater automation in the service selection and invocation
and the automated translation of the message content between the heterogeneous
inter-operating services and the service composition.

This paper is organized as follows. First, we study some concepts related to
our research domain such as the pervasive system, the semantic web services and
the existing OWL-S extension to describe the semantic web services. Then, we
present the architecture to adapt the pervasive system functionalities. Finally,
we present our purpose that concerns the proposal of contextual description of
the pervasive system.

2 State of the Art

2.1 The Semantic Web Service

To realize the vision of Semantic Web services, several research works create
a semantic markup of Web services that makes them understood by the ma-
chine. They are also developing the agent technology that exploits this semantic
markup to support the automated Web service composition and interoperabil-
ity. The convergence of the semantic web with the service oriented computing
is manifested by the semantic web services technology. In fact, it addresses the
major challenge of automated, interoperable and meaningful coordination of web
services to be carried out by intelligent software agents. Additionally, each se-
mantic service description framework can be characterized with respect to (1)
what kind of service semantics are described, (2) in what language or formalism,
(3) allowing for what kind of reasoning upon the abstract service descriptions.
The Semantic Web services can use the OWL-S process model and grounding in
order to manage their interactions with other web services.

2.2 The OWL-S Ontology Presentation

OWL-S is a Web Services ontology that specifies a conceptual framework to
describe the semantic web services. OWL-S is also a language based on the
DARPA work of its DAML program and takes the result of DAML-S (DARPA
Agent Markup Language Service). It was incorporated into W3C in 2004, within
the interest group of semantic web services at the OWL recommendation [3].
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The original purpose of OWL-S is to implement semantic web services. OWL-S
is based on OWL to define the abstract categories of entities, events in terms of
classes and properties. OWL-S uses this ontology language description to define
a particular ontology for the web services. This ontology is used to describe
the web service properties as well as its services available to the public. The
OWL-S structure regroups a set of ontology. Each one provides a functionality
to describe the web service semantically. The ontology main classes described
by OWL-S [4] are defined by the following figure (see Figure [Il). The necessity
to use the OWL-S ontology is justified by the creation of a semantic web service
that has a dynamic description. This dynamic is provided by the addition of
contextual descriptions to the OWL-S structure. The description depends on
the use of the context of a pervasive system.

hEshs ServiceProfile
[what it does)

ServiceGrounding
describedby

; y ServiceModel
[how it works)

Fig. 1. The principal OWL-S classes

SUpPOTS

[how to access it)

2.3 The Existed OWL-S Extension

Several research works take the advantage of the existing OWL-S structure to
describe the different contexts. In this paper, we present two research works of
of Qiu et al., [5], [6] and Ben Mokhtar [7]. Qiu et al., research works propose
an adaptation system based on the service composition approach. To do this,
the authors offer three context categories [5]: the user context, the web service
context and the environmental context. The user context (“U-Context”) speci-
fies the context information about the user. In this context, the authors defined
two types of contextual information: the user static context (profile, interest,
and preferences) and the user dynamic context (location, current activity and
task trying to achieve). The web service context (“W-Context”) includes the not-
functional contextual information (price, execution time, confidence degree). The
environmental context (“E-Context”): this category collects the context infor-
mation about the user’s environment (time, date, etc.). Each context category is
represented by the OWL ontology and is integrated in the existing OWL-S ex-
tension ontology to introduce the OWL-SC (OWL-S for context) [6]. The latter
is intended to describe a general contextual information (see Figure 2]) based on
the users description. The proposed structure focuses only on the user context
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ServiceGrounding support
provides descibed by
SES presents Processhiodsl

@ Service Profile

Fig. 2. The OWL-SC Ontology [6]

description. However, it presents a vision for the integration or the addition of
more information to the OWL-S structure.

Ben Mokhtar et al., research works propose a system to adapt the web services
to a pervasive environment [7]. The context definition includes the description of
four types of contextual information: the context sensors, services, devices and
users. In addition, the contextual adaptation in this work is based on the service
representation and the user task representation. In the service representation, the
authors describe the services using OWL-S extended with context information.
This information is decomposed into a high level context attributes, precondi-
tions and contextual effects. However via the user task representation, the user
task representation is performed while extending the OWL-S service model on-
tology. To do this, the authors propose to integrate the quality conditions service
descriptions and the context conditions required by the user task in the OWL-
S structure. The context information description is performed by means of an
OWL extension ontology, the adaptation is carried out by applying a finite-state
automaton (see Figure B]). Ben Mokhtar et al., their proposal concerns the con-
textual information integrated in the OWL-S structure, but this information is

Service Profile

hzsa

ServiceGrounding

Composite
Process
Gresiory

£

ContextuzalEffect

hasContextualEffect

hasContextAttribute

Atomic Process

Fig. 3. The OWL-S ontology extension for the pervasive system [7]
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not related to the pervasive system description. We focus on, via this work, the
integration of pervasive contextual information in the OWL-S structure.

2.4 The Pervasive Systems

Weiser [I] believed that the exponential evolution of data, software, hardware
and connectivity would generate new environments rich of computing elements
that lack proper interaction. As a result, he presented a paradigm where the
computing elements would disappear from the users consciousness while func-
tioning homogeneously in the background of his environment. The final objective
is to provide the user with omnipresent and seamless services available whenever
and wherever they are needed [2].

When the digital services kept increasing, many applications appeared. These
applications can sometimes replace human beings. Thus, technology becomes a
principal factor that could affect and improve life quality and business produc-
tivity by ensuring higher interoperability between the different business partners
and the surrounding dynamic environments. With all these dynamic elements,
a growing demand for easier, mobile, transparent and seamless interaction is
sought in order to adapt it to the users situations, abilities and needs.

2.5 The General Model Used to Describe the Pervasive System

The pervasive system description is based on a general model [9]. The latter is a
UML class diagram representing the intersection result of four existing models
to describe the pervasive systems: SOUPA, Activity, and CSCP COMANTO.
The classes defined in this diagram (see Figure 3) are described below:

— Agent: this class is used for the presentation of different actors in a pervasive
system. It assembles the human actor and device actor.

— Person: presents all human actors.

— Device: presents the peripheral devices in a pervasive system.

— Service: presents the services offered by each device.

— Network: regroups the characteristics of different types of network.

— Location coordinate: represents the spatial relation between the different
locations in a pervasive system.

— Preference: presents the information profile of a person who realizes the
activity in a pervasive system.

— Activity: presents the characteristics of the activity requested by the user.

— Rules: regroups the different rules of activity, person and network interact-
ing in a pervasive system.

— Time: presents the characteristics of a temporal thing and the relation of
different things in a pervasive system.

— Location: represents the characteristics of localizations of human and mo-
bile devices in a pervasive system.

— Role: represents the role of the users in the pervasive system.
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The class descriptions are classified into six contextual information categories:
the user context, the device context, the network context, the location con-
text, the service context, and the application context. We consider a semantic
web service to adapt the pervasive application to each category of contextual
information.

3 The Purposed Architecture to Adapt the Pervasive
System

The proposed architecture to adapt the functionality of the pervasive system to
the users needs regrouped two description levels and an adapter. The adapter
is used to apply an adaptation rules to the destined web service description. In
this paper, we are interested in the description levels (see Figurddl). The goal of
the generic web service creation is to communicate with the different contexts
by selecting the specific web service to respond to the users needs. We used
the web service discovery technique to ensure this level functionality. The web
service discovery is the process of finding a suitable web service for a given
task. The specific web services are created to select the adapted description to
respond to the users need. The fulfillment of a specified web service is provided
by the generic web service. The next section is devoted to the presentation of
the contextual description used for each level.

\f’i OWL-5 descriptionfor the
k“:‘n user description
¥, -

JThe web senvice
OWL-5 description for the

“"‘L device description
¥ =

The web service

v X OWL-5 description for the
‘\":‘z network description
= ¥,
\:'i The web service
o % |owL-5 descriptionfor the
The genericweb senvice —I-Adapter i-,:'i . %
4 |location description

OWL-5 description with o
the general description The WED_SEMCE
“& OWL-5 description for the
‘--_,. service description

he web service

% |owL-5 descriptionfor the

“‘j application description
N -

he web service

Fig. 4. The purposed adaptation architecture
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4 The First Level of the Web Service Description

The first level is represented by a semantic web service that generally describes
the pervasive environment. It has all the necessary information about each web
service context shown in the second level. This information is described in an ex-
tended OWL-S ontology (see Figure[]). The extended OWL-S ontology includes
the basic information examining a pervasive system.

The pervasive context is presented by the “PervasiveContext” OWL class. The
activities in a pervasive system are presented by the “A-Context” OWL class.
They exist in a device. The latter is symbolized by the “D-Context” OWL class.
Each “D-Context device offers services in a pervasive system. The services are
presented by the “S-Context” OWL class. The latter regroups the characteristics
of the services provided by the pervasive system. All the devices existing in a
pervasive system are interconnected via multiple networks. These networks are
modeled through the “N-Context” OWL class. The two classes “D-Context”
and “U-Context” represent the entire agent that exists in a pervasive system.
For this reason, we placed the two classes as a sub-class of the “Agent” OWL
class.

ServiceGrounding

supﬁuﬂs Sarvice Model
provides describedB

i

)

ServiceProfile
presents

presents
describeActivity

PervasifContext

describeService ! describelUser

Hescribe Network

" describeDevice @
offers
@ locatedin

connectedlc

Fig. 5. Proposed structure for the first level of description

Each of the classes presented in the proposed OWL-S structure will be trans-
formed in ontology. The latter regroups the classes and the attributes shown
by the OWL semantic relation “owl:onProperty”. The ontological structures are
used to detail the contexts defined in the pervasive system.
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5 The Second Level of the Web Service Description

The second level is the most detailed contextual description. It is at this level
that we discover the low-level description of the pervasive system (see Figure
??). To define each context, we have to get a set of extended OWL-S structures
corresponding to the number of contexts described in a pervasive system.

5.1 The OWL-S Extension to Describe the Physical Context
(OWL-SPHC)

The suggested OWL-S extension of the physical Context is an ontology that
describes the user physical context as well as the set of devices and persons
existent in a pervasive system. The physical context includes the contextual
information related to the location and the location coordinates of an agent in
a pervasive system. The idea here is to add the physical context description
to the existing OWL-S ontological structure. The OWL-S extension structure is
suggested in figure[fl The adaptation of the user to the physical context is mainly
manifested by the constraints expressed by the rules related to the execution of
the applications in a pervasive system. These constraints can be summarized
by the example in which an application is running in a location such as train
station (where there is huge noise) or in a location such as a house (where there
is silence). The time constraints occur when an application is executed in the
same location but at different times. For instance, the execution constraints of
an application during a work break are not the same as when it is running.

- ServiceGrounding
id rt
st o ServiceModel
describedBy
@ presents Service Profile

uses

[
il

prasents

Physical Comtesxt

locztionTime describelocation

Locatedin
‘ hizs

Fig. 6. The structure OWL-SPHC
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5.2 The OWL-S Extension to Describe the Application Context
(OWL-SAC)

The OWL-S structure is designed to describe the application context is an ontol-
ogy structure that defines the activity context executed in the pervasive system.
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The activity context includes both the contextual information related to the ac-
tivity and the application that uses the rules in a pervasive system. The idea
here is to add the activity context description to a standard OWL-S ontology.
We present the suggested structure of the OWL-S extension in the following
figure (see Figure [1)).

ServiceGrounding
rt iC
T e supports " ServiceModel
describedBy
@ pResenis ServiceProfile

ActivityContext FIEEEE

uses describeActivity

-‘ @ exacute

¥ o

@ axists Activity
hasRules

hasPreferances

; startsenas
Preferences @

Fig. 7. The structure OWL-SAC

The adaptation of an activity in a pervasive system manifests itself in the
activity characteristics and the rules implementing this activity. The devices
characteristics may affect the activity performance. The activity execution begins
and ends at a given moment in time. A computer activity can be executed in a
specific platform may not be executed in another environment. In other words,
audio or multimedia activity can be executed only in multimedia environments.

5.3 The OWL-S Extension to Describe the User Context
(OWL-SUC)

In fact, the user is the focal point of any information system. In the pervasive
system, the user is defined by two information characteristics: the static char-
acteristics (name, age, sex, etc.) and the dynamic characteristics. The dynamic
characteristics are defined by the preferences and the users environment (loca-
tion, time, etc.). To describe the user context, we consider the OWL-S extension
structure presented in figure 8 which combines the two types of characteristics
of the user context.

The adaptation of the applications to the users characteristics manifests itself
essentially during the interaction between the human-machine interfaces and the
method of executing an activity. An activity can be executed according to the
users preferences. In addition, the users static characteristics can impact on
the methods of using a pervasive system since this type of system is adaptable
to any user.
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@ ServiceGrounding

provides supports

@ describedBy
present Service Profile
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hasPreferencs

Fig. 8. The structure OWL-SUC

i

5.4 The OWL-S Extension to Describe the Service Context
(OWL-SSC)

The OWL-S structure used to describe the service context as an ontology which
contains information about the services provided by the pervasive system. Each
service in the pervasive system has a set of rules. Since we have an intelli-
gent system, this system must provide services according to the users desires
and preferences such as the physical features, the available networks, etc. The
OWL-S ontology is proposed as follows (see Figure [)).

o i
provides
. suppaorts
@ described
presents Service Profile

L presents
: Rules
= Q
7 describeUser hasRules

executionTme

Fig. 9. The structure OWL-SSC

This ontology is meant to describe the services provided by the pervasive
system and to adapt an application to the user’s desires and preferences. In
other words, a single system must interact with any type of users, networks,
devices, etc.
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5.5 The OWL-S Extension to Describe the Device Context
(OWL-SDC)

The OWL-S structure is created to describe the device context and the activity
profiles in the pervasive information system. Each device has a configuration,
rules and preferences. In the mobile system, a new communication method has
emerged to satisfy the users needs. Such a method paves the way for the prop-
agation of intelligent systems through the invention of smart phones such as
the Blackberrys, the iPhone... and touch pads such as the iPad. In order to
ensure the adaptation, the pervasive system must capture a material list to en-
sure the answer to the query in accordance with the hardware configuration (see

Figure [I0).

- ServiceGrounding
provides

supports -
describedB ServiceModel
Service
presents ServiceProfile

usas presents

describelDevices

hasRules

Fig. 10. The structure OWL-SDC

The material side is very important since the pervasive system is accessible
anywhere, anyhow and to anything. Indeed, such a system can be executed
according to the existing hardware.

5.6 The OWL-S Extension to Describe the Network Context
(OWL-SNCQC)

The proposed OWL-S structure regroups the network context description and
combines the characteristics of all the available networks in the pervasive infor-
mation system. In this type of information system, there are several types of
wireless networks (3G, WiFi, GSM, UMTS ...). Actually, each type of network
has its own characteristics, access rules and preferences. To describe the network
context, we propose the following OWL-S structure extension (see Figure [[2).
The network selection or adaptation in the pervasive system is provided by
the proposed ontology (see Figure 11) since the web service will use this struc-
ture to describe its services semantically. We can give real examples to describe
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Fig. 11. The structure OWL-SNC

the network in a pervasive system: the traveler can check and send his docu-
ments according to the characteristics of the wireless networks available in the
airport, the patient can make an appointment through his PDA, the manager
can supervise the workers remotely, etc.

6 An Example of Using the Proposed OWL-S Extensions

In this paper, we present an OWL-S extension for each context. In this section,
we present a scenario to give an idea about the description related to the per-
vasive system. The presented scenario (see Figure 13) is obtained after applying
the representation of the rules exemplified in the figure below. In other words,
the rules are defined by a set of conditions. The latter resulted from the users
request values by means of logic operators (“AND” or “OR”). The value used in
this presentation is manipulated by the two operations “getValue()” and “set-
Service()”. The result may be one service or several services according to the
logic operator (see Figure 12).

6.1 The Scenario Definition

A user in an airport waiting for a flight. He has a large multimedia file. He wants
to send it to the wireless network in a transmission time that does not exceed
30 minutes.

6.2 The Scenario Result

In this scenario, three types of context are defined; the physical context, the
activity context and the network context. Among the classes of the physical
context Physical Context, we have the class location that has the attribute Lo-
cation Name. In the existing structure, we note the existence of three possible
values: airport, work and home. In this situation, the sensor detects that the
user is at the airport. This value is returned by the method getUserLocation().
Across the context of activity ActivityContext, we can extract the type and the
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execution time of the activity. The type activity is returned by the attribute
ActivityType of the class Activity in this situation which includes three possi-
ble values: play online, chat on facebook and send multimedia documents. The
potential value in this case is expressed by the method getActivityType(). The
activity execution time is returned by the attribute ExecutionTime of the class
Time which includes, in this situation, the values: 15 minutes, 30 minutes and
45 minutes. The potential value in this case is expressed by the method ge-
tExecutionTime(). The final context is the network context NetworkContext.
It allows returning the network to be used in this scenario. The class Network
has an attribute Bandwidth which includes the bandwidths value of all net-
works stored in this structure. This value is perceptible by means of virtual
Sensors.

ActivityContex t

DeseribaAetivity

DescribeLocation

Send a docum ent

via e-mail

getictivityType O getEx ecutionTime ()

getUserl ocation ()
‘Constraint
NetworkContext
Dhes cribalabwork

Bandwidth

setB andwidthValue ()

Fig. 12. The scenario description

7 Conclusion

This paper, indeed, is aimed present the two leveled description of the perva-
sive system based on the contextual information derived from a generic model.
Hence, we suggest a classification of this information. The result of this classifi-
cation is six ontology; the user context ontology, the physical context ontology,
the network context ontology, the activity context ontology, the device context
ontology, and the service context ontology. These ontology are implemented in
the semantic web services to give the pervasive system developers an adapted
description. This set of ontology is integrated into an existing OWL-S structure
to create the semantic web services and to determine the second level of descrip-
tion. Also, we propose a generic description for the first level. We kept the model
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of generic structure to ensure communication between the different contextual
information In future work, we intend to suggest a set of generic rules that can
be applied to this ontology to adapt the functionality of the pervasive system.
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Abstract. In recent years, location-based services became more and
more popular. They serve information based on a user’s or device’s lo-
cation. Many of these services are accessible over web interfaces via
browsers, which would make them also interesting for stationary de-
vices. However, these don’t possess good positioning capabilities nec-
essarily. There are still many of them that are connected to the Internet
in a wired way, thus not being able to use WLAN positioning or similar
approaches. Static devices usually rely on IP geolocation, which approx-
imates their position only coarsely. Smartphones, on the other hand,
come with inbuilt positioning technologies that allow to pinpoint the de-
vice and its user with very high accuracy. A potential solution to this
dilemma is a connection between different device types. Highly accurate
position information can subsequently be transferred in an automated
and seamlessly integrated manner from a smartphone to a stationary
device.

Keywords: Location-based services, positioning mechanisms, geoloca-
tion, mobile and stationary devices.

1 Introduction

Location-based services (LBS) and related applications are becoming more and
more popular. Nowadays, the integration of location data into a multitude of
objects of interest, such as photos or blog posts is very popular. However, LBSs
are much more than just the mentioned geotagging example. They can be de-
fined in many different ways. Brimicombe and Li give the following definition:
"Location-based Services (LBS) are the delivery of data and information services
where the context of those services is tailored to the current or some projected
location and context of a mobile user.” [I]

One of the most prominent examples for LBSs is finding points of interest,
such as restaurants, in close vicinity to the current position of a user or device.
Other location-influenced information could be bus departure times and expla-
nations of historic monument backgrounds. Most of the time, such information
is directly queried by the user, e.g., by accessing a location-aware application

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 49-B3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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(app) on a smartphone, which means that the user controls and initiates the
position transfer to the location-based service. This form is called reactive LBS,
because the service only responds with location-aware information on demand.
In comparison to this, proactive LBSs constantly have knowledge of users’ posi-
tions and provide them with information based on certain events, e.g., passing
by a cinema. In this case, such an event could be used by the cinema opera-
tor to offer cheaper tickets to a nearby passerby. A more advanced approach is
called geo-fencing [2], where entering and leaving predefined areas is monitored
[3]. Aside from using only single positions, services can also work with a user’s
location history.

Considering that the usage of these services includes sharing location infor-
mation with third parties and often also making them publicly available, privacy
concerns automatically arise. Even though many LBSs are primarily designed
for mobile devices, they can also be used by stationary devices, such as desktop
computers and similar devices. Location-based access control (LBAC) [4] is an
example, as it would allow restricting access to important information based on
the user’s whereabouts [5]. These devices usually rely on IP geolocation, which
approximates their position only with a city-level granularity at most. Smart-
phones, on the other hand, come with inbuilt positioning technologies that allow
pinpointing the device and its user with very high accuracy. A potential solution
to this dilemma is a connection of smartphones and stationary devices. This
paper discusses different concepts and presents a prototype implementation.

After the introduction, an overview of related work is given. In Chapter 3,
the most important technologies regarding positioning and device connections
are presented. Chapter 4 introduces system requirements and discusses the re-
alization concepts, as well as the implementation experiences. The paper rounds
up with chapters on evaluation, summary and outlook.

2 Related Work

Connecting smartphones and stationary devices in order to exchange generic
data is not something entirely new. A range of applications exist that incorporate
some sort of connection mechanism to other devices, most often wireless local
area network (WLAN) or Internet-based connections. However, none of them
can directly be used to provide positioning information to stationary devices.
In 2009, Bump technologies published a smartphone application (Bump) that
allows file exchange with other smartphones or computers. The connection is
established by bumping the smartphone on the computer’s space bar while ac-
cessing the company’s website. A location-based matching algorithm uses time
and position of both devices to detect and connect them. The actual connection
is only permitted after an additional display-based authentication check. Data
is not directly transferred between the devices, but routed over the website. Ac-
cording to the websit, the entire connection is encrypted so that no private

! https://bu.mp/
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data is accessible by a third party. Airdroid is a second, similar application
that additionally lets a computer take control over a smartphone. In contrast
to Bump, it works only in a shared WLAN via a web-based interface. No third
party server is required. Aside from the connection method, it includes a graphi-
cal authentication mechanism. The stationary device accesses the web interface,
which is hosted by the smartphone. A quick response code (QR-Code) [6] is
generated and displayed. The user has to scan this code with the smartphone’s
camera, proving that the computer, from which the smartphone is accessed, is
the correct one. The latest version of Airdroid features the access to smartphone
data over cellular networks.

3 Geolocation Basics and Connection Concepts

In the following section an overview of used positioning techniques and ap-
proaches is given for stationary devices.

3.1 IP Geolocation

The most important, automatic and basic way to discover the location of a static
device that lacks technologies like GPS and WLAN is to use its Internet Protocol
(IP) address. Each device, or more precisely each network interface, is assigned
with an TP address when it connects to a network, e.g., the Internet. The main
problem with geolocating a device through its IP address is that the address
itself does not contain any location specific information at all. Therefore, other
ways that involve additional context information and measurements have been
developed to get a location to a corresponding IP address in real time. They can
be classified by the approach they take to acquire an IP address location into
basically three groups: network delay-based, topology-based and hybrids. The
most important are: Constraint-based Geolocation (CBG) [7], Octant [§] and
Street-level Geolocation (SLG) [9].

3.2 Comparison of Common Positioning Technologies

Almost every modern smartphone provides software functionality and sensors
for the following three positioning systems. Some of them are tied deeply into
the operating system of the mobile device. In Table [l an overview of the most
common and well-known positioning systems is given with details on accuracy,
power consumption, and availability. It becomes apparent that positioning tech-
nologies available to smartphones are much better than IP geolocation. There
are several drawback, e.g., GPS is mostly not suitable for indoor positioning and
cellular positioning can be influenced by deflections from buildings and other
large objects. The WLAN method provides relatively good results but is heav-
ily dependent on a location provider, which is mostly operated commercially.

2 http://airdroid.com/
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Table 1. Key values of the different positioning technologies

Technology Method Accuracy  Consumption Availability
CBG 143 km indoor & outdoor

IP Geolocation Octant 35 km indoor & outdoor
SLG 1.68 km indoor & outdoor
GPS <7.8m 6.616 W/s  outdoor

GPS D-GPS 10 cm—55cm 6.616 W/s  outdoor
A-GPS <7.8m 6.616 W/s  outdoor

WLAN Lateration 13m-40m 2.852W/s indoor & outdoor
Fingerprinting 2m-4m 2.852W/s indoor

Collular Cell-ID 50m-35km 1.013W/s  indoor & outdoor

e E-OTD 50m-150m 1.013W/s  indoor & outdoor

Furthermore, the table shows that the energy consumption of GPS, WLAN
and cellular positioning differs a lot and should be taken into account in the
realization phase.

3.3 W3C Geolocation API

As location-based services become more and more important to daily life and
widely known, a standardized set of always available methods to locate users
is needed. Since HTML5 was near completion, the world wide web consortium
(W3C), which is always thriving to allow better user experiences through stan-
dardization, seized the opportunity and integrated a new programming interface,
called Geolocation API [10], into HTML5. The API features a set of JavaScript
functions that delegate positioning to the user client and its attached devices.
This way, any website can request accurate positioning information from any
user. How the position is actually computed is not part of the specification and
is entirely up to the software developers that implement the Geolocation API.
However, the most common ways include GPS, WLAN- and cellular network po-
sitioning. It is important to keep in mind that the position determined in such a
way is not necessarily the true position of the user, but might be spoofed or sim-
ply erroneous. In order to secure the user’s privacy, the specification mandates
that each position request from a website needs to be approved by the user,
e.g., through an interactive dialog that asks for permission. In the case that the
user declined the request, the browser or user client is not allowed to send the
position.

3.4 OpenMobileNetwork

To become more independent from proprietary data providers, a lot of effort was
made in the last years, resulting in the creation of open location datasets. The
OpenMobileNetwork (OMN) [L1] is one of the most prominent examples. Its goal
is to map all existing base stations together with semantic data, like cell traffic
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and neighboring cells. Additionally the map is extended by semantically connect-
ing these base stations with other objects in a linked data approach. Building on
top of that basic framework, network usage can be monitored. Ultimately, this
open, semantically structured dataset is to be integrated into the Linked Open
Data Cloud (LOD)EL which consists of already 295 other datasets that cover
different themes of real world objects and semantics, allowing new and complex
applications to be built with the available cell data. Currently, 7237 cells are
contained in the OMN. However, the OMN is not a location server itself. It is
rather a huge database of cell locations, cell ranges and other data. This data
can be queried through a web servicdd. Such a dataset could also be used in
this work as an alternative to the Google Location Server to infer smartphone
locations.

3.5 Device Linking Concepts

In order to build a system that allows positioning information to be transferred
from smartphone to any stationary device in a reliable and secure way, the
different available concepts to link devices are analyzed. Currently, there are
four major technologies that are used for data transfer: Universal Serial Bus
(USB), Bluetooth, Near Field Communication (NFC) and standard IP over
LAN/WLAN.

Universal Serial Bus. Prior to the universal serial bus, there was a variety
of ways and different interfaces to connect peripheral devices to a computer,
including RS232, SPI, 12C and PS/2 [12]. This heterogeneous environment was
rather complex and cumbersome. In the early 1990s, a consortium of several IT
companies, among them Intel, Microsoft and IBM, designed the USB standard:
A single connection method to bring computers and peripheral devices together
in an easy manner. In 1996, the specification of USB 1.0 was released. USB
3.0 [I3] is the current version and supports up to 5 Gbit/s transmission rates.
USB is realized as a cable-based master/slave communication that allows up
to 127 devices to be attached to a USB host. Two different communication
protocols allow file transfer between devices: mass storage class protocol (MSC)
and media transfer protocol (MTP). The latter is currently used in many up-to-
date smartphones and features several improvements in comparison to the older
MSC, such as the file system being maintained by the USB device and not by
the USB host [14].

Bluetooth. Similar to USB, Bluetooth’s intention is also to unify previously
existing technology and improve user experience and simplification in general
[15] [16]. However, it is completely wireless. It was initially developed by the
Swedish company Ericsson in 1994 as a radio frequency alternative to infrared-
based ways to connect devices and is currently maintained and advanced by the

3http://lod-cloud.net/
4http://www.openmobilenetwork.org:8080/sparql/
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Bluetooth Special Interest Group (SIG). The current version (3.0) allows data
rates of up to 3 Mbit/s directly over BT and up to 24 Mbit/s over WLAN with
Bluetooth only used as the network setup initializer. Bluetooth allows up to
seven slaves to communicate with a master device in the 2.4 GHz band within
a standard range of 10m (Class 2) [17]. Bluetooth is supposed to work in many
different scenarios. For each use-case exists a standardized specification, called
profile, that defines how communication between nearby devices should look like.

Near Field Communication. Radio frequency identification (RFID) tech-
nology with contactless smartcards allows short range, wireless, one-way data
exchange between devices. Near field communication is based on RFID, but al-
lows arbitrary communication in both directions. It was developed by Sony and
NXP Semiconductors (formerly a part of Philips) in 2002. Since 2004, an insti-
tution called NFC-Forunf is in charge of further standardizing and developing
the technology. The underlying principle of both RFID and NFC is electromag-
netic induction, realized by inbuilt metal coils, through which an electric current
flows. The NFC device can measure the amplitude, frequency and phase of the
received voltage of the electromagnetic field and thus it can be used as a carrier
frequency for data transmission. NFC is also a master/slave technology and has
a range of 10 cm on average (20 cm maximum) [I§].

4 Realization Concepts and Implementation

This section describes the system requirements and conceptual models, as well
as the main implementation details.

4.1 Requirements

The system is supposed to provide a range of features, which are listed below.
The most important function is the ability to transmit a single position to the
stationary device, to be used by a third party application.

This also includes the integration of the system into existing location-based
services, which is needed for them to get access to the location data. This can
be achieved by building an integration for modern browsers, as they are the
gateway to most LBSs. However, other location aware applications that are not
web-based do also exist. In order to support them too, a centralized point that
provides location data on a stationary device would be useful. A location server
on the Internet or even a local one could be a possible solution.

The information of a location should at least be composed of the most impor-
tant values: latitude, longitude and accuracy. This information is the same as the
data that is returned by the Google Location Server. Furthermore, additional
information can and should be provided as well. This includes the time at which
the position was computed, a position provider identifier, like WLAN or GPS,

® http://www.nfc-forum.org/
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and a rating that indicates the quality, accuracy and reliability of the transmit-
ted location. Furthermore, multiple energy profiles need to be supported. They
allow an adjustment of energy consumption and accuracy. The system also needs
to work without WLAN, because otherwise, a stationary device could already
locate itself rather accurately. Open location data (e.g., provided by the Open-
MobileNetwork) should be incorporated to form an alternative to proprietary
providers.

Among non-functional requirements is a high compatibility with different sta-
tionary devices. This is important, because they come in many formats, espe-
cially regarding connection interfaces. Some devices might only feature USB,
others Bluetooth, IP via Internet or LAN. It is notable that devices, which use
NFC technologies are still very rare but become more important in the future,
e.g., in the context of mobile payment. User privacy protection and position
data integrity throughout the system are further requirements that need to be
met. The system should also be highly automated and seamlessly integrated into
existing devices and applications.

4.2 Conceptual Model

Several models were constructed that are suited to connect smartphone and
stationary device, enabling LBSs on the latter by acquiring location data from
the smartphone. Due to the nature of the connection methods between both
devices, two different kinds of models are possible: direct connection via USB,
Bluetooth or NFC and indirect linking over the Internet by using a TCP/IP
connection.

Aside from this, three different stationary device application layouts were
devised. The first consists of a dedicated client that connects to a nearby smart-
phone. The acquired location information is pushed into a file on the local file
system, which can be accessed by LBSs. In the case of location-aware browsers, a
plugin configures them to use this new location source. The second model is sim-
ilar to the first one; however, it deploys a dedicated, local location server instead
of a file. This allows an encrypted and authenticated way (using TLS) to provide
LBSs with location data. In comparison to the location file, data manipulation
is no longer possible. The third layout consists only of a plugin for browsers,
which also handles the smartphone connection. Due to security restrictions in
browsers, direct hardware access is not possible. Therefore, it is only usable in
an IP connection scenario.

Considering all requirements, a direct connection model with a dedicated lo-
cation server (model 2) was deemed to be the solution of choice (Fig. [l). The
system should support as many different devices as possible. The general way
to achieve this is to embed more than one connection technology. Bluetooth is
chosen as the main transmission medium. This results from the circumstance
that it is incorporated in many devices and phones. Even more important is
that it allows a wireless connection, in comparison to USB, and thus features
much better automation and background potential. There are some devices that
do not support Bluetooth. In order to reach these devices, USB can be used not
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Fig. 1. Final connection model

only as a backup strategy, but also as a second transmission medium that allows,
for example, the usage of docking stations.

4.3 Implementation

The system basically consists of a smartphone application (Android platform)
that acquires positioning data and a client software on stationary devices that re-
quests this information from nearby smartphones. Both components are
described in this section.

Smartphone Application Overview. The application features a set of activ-
ities that allow users to access different functionalities and configure the app’s
behavior as they like. The structure of the underlying application components
is depicted in Fig. 2l The entry point to the Android application is within the
Base Application component. It contains three sub-components that are globally
accessible and also need longer initiation times (e.g., AES encryption).

From the entry point, the primary activity (main menu) is started. Other
activities like the Bluetooth server or settings can be accessed from here. Lo-
cation Handler is the most important component, especially since it contains
all the logic and mechanisms regarding location management. It allows starting
and stopping the whole positioning process at any time, which is executed as a
background service and reports location events back to the Location Handler. De-
pending on the user preferences, GPS, WLAN, cellular, OMN or a combination of
them is used to acquire positions. Once an incoming position is registered, a spe-
cial, time-interval-based position algorithm is executed that determines whether
it should be kept or discarded. Aside from the normal location providers that
are made available by Android, an extra component handles requesting location
information from the OpenMobileNetwork.

Persisting location data happens in two different places. An encrypted SQLite
database (SQLCipher [19]) is used as the main persistence component. Every
other component gets its location information from this database. The only
exception is USB location transfer, which uses MTP and thus cannot directly
interact with the smartphone application. The USB Location File Manager over-
comes this restriction by saving location data as encrypted files on the smart-
phone storage system. Users are able to specify how long location data should
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Fig. 2. Component overview of the smartphone application

be saved in the system. The History Cleaner component makes sure that both
persistence modules are purged from older data. One component that makes use
of the gathered location data is the Bluetooth location server that is integrated
in an extra activity. It deploys a special server thread that listens to requests in
the background.

Positioning Algorithm. After location updates are started, the current time
is saved, which serves as a basis for time interval computation. Depending on the
configuration, more than one location provider is activated. Some of them, like
GPS, take some time to yield results, which might be as long as several minutes
in extreme cases. Furthermore, each provider computes positions with different
accuracy levels that increase from cellular positioning over WLAN to GPS. By
executing multiple providers at the same time, coarse positions are generated
very soon and can be replaced with better ones from other providers that take
longer to do so. On the other side, this also means that a multitude of position
fixes is generated and registered asynchronously. A positioning algorithm that is
based on Android developer’s algorithm [20] and extends it in several ways, filters
all these positions for the best one. The developer’s algorithm uses timeliness and
accuracy to decide whether an incoming position fix is better than the previous
one. However, multiple positions are often accepted at certain points in time.
For example, this could be a GPS, WLAN and cellular position within a few
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seconds. This leads to a very cluttered location history. The main extension of
the new algorithm (Fig. B)) to improve this behavior is the allocation of time
slots, beginning with the moment that the positioning process is started.
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Fig. 3. Interval-based position replacement algorithm

Each slot is as long as the update interval and is supposed to contain exactly
one position fix. That way, only a limited number of positions is saved over
time, leading to a well-arranged location history. For example, after 60 minutes
with an update interval of one minute, exactly 60 history entries should exist.
Nonetheless, the primary objective is still to get the most accurate and up-to-
date positions. Therefore, old positions need to be replaced by better ones if a
time slot is already occupied. If the position does not fit into the current time
slot, which could happen if it is too old, it will be discarded. Otherwise, it might
be a potential candidate for that slot. If it is still empty, the new position is saved.
Otherwise, the position with the best accuracy is determined. In case that the
new position is better the old one is replaced. If not, then a replacement is only
performed, if the incoming position is newer and at least has the same accuracy
as the old one. This ensures that each time slot has exactly one position that
has the best accuracy. By using time slots with a length equal to the update
interval, it can be assured that the system always is in possession of the most
up-to-date location information.

Stationary Device Client. The stationary device client (Fig. H]), programmed
in Java, is the counterpart to the smartphone application. It is supposed to run
continuously in the background, but should also be configurable and controllable
by the system user at any given time. It consists of a graphical user interface
(GUI) and a separate local location server. The GUI is the main access point of
the application and features a range of adjustable settings, as well as a console
that allows program and location status tracking. Aside from that, the con-
nection client, which contacts surrounding smartphones and requests location
data from them in 10 second intervals, can be started and stopped from here.



Enabling LBS on Stationary Devices Using Smartphone Capabilities 59

Incoming location information is forwarded to the location server, which acts
as an endpoint that other applications on the stationary device can approach
in order to get location data. The whole application can run seamlessly in the
background.

Graphical user interface Local location server
Port 40002
Console Settings
g Https
Encryption &
Connection Updates authentication
b ; A —>
client Location/History
: / /history
- T T~ 1 Single location History data
Bluetooth ) 1
. USB client
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Request location  Read location

b I ¥
@ @ Browser Other
| E.g Firefox Applications
Smartphone

Fig. 4. Component overview of the stationary device client

The local location server is powered by the open source software Jetty [21].
It runs on localhost and exposes two URLs that can be accessed only by appli-
cations on the same machine over HTTPS. It is therefore not possible to leak
sensitive information to other entities in the network. The purpose of this server
is to mimic a location service like the Google Location Service (GLS), with some
minor adjustments. This means that sending a query to the server should result
in a reply that contains location information represented in JSON. This spe-
cific functionality is administered via the first URL, which is the servers root: /.
The server also makes history information available through a second endpoint:
/history. Running on port 40002, which is a non well-known port [22], HTTPS
requests are served. The server provides its own X.509 certificate. Connections
over this port are encrypted and authenticated.

5 Evaluation

The smartphone to stationary device connection system was tested and evalu-
ated. The single tests are representative to a point that allows at least indicating
trends and an approximate appraisal. Integration into browsers was tested with
the most recent Firefox versions, i.e. 19 and 20. Being able to toggle between the
standard GLS-based positioning and the smartphone system is working without
problems. When the latter is activated, Firefox contacts the local location server
upon website request and forwards the acquired position to the inquiring web-
site. This never failed during all tests. The only problem that sometimes occurs
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is that Firefox tends to cache positions from time to time, resulting in the need
to reload the website. The tests and evaluations further concentrate on two ar-
eas: position quality and transmission process. The former deals with the kind
of positions that are provided when entering buildings. The second area of tests
is about Bluetooth position transmission from smartphone to stationary device.

Positioning When Entering Buildings. The system is designed as an au-
tomated background service that might operate for a longer time without con-
suming too much energy. As a consequence, positions are only acquired after
certain time intervals. This causes the position that is actually transmitted at a
certain point in time, e.g., the moment when arriving at a computer, to vary a lot
regarding timeliness and accuracy. In the test scenario, a person with a smart-
phone arrives at a university campus. While walking to the actual workplace,
the smartphone is keeping track of its position. Walking this path takes roughly
five minutes. The intention is to transmit the position to a computer at the work
place near the entrance of a building (inside). Two different position values are
collected. One is the last location that was recorded outside. This should sim-
ulate situations in which no cellular reception or WLAN is available inside the
building. In that case, the last known location transmitted to the stationary
device is the most recent history value of the smartphone. The other value is the
first position acquired after arriving at the stationary device. This represents the
case that the smartphone does have at least cellular reception and possibly also
detects WLAN access points inside. The test is repeated several times, with four
different application configurations. Figure 53 depicts the measurements of one
configuration setting that uses all three positioning technologies, as well as an
update interval of one minute.

Outdoor positions for all measurements deviate from the real one between 63
and 130 meters on average, depending on the configuration used, while being
connected to the Deutsche Telekom D1 network (GSM-900 MHz). The position-
ing results are good enough to locate the stationary device in a small area, which
is sufficient for most LBS scenarios. Table [2] presents an overview of the accu-
racy results of all four configurations. With a continuous GPS observance, the
accuracy for outdoor positions could be improved a lot. At the same time, this
would also cause the phone battery to be drained very quickly and is therefore
probably not desirable for most use cases, even though it could be implemented
very quickly. Longer update interval times are found to be useful to a certain
point. In order to decrease energy consumption, a higher value is advisable, but
this also causes less accurate results. A common situation, in which intervals of
more than 2 minutes make sense, is when a person is staying inside a building
for a longer time and moves from one stationary device to others over time. In
this case, it is likely that the devices are close together, leading to only minor
position changes, which causes even positions from several minutes ago to be
sufficient in terms of accuracy.

6 Map data ©2013 GeoBasis-DE/BKG (©2009), Google.
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Fig. 5. Measured outdoor (light) and indoor (dark) positions for two different cellular
networks (E-Plus 1800 MHz and Deutsche Telekom D1 900 MHz)

Table 2. Results for last outdoor and first indoor positions in the Telekom D1 network

Telekom D1 Deviation Best accuracy Low energy Low energy Low energy

(Galaxy Nexus) (inm) Interval: 1 Interval: 1 Interval: 2 No WLAN
Min 38 35 39 190

Last outdoor fix Max 92 138 195 190
Average 63 61 130 190
Min 25 26 26 190

First indoor fix Max 46 32 190 190
Average 39 28 61 190

Bluetooth Transmission. Even though Bluetooth is a standardized technol-
ogy that is supposed to provide fast and secure connection setups, there are still
some things that need to be done before data can be exchanged. This includes
the enforcement of authentication and encryption key exchange. The former is
only required once. After devices are paired, they can initiate connections with-
out further user interaction. In a test suite, the process of moving into range of a
stationary device (a computer running 64 bit Windows 7, Intel processor) with a
smartphone for the first time is examined. For this purpose, the client application
on the stationary device and the Bluetooth server on the smartphone are started
while still being out of range. Next, the smartphone user moves to the computer as
if he wanted to use it for a task that involves location awareness. If only one smart-
phone is near, the maximum time until the location is transferred is 53 seconds
after entering the stationary device’s Bluetooth range. On average, the location
arrived at the stationary device after 33 seconds. Those values only apply for the
cases in which pairing is still necessary. Assuming that a smartphone is already
paired with a stationary device, the time decreases to roughly 12 seconds, which is
the fixed time needed to scan for Bluetooth devices. After the first location trans-
mission, it only takes less than one second for subsequent transmissions.
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6 Summary and Outlook

The aim of this work was to devise and implement a system between smart-
phone and stationary devices, allowing automated transfer of location data and
seamless integration into existing applications, such as location-based services.
The first step to this goal was to find, analyze and evaluate different device con-
nection technologies. In the next step, different realization models were devised
and evaluated. The best one was implemented. Two device connection methods
were integrated into the smartphone application: Bluetooth and USB. Further-
more, the OpenMobileNetwork was used as an alternative to proprietary location
data providers. Test results showed how the system behaved when moving into
a building and which positions were reported in that moment. Different applica-
tion settings were applied to show how they affect accuracy in this scenario. The
results indicate that a stationary device can reliably be pinpointed to a small
area, which is much better than the currently used IP geolocation approach.

In future work, some aspects of the system could be further improved. In the
current state, USB transfer is only implemented for Windows systems. Support-
ing Linux and other operating systems in this area can be achieved by integrating
additional USB libraries. The system could also be extended to other stationary
devices, e.g., ticket machines and cashiers. Concerning accuracy, several improve-
ment possibilities arise. The OpenMobileNetwork operators plan to extend the
database to WLAN access points in the future. Using this data, WLAN posi-
tioning with an underlying open data set source could be performed and the
accuracy could thus be increased to 13-40m. Another approach would be to
use more sophisticated algorithms for lateration. Several alternatives exist for
that purpose. The most promising ones are based on Taylor series calculations,
non-linear regression and Kalman filtering. Since most stationary devices are lo-
cated inside buildings, an improvement could be made by integrating specialized
indoor positioning systems. Using such an approach, the accuracy could be as
good as room-level or even in the centimeter range.

Additionally to these improvements the system could also be extended to
other application scenarios. In a setting were doctors on a hospital premises are
moving around during a working day, user-IDs can be used to tag the medical
records and diagnoses together with location and time information. In another
scenario this system can improve the anti-theft system of a company when the
smartphones are used to check whether a stationary device is in place while
being in close proximity to it or using it.
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Abstract. This paper introduces a novel context management system
for mobile phone users that allows them to control which part of context
data they want to reveal to their service provider and which part to keep
on their device. With the use of semantic rules, users can set their cus-
tom privacy and preference profile in a way that targeted advertisements
can still be served despite them not wanting to reveal these details to
the provider. By shifting some part of the reasoning task to user device,
the mobile service provider is still able to provide highly targeted adver-
tisements by combining the private and publicly available parts of user
information.

Keywords: Semantic rules, Privacy, Context management, Location
aware advertisements.

1 Introduction

The current trend in All-TP promises a lot of new services for telecom (telco) op-
erators who are trying to compensate their revenue declines in voice minutes and
data networks with value added services. Presence and Location Based Services
(LBS) are often suggested as one of the candidates for such services. However, so
far the LBSs have not lived up to their promise completely. The reasons are not
obvious, but both these types of services have a common thread, the possible
lack of privacy protection, which prevents privacy aware users to consume those
kinds of services.

Presence is the expression of technical capabilities and the social willingness
to communicate as standardized in the Internet Engineering Task Force (IETF)
and Open Mobile Alliance (OMA). This information is restricted to authorized
users and is already realized free of charge by most Instant Messaging (IM) and
Internet telephony tools available on the web. This makes it more difficult for the
telco service providers to compete with such free of charge services and to earn
money with the presence data. Currently, there are two well known approaches
for enriching presence information and charging a fee on it. The first one is to
extend the presence data with additional information about preferences, current
location of the user, his calendar and so on. The second approach aggregates
presence data from several users to derive high level presence from it. For example
a public land mobile network (PLMN) could aggregate the location areas of

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 64-8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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the mobile phones in its network and could derive traffic jams in its coverage
area. This example simply illustrates the knowledge gain due to smart presence
aggregation, but it also ensures the privacy of each person is protected. This is
because with the information “there is currently a traffic jam on motor highway
X”, we are not able to derive the location of any dedicated subscriber in the
network.

Presence data like location, comments like “on vacation”, age, sex, prefer-
ences, current activities and so on are personal and highly sensitive and should
be protected from unauthorized access. This kind of data is of interest to several
(legal and illegal) businesses, mostly for the marketing departments which cre-
ate profiles, assign users to profiles and deliver them personalized advertisements
based on their profiles. This business case is quite well known from the Internet.
However, presence data like location, is much more real-time than static prefer-
ences and opens up possibilities of new business models for advertisements. In
traditional advertisement based services, the profile data of each user is stored at
the service provider’s database and it uses this information to select an appropri-
ate advertisement. Enriching such a traditional service with real-time presence
data requires continuous updates of this data at the service provider’s database.
Unfortunately, there is often the latent thread due to which a service provider,
intentionally or unintentionally, distributes the personal presence data of its
users to others. As this data gets public, it might harm the reputation of those
users. Therefore, privacy sensitive subscribers tend to avoid sending their per-
sonal private presence data to service providers. In most cases, the retrieval of
location data is an essential precondition for fulfilling the location specific ser-
vice functionalities and therefore users who withhold such information can not
participate in location based services.

In this paper, we address the problem of providing personalized targeted ad-
vertisements to users which currently requires access to their personal sensitive
presence data and might compromise their privacy. Our approach suggests to
push the advertisement selection logic to the user’s device, that is alone respon-
sible for their personal data, instead of sending it to the advertisement service
provider. This ensures that privacy sensitive data remains at the user’s device
and is not transmitted over the network or to other domains.

The rest of this paper is organized as follows. In section II we present the
related work in this area, in section III we describe the approach we follow to
achieve our objective and in Section IV we describe the architecture and imple-
mentation details of the complete system. In section V we describe our evaluation
setup and corresponding results for this system. Finally the last section provides
a conclusion to our present work and sketches our future plans in this area.

2 Related Work

There has been considerable interest in the semantic community on modelling an
intelligent framework for context aware ambient devices. They have been broadly
classified in [I] based on the underlying reasoning approaches viz (a) Ontologi-
cal reasoning, (b) Rule-based reasoning, (c¢) Distributed reasoning and (d) Other
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reasoning techniques. In [2] an architecture for supporting context aware systems
CoBrA is proposed which gathers context data from various devices and stores
it in a central broker where all the relevant reasoning is performed. In [3] a
framework for context aware service prioritization and triggering of events is
presented with an emphasis on modeling contexts and rules. In [4] a shareable
context aware semantic model for mobile devices is described targeting mainly
pedestrians using an interactive map based interface for guidance. Context infor-
mation is modeled in an RDF Ontology and queries expressed in RQL. SOCAM
[6] provides a middleware architecture for managing context information in the
use case of Smart Home. A change in context leads to actions triggered by a
set of rules provided by the service developers. The focus however is completely
on the middleware layer and all the reasoning must be centralized. There is no
provision for context processing in a situation where the user does not want to
reveal his/her exact location (or other context data).

While each method has its merits, most of these approaches focus more on
imperfection and uncertainty of context data and do not take into account user
privacy as a prime objective. In our view, user being the most vital stakeholder
in context based services should be able to decide the type and granularity of
information he/she would like to reveal to various service providers. Semantic
rules is one of the prime techniques using which we intend to achieve our objective
of customized context sharing. Some notable works relating to semantic rule
based data management can be found at [BI8J9]. Our work takes inspiration
from all these while delving into the Location Aware Campaigning(LAC) use
case which is different from the ones chosen by them.

3 Approach

While social networking and content mining sites like Facebook, Google, Ama-
zon, etc. provide very accurate personalized recommendations to a user, they
make use of customer’s private data for achieving this. The user has to share a
bunch of personal data during registration at these sites and then they also ob-
serve customer behavior based on the sites they visited, products they browsed,
etc. The user has little or no control over this as also knowledge of which part
of his personal data or behavior is being passed by the companies to third party
service providers. Our aim is to achive the goal of personalized ad recommen-
dation to user while allowing them to decide what part of their personal data
should be used for this purpose.

The approach we follow in this paper is mainly with the twin objectives of
preserving user privacy while at the same time finding a way to extract the
useful data needed for personalized advertisements. To achieve this, we model
all the user profile information and campaign data in a structured format using
ontologies. Users can choose which part of their personal profile information will
be stored on their mobile device and which part on the telecom service provider’s
server. The campaign/deal provider on their side can express the targeted group
of consumers they want their advertisements to reach using semantic policies.
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More specifically, they can specify the age group, interest group, sex, ethnicity,
etc. of the users they want to focus their attention on. This system also allows
telco service providers to specify their business policies like according special
privileges to their “platinum members” both on the subscriber side as well as
the advertiser side.

In our use case, we focus especially on LAC information as a showcase of how
a user can choose to express the exact granularity of location he/she wants to
reveal to third parties and still receive the location aware campaign data in the
best possible way.

4 Implementation Methodology

Our prototype implementation consists of three main modules: (a) client side
module enabling reasoning over data available on user’s mobile device (b) a
server side implementation of the semantic reasoner as well as ontology and
(c) advertiser’s console enabling merchants to annotate their webpages with
microdata and set policies for their target audience, etc.

4.1 Architecture

As depicted in Figure[ll Location Aware campaigning is distributed across client
software, LAC service provider (server) and merchants. All of the three may
apply their own policies: The LAC server has policies for campaign pre-selection
and applies them while generating the campaign list for the user; the merchants
may have policies related to time of day or product offerings and the user has
policies based on location, buddy lists, interests, calendar entries, etc. All parties
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may keep their reasoning and data private or may share information or policies
if they are willing to.

Our LAC use case highlights the relationship between a local browser agent
web page or web-app on client side, a network (server) side agent and the cam-
paign provider or merchants’ web presence. Other independent entities can be
mashed up for address mapping or web hosting. Both the LAC client and the
LAC server use respective information available with them to decide about the
campaign to be presented to the user. Entities of the architecture are:

— LAC client, as stand alone web-app or integrated part of a web page

— LAC server, mediating the campaigns between user and merchants

— Merchants’ campaigns, represented as online shop web pages annotated with
campaign relevant information

The following walk through explains the generic functionality of our prototype:

1. The LAC server pre-selects the number of users to send configuration info
for campaigning. This decision is based on several types of information like
user’s online status, subscription, time of day, interests and other policies.
Merchant’s (campaign provider’s) policies may help to further reduce the
number of users to be informed. In the current prototype implementation,
it is left to the LAC client to first send a request to the LAC server to
initiate the necessary configuration sending which of course will only happen
if the user and the available campaigns fulfill the conditions of the campaign
policies. When the LAC web page (or web-app or widget) is loaded in the
client browser, it sends a LAC configuration request to the server, which will
trigger the aforementioned campaign selection actions.

2. Now that the configuration has reached the client side, it is stored for further
processing. The reasoning process is triggered if there is some change in
context data or user’s policy data. If the outcome of this reasoning process
concludes that a particular set of campaigns should be retrieved or that the
user has entered a new campaign location area, actions are taken to obtain
data from the respective merchants’ URLs.

3. Based on reasoning over available campaigns, the LAC client sends an HTTP
request to obtain the specific campaign data to be displayed in the browser.

4. On reception of the merchant’s web page, the user client parses the
containing RDFa (Resource Description Framework in attributes) [12] or
Schema.orgﬂ annotations and hands this information over to the reasoning
process again to integrate this extra information coming from the merchant
into the decision process. If user policies say so, then the RDFa/Schema.org
information about offers is rendered inside the LAC web page. This is par-
ticularly useful for page rendering if the LAC client runs on a mobile device.
Also, specific features of mobile clients like making a phone call or sending
an SMS could be used.

! www.schema.org| is a vocabulary using which developers can add structured data

markup on their webpages.
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Steps 2. to 4. above are repeated depending on campaign polices and context
data at client side until configuration is refreshed by the server.

For the scenario of our prototype, three different campaigns will be defined:
A sportswear market chain (in our example Intersport) and two different Elec-
tronics vendors Niedermeyer and Saturn.

For example, the sportswear maker as a registered merchant will publish its
campaigns at the LAC service/server in form of its stores’ physical addresses and
related URLs to be browsed to in case the user shows interest in the campaign.
Further information for server side reasoning about campaigns, goods and prices
can be provided as well. This information could be uploaded to the LAC server or
be requested by the LAC server when distributed reasoning over the number of
users to be informed about campaigns is in progress. The merchant would also
semantically annotate its web pages behind the URLs given to the campaign
server with Rich snippets (more details in Section 3]). This information is later
parsed by the LAC client to decide if the campaign should be presented to the
user and if so how should it be done.

The LAC service, i.e. campaign coordinator, will perform its own reasoning.
For example, if the campaigner is a mobile phone operator, it would filter cam-
paigns related to competitors. If an electronics discounter would offer mobile
phones with tariffs and contracts from several providers the mobile operator
could filter those offers related to its own business.

As the user has subscribed to LAC service and his/her server side policies de-
clare interest or do not explicitly deny interest, it receives the LAC configuration
data containing merchant’s store locations. The campaign list is retrieved when
opening the LAC client directly or from within a web page. The list of shops is
reduced to a certain area, e.g. all registered shops in Vienna, because the user
(LAC client) requests data for that broad area, not wanting to reveal his/her
exact location.

The first reasoning step is the pre-selection of clients to communicate with
for campaigning. This takes place at server side. The result is mainly a list of
preselected address-to-campaign URL mappings. Other policies for pre-selections
could be PEGI checks for movie or video game offers or time of day based filters
because opening hours of shops in campaigns differ.

As the client is entering or exiting location, areas of registered stores reasoning
is initiated on the device. Triggered by location change, the LAC client runs
through the user defined, locally stored user policies and information to decide
if campaign information should be displayed.

For example, the user is not interested at all in buying sportswear right now
but defined his/her interest in buying a new smart phone with a certain price
maximum and an electronic store annotated such an offer in its campaign web
pages for certain shops in Vienna. In this case, the user would be informed as he
passes by. Another example could be a user actively asking for help in buying
Tennis clothes for a new course starting on the coming weekend. The LAC client
could point him/her to an appropriate store to do so.
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Other policies that are conceivable but have not been investigated in detail
are: Birthday or Valentine’s day reminders, search lists for special offers on the
LAC server, local campaign blacklists or books and DVD wishlists. Modern
HTML5 based mobile application run times may allow access to such context
and personal information management data.

Mobile LAC Campaigner
Client Server Merchant

subscribe subscribe

get campaign data
GET LAC page \
Preselect users to
notify

Send CONFIG \

Context Compile campaign

change /L decide about config data

campaign request

polices
and
data

Fig. 2. LAC Service Messages

Most of the information necessary for those policies like location, interests,
birthdays or blacklists are rather private and the user may not want to give it
away. Therefore, his/her information is kept locally on the phone and only used
by the LAC client not revealing it to the server. Also, the geo-coordinates of the
user are kept private in this case. The local reasoner simply asks the server for
campaign configurations.

The only information communicated to the LAC server would be the request
for a list of campaigns in a certain area, or for a list of a specific category of
campaigns without specifying any area details at all. However, if the user allows,
details of a more or less abstracted location information could be sent to let
the server determine appropriate campaigns. The client sends campaign data re-
quests “ad-hoc” to the server and the server, after finishing its part of reasoning,
provides the client with a URL pointing to the campaign data to be displayed.
Figure[2 depicts the message flow for a typical campaign request. Merchants keep
the control and responsibility of their offers and changes are applied instantly
on their own web pages. There is no need for further information propagated
towards a LAC service provider. Figure [B] shows the LAC web client for mobile
clients in action.

4.2 The LAC Client

As a first step, the LAC client needs to be configured to use the correct address
and user ID for sending requests to the LAC server. After that the user may
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define basic policies for location area triggering and campaign types the user
is interested in. The location area policy defines if campaigns in same street,
quarter, city of country of the user’s current position should be checked. The
interest policy further filters types of campaigns to be selected. Whereas the
location information comes from the local device, the type of the campaign is
obtained from the merchant’s campaign web page.

After the user starts the LAC web app or browses a web site containing the
LAC client, a request is sent to the LAC server asking for a campaign short
list. Positioning is started using the browser’s navigation javascript API. The
LAC client implements a callback function for this API to be informed on loca-
tion changes. This callback retrieves the current address from OpenStreetMapE
servers. Once the address is available, based on the location area policy, the
street name, the district, the city name or the country name is used to deter-
mine if positions of shops match the current position of the user. For example,
if the policy says city wide campaign information, all campaigns of shops in the
same city from the previously obtained list of campaigns will be retrieved for
the further reasoning steps.

If a campaign matches a location according to the above described policy, the
client requests the campaign’s URL and loads it to an invisible HTML div-tag.
Then the content of this div-tag is parsed for RDFa/Schema.org annotations.
The “interests” policy of the user is then evaluated against the meta information
of the campaign pages. If the type of offer matches with the user’s interest, the
parsed data is used to render campaign information and display it to the user.

4.3 Server Side Processing

The central server in our system is hosted by a telco provider. It holds informa-
tion containing publicly shared part of user profiles, their public preferences in
form of policies, policies of the telco provider as well as the policies and campaign
information from various vendorsd.

An ontology is used for storing user profiles and campaign details. User pref-
erences are stored in form of SWRL rules [I0]. The campaign policies from the
vendors as well as the policies of telco providers are also stored using SWRL. The
reasoning is carried out using HermiT reasoner [11]. Message exchanges between
the mobile client and the server is done via HTTP GET calls using Json data
served by the server side servlets. GoodRelations ontology [7] has been extended
and employed for storing the campaign information as well as user policies. The
DL expressiveness of the eventual ontology is SHI(D).

The choice of GoodRelations ontology for representing vendor deals was based
on industry best practices where major Internet based companies are either

2 http://www.openstreetmap.org/

3 Please note that in our architecture, the campaign details may either be residing
on the telco server or directly on the merchant’s web page. This makes little/no
difference in the message flow and hence we use both possible campaign locations
interchangeably in our discussion.
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recommending or themselves using the ontology in their own systems. Search
engines like Google and Yahoo officially recommend GoodRelations for sending
structured information for Google Rich Snippets to Google and for SearchMon-
key to Yahoo respectivelyﬁ. We therefore argue that although the research in our
project does enforce the use of a common vocabulary by the concerned stake-
holders, presence of GoodRelations makes it easier to adopt such a vocabulary
which is fast becoming a de-facto standard for classifying structured data on
e-commerce sites. It is also compatible with various popular formats like RDFa,
microdata [I3], RDF /XML, etc. A motivation for the vendors to add such meta-
data snippets to their product details would therefore also be to increase their
Search Engine Optimization (SEO) besides enabling third party functionalities
like APSINT LAC [I6] to be introduced on top.

Policy Based Filtering of Campaigns. Semantic policies are used for select-
ing the advertisements that should be targeted to a particular user. This decision
is based on three parameters viz.

(a) Preferences set by the user

(b) User profile information including various forms of context data available
with the telco provider and the user

(c) Filtering policies set by the vendor as well as the telco providers themselves

4Thttp://wiki.goodrelations-vocabulary.org/References
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User preferences and filtering policies are set by using SWRL rules on server
side while the user profile information is stored in the Ontology. Some parts of
user profile information that a user doesn’t intend to share resides on his/her
own native device. In this case rules are represented in the more intuitive N3
language and not SWRL aiding in simpler rule handling by the client while also
catering to limited reasoning capability of these devices.

For location aware campaigning, we use location details of a user available on
his/her device that may or may not be shared with the telco provider. Location
in our data formalization is represented by four parameters viz: (a) cell id, (b)
location area code, (c) latitude and (d) longitude. The cell ID and location area
code can be roughly described as representations of the telco provider’s radio
network area of a city. A city’s radio network area consists of several location
areas and each location area is further subdivided into cells with unique IDs
(both represented as integers).

User specific policies could describe the products/product category a user is
interested in (e.g. wishlist) or their privacy policies describing what data they
want to share with the service provider and what not. A typical user preference
expressed as rule on the server side will look liked:

Offering (?x), Cellphone(?7z), includesObject (?x, ?y),
type0fGood (?y, 7?z), ActiveUser (John, true) ->
EligibleOffering (7x)

This rule expresses a typical user side preference that says: If active user is John
and the current offering belongs to the Cellphone category, then classify the offer
as “Eligible” to be sent to the user. An extension of the GoodRelations ontology
has been done to accommodate user information about user profile as well as
include SWRL rules for expressing their policies.

The telco providers can similarly set up rules to control the category of their
customers that receive a certain category of their advertisements. An example
scenario could be filtering adult content being sent to children under 18 years of
age. This example case is described by the rule below:

ActiveUser (John, true), hasAge(John,?n), greaterThan(?n, 18),
Offering(7x), includesObject(?x, 7y), typeOfGood(?7y, ?7z),
qualitativeProductOrServiceProperty(?z, ?m), category(?m,
¢“Adult’’) -> EligibleOffering(?7x)

Another interesting rule can be set up by the user to assert that his/her exact
location (like street name, house number, etc.) be hidden from the operator and
only a more coarse location (like current city) be revealed to them. In such a
case, the user will get a list of all advertisements from his/her current city rather
than from a specific location as represented by the following server side rule:

5 Please note that for ease of understanding, some of the rules represented here are
presented in a simplified form and actual rules in the system may be much more
complex involving more entities from the ontology.
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Offering (?x), Laptop(?z), includesObject(?x, ?7y), typeOfGood
(?y, 7z), availableAtOrFrom(?x, 7?71),
hasGlobalLocationNumber (?1, ?n), withinCity(?n, ¢‘Vienna’’)
-> EligibleOffering(7x)

After getting a list of all the relevant advertisements in the city on their per-
sonal device, the user in the next step can ask for a specific campaign in their
immediate neighborhood directly from the campaign URL thereby not letting
the telco provider know of his/her exact location. Client rule for retrieving the
exact campaign in this case will bdS:

Offering (?7x), availableAtOrFrom (?7x, 71),
hasGloballLocationNumber (?1, ?n), withinStreet (?n,
‘‘Kleingasse’’) -> EligibleOffering (7x)

4.4 Advertiser’s Console

The advertiser of a deal in our system can use the publicly available GoodRela-
tions snippet generator tool [14] to create rich data snippets about their deals
in RDFa format. The advertiser just has to fill in an HTML form with the
information about which rich snippets are to be generated (company/store/pro-
duct/service) and then paste the generated code in their own XHTML/HTML5
code. In the present version of our system, they can use Protege [I5] or any other
semantic rule editing software to construct custom SWRL rules.

5 Evaluations

The evaluations of APSINT LAC framework have been carried out to assess the
system performance and scalability along the following parameters: (a) number
of users, (b) number of advertising campaigns, (c) overall number of concepts in
the semantic dataset.

5.1 Setup

To evaluate the system performance, we established a LAC central server on an
Intel core i5 machine with 2.4 GHz processor speed and 4 GB memory. Galssfish
server 3.1.1 was used to deploy the server application and was accessed by a
client running on a different machine.

Performance indicators were captured using servlet filters for each phase of
testing. The server response time was logged as affected by an increase in the
number of campaigns in the dataset followed by an increase in the number of
users. The number of campaigns were increased in steps of 5 and number of
users in discrete steps of 10, 20 and 50. For each step, two standard requests

5 In the actual system, this rule will be represented in N3 format.
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corresponding to reasoning based on server side rules (one each for location
filtering and user preference) were sent to the system. Three readings were taken
for each type of request sent and averaged for coming up with final results.

5.2 Results

As seen in Figure [ the performance of the system is acceptable and scales
well with the increase in number of advertisements. However, there is a defi-
nite dependency on the number of advertisements over which the system has
to reason upon and as this increases, the reasoning process becomes slower (or
requires more powerful machines). This part of system performance is depen-
dent on the underlying reasoner used in the process and having used one of the
latest and more efficient reasoners currently available (HermiT), we argue that
our approach of distributing the reasoning task across devices makes the overall
performance of this framework better. Besides distribution, filtering and process-
ing of the campaigns on the server side to provide a smaller set of streamlined
campaign data to reason over on the client will be more efficient. Furthermore,
as the state-of-art in semantic reasoning becomes faster, the performance of this
system will also improve as far as server side reasoning is concerned.

Figure Bl shows the performance of the system as a function of increase in
the number of user profiles. Not much dependency of the system is seen on the
increase in number of users as compared to the case of number of campaigns.
This might be due to the fact that the campaign descriptions used in our tests
were much more elaborate than the user profile descriptions resulting in lesser
number of additional axioms per user compared to axioms per campaign. Some
back and forth variations of the graph (seen as its zig-zig shape) can be explained
by the varying network response times which affected the response more than
the effect of the increase in the number of users. This justification was further
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Fig. 4. System Performance based on Campaign numbers
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proved when we repeated the experiments several times eventually to reach the
same results (i.e. similar graph shape) every time.

To give a clearer picture of system performance based on ontology based
metrics, in Figure [fl we show the system’s reasoning performance as a function
of the number of axioms and individuals in the underlying ontology. This further
proves our conclusions derived from Figure[] i.e. the performance of the system
is sensitive to the increase in the number of semantic entities in the dataset.
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From these results, it is clear that for best performance in this framework,
users and LAC service provider should diligently design their policies to not only
get the best functionality from the system, but also to ensure that least amount
of reasoning is delegated to the user’s mobile device. This can be done by paying
great attention to modeling the data and using policies that ensure least number
of axioms are required to be reasoned over on the client.

Details of a N3 based rule editor, the underlying technology and its evaluation
for performance and user acceptance are presented in [§]. An adaptation of the
same policy tool was used to create many of our mobile based policies.

6 Conclusions and Future Work

In this paper we showed how semantic policies could be used in creating a highly
customizable context management system which allows the user to decide what
data he/she wants to share with his/her telco service provider and what to hide.
The architecture of the system was elaborated upon and we also presented the
details of message exchange between the user device, the telco server and the
campaign provider. We have successfully demonstrated the utility of semantic
rules to create policies for such a system not just by the end user but also
the telco provider and the campaign provider. We further discussed about our
methodologies of evaluating this system based on various metrics and presented
the results. In the results, we highlighted the importance of an efficient modeling
of data and policies for such systems to generate optimum performance.

Currently, we are working on evaluating the system on a bigger scale with
real user mobility data to further test its scalability to be deployed in practical
systems. We are also working on making the policy creation interface more user
friendly so even non-expert users can create custom rules. In future, there is
also scope to develop a semi-automatic tool to assist campaign providers in
annotating their offers with rich snippets.
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Abstract. While social games based on geo-location are gaining popularity, de-
termining the authenticity of the players’ geo-position becomes a challenge,
since there are ways to counterfeit it, quite accessible to everyone. We propose
a solution based on global spatial and temporal observation of the players’
interactions. In this paper we present TrustPos, a trust engine model that associ-
ates a trustworthiness factor to each player based on the context of the interac-
tions with both the game and other players. The novelty of TrustPos is the fact
that our model is based on an internal network of players linked through their
interactions, as opposed to previous approaches that are strongly specialized to
concrete domains as peer-to-peer networks and social recommenders, not
adaptable to location trust concerns.

Keywords: Location, mobile, trust, social games.

1 Introduction

Nowadays, the interactions in social networks are increasingly linked to the user’s
location. Different games, applications and communities based on location capabili-
ties are growing at a rapid pace. Let us consider as an example Foursquare [1], a
well-known location-based social network that allows users to post their location at a
venue ("check-in") and connect with friends. By January 2013, Foursquare acquired
over 30 million users worldwide, with over 3 billion check-ins, and millions more
every day. This shows how much success the location-based capabilities can bring to
social applications. Games are becoming more and more social, and location features
can only contribute to their success.

In order to bring innovations and to connect players to the real world, games are
using location-based features. For instance Ingress [2], the new location-based mas-
sively multiplayer game developed by Google’s Niantic Labs. In this game, location
check-ins and interactions are necessary to unlock clues about what is going on, gath-
er objects, work together and much more.

As more games integrate the geo-location capabilities of mobile devices, game
providers need to trust the user’s position, they need to be sure that users are really
where they claim to be, in order to avoid cheaters and to keep the game interesting
and competitive.

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 79-89] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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However, cheating over the current location is easy since it is the mobile device
that gets the geo-position and sends it to a server. When searching for Ingress on the
web, it is easy to find tutorials [3] about how to fake your location in the game.

Encryption is not a solution either, as it is easy to find where the position is ob-
tained (GPS for instance), even in obfuscated code, and then a malevolent user can
simply change the data before the encryption process. Nevertheless, a global spatial
and temporal observation of the full system would allow us to find cheaters. For in-
stance, a user A, interacting with a user B in London should not be able to interact
with a user C in New York one hour later. At least one is cheating about his position.
By looking further into the history of these three users, the chance of finding out who
is cheating becomes higher.

This paper presents a system called TrustPos, which is a new trust engine model
based on the idea of spatial messaging (defined by [4-5]). This idea is combined with
a trust model where users, transparently, are able to create trust links between one
another and with the system.

Position information given by a user is also rated, for instance it has more weight if
it is confirmed by a trustworthy user or if the interaction has been done with a trusty
source, like a NFC reader in a shop. The trust engine is able to determinate how
trustworthy the user is and gives a rate to the interaction after evaluating it.

In section 2 we start by presenting different approaches made before in the location
and trust field, and then we explain our chosen path. Section 3 presents an overview
of our solution. In Section 4 the trust model and the trust engine is explained. Finally
we give our conclusions and future work in section 5.

2 Related Work

There are several approaches in the field of certifying and proving users’ location in
mobile applications. For instance, Lenders et al. [6] propose a secure geo-tagging
service. Their purpose is to be able to trust in the content produced by a mobile user.
Towards this goal the content is tagged with a Data Location Time certificate. Later
on, a user consumer can verify the original location and time of the information. The
content can be verified by checking the signature of the certificate using the public
key of the location/certificate authority. The problem with this method is that they
trust, or assume that the way of obtaining the location is trustworthy. They propose
several methods for ensuring the way of obtaining the location, however these me-
thods are not enough. Cheating over the current location before the certification
process is easy since it is the mobile device that gets its position and sends it to the
server. Our engine takes into account this factor when analysing a user’s position and
should be able to detect if the user is potentially trying to cheat according to previous
interactions.

Saroiu and Wolman [7] have an interesting approach for trusting the location, us-
ing what they called location proofs. A location proof is a piece of data that certifies a
receiver to a geographical location. Basically they rely on Wi-Fi access points or cell
towers to generate these location proofs. The geographical location of the access point
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is embedded in each location proof, which is then transmitted to the mobile devices.
Following this approach, Luo and Hengartner [8] propose what seems to be a better
solution using a similar technique. Besides their own location proof architecture based
on access points, they take care of privacy protection of the users and they provide a
mechanism in order to deal with the cheating users.

Unfortunately, relying on external infrastructure is unaffordable in the world wide
social games that we are targeting. This technique is limited to areas with this infra-
structure already deployed.

There are several proposals to trusting in the field of sensor information. For in-
stance [9-11] which present similar solutions based on a hardware device implanted in
the mobile phone. These solutions use a dedicated hardware (called Trusted Platform
Module hardware, TPM [12]). The main difference is that in Gilbert et al. [9] and
Zhidong et al. [10] the target is a trustworthy mobile sensing platform integrated in
the mobile phone while in Dua et al. [11] rely on signing the raw readings from the
sensors. However these solutions are beyond the scope of our target application, a
social game that will be played in several different devices that will not incorporate
this specific hardware.

Several approaches have been made in the field of trust computations. These solu-
tions are mostly oriented towards trust relations and calculations in social networks,
recommender systems and peer-to-peer networks. From our point of view there are
two ways of handling trust information: centralised and decentralized. The eBay site
[13] is a good representation of a centralized system. In this case, each user has a
global reputation that is calculated by the system, using the different rates given by
other users. After each transaction, the buyer and the seller rate each other and the
global reputation is automatically updated by the system.

On the other hand, the decentralised trust systems are a bit more complex. For in-
stance, in a peer-to-peer network, peers rate each other and the reputation, of a peer is
the sum of all the other peers’ rate. As there is no global system or global values for
each user, it is necessary to ask all the users about the reputation of a given one. These
networks algorithms are widely used for recommendations in social networks, like
movie recommenders.

Different surveys on Trust Computations [17-16] show that the majority of current
algorithms have been proposed for special computing environment such as wireless
networks, peer-to-peer systems and social recommenders. It will be complicated to
use one of these approaches in a rapidly changing environment due to its complexity
and specialisation.

A case of highly decentralized ad hoc networks is the Wireless Sensor Networks
(WSNs). Over the past decade, several techniques like S. Capkun et al [14] and
Joengmin Hwang et al [15] have been proposed for solving the positioning problem in
wireless networks. J. G. Alfaro et al [16] proposes three different algorithms that ena-
ble WSNs to determine their location in presence of neighbour sensors that lie about
their position. Additionally, these techniques aim at isolating the set of liars. All three
of them are based on the radio signals submitted to neighbours, which allow them to
compute the distance between different sets of nodes. As interesting and efficient this
approach was proven to be, it cannot be used for our purposes. The most important
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reason is the fact that in our case, the devices do not interact with one another. Their
positions are shared through a server that holds the database with all the interactions.

Another problem when thinking about applying one of these algorithms to our
case is that in most of the trust models there is no awareness of the context or
the time.

However for our target, time and context are important, the users interact along the
time, frequently, and the context is different. For instance, having a player conquering
territories physically at the same time at Tokyo and Paris is not possible. The circums-
tances of the event are important to our trust model; therefore, we believe that a trust
model similar to the idea of FoxyTag [4] could be relevant for our objective.

FoxyTag is a speed camera warning system based on special geo-located tags
(speed cameras posted by users while driving) and a trust engine to self-maintain the
tags database. FoxyTag allows drivers to easily signal a speed camera or to signal that
a former one has been removed. Other users driving in areas with tags receive the
alert about the speed camera. The main advantage of FoxyTag is that it does not re-
quire human checks to decide the trustworthiness of the posted tags because the sys-
tem uses a computational trust engine to automatically make this decision.

Our idea is to develop a trust engine based on this model in which each user action
is recorded and observed. With each action trust links are created between users. We
can have a global view of one specific player asking the community about the trust-
worthiness of this specific user. Similar to human community, when we want to know
if someone is trusty, we ask other people whom we trust, or people who already have
interact with this user.

3 Solution Overview

As shown in the introduction, location features are going to be part of the games, at
least a distinctive feature. Location capabilities bring opportunities to innovate and to
gather players in the real world. For instance, the games are going to allow the players
to create their own location-based territories, and to fight against others in the same
location. For this purpose, we need to trust the position given by the users to keep the
game interesting and competitive.

Our proposed solution is to develop a trust engine in order to manage the
trustworthiness of the different users’ actions when posting the position in the game.
Based on these interactions, we make a global spatial and temporal observation of
the users.

Therefore, users can create transparent trust links with the system and other users
and rate the different interactions. With these different values, it is possible to achieve
a global view of the different users and interactions. Furthermore it is possible to
make the proper decisions upon the trustworthiness of each user.

For better understanding of our purpose, we further describe the target game and
two main usage scenarios.
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3.1 Target Application

The main target game that we are pursuing is a location-based game. In this game, the
players have the possibility of play and interact using the location features of theirs
mobile phones. For instance, players will create their own location-based territories,
and they will fight against others in the same location. For this purpose, and for keep-
ing the game interesting and competitive, we need to trust the position given by the
users.

When two users are playing together at the same location, they are mutually agree-
ing of being there. Therefore if the trust engine detects that the user is cheating, the
trust that the system and the other user has in this user will be decreased.

We are working closely with EverdreamSoft a game company that produces a suc-
cessful worldwide card game — Moonga [20]. Moonga is a multi player mobile game
running on both Android and iOS. Based on 5 cards the players can build creative
strategies to dominate their opponents’ cards. In the next main release EverdreamSoft
is planning to integrate our engine in order to trust the positions given by the players.
Their goal is to make the game more social by merging it with real world interactions.
Players will meet to play in real world for conquering physical territories, for
exchanging cards and for card fights.

3.2  Main Usage Scenarios

In order to keep things simple, we have defined two basic scenarios in our target
game. The most basic one is when one user is trying to create a territory in the game
using their geo-position. From the point of view of our trust engine, this is seen as a
user-system interaction.

The second possible scenario is when one user plays against another user in the
same physical location. This is seen as an interaction between two users. Bellow, we
give a more detailed explanation for each scenario.

Scenariol. Alice is a user who wants to create a new territory in London. In the
game options, she selects the corresponding create territory option at this position.
She is now transparently interacting with the trust engine. The client application (mo-
bile phone) sends a post message to the system (server) with the pertinent information
about this interaction.

With the information contained in the message, the history of actions of Alice (po-
sition, time and other parameters) is updated on the server.

The server returns the trust value for Alice or whether it is possible to be where she
claims to be (it is not possible to be in London and within 30 min in Paris). These
calculations/observations can be made by taking into account the current context, the
previous ones and the trust values that other users and the system have for this user.

Scenario2. Alice wants to play/fight with another user in the same location/area;
after selecting the appropriate option in the game, Alice will get a list of the nearest
users to interact with. When Alice selects another user within the list (Bob), and Bob
accepts the request, both users send a review request to the server. The review request
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means that both users’ history is updated with the context of this last interaction (time,
location, opponent, etc.).

Due to this interaction each user is transparently rating the other user and updating
their local trust value (their opinion) for this user. For instance, if Alice is fighting
with Bob in the same physical location, both users should have the same position, and
the positions should be physically possible compared to their last one. If every para-
meter of the context is as expected, each user will transparently update the trust on
their opponent, if something is wrong, the trust on the opponent will be decreased.

With this review process we keep track of the last interactions for each user and a
local trust value for all the users.

It is important to notice that the whole process is completely transparent to the
player. Users cannot see the different trust value or the rates given by the trust engine.
However, when accepting to play against other user posting the location, the users are
claiming to be at the same place. Typically the community of trustworthy users will
not play against not trustworthy users. Therefore, we expect to have an isolated group
of cheaters and a big community of fair players, as we can see nowadays in our target
game Moonga.

3.3  System Definitions

User Interaction. When one or two users interact with the game, the context of the
interaction (position and time) is sent to our trust engine. The trust engine calculates
the trust value of the user, rates the interaction and updates the tag (the user informa-
tion and history). Figure 1 shows two users interacting with our system.

Alice
i interacts with
Position eracts wit
‘.._.*
Alice
User . A
Recognition [ P| TrustEngine >
e Position — ﬁ ﬁ o

interacts with
Alice (RATE)

Bob

Alice's trust Eob's trust
on Bob on Alice

Fig. 1. Users interacting with the system

User. We keep track of the context (time and location) of the last interactions for each
user to be able to evaluate his trustworthiness.

A user in the system has his own trust table. Each user keeps a local trust value
(opinion) based on former interactions with other users. We consider the system as a
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special user who also has its own local trust table for all the interactions that the users
do. This mechanism is similar to a human community, meaning that each individual
keeps an opinion of other individuals based on the previous interactions.

Trust Value. In our model we use two important parameters:

e Local trust: Direct trust that one user has in another user, based only on former
direct interactions between them.

e Global trust: The average of the local trust value of all the users in the system when
asking for a given user.

MinTrustValue. The minimum trust a user can have. It should be big enough, bigger
than the maxTrustValue (in absolute). It is difficult to become trusted after a few posi-
tive actions but easier to become untrusted after the same amount of negative actions.
Initially the minTrustValue has been set to -70.

MaxTrustValue. The maximum trust a user can have. It should not be too high in
order to avoid trusty users with a high trust value become malevolent. Initially its
value is set to 5.

Rate. The rate of the interaction is a value between 0 and maxRate given by the trust
engine to each user action. This value is helpful to evaluate the interaction (user-
system or userA-userB) giving a rate or trust value to it. In this value the trust engine
takes into account the different parameters involved (interactions made from a trusty
source, same position as other user, etc). For instance, the rate is bigger if both users
have the same position or if the previous interactions were positive, etc.

History. The history keeps track of the last N interactions with the system or other
users sorted in reverse chronological order (recent events are in the top, the old ones
are at the bottom). This field stores information related to the interaction, the different
users, the positions and the rate given by the trust engine among others.

4 Trust Engine Model
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Rules Parameters
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Fig. 2. Trust Engine Architecture
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4.1  Trust Engine Architecture

The architecture of the trust engine’s model has been kept as simple as possible. As
shown in Figure 2 the Trust Engine consists in a set of parameters and rules and two
databases with the entire local trust values and the history of the different users.

The rules and parameters are based on the different context and actions. For in-
stance, if the position is possible when comparing to the history of positions, the trust
calculation will be positive. The parameters reflect the values necessaries to make the
decisions, such as the limit when a user becomes untrustworthy.

The evaluation component is in charge of handling the interaction, using the
rules, parameters and trust model to make the proper decision and update the data and
out-puts.

4.2  Trust Model

Our model seeks to be close to the human concept of trust. In human communities,
when an individual wants to know if another individual is trustworthy, the usual way
of proceeding is to ask his friends or other individuals that have already interacted
with this particular individual. We adopted a similar strategy; for each user, we store a
trust value of other users, based on former interactions. We call this value local trust
value, which in essence is the opinion that a user has on another user based on pre-
vious interactions.

So, when we want to know about the trustworthiness of a user, we only need to ask
all the other users with whom he has interacted, including the system. We call this
value global trust value.

We want a model similar to the human way of thinking in which recent events are
in mind. It is difficult to become truly trustworthy. It is necessary to have several
positive consecutive actions to achieve it. However once someone is trustworthy after
a few disappointments it is easy to be untrustworthy.

In our model, trust increases linearly towards a limit and decreases exponentially.
This means that several consecutive positive actions are needed in order to increase
the trust value and become trustworthy. On the other hand, as the decrement is expo-
nential, little mistakes at the beginning are forgivable, but if the consequences of the
actions are negative, the value decreases exponentially and it is very difficult to be-
come trustworthy again. In our point of view this behaviours, reflect the human way
of thinking in managing trust. Perhaps misunderstanding how the game works or
small cheats at the beginning are forgivable but if the behaviour persists, the trust on
this individual will decrease quickly and he will never be trustworthy again.

As an example, consider a situation where to co-workers go to buy coffee every
day. It is always the same person who pays but he is reimbursed by his colleague
when they return to the office.

The one who pays, trusts that his partner will pay him the coffee later. If one day
his partner does not pay, as he trusts his partner, he will think that is a mistake or
misunderstanding. But if the behaviour of the partner continues like that, at the end,
he will stop paying his colleague’s coffee because he will not trust him anymore.
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It is important to take into account the fact that we need to fix a maximum and a
minimum trust value that a user can achieve. Typically, the maximum value should
not be too high in order to avoid that a user which has been acting properly for a long
time, suddenly becomes malevolent and tries to subvert the system. However for the
minimum value, we should set a big negative value so a user that has been cheating
during all the interactions should not be easily trustworthy again.

As we previously commented, the trust engine rates each interaction, taking into
account the context and the different parameters of the interaction. For instance it has
more weight if the interaction is with a trustworthy user or if the interaction has been
done with a trusty source, like a NFC reader in a shop or if the last interactions were
also positive.

4.3  Trust Engine Model

In Figure 3 we can see the basic behaviour of the trust engine. The process starts with
an interaction, that could be one user alone posting his position or two users who want
to play against each other. All the important contextual information is transmitted to
the trust engine; after evaluating the different inputs and the previous history the trust
engine updates the corresponding trust values and rates the interaction following
specific rules and decisions of this model.

ﬂr’actinn Context

Previous
Interactions

|

‘ Interaction Rating

Evaluation

Trust Value
Calculations

r

Trust Values
updated History updated

Fig. 3. Trust Engine Model
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5 Conclusions and Future Work

Mobile technologies and smartphones with location capabilities are widely popular
nowadays as well as applications and games with location-based features. For social
location-based applications, like games with physical features based on users’ mobile
location it is important to trust the position sent by the users. All the similar solutions
that we have found are basically focused on using external infrastructures, which is
unconceivable for a social game spread all over the world.

In this paper, we have presented our approach to solve the problem of trusting the
position given by a user’s mobile phone in a game environment. We have explained
our model of trust engine, which is able to generate and manage transparent trust links
between the users in order to determinate their trustworthiness. This trust model uses
the user history, and interactions to rate each interaction in the game and calculate a
local trust value for each user and a rate for each interaction. The trust engine, com-
bined with the appropriate security measures when posting the position in the game, is
a powerful tool for avoiding cheaters.

TrusPos is a very good first filter, which will be combined with the appropriate se-
curity methods to obtain the position. Additionally, a management tool will be pro-
vided, so a human operator can see the last suspicious interactions, trust updates, and
make the decision whether to ban or put in quarantine suspicious users and actions.

After a review of the current related approaches, we can conclude that there is not
yet a popular solution to this problem and that our model could be an interesting solu-
tion. We have presented an overview of our model, our trust model, the behaviour and
architecture.

Currently, this model is in deployment and testing phase. We have started the de-
velopment of the trust engine and we are constantly working on and improving it. In
the future we will finish all the functionalities presented. Simulations will be made to
test the proper behaviour of our trust engine. A simulator is under development in
order to help us test different situations in a location-based game.
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Abstract. Mobile software applications have to cope with a particular execution
environment that includes limited resources, high autonomy requirements, mar-
ket regulations, and many other constraints. To provide a software development
process that responds to these challenges, several methodologies proposed the
adoption of Agile practices; however, it is not clear how a software develop-
ment process would help to solve all the issues present in the mobile domain.
Moreover, the rapid evolution of the mobile environment questions several of
the premises upon which the proposed methodologies were designed. In this
paper, we present a review on Agile software development processes for mobile
applications and their implementations, with the objective of knowing the con-
tribution of Agile methods to address the needs of the mobile software in a real
production environment. In addition, we aim to put up to date the discussion
about what are the best practices that facilitate the creation of high quality
software products in the current mobile domain.

Keywords: Agile, Development, Mobile, Process, Quality.

1 Introduction

Smart mobile devices like cellphones and tablets are a key target for software products
and services, benefiting from the high impact of ubiquitous computing and the growing
capabilities of this kind of terminals. The quantity of software applications for smart
devices grows very quickly, along with the features and computing power offered by
the mobile equipment. Mobile-specific software applications, commonly known as
“apps” bear the big challenge of performing satisfactorily in a heterogeneous and re-
source-limited environment that demands high availability, efficient performance and
short response time, while delivering value to the end user. In addition, apps should be
developed quickly and should keep a low price to succeed in a market that comprises
millions of users and hundreds of thousands of products. All these factors build up an
environment that is competitive, complex and fault prone, posing the question of how
to develop software products able to succeed in the mobile domain [1].

In an attempt to answer this question, scientific literature on Software Engineering
introduces different frameworks for conducting mobile software projects. Even
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though diverse approaches are proposed, a majority of these research works show a
convergent approach based on the Agile home ground themes. Nonetheless, they do
not explain how mobile-specific conditions may influence the selection of a software
development process, or why a software development process would help to solve the
issues present in the mobile domain. Additionally, there is a lack of evidence about
how the proposed methodologies work in a real setting, since the follow up literature
tends to be limited and does not provide elements to evaluate their utilization. Finally,
the rapid evolution and the current status of the mobile environment challenges sever-
al of the premises upon which the proposed methodologies were designed.

In this paper, we present a review on how different Agile-based frameworks (ab-
breviated: Agile) claimed to suit the needs of the mobile environment, establishing as
research question: “What is the contribution of Agile methods to address the needs of
the mobile software product in a real setting?” To sketch a strategy to solve it, we
introduce discussion in four areas: (a) Suitability of Agile to fit the needs of the mo-
bile business environment; (b) Suitability of Agile to fit the needs of the mobile oper-
ational environment; (c) Adoption of Agile frameworks and evidence about their use
in mobile projects; and (d) The rise of new conditions that challenge some of the pre-
mises upon which the proposed frameworks were designed.

The rest of the paper is organized as follows: Section 2 revisits the need of having
ad-hoc development processes for the mobile product, Section 3 presents a summary
of published Agile methodologies for conducting mobile software projects, Section 4
performs a high-level comparative analysis among the presented methodologies;
Section 5 introduces discussion about their real adoption and contribution, as well as
the evolution of the mobile domain; Section 6 outlines further work on this research
track; to close, Section 7 provides a summary and draws conclusions.

2 Mobile Software Development

Mobile software development should comply with clear goals and practices in order
to be successful, however, this kind of software bears several limitations not present
in desktop computing that make the mobile ecosystem a particular environment. For
instance, wireless communication problems (availability, variability, intermittence),
mobility issues (autonomy, localization), the variety of platforms and technologies,
the limited capabilities of terminal devices (low power supplies, small-sized user
interfaces), and strict time-to-market requirements [2].

The universe of constraints that exist on mobile environments can be classified in
two types: evolving and inherent [3]. Evolving constraints include current limitations
that will be solved in the future by the evolution in technology, resources, bandwidth,
coverage, etc., (e.g., slow processors or intermittent networks). Inherent constraints
are those intrinsic to mobile platforms, since they are part of the operational condition
of the system and will not be solved in the near future (e.g., a small screen or a limited
power source). These constraints should be taken into account by developers to de-
termine the practices to relieve them as means of non-functional requirements. In
addition, mobile software products have a particular business model [4] that foresees
high competition, short time to market, and large distribution app stores.

Those factors require a link with the development practices that help to produce
software able to compete in such an environment [5, 6]. For instance, the fast-paced
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mobile market sets the need of having lightweight processes that facilitate the change
and the adoption of new technology or emerging trends. An effective development
strategy should be strong enough to consider the quality drivers of the mobile ecosys-
tem, the expectations of the end user, and the conditions set by application market; at
the same time, it should be flexible to adapt to the advancements of the enabling tech-
nologies, and to cope with the market’s competitiveness and the evolution.

To provide an answer to the discussed challenges it has been proposed that Agile
practices are the framework of choice for the development of software products for
mobile devices. In 2003 it was introduced the discussion on the suitability of Agile for
the fulfillment of the objectives of the mobile software development [7]. Later, it was
shown a thorough mapping between Agile home ground themes with several devel-
opment traits observed in mobile software [8]. This mapping permitted to outline why
Agile is a competent solution for implementing development processes in the mobile
domain, based on characteristics like collaboration in small teams, reduction of devel-
opment times, management of ongoing changes of requirements, coping with the
variety of target platforms, and the assumption a small-sized, non-critical end product.

3 Agile Development Processes for Mobile Applications

Our research question pursues to know the contribution of Agile to address the needs
of the mobile software in a real environment. To have a better understanding on how
Agile practices can be implemented in a mobile project, we surveyed three major
digital libraries (IEEE Xplore, ACM DL and ScienceDirect) searching for research
articles that present a comprehensive mobile software development framework based
upon Agile principles. To make the selection of the mobile development frameworks,
we established as criteria: 1) frameworks should be specific and mainly applied for
mobile applications; 2) they should focus on the use of Agile methods; 3) frameworks
should have been put in practice preferably in at least one study case, and 4)
frameworks and case studies must have been published in an international journal or
conference proceedings. As result, we found on five Agile approaches: Mobile-D [9],
MASAM [10], Hybrid Methodology [11], Scrum [12], and Scrum Lean Six Sigma
[13], sorted by publication date (Figure 1).

Prggtiil(?es @
S ——
S ‘:3_: ~~~~~ —
\‘~\\ \\\ NI
-~ . 3
——

Non-Agile s 2 R S Influence
Practices ~N _/ ¢+ i ___----"

= Direct citation

2004 2008 2010 2011

Fig. 1. Evolution of Agile Development Methodologies for Mobile Software
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Once we identify the body of knowledge, our next question concerns on analyzing
in a detailed way how each methodology undertakes each phase of a generic software
development process to identify development needs and opportunities still open for
improvement. Then, to determine their contribution in a production environment, we
looked for instances (research papers, technical reports) that cite these methodologies
to illustrate how to utilize them to develop a real-world mobile product. Citation
count was calculated from the number reported in the digital libraries when available,
and it was complemented from Google Scholar removing duplicated instances.

3.1 Mobile-D

Mobile-D was the first attempt to incorporate Agile for the development of mobile
applications. Mobile-D was introduced in 2004 by Abrahamsson et al. [9] as a devel-
opment methodology inspired on Extreme Programming, Crystal Methodologies and
Rational Unified Process (RUP). It is recommended to be used by a small, co-located
team, working in a short development cycle. It is structured in five phases (Figure 2),
sequentially arranged following a generic software development process. Each phase
implies a Sprint, covering from stakeholder identification through system test and
delivery. The execution of a single phase involves typically around three days for
planning, producing, wrapping and delivering the associated work products. In spite
of its sequential organization, Mobile-D encourages iterations, after which a function-
al product is created. Actual Agile activities within the methodology include: Test-
Driven Development, Continuous Integration, Pair Programming, etc.

Explore Initialize Productionize Stabilize System Test
and Fix

Fig. 2. Phases of Mobile-D Software Development Process (Adapted from [9])

Mobile-D has been put in practice in several projects at the ENERGI (Industry-
Driven Experimental Software Engineering Initiative) laboratory of the VTT, the
technical research center of Finland, these project involved mobile phone extensions
of database systems. Furthermore, it was exercised in a case study on a major soft-
ware development project on software security for a large customer (F-Secure) in a
project to develop a mobile security application. In general, Mobile-D is the most
influential methodology in the field, being cited by 17 articles including case studies,
though not all of them referring to mobile development. Other 16 examples of use in
real projects are showcased in the Mobile-D website.

3.2 MASAM

MASAM (Mobile Application Software development based on Agile Methodology)
was proposed by Jeong, Lee and Shin [10] and it is based on Extreme Programming,
Agile Unified Process, RUP and The Software and Systems Process Engineering
Meta-model. It provides a series of principles from which different development
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processes can be defined according to the context of an Agile software development
company.

The structure and detailed implementation of MASAM show a strong tie with Mo-
bile-D, and only introduces slight variations, for example a project management and
follow up tool harnessed on the Eclipse Process Framework. MASAM follows a
software life cycle based on the Agile approach underlining the importance of interac-
tion among participants, communication with the customer, Extreme development
practices and continuous deliveries. After these principles, MASAM proposes a
simple life cycle conformed by 4 phases (Figure 3).

Eclipse
Process
Framework

Extreme
Practices

Fig. 3. Stages of MASAM (Adapted from [10])

First, a Preparation Phase defines a summary and a first notion of the product, and
assigns roles and responsibilities. The Embodiment Phase, focused on understanding
user’s needs, defines the architecture of the software product. The next phase, Product
Developing Phase, benefits from traditional Agile principles to furnish an iterative
development sequence supported by Extreme Programming. The implementation of
the software product is carried out through Test-Driven Development, Pair Program-
ming, etc. with iterative testing activities. Finally, a Commercialization Phase concen-
trates on product launching and product selling activities.

MASAM claims to be supportive for small companies focused on the development
of mobile applications, nonetheless, authors do not present a case study of an actual
implementation of this methodology in a real-world project to appreciate its results. It
is cited by 3 papers, none of which is an experience report of its utilization.

3.3 Hybrid Methodology Design Process

Rahimian and Ramsin [11] promoted the adoption of Agile and plan-based methodol-
ogies as a framework for the development of mobile software. They identified
specific requirements and activities based on characteristics expected on tasks and
intermediate products through the development process. To structure their methodol-
ogy, it is proposed to baseline a generic software development lifecycle and custom-
ize it with a merge between Agile and principles of Methodology Engineering and
New Product Development. The outcome is a “Hybrid Methodology Design Process”
organized in steps that cover from the generation of the idea until the release of the
product (Figure 4).

The principles present in this methodology are: Agility, Market Consciousness,
Software Product Line Support, Architecture-Based Development, Support for Reu-
sability, Review and Learning Sessions, among others. It defines a of a top-down
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Fig. 4. Phases of the Hybrid Methodology Design [11]

iterative-incremental process that considers prioritizing the requirements, building an
“Iterative Design Engine” (that designs, models integrates and review components)
and finish with market testing and commercialization. It is remarkable the inclusion of
market-awareness principles, aimed to conduct an efficient commercialization of the
resulting product, addressing a well identified need on mobile software development.

Unfortunately, up to the date of the underlying work, published material on Hybrid
Methodology Design and its 9 citations do not include an experimental setup that tests
this methodology in the development of a real-world, mobile software product.

34 Scrum

Scharff and Verma [12] published a study that covers the use of Scrum for the
development of mobile applications in a scholar setting. Scrum is an iterative and
incremental framework commonly used in combination with other Agile practices. It
uses iterations of fixed duration (typically one to four weeks) called Sprints. At the
beginning of each Sprint, during the Sprint planning, the team commits to complete a
certain number of tasks established from the “Product Backlog” and documents them
in a “Sprint Backlog”. After this, the Scrum team decides how much work they will
commit to complete in the next Sprint.

Through the iteration, daily meetings are carried out at the beginning of the day to
keep track of the progress and setting the goals for the working day. By the end of the
Sprint, a functional product is delivered, and the pending features (i.e., the new Prod-
uct Backlog), are processed in a next iteration (Figure 5). For project tracking, it is
used a “Burn-down Chart”, that is a relationship between the pending work and the
time. With this, it is possible to relate the Product Backlog with the project’s timeline,
for follow-up or progress estimation purposes.

Daily
Meeting

Product Sprint Functional

Backlog

Backlog Product

Fig. 5. Scrum Iteration (Adapted from [12])
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Authors propose to use Scrum for mobile software development since phone appli-
cations are generally simple and activity-centered, dedicated to accomplish a very
restricted number of actions, focused on user-experience, and can be developed by
small teams in short periods. As a case study, authors defined a working model to be
used in a classroom setting, establishing Sprint iterations of two weeks. Scrum teams
are composed by groups of students, a certified Scrum Master facilitates the work,
and a real-world client provides the requirements and validates the end product. The
project consists on a mobile application for restaurants in Senegal that allows waiters
to manage orders and bills more efficiently. This research paper includes one scholar
case study and has been cited by 4 articles, including 1 case study not related to
mobile software.

3.5 Scrum Lean Six Sigma

Scrum Lean Six Sigma (SLeSS) is an integration approach of Scrum and Lean Six
Sigma proposed by Cunha et al. [13] for the development of embedded software
for mobile phones. This philosophy enables the achievement of performance
and quality goals, while progressively improving the development processes in a sta-
tistically-controlled basis. SLeSS picks up from the Scrum methodology already ex-
plained, but pursuing a combination of the effort and consistent deliveries of the
Scrum Sprints with the continuous process analysis and improvement model
represented by the 5-phase DMAIC methodology (Define, Measure, Analyze, Im-
prove and Control). The Sprint Backlog is used not only to establish the objectives of
the next iteration, but it is also carefully examined for statistic-based process im-
provement purposes (Figure 6). The implementation of SLeSS foresees an incremen-
tal approach, in which an Agile philosophy like Scrum is adapted to coexist with a
planned-based methodology like Lean Six Sigma (LSS).

The case study offered involves a real-world project, developed in 6 months by a
R&D laboratory. The product is an embedded software snapshot to be shipped with a
cell phone, while the customer is the cell phone manufacturer. Each team consists of

SLeSS Lean Six Sigma

I

II Product Backlog
w A Lean Six Sigma

Product Backlog Scrum

WVERSION 1

MODEL 1 VERSION 2
PROCESS IMPROVEMENT

DATA ANALYSIS

VERSION N

VERSION 1 ACTION PLANS

MODEL N VERSION 2 —

- TRAINING
VERSION N ¢ #
. ‘ Sprint Results Sprint Backlog
Sprint Backlog RETROSPECTIVE Lean Six Sigma

VERSION N REVIEWS PROCESS IMPROVEMENT N
v N

ERSION 2 CETETE DATA ANALYSIS N
VERSION N AVAILABLE VERSIONS ACTION PLANS N

IMPROVED PROCESSES TRAINING N

Fig. 6. Structure of the Implementation of Scrum Lean Six Sigma [13]
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12 developers. SLeSS led to improvements the in process capability (a value that is
translated into a reduction of defects per million of opportunities), and achieved a
reduction in the working hours required to ship a functional product. In addition to
this case study, SLeSS is cited by 1 work that is not a report of its utilization.

3.6  Other Relevant Works

Not all the mobile-specific software development methodologies are based on Agile
methods. We can mention RaPiD7, which is based on Agile principles but focused on
the authoring documentation of mobile projects rather than in actual product devel-
opment [14]. Also, the Mobile Development Process Spiral was proposed to utilize a
usability-driven-model to integrate mobile-specific usability matters into existing
application development processes. This methodology is not Agile-based, but it sup-
ports iterations to ensure that requirements are addressed and validated [15]. Finally,
the Intel Mobile Application Development Framework is an enterprise-oriented effort
that focuses on evaluating the suitability of mobile applications to generate business
value within a company. It prescribes guidance documentation, enabling technologies
and supporting resources for conducting projects that adhere better to the organiza-
tion’s standards and best practices [16].

Another group of works report design practices or implementation guidelines for
mobile products. They do not describe a comprehensive software development frame-
work, but they provide development guidelines, design methodologies and best practic-
es for mobile software that can be applied following any development process [17-21];
some of them are published online*>. In several of these works, the mobile environ-
ment constraints (e.g., memory consumption, energy awareness, user interfaces) are
considered for the hands-on implementation of suitable mobile-specific products.

Similarly, a product-oriented family of works concentrates on proposing software
metrics specific to mobile applications. These metrics typically consider characteris-
tics particular to mobile applications, and promote the customization of general-
purpose product quality standards to suit the needs of mobile environments [22-25],
including an attempt to create a relationship between quality factors and some of the
development guidelines and best practices already mentioned [26]. Nevertheless,
these papers are completely product-focused and do not show the link between the
quality goals of the mobile product and the processes that have to be conducted to
develop an application that satisfies these expectations.

4 Comparative Analysis

We are interested to study how each methodology addresses the different steps of the
software development process. To perform a fair, practical analysis and comparison

' http://www.unifiedtestinginitiative.org/files/uti_best_practices_
vl_final.pdf

2 http://developer.android.com/design/index.html

* http://www.w3.org/TR/mwabp/
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of the reviewed methodologies, we took as baseline a generic software development
life cycle that consists of analysis, design, implementation, test and deployment phas-
es, adding a category on measurement and continuous improvement. We surveyed the
reviewed methods against this baseline, pointing out the way (i.e., an activity or prin-
ciple) in which each methodology addresses each stage.

4.1  Analysis

The Analysis phase is well represented in all the surveyed methodologies: All of them
count on a methodological way to explore the working setting, identify the customer
and initialize the work settings. Mobile-D, MASAM and Hybrid conduct the
assignment of roles and responsibilities in this early phase, focusing on creating self-
organized teams and promoting people’s interaction and close communication be-
tween roles and customers. In light of the Agile approach, requirements gathering and
planning tasks are modest, concentrating on establishing an initial set of ideas that
welcome and respond to change, rather than going through strict planning. Scrum-
oriented methodologies propose an iteration-based planning effort that is updated and
customized depending on the results achieved by previous iterations.

4.2  Design

Design efforts are evenly distributed through the five approaches. Once the system
analysis is completed, different design tasks take place. By definition, Agile requires
design to be flexible but carefully implemented, since good design facilitates quick
reaction and reduces the impact performing eventual changes. Architectural design is
underlined by Mobile-D, MASAM and Hybrid Methodology, proposing adequate
guidance for applying incremental and product line design. MASAM, for example,
supports a tool to translate design models into code. Scrum-based methodologies use
the design phase to establish a perspective to process the existing Product Backlog.
An additional point considered by Six Sigma is the identification of attributes Critical
to Quality (CTQ) that represent what the customer cares most about. The CTQs are
measured at this phase to establish a process capability and they will be measured in
further phases to determine the impact of the resulting product on the customer’s
goals.

4.3 Implementation

Implementation phases under Agile approaches usually strive for frequently deliver-
ing working software products following a policy of intense collaboration among
teams and close communication with the customer. Mobile-D and MASAM introduce
typical Extreme Programming techniques. Hybrid Design performs the implementa-
tion activities within the so-called Development Engine for the creation of reusable
software components, using Test Driven Development. Scrum and Scrum Lean Six
Sigma consider the hands-on implementation of the work Sprint by the Scrum teams
using any Agile implementation technique. Six Sigma in particular suggests carrying
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out an improvement phase to apply a solution that addresses the issues found in the
Measure phase; nevertheless, the implementation phase does not prescribe specific
activities and can be executed in any Agile way.

4.4  Testing

For the conduction of testing activities, Mobile-D, MASAM and Hybrid Design
merge several tasks of the implementation phase to accommodate test-based devel-
opment. With this, for every feature implemented, a test effort (e.g., a test case or test
scenario) will exist automatically. Scrum methodology indicates that test efforts
should exist in every Sprint, however, in the analyzed study, testing is not explicitly
mentioned, so it is not possible to know what test efforts were conducted. Scrum Lean
Six Sigma, on the other hand, indicates the existence of comprehensive test activities
as part of the validation of the improvement phase.

4.5 Deployment

As mentioned in the implementation phase, Agile focuses on providing frequent deli-
veries of functional software versions. Based on this philosophy, for Mobile-D and
Scrum, the deployment of a new software product means the delivery of a production-
level snapshot. Scrum Lean Six Sigma establishes the deployment phase as a piloted
solution that involves the utilization of the software product in a controlled setting
with the purpose of observing its utilization. The piloted solution is accompanied by a
new measure phase that gathers the necessary data for understanding the impact of the
implemented solution on the process capability, and to maintain it under control.
MASAM and Hybrid Design feature a commercialization task, which means prepar-
ing the product to work in a specific context, for example satisfying the policies of a
country; this phase can be extended to ensure that the application remains in com-
pliance with the policies given by the software distribution channels.

4.6 Measurement and Improvement

Measurement is a very important step in gaining understanding on what happens
through the development process. This means that each methodology should offer a
way to collect relevant information, set it down in metrics, study such metrics, and
draw conclusions. Mobile-D and Hybrid Design recommend the implementation of
project metrics and data collection practices, as well as celebrating learning sessions
for process improvement. Scrum recommends “Sprint Retrospectives” as exercises to
review the results of the finished effort, and identify lessons learned and opportunities
of improvement for the next Sprint. For Scrum Lean Six Sigma, being a statistically-
based methodology, Measure and Control phases are driven by data collection plans,
which first establish the process capability and then measure the impact of the piloted
solution. Finally, it is important to note that MASAM does not prescribe any effort
related to measurement and continuous improvement.
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5 Discussion: Accomplishment, Evidence and Evolution

The reviewed methodologies provide different sets of practices that aim to achieve
fully functional mobile products on short development cycles. When available, case
studies illustrate the fitness of those methods for assisting the development and deli-
very of a real project. The surveyed methodologies show convergent approaches
based on the Agile home ground themes, nonetheless, they leave open how to address
the environment-specific circumstances to create more suitable end products. Also,
the review shows a lack of supporting evidence about the applicability of the metho-
dologies in a non-scholar setting. Furthermore, there have been significant changes in
the conditions through the span of time upon which the mobile environment the sur-
veyed methodologies were developed. For instance, in 2004 concepts like location-
based services, app stores, i0S, Android and other current key terms were emerging
concepts or did not exist at all.

While the reviewed Agile-based frameworks deem to suit the needs of the mobile
environment, we need further analysis to validate this claim. To outline the strategy to
solve this question, we introduced a discussion [27] in four thematic areas, covered in
the rest of this section.

A.  Are Agile methods the best fit for the needs of the mobile business environment?

Agile methodologies establish their core values in the possibility of focusing on the
working product, remaining close to the client, and responding efficiently to the
change. Implementing Agile allows adapting processes and practices to the unsteady
needs of the mobile domain. Mobile apps should be developed quickly and keeping
up a low price to be successful in a market of millions of potential users with an offer
of millions of products. Agile embraces effectively this business model to understand
the market, structure the product and release it short time frames.

None of the reviewed frameworks question the suitability of Agile for the
development of mobile apps. Instead, they focus on profiting from their advantages,
and when necessary, authors fulfill their shortcomings incorporating directions
provided by non-Agile development methodologies, for instance using plan-based
methodologies or statistical quality control.

B.  Are Agile methods addressing the needs of the mobile operative environment?

The reviewed Agile methodologies claim effectiveness on addressing the needs and
constraints of mobile software products. However, it is hard to argue for a direct ef-
fect on the end product at the level of abstraction on which they are presented in their
corresponding papers, mainly process-oriented. Considering the constraints of the
mobile environment, it is not clear as to what problems can be injected if general-
purpose software development processes are used, or why a software development
process would help resolve these issues. For instance, if we consider a scenario in
which one has to design an application to work in an environment with poor and
intermittent connectivity, what development process (Mobile-D, Scrum, etc.) should
be used? Why this choice would be an important factor in the success of the final
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outcome? Such questions are generally left open at the level covered by development
frameworks.

Instead, an implementation-oriented approach can be found on the range of articles
that focus on design practices that concern on solving, from a practitioner approach,
the environment conditions that affect the mobile product, including interface design,
usability guidelines, human-computer interaction and others. Regarding the mobile
environment itself (efficiency, resource utilization, memory and CPU consumption,
network utilization and battery usage) development guidelines are proposed at differ-
ent levels (architectural, design, coding). Another family of works introduces evalua-
tion metrics and other quantitative indicators that can aid the developer to assess the
level of accomplishment and fitness of the end product for the execution environment
from a practical point of view.

In summary, we can suggest that Agile collaborates to create a development life-
cycle appropriate to meet the business needs of the mobile environment, design guide-
lines and best practices furnish mobile-specific development practices that aid to im-
plement a product that is pertinent for this domain, and software quality metrics stand
in the middle to monitor the activities and supply the data that support the measure-
ment tasks required by the high level development process (Figure 7).

Business strategy
Market awareness

Software » Software Development Plan
Development
Life Cycles
Measurement strategy Product Quality Software Measurement Plan
Improvement plan Metrics

Development Guidelines Software Implementation Plan

Implementation Best Practices
Hands-on strategy

Fig. 7. Organization of Software Lifecycles, Product Assurance and Development Guidelines

C. Is there enough evidence about the real use of the proposed Agile methodologies?

It is not realistic to claim that the frameworks presented are applicable in a real envi-
ronment without supplying empirical evidence. Besides Mobile-D, the rest of the
Agile frameworks cannot argue to have major support on their adoption and imple-
mentation in real production environments. Mobile-D keeps records about software
projects developed using this methodology, including works carried out both in re-
search and large industry settings (ENERGI, F-Secure, Nokia, Philips) [28, 29].
Scrum and SLeSS present only one case study as part of the validation of their work,
but citing literature does not show further implementations. MASAM and Hybrid
Methodology do not show a case study, and are not cited by any other report. This
situation challenges seriously their feasibility and potential success in a real setting.
Table 1 shows a summary of the documented instances of implementation of each
methodology, including the case studies presented as part of the research paper in
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Table 1. Agile-based Mobile Software Development Processes and their Implementations

Methodology Year Case Studies Cited by
Mobile-D 2004 16 17
MASAM 2008 0 3
Hybrid 2008 0 9
Scrum 2010 1 4
SLeSS 2011 1 1

which they are introduced (citation count was taken from the digital libraries when
available, otherwise from Google Scholar removing duplicated instances).

We expanded this analysis with a review of additional field studies (i.e., develop-
ment surveys, "> attempting to identify substantiation of the usage of a methodology
or other development practices in true mobile software projects. However, the re-
viewed studies focus their interest on analyzing the operating system of choice, soft-
ware development kits, type of applications produced, multiplatform development and
other topics. Although they suggest a clear trend on shortening the development cycle
and broaden the impact of the end product, further work is required to unveil the utili-
zation of a consistent development methodology [30].

D. Have Agile methods kept up with the evolution of the Mobile environment?

When Agile methods were considered as the best fit for mobile development, the
mobile business and development environment were different to the current one.
Table 2 shows the mapping between the Agile home ground themes and the characte-
ristics of the mobile software, made available in 2005.

Table 2. Mapping of Agile Ground Themes and Mobile Software Development Traits [8]

Ideal Agile Characteristic Mobile Software Development

High environment volatility Dynamic environment: hundreds of new mobile phones
published each year.

Small development teams Majority of mobile software is developed in micro or
SME companies or development teams.

Identifiable customer Potentially unlimited number of end-users

Object-oriented development Java and C++ are mainly used.

Non-safety critical Software Majority of existing mobile software is for entertainment
purposes. Mobile terminals are not reliable.

Application level software Mobile applications are stand-alone applications

Small systems Size of mobile applications varies, but generally they are
less than 10,000 lines of code.

Short development cycles Generally mobile applications and services can be

developed within 1-6 month time frame.

IS

http://www.infoqg.com/news/2011/05/A-Survey-on-Mobile-Development

w

http://www.ggs.ufsc.br/wp-content/uploads/2011/12/GQS-Workingpaper-
002-2011-E-v10.pdf
¢ http://www.comp.nus.edu.sg/~damithch/df/device-fragmentation.htm
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A decade of evolution on the mobile domain (software, hardware and business
models) has brought significant advancements; therefore the current applicability of
this mapping is controversial and invites to conduct an up-to-date discussion. To
name only some of the differences of the current status of the mobile domain, we
identify:

- While hundreds of new mobile models are still released each year, mobile
developers also have well settled operating platforms (e.g., iOS or Android), that
have solid software development kits (SDK) and APIs that facilitate the
interaction with new device models.

- Mobile software is still developed by small teams and small-medium enterprises,
but currently it is also part of major developments that involve large corporate
teams.

- Nowadays, mobile applications spans not only in stand-alone applications but
also interacting with other systems, collaboration tools, using heavily network
and hardware resources, etc. This also implies that the mobile software product is
not anymore small by definition.

- The range of applications deployed on cellular telephones now includes
healthcare monitors’, mobile banking® or earthquake alerts’ that are required to
meet strict standards to enter into service and cannot be categorized as non-
critical software.

Finally, we observe that some Agile-based mobile software development frameworks
try to enhance their methods by adapting practices from plan-based methodologies,
for example, project documentation, traceability records, and other considerations.
For instance, the latest Agile proposal, SLeSS, is an approach to relieve several short-
comings from Agile by applying statistically-based quality control. This represents a
complex merge of two different viewpoints: light-weight development practices
(Scrum) and heavy quality control methodologies (Six Sigma). Following this way,
other recent development methodologies have completely relegated the Agile ap-
proach [15, 16]. These examples reflect an identified decline on considering Agile as
a silver bullet [31] and instead promoting a savvy strategy to decide when to use
which practice evaluating its advantages and disadvantages, to decide how to apply
and complement the Agile approach.

6 Future Work

To provide a more robust answer to our research question, there is a clear need of
conducting evidence-based research that unveils what mobile development practices
are actually used, in order to have a factual picture on how development teams are

-

http://www. fda.gov/NewsEvents/Newsroom/PressAnnouncements/
ucm263340.htm
http://www.sans.org/reading_room/whitepapers/ecommerce/security-

o

mobile-banking-payments_34062

©

http://www.economist.com/blogs/americasview/2012/04/earthquake-
warnings-mexico-city
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conducting and managing mobile software projects. These insights may be gained as
means of industrial surveys, interviews with mobile software managers and other
empirical studies, and from the proactive discussion with the scientific community.

To this end, we will design and deploy an experiment that will supply the empirical
data required to study the effectiveness of the Agile approach in a real industrial set-
ting that implements mobile projects following this philosophy. The analysis will
include process analysis, interviews with developers and gathering ad-hoc metrics
[32, 33] in a co-located team of 25 members of different levels of seniority and expe-
rience [34]. The data collection plan will be executed during the implementation of an
Agile-conducted mobile project intended to be delivered to the customer in 3 months.
After the data collection, we will conduct an analysis to determine the level of ac-
complishment on product quality and customer satisfaction; finally we will look for
correlations between these indicators and the selection and implementation of the
Agile methodology.

7 Summary and Conclusions

The published development models specific for mobile applications agreed to identify
Agile as the best fit to conduct a software project in a mobile context. They show
convergent and complementary approaches based on the Agile home ground themes
that can be selected depending on the organization’s nature and the project’s condi-
tions and goals. At the level of abstraction presented in the development methodolo-
gies, Agile methods seem to bring value helping to keep up with the mobile business
trends and marketability, while other mobile specific constraints like resource limita-
tion are more likely to be managed via development guidelines.

The development methodologies reviewed in this paper call attention on the necessity
of adapting the processes and practices to the evolving needs of mobile software, based
on assumptions that must be reviewed as they may be currently obsolete, for instance,
the fact that the mobile software product is small and non-critical. To solve this issue,
current Agile-based mobile software development processes can be improved, updating
practices, assumptions and recommendations to the current reality of the mobile do-
main, and also by adapting practices from plan-based methodologies. In other scope,
current scientific documentation does not show a clear link between the proposed me-
thodologies and their utilization in a production setting, and development surveys pay
little attention on software development frameworks. Finally, the association between
the Agile ground themes and the characteristics of the mobile software upon which
these methodologies were built has changed significantly, urging the need of conducting
evidence-based research to have an up-to-date discussion of such relationship.

The evolution of mobile platforms from being a simple communication tool toward
becoming the primary end-user computing equipment requires researchers and practi-
tioners to understand the context of the mobile domain to create the best strategies to
develop mobile software. Under the premise of “high quality processes deliver high
quality products”, mobile Software Engineering still faces an extensive work load to
determine what are the best processes and practices that facilitate the creation of high
quality, successful mobile software products.
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