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Preface

This volume collects the research articles, tool demonstrations, and the keynote
speech presented at the 10th International Conference on Mobile Web Infor-
mation Systems (MobiWIS 2013), held during August 26–28, 2013, in Paphos,
Cyprus. The area of information systems is huge and builds on decades of re-
search and development by both academia and industry, yet it is still growing
in size and importance. The Internet celebrated its 30th birthday in 2013 and
by now the world’s largest computer network. The Web was invented by Tim
Berners-Lee in 1989, and its public version went online only 20 years ago. Mo-
bile web and information systems (WISs) are a specifically targeted sub-area of
Web-based ISs, which particularly focuses on the use of mobile technologies and
devices in the development of WISs. Although the trend toward mobile tech-
nologies is apparently a recent one (fueled by the spreading of powerful smart
devices), MobiWIS is already celebrating 10 years of existence! As such, it has
been following the continuous and steady growth that mobile WISs have been
experiencing over the last few years and naturally proposes itself as the premier
venue to present and discuss all aspects related to issues and solutions of mobile
technologies when it comes to the engineering of mobile WISs.

MobiWIS aims to advance the state of the art in scientific and practical
research on mobile Web and information systems. It provides a forum for re-
searchers and practitioners from academia, industry, and the public sector to
disseminate the latest research results and to share knowledge and experiences
regarding tools, techniques, technologies, models, and methodologies that lead
to better information and service provisioning in the mobile Web.

The conference features a set of carefully selected tracks for the submission
of contributions, which focus on the particular challenges regarding mobile Web
information systems. Specifically, MobiWIS 2013 featured the following tracks
(next to a “general” track for papers not fitting any of the tracks):

– Mobile Web and Social Applications

– Middleware/SOA for Mobile Web Information Systems

– Mobile Web Searching

– Context- and Location-Aware Services

– Data Management in the Mobile Web

– Mobile Cloud Services

– Mobile Internet of Things

– Mobile Web Security, Trust and Privacy

– Mobile Networks, Protocols and Applications

– Mobile Commerce and Business Services

– HCI in Mobile Applications

– Industry Track



VI Preface

2013 was not only the 10th birthday of MobiWIS, but also the first time Mobi-
WIS published its proceedings with Springer. We are glad Springer recognizes
the quality of the conference and is interested to continue this collaboration in
the years to come. We are confident the authors and readers of this volume will
appreciate this collaboration as well. The volume collects 20 full research papers
(42% acceptance rate) and four demonstration papers, which cover a varied set
of topics related to the mobile WISs, such as mobile Web services, location-
awareness, design and development, social computing and society, development
infrastructures and services, SOA and trust, UI migration and human factors,
andWeb of Things and networks. In addition to these scientific contributions, the
volume also contains the abstract of the keynote speech given by Volker Gruhn,
Chair for Software Engineering at the University of Duisburg-Essen, Germany.

We would like to thank all authors for submitting their works to MobiWIS
2013 and for contributing to this volume and for presenting and discussing their
papers during the conference. It is their work that is the very reason for con-
ferences like MobiWIS to exist. Then, we would like to thank all the Program
Committee members and external reviewers, who provided valuable and con-
structive feedback to the authors and important assessments to the Program
Vice-Chairs and the Program Chairs for the selection of papers. We would like
to thank Maristella Matera and Gustavo Rossi (Workshop Chairs), Joyce El Had-
dad and Tor-Morten Gronli (Publicity Chairs), Quang Z. (Michael) Sheng and
Debmalya Biswas (International Liaison Chairs), and George Samaras (Awards
Chairs) for their professional work. We would also like to express our gratitude to
the keynote speaker Volker Gruhn for his availability and insights, and Muham-
mad Younas and Elhadi Shakshuki (General Vice-Chairs) for the assistance and
help with the organization of the overall event.

August 2013 Florian Daniel
George A. Papadopoulos

Philippe Thiran
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Klaus Moessner University of Surrey, UK
Constandinos Mavromoustakis University of Nicosia, Cyprus
Anna Fensel FTW Telecommunications Research Center

Vienna, Austria
Vicente Pelechano Universidad Politecnica de Valencia, Spain

Jukka Riekki University of Oulu, Finland
Dumitru Roman SINTEF/University of Oslo, Norway



Organization XI

Track Mobile Web Security and Trust and Privacy

Marco Casassa-Mont HP Laboratories, UK
Elisa Costante TU/e, Eindhoven, The Netherlands
Roberto Di Pietro Universitá di Roma Tre, Italy
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Tamed Agility in Developing Mobile Business Systems 

Volker Gruhn and Matthias Book 

paluno – The Ruhr Institute for Software Technology, University of Duisburg-Essen 
Gerlingstr. 16, 45127 Essen, Germany 

{volker.gruhn,matthias.book}@paluno.uni-due.de 

Abstract. Mobile systems are determined by requirements which tend to 
change over time. Agile approaches seem to address this, but fail to provide  
reliable project plans, budget estimations and capacity forecasts. Thus, mobile 
enterprise applications demand for tamed agility, reconciling advantages of 
agile development and plan-driven approaches. In this paper, this tradeoff is  
addressed. The Interaction Room method is introduced as a low-tech method to 
support value-oriented development of mobile applications. 

Keywords: Mobile systems, agile development, modeling, team interaction. 

1 Introduction 

Today, software engineers have at their disposal a multitude of notations to specify 
virtually all aspects of an information system, and tools to support considerable parts 
of the development process – and yet software projects in practice often run over time 
or budget, do not meet quality or functionality expectations, or are even aborted be-
fore completion. In most cases, the reason for such wasted efforts can be traced to 
communication problems. Curtis et al. identified the “thin spread of application do-
main knowledge” as a major factor contributing to project troubles already almost 25 
years ago [1]. While method support has matured considerably since then, the com-
plexity of today’s information systems has multiplied as well. Especially in mobile 
information systems that enable the execution of business processes “on location”, 
systems need to be finely tuned to the users’ real-world work environment and the 
business and usability requirements mandated by it. The increasing flexibility and 
interconnection of business processes introduce whole new levels of complexity and 
thus an even higher need for business and technical stakeholder communication [2]. 

This is confirmed by our observations of mobile software development practice in 
a multitude of medium- and large-scale projects, mostly in the insurance, financial 
services and healthcare industry, over the past years: While domain experts and tech-
nical experts both strive for a joint understanding of the mobile information system 
that shall be built, more or less obvious barriers and negligence soon tend to impede 
communication. These observations suggest that better support for team members’ 
communication and collaboration is required. However, most approaches to provide 
collaboration support revolve around development tools instead of addressing the 
underlying cognitive aspects [3]. 
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Agile process models have been introduced to ensure more frequent and consistent 
alignment of business and technical stakeholder positions through continuous feed-
back cycles [4]. However, while agile process models encourage (and actually depend 
on) intensive communication, they typically do not provide explicit operational sup-
port for it. Instead, we observe that the different background, expertise, culture and 
goals of different stakeholder groups (software engineers, domain experts, managers) 
often lead to poor communication and thus the following effects, which we believe to 
be the prime contributors to project risk: 

• Poor understanding/overview of business domain requirements and technical 
design rationales: Domain experts tend to be sidelined once the initial requirements 
analysis process has been completed, with discussion shifting to the technical as-
pects (which especially in mobile systems can shape design decisions that affect 
the business quite significantly). This usually does not occur consciously, but im-
plicitly due to the choice of more technical modeling notations, focus on technical 
design decisions, etc. However, without a consistent and continuous understanding 
of both business and technical aspects of the system, conflicts and errors become 
apparent only at late stages when they are costly to fix. 

• Negligence of value and effort drivers: We often observe that teams focus on 
those aspects of a system that are well understood, since it is easy to produce vo-
luminous specifications and functioning artifacts for them. However, this often 
keeps the team’s attention on the more trivial aspects of a system, while a blind eye 
is turned (consciously or subconsciously) to the actual value and effort drivers – 
i.e. those components that hold particular value for the viability and effectiveness 
of the system, or those that demand higher effort due to their intrinsic complexity 
or special requirements. The negligence of the value and effort drivers in favor of 
boilerplate functionality generates an illusion of project progress that is dangerous 
because those system aspects that would merit most attention, and should shape the 
design of the rest of the system, are not addressed until project resources are more 
scarce, and possibly conflicting design decisions have already been established. 

The above issues are related to a lack of understanding of project aspects that are not 
explicitly expressed in typical models of mobile information systems, but crucial to 
project success. In order to prevent these issues from growing unnoticed until they 
pose significant risks to a project, we aim to make them more visible and tangible for 
all stakeholders, and thus bring them into the focus of interaction before they can 
develop into problems. 

2 The Interaction Room 

In order to achieve this, we advocate the creation of so-called “interaction rooms” for 
complex software projects. An interaction room is a physical room that is outfitted to 
visualize and facilitate discussion of key aspects of an information system: Around a 
conference table, the walls of the room are covered with large sketches of models de-
scribing those system aspects that are most critical for project success. To intuitively 
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create and manipulate these maps, we prefer the room’s walls to be furnished with 
large magnetic whiteboards to draw and stick model fragments on. Each of the four 
walls is dedicated to a particular modeling perspective, as described below – however 
not displaying it in the dreaded fine-printed wallpaper-size completeness, but focusing 
on those aspects that are essential for orienting the team members' discussions, in order 
to keep the models clear and the approach pragmatic: 

• Process map: One wall is dedicated to the dynamic aspects of the business do-
main, i.e. the relevant parts of the business processes that the system shall support. 
It provides a visual overview of the system's main functional requirements, and can 
thus serve as a reference for understanding the system and its context (including its 
mobile aspects), making high-level design decisions, prioritizing artifacts, etc. 

• Data map: Another wall is dedicated to the static aspects of the business domain, 
i.e. the relevant parts of the entities, documents etc. that the processes work on. 
These models should initially just visualize the business relationships so as not to 
anticipate design decisions; however, these relationships may evolve to more 
closely reflect the technical data structures as the project progresses. 

Complex software systems are typically not implemented on a clean slate – rather, a 
new system is usually replacing a legacy system that is integrated in an existing  
enterprise software landscape – especially when an existing system is “upgraded”  
to support mobile business process execution. While the previous two maps focus on 
the vision of the system being built, the next two focus on particular challenges of 
brown-field software development: 

• Migration map: Replacing a legacy system requires careful planning of the transi-
tion from the old data structures to the new ones. One wall of the interaction room 
is therefore dedicated to visualizing the legacy data structures already in place, and 
mapping out their transitions to the new system’s structures. This involves deter-
mining entities, attributes and relations that should be added, converted, removed, 
restructured etc. – operations that require thorough understanding of the business 
and technical aspects of both systems, and can be discussed here side by side. 

• Integration map: Another wall is dedicated to visualizing the application land-
scape that the new system will be integrated in – this includes other in-house or ex-
ternal systems and services, and their interfaces, as well as the distribution of data 
entities across a mobile system. The map does not aim to be a detailed interface 
specification, but a guide to the communication and coordination requirements that 
the new system will have to satisfy. 

Many software projects produce copious amounts of detailed specifications, some of 
which may describe trivial standard aspects, while others spell out important details of 
a system's static and dynamic properties. In either case, the sheer volume of informa-
tion makes it difficult for team members from different backgrounds to keep an over-
view of the whole system, have a firm grasp of the larger dependencies between  
features, components and data structures, and notice the important details and pitfalls 
among the trivia. The process, data, migration and integration maps address this  
challenge by deliberately remaining incomplete, and instead showing only the most 
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critical aspects of a system. This does not preclude business and technical experts 
from having more detailed, more complete models on their own desks, or temporarily 
bringing them into the room for discussion. The interaction room’s maps, however, 
should not be treated as a complete specification, but as an overview that provides 
orientation on the project’s goal, state, and interdependencies, and thus makes the 
more detailed, actual specifications accessible. 

3 Identifying Value and Effort Drivers 

Following the concept of value-based software engineering [5], we are striving to 
make the value that is inherent in an organization’s business processes – and thus the 
value the mobile information system is expected to provide/support – explicit in the 
models of the system used in the engineering process. At the same time, we aim to 
highlight elements in whose implementation particular effort must be invested to 
address requirements or complexity that might otherwise be overlooked. 

Rather than conceiving new types of models to express these value and effort driv-
ers, we make them explicit on the interaction room’s maps through graphical annota-
tions that are independent of the notations used for the various maps. This has the 
advantage that stakeholders can use the same set of value and effort annotations in a 
wide variety of model types (e.g. business process models, data models, integration 
models, etc.) to express issues that are often of an overarching nature. 

3.1 Value Annotations 

Value annotations denote particularly important system aspects whose support must 
be ensured so that the benefit expected from the systems’ features can actually mate-
rialize. Ignorance of value drivers means that a system will not be useful because its 
features cannot be used effectively in practice. Since system models typically focus 
on the features, but not the quality attributes expected of them, we let stakeholders 
denote these with the following value annotations: 

Financial responsibility. Even if they are quite detailed, models of a 
business process or software component may not convey the amounts of 
money or other valuable assets are processed by them. Some components 
may perform calculations (e.g. for life insurance benefits or oil tanker rein-
surance underwriting) of such volume that any errors – especially when accumulated 
over many transactions – can lead to significant financial risks for the organization 
and its clients. This annotation therefore indicates that extreme care must be taken in 
ensuring the component’s correct implementation and testing in close cooperation 
with business experts. 

Number of users. Aside from performance considerations, a high 
number of users imposes particularly high standards onto the quality  
of a component’s user interface: A dialog that only a few people work 
with (e.g. the controlling department) does not need to have similarly 
fine-tuned usability, and must not be suitable for such a diverse audience, 
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as e.g. the point-of-sale interface used by an insurance company’s hundreds of field 
sales agents. This annotation indicates that even small improvements made in such a 
component can yield a significant efficiency gain in a lot of users’ work. 

Image sensitivity. Any interaction of an organization with outside parties 
– customers, suppliers, media etc. – affects the organization’s image, i.e. its 
public perception. Even for interactions that are not deemed crucial in terms 
of the other value annotations, quick response times and professional presen-
tation (e.g. of the online complaints handling interface or the invoice layout) can  
affect the company image positively. This annotation therefore indicates features  
that might seem to be candidates for low prioritization, but whose quality can have a 
significant “soft” impact on a company’s success. 

3.2 Effort Annotations 

Effort annotations serve as warning signs for system components that should be  
expected to require more work than meets the eye, such as performance or security 
requirements, the need for compliance with legal regulations, etc.: 

High reliability. Reliability covers aspects such as the continuous 
availability of components or data, the interruption-free processing of 
tasks, etc. It is especially crucial in distributed and mobile systems, where 
mobile workers may depend on certain functionality or data being availa-
ble even if their network connection to the server breaks. This annotation therefore 
indicates that developers need to take extra precautions to ensure the availability of 
the annotated resources (application logic or data structures) under all circumstances, 
or make provisions for dealing with periods of temporary unavailability. 

Resource demands. Beside components that obviously require signifi-
cant computing resources (i.e., processing power and storage space), such 
as an insurance company’s customer database, information systems may 
be exposed to resource demands that are harder to identify, especially 
when mobile components are involved, or when demand is not constantly present, but 
occurs only in more or less predictable peaks – example scenarios might include an-
nual mailings of pension fund statements, but also unexpected peaks in insurance 
claim filings after a hailstorm. In these cases, processes or components that may look 
peripheral or trivial at first glance may actually require sophisticated scaling tech-
niques. This annotation therefore not just indicates which components require large 
processing resources, but also where opportunities for mobile resource optimization 
or back-end resource scaling (e.g. through cloud computing) should be explored. 

Security standards. Data privacy and integrity are important cross-
cutting aspects in most business information systems. Some components, 
however, may be subject to particular security requirements, such as the 
need for digital signage of certain records to ensure non-repudiation, the 
need for anonymization of certain records before processing, or the enforcement of 
confidentiality of certain parts of records (in an insurance company, e.g., not all staff 
members that are allowed to access a client’s contracts may also be allowed to see 
that client’s medical history). This annotation highlights data structures for which 
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such particular security mechanisms need to be implemented that are not part of the 
organization’s overall security standards, and not obvious from the model itself. 

Legal regulations. For some business processes, there may be legal 
prescriptions that govern how the process must be executed. As opposed 
to company policies that usually describe preferred best practices, legal 
policies often do not provide an immediate value for the organization, but 
are motivated by external interests such as market or consumer protection. This  
annotation therefore highlights processes or data structures that need to be imple-
mented in particular, non-obvious ways in order to satisfy applicable legislation. It 
can also indicate areas that are known to become regulated in the future, even if  
the law’s details are still under discussion, and thus serve as a warning that a certain 
degree of flexibility should be built into that system component. 

3.3 Complexity and Uncertainty Annotations 

In addition to the above annotations that highlight particular value or complexity in-
herent in designated processes, data structures or components, we use two further 
annotations to point out complexity and uncertainty of a more general nature: 

Implementation complexity. To highlight highly domain- or technol-
ogy-specific value or effort drivers that do not fall into one of the above-
mentioned categories, this annotation can be attached to any model  
element, where it serves as a warning that implementation of this process, 
component or data structure will require more effort or needs to satisfy higher quality 
standards than immediately meets the eye. Examples might be complex integration 
with third-party services, historically evolved conventions for the proper formatting of 
legacy data structures, additional effort for the adaption of COBOL components, etc. 

Uncertainty. In contrast to the previous annotation, which marks com-
plexity that is already known to some project stakeholders, and shall be 
communicated to other stakeholders, this annotation highlights parts of a 
model that stakeholders feel they do not yet understand sufficiently. This 
uncertainty may be due to a lack of application domain knowledge or technical exper-
tise, which needs to be remedied through more in-depth research and discussion. 

4 Interaction Room in Practice 

To illustrate how all the elements we have described work together in practice, Fig. 1 
shows a process map from the example of a new claims processing component for an 
insurance company. The business process is sketched as a UML activity diagram on a 
relatively high abstraction level here, so business and technical experts can come to a 
joint understanding of the key claims management steps to be supported. 

Here, the appraise case including history activity has been annotated with an “im-
age sensitivity” icon, indicating that the details of the case appraisal procedure pose 
not just a technical question, but involve more far-reaching customer relationship 
implications. Similarly, the calculate insurance benefit activity is annotated with an 
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“financial responsibility” icon. While the details of this activity seem to be well un-
derstood already (as it has a UML sub-activity indicator referring to an existing detail 
specification), the annotation indicates that particular care should be taken in imple-
menting and testing this step, as calculation errors could have considerable financial 
consequences. While the models on the walls of an interaction room cannot accom-
modate sufficient detail to work out the solutions to these warnings in situ, the annota-
tions ensure that they are considered by developers as the models are refined further. 

We are currently applying the interaction room approach in projects with a large 
software development company, an insurance company, and a large bank. Managers 
and developers have been very open to the idea in each company, expressing that the 
room addresses a real issue that has been troubling them. In the case of a complex 
migration project at a large bank, we already observed that applying just a subset of 
the visualization concepts relevant to migration, combined with guidance by an  
interaction room “coach”, yielded significantly better understanding between  
stakeholders. 

 

Fig. 1. Process map for an insurance claims processing component 

5 Related Work 

Joint Application Design [6] and explicit documentation of design rationale [7] were 
notable earlier approaches to make different project stakeholders more aware of what 
they are building, and why. The concept of “team rooms” is also proposed in agile 
methodologies such as Scrum [8], however, apart from planning tools such as Kanban 
boards and burndown charts, their walls are typically not dedicated to modeling sys-
tem aspects. Although agile methods encourage interaction between stakeholders, 
they provide virtually no methods for focusing it on other aspects than progress. 

A number of our annotations express system attributes that can also be formulated 
as non-functional requirements (NFRs). Adding NFRs to process models has been 
proposed before, e.g. in Control Cases [9] and PyBPMN [10], which both extend  
the Business Process Model and Notation (BPMN) with specification elements  
for attributes such as performance, reliability, security etc. While most of these ap-
proaches are formal extensions to specific languages, we deliberately propose a more 
informal set of annotations for pragmatic use with any language, whose aim is not a 
detailed and exhaustive NFR specification, but sparking discussions and raising 
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awareness among project stakeholders (which may ultimately lead to laying down 
such specifications). 

In the software engineering field, related works can also be found in the software 
visualization and program comprehension communities. However, most of these ap-
proaches focus on existing software, work closer to the source code level, and are 
therefore more exclusively geared toward developers. In contrast, we strive to foster 
joint understanding of the overall system by technical and business stakeholders. 

6 Conclusions 

In this paper, we introduced the Interaction Room as an approach to foster collabora-
tion in heterogeneous teams, and to focus that collaboration on those aspects that are 
particularly critical for project success. Since the interaction room promotes the use of 
models to foster system understanding, but does not require those models to be de-
tailed, precise and complete, our approach bridges agile and traditional paradigms in a 
way that might be considered as “tamed agility”. 

Even if the underlying complexity of a system and its business domain can never 
be completely overcome (especially when mobile business processes are involved, 
which may be exposed to numerous unforeseen situations), we expect that the use of 
an interaction room should help all team members to adopt a pragmatic perspective of 
a project that enables easier understanding of its details and better control of its risks. 
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Abstract. This work presents an approach to address the bottleneck in SOAP 
processing on mobile devices during Web Service invocations. It takes the form 
of a unique SOAP response message parsing strategy which is implemented on 
the mobile device client. It consists of deriving the structure of a SOAP  
response message at the time the request is constructed. The derived structure is 
used as input in our special parser, named Structure Identification Parser (SIP), 
to extract the returned values. Our experiments show that our approach reduces 
SOAP response parsing time by around 85%, contributing to reduce the  
response time by nearly 48% when compared to the Apache Axis framework.  

Keywords: XML Web Services, SOAP Parsing, Mobile Computing. 

1 Introduction 

Implementation of the Service Oriented Architecture [1] via Web Services is mostly 
based around three XML standards: SOAP [2], Web Services Description Language 
(WSDL) [3], and the Universal Description Discovery and Integration [4]. SOAP is 
the lingua franca for the Service Oriented Architecture (SOA) based Web Service 
communication, which allows disparate applications to share data over heterogeneous 
networks and protocols.  

Nowadays, mobile devices form part of the distributed computing landscape, with 
continuous improvements in processing speed and storage capacity. Mobile network 
infrastructures are also gaining widespread deployment while at the same time be-
coming faster with reduced latencies. Such technological advancements have given 
rise to a new breed of mobile applications which require even more computing re-
sources to accomplish tasks such as speech recognition, natural language processing, 
computer vision and graphics, machine learning, augmented reality, planning and 
decision making [5]. Such functionalities are usually provided to the mobile applica-
tions as Web APIs in the form of Web Services. Yet, not enough attention is being 
paid to the problems caused by some of the key technologies underpinning the devel-
opment of Web Services in mobile environments, despite progress in other respects, 
e.g. general frameworks such as Schall et al.[6] and Sanchez-Nielsen et al. [7]. This 
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applies, in particular, to XML-based SOAP, the data representation language used  
for expressing requests and responses in messages exchanged between Web Services 
and their clients. As SOAP was originally designed for communication in wired  
networks for fixed computers, it is typically verbose and may even seem to consist of 
redundancies. 

SOAP requires more bytes for processing, as it uses textual representation to 
represent numbers which involves a costly conversion process and complicates the 
serialization and deserialization phase during parsing. SOAP also introduces super-
fluous tags including namespaces and attributes that surround data values being trans-
ferred [8]. This only exacerbates the problem associated with parsing time, as SOAP 
parsers have to evaluate every character in the file with respect to a series of condi-
tions. Large SOAP messages also cause an increase in the transmission latency over 
the narrow bandwidth and intermittent connection in mobile networks. Therefore, 
such networks do not favor SOAP based interactions. From an application point of 
view, we consider that the parsing and transmission latencies with SOAP can deteri-
orate the response time of both data centric applications, which already suffer from 
read and write latencies and real time applications that have to deal with stringent 
time constraints. Increasing application response time can potentially contribute to 
making them unreliable. The overheads of XML processing, low capabilities of mo-
bile devices and well-known limitations of wireless networks could in combination 
pose a strong challenge to proper integration of mobile devices with Web Services. 
The aim of this research is to optimize the performance of mobile devices when  
interacting with SOAP based Web Services. 

2 Literature Review 

The literature is rich on XML and SOAP optimization techniques for Grid computing 
and, to a less extent, on mobile computing. We review here a few relevant works 
dealing with optimization techniques and classify them under the following four main 
categories. 

2.1 Serialization and Parsing APIs 

This sub-section deal with work done towards optimizing one or more of the four 
XML processing stages described in [9]: parsing, accessing, modification and seriali-
zation. The work of [10] based on a schema-specific parsing resulted in the imple-
mentation of an optimized and efficient SOAP parser. Yet, the conversion of floating 
point numbers to XML textual representation accounts for nearly 90% of the parser's 
time in processing them and, therefore, the approach is highly resource intensive and 
is thus not appropriate for mobile devices. Other approaches such as that due to  
Head et al. [11] have focused on explicit schema usage but the main issue in these 
approaches is the cost of storage and reading time incurred by mobile devices.  
Abu-Ghazaleh, Lewis and Govindaraju [12] focus on serialization and deserialization 
of SOAP messages, rather than parsing, in an attempt to solve the issue in Chiu et al 
[10]. In their serialization model, every first invocation of a method call is serialized 
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completely, while any subsequent following calls with the same structure, i.e. the 
same SOAP message, are not serialized again. Instead, the original pattern of the se-
rialized output is used repeatedly for subsequent similar requests, thus reducing the 
overhead in the whole process. There seem to be a possible indication that serializa-
tion and deserialization are good candidates for performance improvement, but at the 
same time, it also becomes necessary to investigate the time taken to perform such 
type of processing on mobile devices. In contrast to the DOM and SAX parsing mod-
el, J. Zhang presents the Virtual Token Descriptor [13], also known as VTD-XML, 
which we consider as a memory efficient parser, since it eliminates performance 
overhead for object creation in DOM and SAX. Nevertheless, the streaming capabili-
ties of VTD suffers from the same problem as DOM based parsers, that is, the data 
can only be accessed when parsing is complete. This makes the approach ineffective 
for resource constrained devices, where the memory could easily be exceeded with 
large SOAP response messages. 

2.2 Binary XML Representations 

When the verbosity of textual XML representation becomes a problem in certain ap-
plications, binary XML provides an alternative format that can enhance the perfor-
mance. This format is considered as a form of XML representation that can be read 
and written without going through textual XML, in between the two operations, in the 
usual manner. Pericas-Geertsen [14] states that binary XML techniques can be di-
vided into Infoset-based and schema-based variants. Infoset-based binary XML is 
considered as a self-contained alternative representation to an XML document, while 
schema-based formats rely on the presence of schema to create the representation. 

Although the binary XML improves the performance for resource-constrained de-
vices, in our view it is still not a sound solution, as we strongly believe that the per-
formance issue is associated with the XML parsers and not entirely with XML itself. 
Binary XML can improve push and pull based parsing. Specific XML syntax features 
can be replaced or skipped; this can significantly reduce CPU cycles involved in pars-
ing. However, all existing examples have used SAX based parsers, which provides 
forward-only stream based parsing, which implies several scanning of the document. 
As far as DOM based parsing is concerned, binary XML cannot bring much of an 
improvement, since most of the CPU cycles are spent on creating the in-memory tree 
representation of the document and not on tokenization.  

2.3 File Compression Techniques 

XML documents are different from normal text documents in that they have a struc-
ture, which is exploited by the XMill compressor [21]. It separates the structure of the 
document (tags) from the data (text), creating different groups with the related items 
and applying different compressors to each such group. This technique is proven to 
have better performance compared to GZip [22] on many kinds of XML data. Also, 
text document converted to XML and compressed with XMill can be smaller than the 
same text document compressed with GZip. Timing measurements indicate that 
XMill is, roughly speaking, as fast as GZip for both compression and decompression.  
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XML documents are very good candidates for compression since they consist of a 
relatively high degree of textual redundancy. While compression reduces their size, it 
also increases their processing time. This is mainly because compression adds another 
layer of processing for compression and decompression. This solution greatly reduces 
the size of the message for bandwidth consumption, but deteriorates the power con-
sumption by the device by imposing a high level of processing. Also, when we con-
sider XML messaging in terms of SOAP, the documents are small and contain more 
structural information instead of text. Hence, XML compression techniques so far 
cannot viably improve performance, especially in the case of resource-constrained 
mobile devices. 

2.4 Hardware Acceleration 

The progress made in hardware development also contributes to alleviate the issue of 
performance with XML processing through parallel processing or pipelining. For 
instance the appearance of multi-core CPU architectures opened a new avenue to 
performance improvement. Pan et al. [15] presents an approach on wired computers, 
where an XML document is divided into chunks of same size which are parsed in 
parallel. This approach is closely related to lazy parsing [16]. VTD in Zhang [13] is a 
good candidate for hardware implementation with its symmetric data structure with 
flat-array, for XML representation. The flat array allows efficient memory manage-
ment before and after acceleration which is not possible with the callback and event 
strategies inbuilt in StAX and SAX. So far, there is no VTD hardware available, and 
thus it is not possible to give a concise evaluation of this approach. Hardware accele-
ration approach classically focuses on improving processing throughput but also re-
quires complex special hardware. However, we believe that demands from modern 
mobile applications cannot be met solely by making mobile devices more powerful. 

3 Proposed Solution 

The idea behind our approach implies the generation of a client stub at design time 
that is to be integrated into the Web Service mobile client application to be used at 
runtime. The stub performs remote invocations, derives the response structure and 
uses SIP to parse the response. The main difference of our stub generation technique 
compared to existing techniques is its ability to collect additional information from 
the WSDL and SOAP schema, used to derive the structure of each operation invoked 
by the stub. The main steps involved in the process of executing a remote invocation 
at runtime, based on our structure derivation technique is shown in Fig.1. Once the 
stub gets hold of the method call, it derives the response structure in step 1 and then 
moves on to the actual invocation in step 2. A typical stub which conforms to the 
JSR-172 specification [17], for example, deals directly with the second step which 
creates the SOAP request message. We make extensive use of the information from 
the WSDL file to predict the structure of the SOAP response message, corresponding 
to the sent request. In step 3, the generated SOAP request is sent to the service, and 
the stub blocks while waiting for a response. Once the SOAP response is received, it 
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is parsed using our Structure Identification Parsing (SIP) approach [23] in step 4. The 
parser is fed with the response structure derived from step 1 so as to avoid conven-
tional parsing and use the more effective navigation technique. Once the returned 
values are extracted and deserialized in step 6, they are returned back to the calling 
application. The key step is the derivation of the response structure object, which 
contains all the necessary properties related to the structure of response SOAP  
message expected from the service. 

 

Fig. 1. RPC invocation from the client side, using structure derivation technique and SIP 

3.1 Client Stub Generation Technique 

The Stub can be generated manually or automatically by using the WSDL file  
which provides all the necessary information to call the service. Our stub generation 
approach is designed for use at development time by the application developer.  
It is based on the JSR-172 specification, which we extend to appropriately deal with 
data type mapping, element mapping and binding. We categorize the different proper-
ties extracted from the WSDL file by the stub generator as: Stub properties, RPC 
Methods & Properties, and Stub Utilities. Stub properties are used for invoking re-
mote procedure calls on the Web Service. The main stub properties are: The target 
service endpoint address, available from wsdl:port element, the username and pass-
word for authentication and the SOAPAction_URI, which is the URI for the HTTP 
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(SOAPAction) header, available as a sub element from the wsdl:operation element. 
The stub utilities relate to all internal operations of the stub. 

The RPC Methods & Properties represent all methods that can be invoked on the 
service by using the properties of those methods such as their qualified method name, 
input parameters and return types. The properties take the form of classes such as 
Type, Element and ComplexType to describe the input parameters and the return type 
of an invocation at runtime. The Type class is an enumeration of allowable parameter 
data types. Element represents additional properties of a parameter like name, minoc-
curs, maxoccurs, nillable, used to determine whether they hold multiple values. The 
ComplexType represents non primitive data types, and consists of a sequence of ele-
ments. The stub uses an operation class which is derived from the ‘operation’ ele-
ment, to invoke a remote operation on the Web Service. Each operation contains a 
qualified name, as an instance of the QName class, and multiple instances of the Ele-
ment class representing input and output parameters. These two parameters corres-
pond to the message tags, as can be depicted in the WSDL file extract in Fig. 2. Each 
message represents a one-way communication from a computer to another. The figure 
shows a particular request and response case, where one message is used as an input 
and another message as an output. The complete description is available from the 
‘operation’ element. The input message defines the input parameter which the service 
expects to receive and the output message defines the expected return value from the 
service. There can also be another message defined by the SOAP specification which 
characterizes error messages than can be returned by the service. This message is 
represented by a fault tag. Based on the partial WSDL extract in Fig.2, the stub gene-
rates the method ‘calculateSquare’ which takes one parameter ‘num’ which is of type 
integer and returns another integer value. Return values are encoded similar to input 
parameters using an object array. The stub decodes this object array and extracts the 
values for the calling application. 

 

 

Fig. 2. Partial extract the WSDL file for a Web Service which executes one operation that takes 
and one parameter and returns its square value 
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3.2 SOAP Response Message Structure Generation 

The well defined rules of SOAP and the interface definition provided in the WSDL 
are also used to build the request message corresponding to an RPC. We exploit the 
same technique used in building SOAP requests to derive the structure of the SOAP 
response for operations which follow the request and response message execution 
pattern, as in Fig.2 above. As an example, below are their corresponding generated 
SOAP request and response messages at runtime with value of parameter ‘num’ for 
the method ‘calculateSquare’ set to 2. Fig.3 shows the SOAP request extract and  
Fig. 4 shows the response extract. 

 

 

Fig. 3. SOAP request message for the CalcuateSquare operation 

 

Fig. 4. SOAP response for the CalculateSquare return value 

The first three lines from the SOAP response message, Fig.4, represent the stan-
dard SOAP elements starting with the XML definition, the SOAP envelope and its 
body. The next line is the returned message with its namespace definition and the 
returned value. Lastly, a set of closing tags for the operation, body and envelope  
elements. All the required elements of this response, as well as the request, Fig.3, 
described in the WSDL file are extracted by the stub generator. Thus, it is possible to 
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predict the structure of the response message at development time during stub genera-
tion. All properties common to the SOAP response message are available from our 
stub generator. Our parser (SIP) works by skipping over XML elements with prede-
fined length. Thus properties of the SOAP response message having constant length, 
is calculated as shown in Table 1 below and is used with SIP. This information is then 
stored as properties within a class representing the SOAP structure. 

Table 1. Properties of elements in a SOAP response message 

Property Element Number of characters 
Start Tag < > 2 
Close tag < / > 3 
SOAP Envelope Tag < e n v e l o p e > 10 
Namespace prefix : 1 
Namespace target X M L N S = 6 
XML declaration Tag <? XML version="1.0" ?> 23 
SOAP Body Tag < b o d y > 6 

 
All the remaining necessary parameters that constitute the response are the proper-

ties related to the operation, the SOAP envelope and SOAP body. Every operation 
requires a namespace prefix, a namespace target URI and qualified method name. 
Properties of the envelope are the envelope namespace prefix and target URI. The 
body element requires a body namespace prefix and target URI. Most of the names-
pace parameters are already well defined in the SOAP specification, and used by the 
stub to build a SOAP message. We show the predefined namespace definitions used 
by the SOAP envelope and body in Table 2. As for the operation namespace, it is 
often defined by the SOAP engine, on the server side, that processes the request and 
generates the response. The value for the namespace URI parameter is encoded as an 
attribute in the WSDL file root element named definitions and the attribute, target-
Namespace, corresponds to the operation request and response messages, in Fig. 3 
and 4. The prefix is the same used for the SOAP request message creation. The na-
mespace value is extracted during the stub generation and is concatenated together 
with the name of the operation tags. All elements with a namespace are stored as 
qualified names, which consists of namespace URI, local part and prefix properties.  

Table 2. Namespace definitions in SOAP response 

 
 

Prefix  Target URI 
ENV http://schemas.xmlsoap.org/soap/envelope/

ENC http://schemas.xmlsoap.org/soap/encoding/
XSD http://www.w3.org/2001/XMLSchema

XSI http://www.w3.org/2001/XMLSchema-instance
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Therefore, when a remote operation is invoked, we combine the namespace infor-
mation with the different mappings from the stub generation and the constant ele-
ments in a SOAP message, to derive the complete structure of the response message 
at the client side. This step is done before the message is actually sent on the network. 

3.3 Structure Identification Parser 

Our Structure Identification Parser (SIP) follows the pull parsing model and it provides 
a consistent and simple API. It occupies the smallest possible amount of memory on 
the mobile device and thus provides a minimal set of functionalities, which include: 
keeping track of parser state, the ability to move the next state and to read the event 
associated with the current state. Lexical Analysis is the core functionality of the gen-
eral SIP approach and is responsible for converting the input stream into tokens which 
are used to produce events. The tokenization process is a Finite State Machine driven 
by input characters. Once tokens are identified, they are buffered and compiled into a 
block. The block represents a pair of parent tags and all their corresponding child ele-
ments. This is achieved with the conventional tokenization process, that is, identifica-
tion of specific characters that raise specific, known, events in the parser. Conventional 
approach is used until another equivalent block is identified within the same XML 
document, after which the parser switches its tokenizer to a different mode which we 
define as navigation-based parsing. A cursor is used to navigate along the set of exist-
ing patterns, based on the length of each tag, calculated from the identified pattern. It 
therefore skips a set of computationally intensive token creation processes. SIP works 
well when XML document is in the canonical form [18] and consists of repeating pat-
terns in its structure, such as with RSS files [19] and SOAP responses with arrays. 
Streaming support is provided, which implies that parsing starts as soon as the first 
input is ready. Although namespace support reduces parsing performance by introduc-
ing more validating conditions and prefix maintenance, it is unavoidable as it can be 
found in almost all of existing XML grammars nowadays. 

As SIP is designed to skip known structural elements in an XML file, we adapt it to 
use the derived structure of the SOAP response. Thus, the original SIP parser avoids 
structure identification as it is fed with a pre-identified structure which it uses to extract 
the values based on navigation by length. This implies a SOAP navigation wrapper 
class on top of the existing structure parser, which manipulates the tokenizer’s cursor 
and moves directly to the required text node to extract the value. This class holds the 
length of each specific structural elements corresponding to the response message. 
Extraction of text node values is based on conventional tokenization until the end de-
limiter is found. We integrate this modified version of the SIP parser into the Apache 
Axis client side framework, which we use as a prototype to parse response messages.  

4 Experiments 

We design and run a set of experiments to compare the performance of SOAP 
processing with SIP, which has been enhanced with the response message structure 
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derivation technique. We compare the results with the conventional approach pro-
vided by the Apache Axis Framework, which uses the inbuilt kXML parser [20]. We 
implement the SIP parser prototype with the SOAP structure derivation technique, in 
J2ME. Device characteristics are described in the table 3 below. We run the experi-
ments on the WiFi network to avoid unpredictable network latencies and packet loss 
in cellular networks. 

Table 3. Characteristic of Devices used in experiments 

Name Role CPU Memory Operating System 
5800N Client ARM-11 434 MHz 128 MB (Internal) Symbian v 9.4, S60 

v 5.0 
HPS Server Intel Core 2 Duo 

T6570 2.10 GHz 
2.90 GB RAM Windows XP, SP3 

 
The main experiment consists of invoking simple Web Service operations which 

return array of strings, integers and doubles. The client is defined to send SOAP re-
quests with a small payload which generate responses with large payload. The first 
request calls for an array containing 1000 elements by passing a simple integer in the 
operation, representing the size of the array. Each request is performed 100 times and 
the average values of all parameters are recorded. In each experiment, the minimum 
size of the returned array is 1000 and the maximum size is 10000, with intervals of 
1000 elements. 

In Table 4, we compare the parsing time of kXML and SIP across the three data 
types. SIP brings about a reduction of around 86% in the parsing time for double and 
integer data-types. We notice a reduction of nearly 81% for parsing with string data-
type. On average, SIP parsing takes around 85% less time than the kXML parser, 
across the three data types. 

Table 4. Comparison of parsing time (milliseconds) for SIP and kXML 

  Double Integer String 

SIP Mean Parsing Time (ms) 355.90 301.10 245.70 

 Std Dev 184.28 179.15 164.40 

kXML Mean Parsing Time (ms) 2481.70 2114.90 1285.30 

 Std Dev 1403.10 1187.75 725.07 

 
 
Table 5 shows the mean response time of the SIP against kXML for the three dif-

ferent data types. On average, SIP provides a reduction of 48% in response time, 
across all data types when compared with the Apache Axis kXML. 
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Table 5. Comparison of response time (milliseconds) to process SOAP messages with SIP  
and kXML 

 Double Integer String 

SIP Mean Response Time (ms) 1644.30 1347.00 1477.10 

 Std Dev 812.12 611.36 773.38 

kXML Mean Response Time (ms) 3238.80 2743.00 2521.20 

 Std Dev 1750.64 1438.63 1344.58 

 
 
It is clear from our measurements that SOAP processing with the Structure Identi-

fication Parser (SIP) provides a significant gain when compared to the kXML parser 
embedded in the Apache Axis framework. SIP brings about an overall reduction in 
the response time for SOAP invocations, though it does not explicitly deal with  
message size reduction. Its unique parsing technique is based on the SOAP structure 
prediction through the WSDL file and therefore contributes to the reduction of 
processing on the resource-constrained mobile devices. 

4.1 Limitations 

Our SOAP response derivation and parsing technique has been applied to WSDL  
files of type document/literal style. Also, the parser supports only W3C defined na-
mespaces and their prefixes, limiting its scope to servers respecting the W3C strict 
definition of SOAP and WSDL. Our experiments also concentrate on measuring the 
processing time which consists of encoding the request message, sending the mes-
sage, waiting for the server side processing and decoding the response message and 
interpreting the results on the client. We do not explicitly measure CPU processing 
cycles and battery life. 

5 Conclusion and Future Works 

We define in this paper an approach to demonstrate that mobile devices can be full 
legitimate participants in Web Service interactions and, in general, distributed compu-
ting, without necessarily relying on better hardware support. Parsing, although consi-
dered as a costly process, can be performed more efficiently on mobile devices. As 
SOAP does not necessarily have repeating structures, our structure tokenization mod-
el, SIP, has been adapted to use the SOAP structure prediction technique. It exploits 
the WSDL file which consists of all the necessary information required to construct a 
SOAP response message together with the request, before the RPC invocation on the 
service. SIP uses this generated structure to tokenize and therefore parse the SOAP 
response by avoiding conventional parsing. Our experiments demonstrate that this 
approach brings about some degree of performance improvement as opposed to the 
existing Apache Axis SOAP framework. We believe that SIP provides a rather 
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straightforward solution which can be easily integrated into existing SOAP frame-
works for mobile devices. There are practically no barriers to its adoption, and it can 
be deployed on different platforms as a library with an API for the programmer. 

Two main areas of improvement have been identified as future works related to the 
proposed approach. The first consists of identifying a more appropriate serialization 
and deserialization technique for the parsing process. From our experiments we notice 
that double data types take more time to parse than integers and string. We attribute 
this result to the effect of deserialization, which is the process of converting the text 
based SOAP values into the in-memory structure representing the data type. Our  
parsing technique does not explicitly deal with different deserialization technique,  
but merely use inbuilt data type conversion of the programming language. We can 
therefore reasonably assume that most of the processing overhead for SIP is due to 
deserialization.  Secondly, we also identify the need to provide asynchronous mes-
sage execution patterns for mobile clients, which are meant to receive notifications 
anywhere and anytime. We propose to investigate the possibility of integrating asyn-
chronous messaging support by exploiting the server side components with HTTP. 
This is not straightforward as the HTTP protocol is mostly defined for short-lived 
execution patterns, and asynchronous requests enable a variety of complex communi-
cation strategies which varies from simple request-response patterns to callback and 
polling. 
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Abstract. The increased number of smart phone users requesting infor-
mation from the Internet has resulted in times when the average access
time (the time a user must wait to download his/her requested service)
is quite lengthy.The use of the wireless carrier’s broadcast channels to
transmit mobile web services has been proven to be an economical way to
handle the increased volume of users. However, the existing approaches
that minimize the average access time fail to take into account the dy-
namic popularities of web services when design the allocation of service
data among broadcast channels. This paper presents an efficient interac-
tion framework that provides guidance of optimizing service data alloca-
tions among multiple broadcast channels. This framework incorporates
both current usage data (i.e., popularity over specified time period) and
the size of service data for channel allocation, thus resulting in the low-
est average access time. The effectiveness and efficiency of the proposed
solution have been demonstrated in the conducted experimental study.

Keywords: Mobile web services, broadcast, Greedy, Dynamic
Programming.

1 Introduction

The last few years have witnessed an explosion of activities around mobile com-
puting, including mobile communication, mobile devices, and mobile applica-
tions. Portable mobile devices, such as smartphones and tablet computers, play
an important role in people’s life and have achieved widely spread popular-
ity. With the support of various application development environments, such as
AdobeAIR, Android, Aqua, and BatteryTech, a large and ever-increasing num-
ber of mobile applications have been developed. Examples of such applications
include educational tools, weather channels, social tools, inventory checkers, bill
reminders, and personal finance helpers. Web services have been intensively used
to facilitate the development of these applications running on resource-constraint
devices. Such web services, which are consumed in a mobile device, are called as
Mobile Web Services (MWSs).

Broadcasting is considered as an effective approach to delivering mobile web
services to a large group of mobile users. It facilitates the exchange of web ser-
vices among mobile devices and the wireless network and due to its scalability,
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the number of users does not affect the response time for retrieving the informa-
tion. Another advantage is the fact that broadcast does not consume significant
amounts of power on the client side [1–4]. In general a broadcast mobile web
service delivery infrastructure consists of three parts: Service Providers, Wire-
less Carriers and Mobile Users [2]. Service providers develop their own mobile
web services and publish them to wireless carriers (e.g., AT&T, T-Mobile and
Sprint). The wireless carriers disseminate the service descriptions and service
data to their mobile device users. Service users can request for service data
based on the service description via the wireless carriers.

There are several works proposed to design an efficient broadcasting frame-
work for efficient service delivery[1, 2, 5]. They focus on minimizing average access
time, i.e., the waiting time that a user needs to take to receive the response af-
ter sending a request, and tuning time, i.e., the period that a mobile device needs
to stay active in order to listen to the channel and download the desirable data.
The main idea is to use index channels containing service index records and data
index records. A service index record contains the information including a service
key, the id of the broadcasting channel, and the location of the service description
in that channel. A data index record contains the information including a data
set name or key, the id of the broadcasting channel, and the location of the data
set in that channel. Service users can first listen to this index channel, retrieve
the channel id and location of desired service/data, directly listen to the corre-
sponding channel, precompute the waiting time, and only stay active when the
desirable service/data arrives. The optimization is achieved by using efficient in-
dexing mechanisms (such as B trees or Hash tables) to design the index channels.
There are two major limitations of the existing work. First, it assumes that all
services have the same possibilities of being requested. However, it is not the case
in many real world scenarios. Some services might be more popular than others.
Meanwhile, the popularity of a service may change over the time too. For exam-
ple, hotel services may be requested more frequently in holiday seasons than in
other time. The frequency of a service being requested should be considered when
evaluating the average access time or tuning time. Second, it assumes that the al-
location of service data among channels is static, which should be changed over
the time to achieve the best performance in a long run.

In this paper, we propose an efficient framework for delivering mobile web
services in a broadcasting environment. We mainly focus on minimizing average
access time since the optimization on running time can be done in the similar
way. Our contributions are summarized as following:

– We propose the measurements to evaluate the overall performance of service
delivery in a broadcasting environment. We propose to compute the average
access time for a single channel as well as the one for multiple channels. We
consider both request frequency of each service and the length of the service
data. /The measurements are used as the guidance for optimization.

– We describe and compare three optimization approaches, brute-force, greedy,
and dynamic programming methods, to optimize the allocation of services
among multiple channels, i.e., minimizing the multichannel average access



24 A. Almuaibid and X. Liu

time. As the conducted simulation study suggests, a greedy algorithm can
achieve an approximately optimal result with much better performance than
a dynamic programming approach.

The remainder of this paper is organized as follows. Section 2 describes an inter-
action framework we propose for delivering mobile web services in a broadcasting
environment. Section 3 formally defines the optimization problem. Section 4 de-
scribes three optimization solutions, including brute force, greedy, and dynamic
programming. Section 5 presents our experimental study results. Section 4 de-
scribes and compares three optimization solutions. Section 6 discusses the repre-
sentative related works and differentiate them with our work. Section 7 concludes
the paper.

2 An Interaction Framework for Mobile Web Services

In this Section, we present a framework for mobile web services in a broadcasting
environment, which supports to dynamically allocate web services into channels
based on their popularities. The intuitive idea of the allocation is that, the more
popular a web service is, the shorter cycle the channel where the service data is in
should have. We also acknowledge the dynamic nature of a service’s popularity.
Therefore, the framework periodically examines the request frequencies of each
service and optimizes the channel allocations accordingly.

Fig. 1. Mobile web service reference model

As shown in Figure 1, this proposed architecture consists of two main compo-
nents. One is the mobile application, which, among other things, facilitates the
user’s ability to explore the available mobile web services. Additionally, it allows
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the mobile user to communicate automatically with the wireless carrier’s broad-
cast server. This line of communication is necessary because, as we know, the
broadcast channels themselves can only communicate in one direction. There-
fore, once the mobile user downloads his/her desired mobile web service, the
mobile application will send a miniscule acknowledgement directly to the broad-
cast server so that the user’s choice will be recorded. (It is important to note that
this acknowledgement is transmitted as anonymous data, as knowing which mo-
bile user is located where and what mobile web server he/she is using/requesting
could be considered an invasion of privacy.) These acknowledgements are being
tabulated for the purpose of determining the popularity and frequency of each
web site’s usage. The data will be used in the calculations which determine the
broadcast channel scheduling.

The other main architectural component is the broadcast channel configura-
tion. It consists of three core channels: a Registry channel, an Index channel,
and a Hybrid channel.

Registry channel Index channel Hybrid channel

Fig. 2. Core channels

The following are descriptions of each type of main channel:

1. Registry Channel : This channel (Figure 2) functions like a menu in that it
is a listing of all the mobile web services that are available in the geographic
area in which the mobile device is located. When first entering a region, the
mobile device’s mobile web services application will download and store the
contents of the registry file, which will be used as a reference when looking
for mobile web services in this vicinity.

2. Index channel : This channel (Figure 2) provides a listing that informs the
mobile device user where its desired mobile web service will be broadcasted
(i.e., in which of the many hybrid broadcast channels).

3. Hybrid channel : The “hybrid” channel (Figure 2) is so named because it
transmits each mobile web service with its associated service key, WSDL,
and corresponding data. Similar to the index channel, each record begins
with the service key identifying number. The “combined” construction of
the hybrid channel also reduces the tuning time and average access time
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from what is needed when separate channels are used for the broadcast of
the various mobile web services’ components (as in [1, 2]).

The contents of the hybrid channels are dynamically updated (skewed)
based on two factors/thresholds:

(a) Period of time (t) e.g., 3 hours and ;
(b) Pre-defined number of requests/user acknowledgments, (r) e.g., 1000

These two attributes determine the most highly demanded mobile services and
assign them to the hybrid broadcast channels based on that, with the result
being that the most popular will be in less crowded channels.

The proposed architecture, with its two main components, plays an impor-
tant role in reducing the number of ticks (i.e., the time measurement for each
“bucket,” where each mobile web service could occupy several buckets) the user
needs to connect with the required broadcast channels [6]. Hence, reducing the
average access time experienced by the user before the desired mobile web service
is available for download.

3 Optimization Problem Statement

3.1 Single Channel Average Access Time

In a single channel, one or more mobile web services could be there. We use
Si to denote a MWS in the channel, where 0 < i ≤ m and m is the number
of total number of the services in the channel. Let Li be the length of the i-
th MWS data, i.e., the number of buckets it occupied in the channel. Let Wi

be the weight of the i-th MWS in the channel, determined by the number of
acknowledgments generated by mobile users who accessed to that particular
service, i.e.,

∑
i≤m Wi = 1. The total length of the broadcasting cycle in the

channel is denoted as T . The single channel average access time refers to the
duration a user needs to take to download the data of any service in the channel.
It is computed as following.

m∑

i=1

(Li +
T − 1

2
)×Wi (1)

Taking into account that mobile web services are cyclically broadcasted into the
channel, this equation (1) calculates the average access time by adding together
the “best-case scenario” of accessing a mobile web service and the “worst-case
scenario” of accessing the same mobile web service and then calculating the
average.

3.2 Multichannel Average Access Time

Suppose that there are K broadcasting channels, each is noted as Chi with a
range of 1 � i � K. Ci is the number of mobile web services in the i-th channel.
Let Sij be the j-th MWS in i-th channel, Lij be the length of the service, Ti
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be the length of the cycle of i-th channel, Wij be the request popularity of the
service, i.e.,

∑
i≤K,j≤Ci

Wij = 1. The multichannel average access time refers to
the duration that a user needs to take to access any service in any channel. It is
computed as following.

K∑

i=1

(

Ci∑

j=1

(Lij +
Ti − 1

2
)×Wij) (2)

3.3 Methodology

In general, our two-component architecture (i.e., mobile application and broad-
cast channel configuration) plays an important role in reducing the average access
time experienced by the user (i.e., before his/her desired mobile services can be
accessed). Delving into the details, one will find a broadcast channel allocation
process that is based on real-time requests (popularity) of mobile web services,
which are accounted for by the accumulation of user ‘acknowledgements.’ To
this continuously updating scheduling procedure, the addition of a time thresh-
old has been incorporated. This feature permits the distribution of mobile web
services to be based on/limited to a specific timeframe. When the specified time
has elapsed:

1. the “counters” are re-set,
2. the current popularity can then become “visible” again, and
3. the allocation is updated.

The “period of time” threshold prevents the possibility that a mobile web service
will be given priority based on out-of-date accessing data.

Therefore, the problem is stated as: Given M mobile web services and N
broadcasting channels, find the optimal allocation of services among the channels
to achieve the minimal multichannel average access time.

4 Service Allocation Optimization

In this section, we study and compare three types of optimization methods to
solve the problem stated in Section 3, in terms of their efficiency and effectiveness
of them.

4.1 Brute Force

The idea of the brute force approach is straight ward, i.e., enumerating all possi-
ble allocations, computing the multichannel average time for each of them, and
pick the best one. It is effective as the optimal allocation can always be achieved.
However, it is computational expensive, which is explained using examples as
following.
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Example 1 configuration:

– 3 hybrid broadcast channels
– 5 mobile web services

As none of the broadcast channels should be left empty (i.e., a minimum of one
mobile web service in each channel), only two basic distribution formulas are
possible: 3/1/1 with a total of 10 combinations and 1/2/2 with a total of 15
combinations. As one can see this relatively small-sized example has produced a
grand total of 25 mobile web services allocation permutations which, according
to our process, will each have to be tested to determine which is the most efficient
mobile web services distribution.

In the second example (see below), we increase the number of available mobile
web services to six to see what effect this may have on the number of possible
allocation combinations. The number of available hybrid broadcast channels re-
mains at three. The six mobile web services now generate three possible basic
distribution formulas: 4/1/1, 3/2/1, and 2/2/2.

A 4/1/1 allocation is represented in the formula below:

(
6
4

)× (
2
1

)× (
1
1

)

2
= 15 (3)

Total: 15 combinations

A 3/2/1 allocation is represented in the formula below:

(
6

3

)

×
(
3

2

)

×
(
1

1

)

= 60 (4)

Total: 60 combinations

A 2/2/2 allocation is represented by the formula below:

(
6
2

)× (
4
2

)× (
2
2

)

3
= 30 (5)

Total: 30 combinations

With this second example, we can see that changing just one of the factors
slightly (i.e., number of MWSs) results in an increase to 105 allocation per-
mutations (vs. the 25 combinations in example number 1). In another word,
the computational complexity is increased in an exponential way. Therefore, the
Brute Force algorithm-based allocation scheme is an inefficient methodology for
our purposes.

4.2 Greedy

Our second testing scenario involved the use of a Greedy algorithm. As our
starting point, we began with the Greedy algorithm presented in [6]. Since our
data was significantly different than theirs, where each data set has the same size,
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Algorithm 1. Greedy Method

1: Parameters:
2: listOfMWS: an ArrayList of input mobile service data
3: numberOfChannels: number of channels
4: numberOfCurrentChannels: initial as 0
5: Sorts all available mobile web services (MWS) (found in ArrayList listOfMWS)

based on weight and length.
6: while numberOfCurrentChannels < numberOfChannels do
7: for each channel Chi do
8: for each service in the channel do
9: compute the SAATs if the channel is splitted after this service into two

channels
10: end for
11: stops if SAAT decreases
12: compute the MAAT for the best splitting in this channel
13: end for
14: choose the splitting that yields the best MAAT
15: numberOfCurrentChannels += 1
16: end while

we modified the measurement to fit it into our scenario. The revised algorithm
is described as following.

As described in Algorithm 1, the process starts with one channel. It sorts
the MWS based on its request frequency and and length. The intuition behind
the sorting is that, the more popularity a service or the longer its data is, the
less number of services should be assigned to the channel. Here we assigned the
weights, 0.75 and 0.25, to the popularity and length of a service, respectively,
when sorting them. The weights are also adjustable.

For each current channel, the algorithm finds the best partition of it to yield
the best single channel average times after splitting the channel into two channels
(Lines 8-10). Suppose there are N services in the channel, there would be N − 1
possible partitions. This process starts from the first service in the first channel
and all other services in the second channel. It then gradually moves services
from the second channel to the first one. As the services are sorted beforehand
based on the popularity, the single channel average times would first increase
and then drop after it reaches the peak. Once such dropping is detected, the
process stopped.

After going through all channels, the algorithm examines the best partition for
each channel, which is considered as a candidate partition for the current step.
It computes MAAT for each such candidate and chooses the one that yields the
best MAAT (Line 14). After performing this partition, the current number of
channels will be increased by 1 as services are allocated among one more channels
than before.

This process iterates the number of current channels achieves the number of
available channels.
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4.3 Dynamic Programming

In this Section, we describe a dynamic programming approach, following the
idea proposed in [6]. The optimization is based on the formula below. Following
that is an example of the steps that Dynamic Programming goes through in its
search for the best outcome (in this case lowest AAT possible for all available
MWSs).

dpOptSoli,K = LAAT (SAATim + dpOptSolm+1,K−1) (6)

K = number of the hybrid channels
LAAT = lowest MAAT
m = total number of MWSs -1
i = start index of MWSs in a channel (1 ≤ i ≤ m)
j = end index of MWSs in a channel (i < j ≤ m)

Here, we use an example to illustrate the process of dynamic programming.
Suppose there are six mobile services and three broadcast channels. We first
sort six MWSs based on their request frequencies and lengths, similar to the
sorting process in greedy algorithm. Suppose that the final ordering result is:
MWS3, MWS5, MWS1, MWS4, MWS6, and MWS2, where MWS3 ranks the
highest and MWS2 ranks the lowest. Based on the Equation 6, the allocation or
configurations of DP for three channels are listed as follows:

MWS3 MWS5 MWS1MWS4MWS6MWS2
MWS3 MWS5MWS1 MWS4MWS6MWS2
MWS3 MWS5MWS1MWS4 MWS6MWS2
MWS3 MWS5MWS1MWS4MWS6 MWS2
MWS3MWS5 MWS1 MWS4MWS6MWS2
MWS3MWS5 MWS1MWS4 MWS6MWS2
MWS3MWS5 MWS1MWS4MWS6 MWS2
MWS3MWS5MWS1 MWS4 MWS6MWS2
MWS3MWS5MWS1 MWS4MWS6 MWS2
MWS3MWS5MWS1MWS4 MWS6 MWS2

For each allocation, we compute the SAAT for each channel, then compute
the overall performance as the sum of the SAATs of all channels. Dynamic Pro-
gramming is more efficient than brute force for two reasons. First, it only checked
those allocations that have the potential of achieving the best performance. In
this example, only 10 allocations are examined, while 30 allocations are exam-
ined in a brute force approach. Second, as the result of each computation will
be stored, repeated calculation will be avoided. For example, the SAAT for the
channel (MWS2) will be only computed once instead of four times.



An Efficient Interaction Framework for Mobile Web Services 31

5 Experimental Study

We performed experiments to compare the performance of the greedy and dy-
namic program mining approaches. To our best knowledge, there is no publicly
available event log data sets that suitable for our experimental study. We thus
conducted our experimental study on a synthetic data set. We developed a Java-
based simulator which generates random size mobile web service description and
service data. All experiments were carried out on a Macbook Pro with 2.3 GHz
Quad-Core Intel Core i7 processor and 16GB DDR3 memory under Mac OS X
operating system.

In the first set of experiments, we examined the effectiveness of the greedy
algorithm and dynamic programming algorithm when the number of broadcast
channels is fixed (i.e., 10), and the number of mobile web services varies from
70 to 200. As depicted in Figure 3 the DP algorithm does come up with lower
MAAT.

A fixed number of broadcast channels
(10) with a variable number of available
mobile web services

A fixed number of mobile web services
(200) with a variable number of avail-
able broadcast channels

Fig. 3. Comparison of MAAT of Greedy and DP algorithms

In the second set of experiments, we examined the effectiveness of the two
algorithms when the number of the mobile web services is fixed (i.e., 200) and
the number of broadcast channels varies from 1 to 14. As depicted in Figure 3,
the DP algorithm achieves slightly better MAAT than greedy algorithm.

In the third set of experiments, we compared the efficiency of the two al-
gorithms. We use the number of calculations performed during the entire op-
timization process to indicate the cost. The number of broadcast channels is
30 and the number of mobile web services varies from 74 to 100. As depicted
in Figure 4, the greedy algorithm is significantly more efficient than DP algo-
rithm. Moreover, it also exhibits a better scalability with number of mobile web
services.
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Fig. 4. Comparison of the number of calculations performed in Greedy and DP
algorithms

6 Related Work

With a firm understanding of the mechanics of web services, further (more spe-
cific) research on mobile web services provided us with novel approaches and
valuable “food for thought.” One such example is the concept of accessing web
services via cell phone broadcast networks [1, 2]. Another paper describes differ-
ent broadcast channel structures that were invented to share any data through
a cell phone broadcast network [2]. Yet another research introduces the concept
of skewing the data to accommodate the fluctuations in the number of requests
for different types of data [1, 2, 6].

Not surprisingly, a substantial number of researchers have included the use
of broadcast channels in their mobile web services solutions due to the ad-
vantages of scalability, energy efficiency, and unlimited user capacity that they
bring to the table [1, 2, 6, 7] The challenge becomes the allocation of the data
among the broadcast channels so that the average access time (AAT) is con-
sistent (regardless of the “popularity” of the data requested). One approach
is to allocate bandwidth to the transmission of less frequently requested data
while leaving broadcast to handle the more popular data, as was suggested in
[8] and [9]. A different concept is to send out the most popular information re-
quests at increased intervals on the broadcast channel, thereby skewing the data
allocation [6].

In essence, Yee et al. ’s [6] research is based on the theory that by using
multiple broadcast channels (instead of the usual single channel design), response
time between mobile devices and web service providers will be improved and the
added benefits of improved “fault tolerance, configurability and scalability” could
be realized. The team’s unique approach called for partitioning the data (and
scheduling it) among several broadcast channels with their simplified GREEDY
approximation algorithm. In their experiments, they compared the performance
of their algorithm (GREEDY) to FLAT, Bin-Packing (BP), V FK , and Dynamic
Programming (DP) on data items of the same size. Their goal was optimization
balanced with practicality, thus taking into consideration the limitations of the
on-line and mobile environments. As they had hoped, the GREEDY algorithm
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produced near-optimal performance within its less complex (when compared to
previously used algorithms) operational mode [6].

Tackling more complicated wireless transactions, Yang et al. [2] sought to ap-
ply efficiencies to accessing composite mobile services (a service that depends on
other services to work), which are defined by Business Process Execution Lan-
guage (BPEL) graphs. They discovered that the closest-first-access algorithm
had advantages over the depth-first-access and breadth-first-access algorithms
no matter the type of composite service (i.e., sequential, parallel, or hybrid).
Due to the intricacies of these operations, the team sought to break down the
access method into three processes: service request flow, receiver flow, and service
execution flow. Their proposed broadcast channel configuration was made up of
seven channels with each having its own designated purpose. More specifically,
they were each assigned a certain type of content, such as M-services, wireless
data, service descriptions, composite services, or service registry information.

Additional efficiencies for the above configuration were sought by the team
through “selective tuning,” which would allow the mobile devices to rest (doze)
and only activate when its required content became available. This was accom-
plished by developing their “index channel method,” which consisted of a M-
service index channel and a data index channel. Both channels provided service
or data location information (“arrival time”) in index format to the mobile de-
vice, which allowed it to doze while waiting and thus reduced its tuning time
(and energy consumption).

In the research above (and historically speaking), those designing and deliv-
ering mobile web services have had to contend with the limitations (i.e., battery
life, bandwidth, and storage) that are inherent in most mobile devices. Con-
trary to this thinking, Chou and Li [10] designed a mobile distributed comput-
ing platform (based on Android technology) that facilitates distributed services
computing on mobile devices utilizing real-time and over IP communication ca-
pabilities. Their Web Service Initiation Protocol (WIP) enables mobile devices
to act like/appear as web service providers. Along the same lines, Aijaz et al.
[11] set out to prove that mobile devices could host asynchronous mobile web
services (Mob-WS). Their scenario had web service requestors and web service
providers both being mobile devices. They established peer-to-peer communica-
tion between the parties by leveraging Bluetooth R© technology.

All of the research mentioned above and what has been published up until the
date of this paper have not considered utilizing skewed hybrid broadcast channels
(disseminating variably-sized mobile web services) to reduce average access time.
This paper is devoted to the design and execution of this conceptual model which
includes its innovative channel design and allocation approach.

7 Conclusions

We proposed an efficient framework for delivering mobile web services in a broad-
casting environment. We proposed the measurements to evaluate the perfor-
mance of the framework, including single channel average time and multiple
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channel average time. We formally defined the optimization problem. We de-
scribed and compared three optimization solutions. We conducted an experimen-
tal study, which showed that the greedy algorithm achieves the best performance
overall. We plan to extend our work in the future to incorporate tuning time as
well as the performance of updating the indexing channels into the optimization
process.
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Abstract. To begin with, the semantic web service adaptation is based
on the addition of contextual information to this web service descrip-
tion. So the technique of adapting the web service allows the user to es-
tablish reusable, interoperable, flexible and context-aware applications.
The basic feature of the pervasive applications is the context-awareness.
What is more, the pervasive systems are based on the NNN paradigm
(aNywhere, aNytime, with aNything). Therefore, these systems must be
used in different contexts depending on the user environment, his pro-
file and the used terminal. Indeed, this type of system is dynamically
adapted. Furthermore, we seek to offer a dynamic description of the web
services. This objective, however, can be achieved by adding contextual
information structures to the web service description. In the literature,
more research works strive to combine the contextual description with
the web service description by using the OWL-S structure. In fact, the
main objective of this paper is to propose structures with two levels for
the contextual description of the pervasive system. The first level is used
to select the adapted web service to respond to the users needs, while the
second level is aimed to offer the user the adapted description to respond
to these needs.

Keywords: Pervasive, Information system, Ontology, OWL, OWL-S,
Design, Model.

1 Introduction

In the last decade, new technologies witnessed a rapid evolution. This evolution
stepped up the complexity of the users mobile environment and pervasive com-
puting becomes a reality. As a result, a large number of pervasive computing
projects around the world try to prove the viability and usefulness of this vision
in a variety of domains. Unfortunately, along with the new and existing possi-
bilities, difficult challenges come into being. As pervasive applications are highly
distributed and mobile in nature, pervasive system developers have to transcend
all the challenges found in the fields of distributed systems, mobile computing,
as well as the new set of challenges that did not exist in either the distributed
systems or mobile computing alone.
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In this, adaptability is deemed to be a key aspect in the pervasive computing
systems. Therefore, the system needs to adapt its functionality and behavior
depending on the context of the user and the resources that are available at any
instant. Although many research works highlight the idea of implementing and
establishing adaptation in pervasive systems, none of them is interested in the
design of adaptation in pervasive systems. We attempt, in this work, to suggest
a system that can be conceptually adapted to the pervasive system. This system
is based on semantic web services. Therefore, we have proposed a classification
of contextual information for pervasive systems and used the OWL-S structure
to integrate such information into the web services. In fact, the OWL ontology is
a solution to support greater automation in the service selection and invocation
and the automated translation of the message content between the heterogeneous
inter-operating services and the service composition.

This paper is organized as follows. First, we study some concepts related to
our research domain such as the pervasive system, the semantic web services and
the existing OWL-S extension to describe the semantic web services. Then, we
present the architecture to adapt the pervasive system functionalities. Finally,
we present our purpose that concerns the proposal of contextual description of
the pervasive system.

2 State of the Art

2.1 The Semantic Web Service

To realize the vision of Semantic Web services, several research works create
a semantic markup of Web services that makes them understood by the ma-
chine. They are also developing the agent technology that exploits this semantic
markup to support the automated Web service composition and interoperabil-
ity. The convergence of the semantic web with the service oriented computing
is manifested by the semantic web services technology. In fact, it addresses the
major challenge of automated, interoperable and meaningful coordination of web
services to be carried out by intelligent software agents. Additionally, each se-
mantic service description framework can be characterized with respect to (1)
what kind of service semantics are described, (2) in what language or formalism,
(3) allowing for what kind of reasoning upon the abstract service descriptions.
The Semantic Web services can use the OWL-S process model and grounding in
order to manage their interactions with other web services.

2.2 The OWL-S Ontology Presentation

OWL-S is a Web Services ontology that specifies a conceptual framework to
describe the semantic web services. OWL-S is also a language based on the
DARPA work of its DAML program and takes the result of DAML-S (DARPA
Agent Markup Language Service). It was incorporated into W3C in 2004, within
the interest group of semantic web services at the OWL recommendation [3].
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The original purpose of OWL-S is to implement semantic web services. OWL-S
is based on OWL to define the abstract categories of entities, events in terms of
classes and properties. OWL-S uses this ontology language description to define
a particular ontology for the web services. This ontology is used to describe
the web service properties as well as its services available to the public. The
OWL-S structure regroups a set of ontology. Each one provides a functionality
to describe the web service semantically. The ontology main classes described
by OWL-S [4] are defined by the following figure (see Figure 1). The necessity
to use the OWL-S ontology is justified by the creation of a semantic web service
that has a dynamic description. This dynamic is provided by the addition of
contextual descriptions to the OWL-S structure. The description depends on
the use of the context of a pervasive system.

Fig. 1. The principal OWL-S classes

2.3 The Existed OWL-S Extension

Several research works take the advantage of the existing OWL-S structure to
describe the different contexts. In this paper, we present two research works of
of Qiu et al., [5], [6] and Ben Mokhtar [7]. Qiu et al., research works propose
an adaptation system based on the service composition approach. To do this,
the authors offer three context categories [5]: the user context, the web service
context and the environmental context. The user context (“U-Context”) speci-
fies the context information about the user. In this context, the authors defined
two types of contextual information: the user static context (profile, interest,
and preferences) and the user dynamic context (location, current activity and
task trying to achieve). The web service context (“W-Context”) includes the not-
functional contextual information (price, execution time, confidence degree). The
environmental context (“E-Context”): this category collects the context infor-
mation about the user’s environment (time, date, etc.). Each context category is
represented by the OWL ontology and is integrated in the existing OWL-S ex-
tension ontology to introduce the OWL-SC (OWL-S for context) [6]. The latter
is intended to describe a general contextual information (see Figure 2) based on
the users description. The proposed structure focuses only on the user context
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Fig. 2. The OWL-SC Ontology [6]

description. However, it presents a vision for the integration or the addition of
more information to the OWL-S structure.

Ben Mokhtar et al., research works propose a system to adapt the web services
to a pervasive environment [7]. The context definition includes the description of
four types of contextual information: the context sensors, services, devices and
users. In addition, the contextual adaptation in this work is based on the service
representation and the user task representation. In the service representation, the
authors describe the services using OWL-S extended with context information.
This information is decomposed into a high level context attributes, precondi-
tions and contextual effects. However via the user task representation, the user
task representation is performed while extending the OWL-S service model on-
tology. To do this, the authors propose to integrate the quality conditions service
descriptions and the context conditions required by the user task in the OWL-
S structure. The context information description is performed by means of an
OWL extension ontology, the adaptation is carried out by applying a finite-state
automaton (see Figure 3). Ben Mokhtar et al., their proposal concerns the con-
textual information integrated in the OWL-S structure, but this information is

Fig. 3. The OWL-S ontology extension for the pervasive system [7]
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not related to the pervasive system description. We focus on, via this work, the
integration of pervasive contextual information in the OWL-S structure.

2.4 The Pervasive Systems

Weiser [1] believed that the exponential evolution of data, software, hardware
and connectivity would generate new environments rich of computing elements
that lack proper interaction. As a result, he presented a paradigm where the
computing elements would disappear from the users consciousness while func-
tioning homogeneously in the background of his environment. The final objective
is to provide the user with omnipresent and seamless services available whenever
and wherever they are needed [2].

When the digital services kept increasing, many applications appeared. These
applications can sometimes replace human beings. Thus, technology becomes a
principal factor that could affect and improve life quality and business produc-
tivity by ensuring higher interoperability between the different business partners
and the surrounding dynamic environments. With all these dynamic elements,
a growing demand for easier, mobile, transparent and seamless interaction is
sought in order to adapt it to the users situations, abilities and needs.

2.5 The General Model Used to Describe the Pervasive System

The pervasive system description is based on a general model [9]. The latter is a
UML class diagram representing the intersection result of four existing models
to describe the pervasive systems: SOUPA, Activity, and CSCP COMANTO.
The classes defined in this diagram (see Figure 3) are described below:

– Agent: this class is used for the presentation of different actors in a pervasive
system. It assembles the human actor and device actor.

– Person: presents all human actors.
– Device: presents the peripheral devices in a pervasive system.
– Service: presents the services offered by each device.
– Network: regroups the characteristics of different types of network.
– Location coordinate: represents the spatial relation between the different

locations in a pervasive system.
– Preference: presents the information profile of a person who realizes the

activity in a pervasive system.
– Activity: presents the characteristics of the activity requested by the user.
– Rules: regroups the different rules of activity, person and network interact-

ing in a pervasive system.
– Time: presents the characteristics of a temporal thing and the relation of

different things in a pervasive system.
– Location: represents the characteristics of localizations of human and mo-

bile devices in a pervasive system.
– Role: represents the role of the users in the pervasive system.
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The class descriptions are classified into six contextual information categories:
the user context, the device context, the network context, the location con-
text, the service context, and the application context. We consider a semantic
web service to adapt the pervasive application to each category of contextual
information.

3 The Purposed Architecture to Adapt the Pervasive
System

The proposed architecture to adapt the functionality of the pervasive system to
the users needs regrouped two description levels and an adapter. The adapter
is used to apply an adaptation rules to the destined web service description. In
this paper, we are interested in the description levels (see Figure4). The goal of
the generic web service creation is to communicate with the different contexts
by selecting the specific web service to respond to the users needs. We used
the web service discovery technique to ensure this level functionality. The web
service discovery is the process of finding a suitable web service for a given
task. The specific web services are created to select the adapted description to
respond to the users need. The fulfillment of a specified web service is provided
by the generic web service. The next section is devoted to the presentation of
the contextual description used for each level.

Fig. 4. The purposed adaptation architecture
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4 The First Level of the Web Service Description

The first level is represented by a semantic web service that generally describes
the pervasive environment. It has all the necessary information about each web
service context shown in the second level. This information is described in an ex-
tended OWL-S ontology (see Figure 5). The extended OWL-S ontology includes
the basic information examining a pervasive system.

The pervasive context is presented by the “PervasiveContext” OWL class. The
activities in a pervasive system are presented by the “A-Context” OWL class.
They exist in a device. The latter is symbolized by the “D-Context” OWL class.
Each “D-Context device offers services in a pervasive system. The services are
presented by the “S-Context” OWL class. The latter regroups the characteristics
of the services provided by the pervasive system. All the devices existing in a
pervasive system are interconnected via multiple networks. These networks are
modeled through the “N-Context” OWL class. The two classes “D-Context”
and “U-Context” represent the entire agent that exists in a pervasive system.
For this reason, we placed the two classes as a sub-class of the “Agent” OWL
class.

Fig. 5. Proposed structure for the first level of description

Each of the classes presented in the proposed OWL-S structure will be trans-
formed in ontology. The latter regroups the classes and the attributes shown
by the OWL semantic relation “owl:onProperty”. The ontological structures are
used to detail the contexts defined in the pervasive system.
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5 The Second Level of the Web Service Description

The second level is the most detailed contextual description. It is at this level
that we discover the low-level description of the pervasive system (see Figure
??). To define each context, we have to get a set of extended OWL-S structures
corresponding to the number of contexts described in a pervasive system.

5.1 The OWL-S Extension to Describe the Physical Context
(OWL-SPHC)

The suggested OWL-S extension of the physical Context is an ontology that
describes the user physical context as well as the set of devices and persons
existent in a pervasive system. The physical context includes the contextual
information related to the location and the location coordinates of an agent in
a pervasive system. The idea here is to add the physical context description
to the existing OWL-S ontological structure. The OWL-S extension structure is
suggested in figure 6. The adaptation of the user to the physical context is mainly
manifested by the constraints expressed by the rules related to the execution of
the applications in a pervasive system. These constraints can be summarized
by the example in which an application is running in a location such as train
station (where there is huge noise) or in a location such as a house (where there
is silence). The time constraints occur when an application is executed in the
same location but at different times. For instance, the execution constraints of
an application during a work break are not the same as when it is running.

Fig. 6. The structure OWL-SPHC

5.2 The OWL-S Extension to Describe the Application Context
(OWL-SAC)

The OWL-S structure is designed to describe the application context is an ontol-
ogy structure that defines the activity context executed in the pervasive system.
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The activity context includes both the contextual information related to the ac-
tivity and the application that uses the rules in a pervasive system. The idea
here is to add the activity context description to a standard OWL-S ontology.
We present the suggested structure of the OWL-S extension in the following
figure (see Figure 7).

Fig. 7. The structure OWL-SAC

The adaptation of an activity in a pervasive system manifests itself in the
activity characteristics and the rules implementing this activity. The devices
characteristics may affect the activity performance. The activity execution begins
and ends at a given moment in time. A computer activity can be executed in a
specific platform may not be executed in another environment. In other words,
audio or multimedia activity can be executed only in multimedia environments.

5.3 The OWL-S Extension to Describe the User Context
(OWL-SUC)

In fact, the user is the focal point of any information system. In the pervasive
system, the user is defined by two information characteristics: the static char-
acteristics (name, age, sex, etc.) and the dynamic characteristics. The dynamic
characteristics are defined by the preferences and the users environment (loca-
tion, time, etc.). To describe the user context, we consider the OWL-S extension
structure presented in figure 8 which combines the two types of characteristics
of the user context.

The adaptation of the applications to the users characteristics manifests itself
essentially during the interaction between the human-machine interfaces and the
method of executing an activity. An activity can be executed according to the
users preferences. In addition, the users static characteristics can impact on
the methods of using a pervasive system since this type of system is adaptable
to any user.
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Fig. 8. The structure OWL-SUC

5.4 The OWL-S Extension to Describe the Service Context
(OWL-SSC)

The OWL-S structure used to describe the service context as an ontology which
contains information about the services provided by the pervasive system. Each
service in the pervasive system has a set of rules. Since we have an intelli-
gent system, this system must provide services according to the users desires
and preferences such as the physical features, the available networks, etc. The
OWL-S ontology is proposed as follows (see Figure 9).

Fig. 9. The structure OWL-SSC

This ontology is meant to describe the services provided by the pervasive
system and to adapt an application to the user’s desires and preferences. In
other words, a single system must interact with any type of users, networks,
devices, etc.
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5.5 The OWL-S Extension to Describe the Device Context
(OWL-SDC)

The OWL-S structure is created to describe the device context and the activity
profiles in the pervasive information system. Each device has a configuration,
rules and preferences. In the mobile system, a new communication method has
emerged to satisfy the users needs. Such a method paves the way for the prop-
agation of intelligent systems through the invention of smart phones such as
the Blackberrys, the iPhone... and touch pads such as the iPad. In order to
ensure the adaptation, the pervasive system must capture a material list to en-
sure the answer to the query in accordance with the hardware configuration (see
Figure 10).

Fig. 10. The structure OWL-SDC

The material side is very important since the pervasive system is accessible
anywhere, anyhow and to anything. Indeed, such a system can be executed
according to the existing hardware.

5.6 The OWL-S Extension to Describe the Network Context
(OWL-SNC)

The proposed OWL-S structure regroups the network context description and
combines the characteristics of all the available networks in the pervasive infor-
mation system. In this type of information system, there are several types of
wireless networks (3G, WiFi, GSM, UMTS ...). Actually, each type of network
has its own characteristics, access rules and preferences. To describe the network
context, we propose the following OWL-S structure extension (see Figure 12).

The network selection or adaptation in the pervasive system is provided by
the proposed ontology (see Figure 11) since the web service will use this struc-
ture to describe its services semantically. We can give real examples to describe
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Fig. 11. The structure OWL-SNC

the network in a pervasive system: the traveler can check and send his docu-
ments according to the characteristics of the wireless networks available in the
airport, the patient can make an appointment through his PDA, the manager
can supervise the workers remotely, etc.

6 An Example of Using the Proposed OWL-S Extensions

In this paper, we present an OWL-S extension for each context. In this section,
we present a scenario to give an idea about the description related to the per-
vasive system. The presented scenario (see Figure 13) is obtained after applying
the representation of the rules exemplified in the figure below. In other words,
the rules are defined by a set of conditions. The latter resulted from the users
request values by means of logic operators (“AND” or “OR”). The value used in
this presentation is manipulated by the two operations “getValue()” and “set-
Service()”. The result may be one service or several services according to the
logic operator (see Figure 12).

6.1 The Scenario Definition

A user in an airport waiting for a flight. He has a large multimedia file. He wants
to send it to the wireless network in a transmission time that does not exceed
30 minutes.

6.2 The Scenario Result

In this scenario, three types of context are defined; the physical context, the
activity context and the network context. Among the classes of the physical
context Physical Context, we have the class location that has the attribute Lo-
cation Name. In the existing structure, we note the existence of three possible
values: airport, work and home. In this situation, the sensor detects that the
user is at the airport. This value is returned by the method getUserLocation().
Across the context of activityActivityContext, we can extract the type and the
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execution time of the activity. The type activity is returned by the attribute
ActivityType of the class Activity in this situation which includes three possi-
ble values: play online, chat on facebook and send multimedia documents. The
potential value in this case is expressed by the method getActivityType(). The
activity execution time is returned by the attribute ExecutionTime of the class
Time which includes, in this situation, the values: 15 minutes, 30 minutes and
45 minutes. The potential value in this case is expressed by the method ge-
tExecutionTime(). The final context is the network context NetworkContext.
It allows returning the network to be used in this scenario. The class Network
has an attribute Bandwidth which includes the bandwidths value of all net-
works stored in this structure. This value is perceptible by means of virtual
sensors.

Fig. 12. The scenario description

7 Conclusion

This paper, indeed, is aimed present the two leveled description of the perva-
sive system based on the contextual information derived from a generic model.
Hence, we suggest a classification of this information. The result of this classifi-
cation is six ontology; the user context ontology, the physical context ontology,
the network context ontology, the activity context ontology, the device context
ontology, and the service context ontology. These ontology are implemented in
the semantic web services to give the pervasive system developers an adapted
description. This set of ontology is integrated into an existing OWL-S structure
to create the semantic web services and to determine the second level of descrip-
tion. Also, we propose a generic description for the first level. We kept the model
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of generic structure to ensure communication between the different contextual
information In future work, we intend to suggest a set of generic rules that can
be applied to this ontology to adapt the functionality of the pervasive system.
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Service-centric Networking
Technische Universität Berlin, Germany
thomas.bs.graf@campus.tu-berlin.de,

{sebastian.zickau,axel.kuepper}@tu-berlin.de

Abstract. In recent years, location-based services became more and
more popular. They serve information based on a user’s or device’s lo-
cation. Many of these services are accessible over web interfaces via
browsers, which would make them also interesting for stationary de-
vices. However, these don’t possess good positioning capabilities nec-
essarily. There are still many of them that are connected to the Internet
in a wired way, thus not being able to use WLAN positioning or similar
approaches. Static devices usually rely on IP geolocation, which approx-
imates their position only coarsely. Smartphones, on the other hand,
come with inbuilt positioning technologies that allow to pinpoint the de-
vice and its user with very high accuracy. A potential solution to this
dilemma is a connection between different device types. Highly accurate
position information can subsequently be transferred in an automated
and seamlessly integrated manner from a smartphone to a stationary
device.

Keywords: Location-based services, positioning mechanisms, geoloca-
tion, mobile and stationary devices.

1 Introduction

Location-based services (LBS) and related applications are becoming more and
more popular. Nowadays, the integration of location data into a multitude of
objects of interest, such as photos or blog posts is very popular. However, LBSs
are much more than just the mentioned geotagging example. They can be de-
fined in many different ways. Brimicombe and Li give the following definition:
”Location-based Services (LBS) are the delivery of data and information services
where the context of those services is tailored to the current or some projected
location and context of a mobile user.” [1]

One of the most prominent examples for LBSs is finding points of interest,
such as restaurants, in close vicinity to the current position of a user or device.
Other location-influenced information could be bus departure times and expla-
nations of historic monument backgrounds. Most of the time, such information
is directly queried by the user, e.g., by accessing a location-aware application
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(app) on a smartphone, which means that the user controls and initiates the
position transfer to the location-based service. This form is called reactive LBS,
because the service only responds with location-aware information on demand.
In comparison to this, proactive LBSs constantly have knowledge of users’ posi-
tions and provide them with information based on certain events, e.g., passing
by a cinema. In this case, such an event could be used by the cinema opera-
tor to offer cheaper tickets to a nearby passerby. A more advanced approach is
called geo-fencing [2], where entering and leaving predefined areas is monitored
[3]. Aside from using only single positions, services can also work with a user’s
location history.

Considering that the usage of these services includes sharing location infor-
mation with third parties and often also making them publicly available, privacy
concerns automatically arise. Even though many LBSs are primarily designed
for mobile devices, they can also be used by stationary devices, such as desktop
computers and similar devices. Location-based access control (LBAC) [4] is an
example, as it would allow restricting access to important information based on
the user’s whereabouts [5]. These devices usually rely on IP geolocation, which
approximates their position only with a city-level granularity at most. Smart-
phones, on the other hand, come with inbuilt positioning technologies that allow
pinpointing the device and its user with very high accuracy. A potential solution
to this dilemma is a connection of smartphones and stationary devices. This
paper discusses different concepts and presents a prototype implementation.

After the introduction, an overview of related work is given. In Chapter 3,
the most important technologies regarding positioning and device connections
are presented. Chapter 4 introduces system requirements and discusses the re-
alization concepts, as well as the implementation experiences. The paper rounds
up with chapters on evaluation, summary and outlook.

2 Related Work

Connecting smartphones and stationary devices in order to exchange generic
data is not something entirely new. A range of applications exist that incorporate
some sort of connection mechanism to other devices, most often wireless local
area network (WLAN) or Internet-based connections. However, none of them
can directly be used to provide positioning information to stationary devices.

In 2009, Bump technologies published a smartphone application (Bump) that
allows file exchange with other smartphones or computers. The connection is
established by bumping the smartphone on the computer’s space bar while ac-
cessing the company’s website. A location-based matching algorithm uses time
and position of both devices to detect and connect them. The actual connection
is only permitted after an additional display-based authentication check. Data
is not directly transferred between the devices, but routed over the website. Ac-
cording to the website1, the entire connection is encrypted so that no private

1 https://bu.mp/

https://bu.mp/
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data is accessible by a third party. Airdroid2 is a second, similar application
that additionally lets a computer take control over a smartphone. In contrast
to Bump, it works only in a shared WLAN via a web-based interface. No third
party server is required. Aside from the connection method, it includes a graphi-
cal authentication mechanism. The stationary device accesses the web interface,
which is hosted by the smartphone. A quick response code (QR-Code) [6] is
generated and displayed. The user has to scan this code with the smartphone’s
camera, proving that the computer, from which the smartphone is accessed, is
the correct one. The latest version of Airdroid features the access to smartphone
data over cellular networks.

3 Geolocation Basics and Connection Concepts

In the following section an overview of used positioning techniques and ap-
proaches is given for stationary devices.

3.1 IP Geolocation

The most important, automatic and basic way to discover the location of a static
device that lacks technologies like GPS and WLAN is to use its Internet Protocol
(IP) address. Each device, or more precisely each network interface, is assigned
with an IP address when it connects to a network, e.g., the Internet. The main
problem with geolocating a device through its IP address is that the address
itself does not contain any location specific information at all. Therefore, other
ways that involve additional context information and measurements have been
developed to get a location to a corresponding IP address in real time. They can
be classified by the approach they take to acquire an IP address location into
basically three groups: network delay-based, topology-based and hybrids. The
most important are: Constraint-based Geolocation (CBG) [7], Octant [8] and
Street-level Geolocation (SLG) [9].

3.2 Comparison of Common Positioning Technologies

Almost every modern smartphone provides software functionality and sensors
for the following three positioning systems. Some of them are tied deeply into
the operating system of the mobile device. In Table 1, an overview of the most
common and well-known positioning systems is given with details on accuracy,
power consumption, and availability. It becomes apparent that positioning tech-
nologies available to smartphones are much better than IP geolocation. There
are several drawback, e.g., GPS is mostly not suitable for indoor positioning and
cellular positioning can be influenced by deflections from buildings and other
large objects. The WLAN method provides relatively good results but is heav-
ily dependent on a location provider, which is mostly operated commercially.

2 http://airdroid.com/

http://airdroid.com/
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Table 1. Key values of the different positioning technologies

Technology Method Accuracy Consumption Availability

IP Geolocation
CBG 143 km indoor & outdoor
Octant 35 km indoor & outdoor
SLG 1.68 km indoor & outdoor

GPS
GPS <7.8m 6.616W/s outdoor
D-GPS 10 cm–55 cm 6.616W/s outdoor
A-GPS <7.8m 6.616W/s outdoor

WLAN
Lateration 13m–40m 2.852W/s indoor & outdoor
Fingerprinting 2m–4m 2.852W/s indoor

Cellular
Cell-ID 50m–35 km 1.013W/s indoor & outdoor
E-OTD 50m–150m 1.013W/s indoor & outdoor

Furthermore, the table shows that the energy consumption of GPS, WLAN
and cellular positioning differs a lot and should be taken into account in the
realization phase.

3.3 W3C Geolocation API

As location-based services become more and more important to daily life and
widely known, a standardized set of always available methods to locate users
is needed. Since HTML5 was near completion, the world wide web consortium
(W3C), which is always thriving to allow better user experiences through stan-
dardization, seized the opportunity and integrated a new programming interface,
called Geolocation API [10], into HTML5. The API features a set of JavaScript
functions that delegate positioning to the user client and its attached devices.
This way, any website can request accurate positioning information from any
user. How the position is actually computed is not part of the specification and
is entirely up to the software developers that implement the Geolocation API.
However, the most common ways include GPS, WLAN- and cellular network po-
sitioning. It is important to keep in mind that the position determined in such a
way is not necessarily the true position of the user, but might be spoofed or sim-
ply erroneous. In order to secure the user’s privacy, the specification mandates
that each position request from a website needs to be approved by the user,
e.g., through an interactive dialog that asks for permission. In the case that the
user declined the request, the browser or user client is not allowed to send the
position.

3.4 OpenMobileNetwork

To become more independent from proprietary data providers, a lot of effort was
made in the last years, resulting in the creation of open location datasets. The
OpenMobileNetwork (OMN) [11] is one of the most prominent examples. Its goal
is to map all existing base stations together with semantic data, like cell traffic
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and neighboring cells. Additionally the map is extended by semantically connect-
ing these base stations with other objects in a linked data approach. Building on
top of that basic framework, network usage can be monitored. Ultimately, this
open, semantically structured dataset is to be integrated into the Linked Open
Data Cloud (LOD)3, which consists of already 295 other datasets that cover
different themes of real world objects and semantics, allowing new and complex
applications to be built with the available cell data. Currently, 7237 cells are
contained in the OMN. However, the OMN is not a location server itself. It is
rather a huge database of cell locations, cell ranges and other data. This data
can be queried through a web service4. Such a dataset could also be used in
this work as an alternative to the Google Location Server to infer smartphone
locations.

3.5 Device Linking Concepts

In order to build a system that allows positioning information to be transferred
from smartphone to any stationary device in a reliable and secure way, the
different available concepts to link devices are analyzed. Currently, there are
four major technologies that are used for data transfer: Universal Serial Bus
(USB), Bluetooth, Near Field Communication (NFC) and standard IP over
LAN/WLAN.

Universal Serial Bus. Prior to the universal serial bus, there was a variety
of ways and different interfaces to connect peripheral devices to a computer,
including RS232, SPI, I2C and PS/2 [12]. This heterogeneous environment was
rather complex and cumbersome. In the early 1990s, a consortium of several IT
companies, among them Intel, Microsoft and IBM, designed the USB standard:
A single connection method to bring computers and peripheral devices together
in an easy manner. In 1996, the specification of USB 1.0 was released. USB
3.0 [13] is the current version and supports up to 5Gbit/s transmission rates.
USB is realized as a cable-based master/slave communication that allows up
to 127 devices to be attached to a USB host. Two different communication
protocols allow file transfer between devices: mass storage class protocol (MSC)
and media transfer protocol (MTP). The latter is currently used in many up-to-
date smartphones and features several improvements in comparison to the older
MSC, such as the file system being maintained by the USB device and not by
the USB host [14].

Bluetooth. Similar to USB, Bluetooth’s intention is also to unify previously
existing technology and improve user experience and simplification in general
[15] [16]. However, it is completely wireless. It was initially developed by the
Swedish company Ericsson in 1994 as a radio frequency alternative to infrared-
based ways to connect devices and is currently maintained and advanced by the

3 http://lod-cloud.net/
4 http://www.openmobilenetwork.org:8080/sparql/

http://lod-cloud.net/
http://www.openmobilenetwork.org:8080/sparql/
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Bluetooth Special Interest Group (SIG). The current version (3.0) allows data
rates of up to 3Mbit/s directly over BT and up to 24Mbit/s over WLAN with
Bluetooth only used as the network setup initializer. Bluetooth allows up to
seven slaves to communicate with a master device in the 2.4GHz band within
a standard range of 10m (Class 2) [17]. Bluetooth is supposed to work in many
different scenarios. For each use-case exists a standardized specification, called
profile, that defines how communication between nearby devices should look like.

Near Field Communication. Radio frequency identification (RFID) tech-
nology with contactless smartcards allows short range, wireless, one-way data
exchange between devices. Near field communication is based on RFID, but al-
lows arbitrary communication in both directions. It was developed by Sony and
NXP Semiconductors (formerly a part of Philips) in 2002. Since 2004, an insti-
tution called NFC-Forum5 is in charge of further standardizing and developing
the technology. The underlying principle of both RFID and NFC is electromag-
netic induction, realized by inbuilt metal coils, through which an electric current
flows. The NFC device can measure the amplitude, frequency and phase of the
received voltage of the electromagnetic field and thus it can be used as a carrier
frequency for data transmission. NFC is also a master/slave technology and has
a range of 10 cm on average (20 cm maximum) [18].

4 Realization Concepts and Implementation

This section describes the system requirements and conceptual models, as well
as the main implementation details.

4.1 Requirements

The system is supposed to provide a range of features, which are listed below.
The most important function is the ability to transmit a single position to the
stationary device, to be used by a third party application.

This also includes the integration of the system into existing location-based
services, which is needed for them to get access to the location data. This can
be achieved by building an integration for modern browsers, as they are the
gateway to most LBSs. However, other location aware applications that are not
web-based do also exist. In order to support them too, a centralized point that
provides location data on a stationary device would be useful. A location server
on the Internet or even a local one could be a possible solution.

The information of a location should at least be composed of the most impor-
tant values: latitude, longitude and accuracy. This information is the same as the
data that is returned by the Google Location Server. Furthermore, additional
information can and should be provided as well. This includes the time at which
the position was computed, a position provider identifier, like WLAN or GPS,

5 http://www.nfc-forum.org/

http://www.nfc-forum.org/
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and a rating that indicates the quality, accuracy and reliability of the transmit-
ted location. Furthermore, multiple energy profiles need to be supported. They
allow an adjustment of energy consumption and accuracy. The system also needs
to work without WLAN, because otherwise, a stationary device could already
locate itself rather accurately. Open location data (e.g., provided by the Open-
MobileNetwork) should be incorporated to form an alternative to proprietary
providers.

Among non-functional requirements is a high compatibility with different sta-
tionary devices. This is important, because they come in many formats, espe-
cially regarding connection interfaces. Some devices might only feature USB,
others Bluetooth, IP via Internet or LAN. It is notable that devices, which use
NFC technologies are still very rare but become more important in the future,
e.g., in the context of mobile payment. User privacy protection and position
data integrity throughout the system are further requirements that need to be
met. The system should also be highly automated and seamlessly integrated into
existing devices and applications.

4.2 Conceptual Model

Several models were constructed that are suited to connect smartphone and
stationary device, enabling LBSs on the latter by acquiring location data from
the smartphone. Due to the nature of the connection methods between both
devices, two different kinds of models are possible: direct connection via USB,
Bluetooth or NFC and indirect linking over the Internet by using a TCP/IP
connection.

Aside from this, three different stationary device application layouts were
devised. The first consists of a dedicated client that connects to a nearby smart-
phone. The acquired location information is pushed into a file on the local file
system, which can be accessed by LBSs. In the case of location-aware browsers, a
plugin configures them to use this new location source. The second model is sim-
ilar to the first one; however, it deploys a dedicated, local location server instead
of a file. This allows an encrypted and authenticated way (using TLS) to provide
LBSs with location data. In comparison to the location file, data manipulation
is no longer possible. The third layout consists only of a plugin for browsers,
which also handles the smartphone connection. Due to security restrictions in
browsers, direct hardware access is not possible. Therefore, it is only usable in
an IP connection scenario.

Considering all requirements, a direct connection model with a dedicated lo-
cation server (model 2) was deemed to be the solution of choice (Fig. 1). The
system should support as many different devices as possible. The general way
to achieve this is to embed more than one connection technology. Bluetooth is
chosen as the main transmission medium. This results from the circumstance
that it is incorporated in many devices and phones. Even more important is
that it allows a wireless connection, in comparison to USB, and thus features
much better automation and background potential. There are some devices that
do not support Bluetooth. In order to reach these devices, USB can be used not
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Fig. 1. Final connection model

only as a backup strategy, but also as a second transmission medium that allows,
for example, the usage of docking stations.

4.3 Implementation

The system basically consists of a smartphone application (Android platform)
that acquires positioning data and a client software on stationary devices that re-
quests this information from nearby smartphones. Both components are
described in this section.

Smartphone Application Overview. The application features a set of activ-
ities that allow users to access different functionalities and configure the app’s
behavior as they like. The structure of the underlying application components
is depicted in Fig. 2. The entry point to the Android application is within the
Base Application component. It contains three sub-components that are globally
accessible and also need longer initiation times (e.g., AES encryption).

From the entry point, the primary activity (main menu) is started. Other
activities like the Bluetooth server or settings can be accessed from here. Lo-
cation Handler is the most important component, especially since it contains
all the logic and mechanisms regarding location management. It allows starting
and stopping the whole positioning process at any time, which is executed as a
background service and reports location events back to the Location Handler. De-
pending on the user preferences, GPS, WLAN, cellular, OMN or a combination of
them is used to acquire positions. Once an incoming position is registered, a spe-
cial, time-interval-based position algorithm is executed that determines whether
it should be kept or discarded. Aside from the normal location providers that
are made available by Android, an extra component handles requesting location
information from the OpenMobileNetwork.

Persisting location data happens in two different places. An encrypted SQLite
database (SQLCipher [19]) is used as the main persistence component. Every
other component gets its location information from this database. The only
exception is USB location transfer, which uses MTP and thus cannot directly
interact with the smartphone application. The USB Location File Manager over-
comes this restriction by saving location data as encrypted files on the smart-
phone storage system. Users are able to specify how long location data should
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Fig. 2. Component overview of the smartphone application

be saved in the system. The History Cleaner component makes sure that both
persistence modules are purged from older data. One component that makes use
of the gathered location data is the Bluetooth location server that is integrated
in an extra activity. It deploys a special server thread that listens to requests in
the background.

Positioning Algorithm. After location updates are started, the current time
is saved, which serves as a basis for time interval computation. Depending on the
configuration, more than one location provider is activated. Some of them, like
GPS, take some time to yield results, which might be as long as several minutes
in extreme cases. Furthermore, each provider computes positions with different
accuracy levels that increase from cellular positioning over WLAN to GPS. By
executing multiple providers at the same time, coarse positions are generated
very soon and can be replaced with better ones from other providers that take
longer to do so. On the other side, this also means that a multitude of position
fixes is generated and registered asynchronously. A positioning algorithm that is
based on Android developer’s algorithm [20] and extends it in several ways, filters
all these positions for the best one. The developer’s algorithm uses timeliness and
accuracy to decide whether an incoming position fix is better than the previous
one. However, multiple positions are often accepted at certain points in time.
For example, this could be a GPS, WLAN and cellular position within a few
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seconds. This leads to a very cluttered location history. The main extension of
the new algorithm (Fig. 3) to improve this behavior is the allocation of time
slots, beginning with the moment that the positioning process is started.
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Fig. 3. Interval-based position replacement algorithm

Each slot is as long as the update interval and is supposed to contain exactly
one position fix. That way, only a limited number of positions is saved over
time, leading to a well-arranged location history. For example, after 60 minutes
with an update interval of one minute, exactly 60 history entries should exist.
Nonetheless, the primary objective is still to get the most accurate and up-to-
date positions. Therefore, old positions need to be replaced by better ones if a
time slot is already occupied. If the position does not fit into the current time
slot, which could happen if it is too old, it will be discarded. Otherwise, it might
be a potential candidate for that slot. If it is still empty, the new position is saved.
Otherwise, the position with the best accuracy is determined. In case that the
new position is better the old one is replaced. If not, then a replacement is only
performed, if the incoming position is newer and at least has the same accuracy
as the old one. This ensures that each time slot has exactly one position that
has the best accuracy. By using time slots with a length equal to the update
interval, it can be assured that the system always is in possession of the most
up-to-date location information.

Stationary Device Client. The stationary device client (Fig. 4), programmed
in Java, is the counterpart to the smartphone application. It is supposed to run
continuously in the background, but should also be configurable and controllable
by the system user at any given time. It consists of a graphical user interface
(GUI) and a separate local location server. The GUI is the main access point of
the application and features a range of adjustable settings, as well as a console
that allows program and location status tracking. Aside from that, the con-
nection client, which contacts surrounding smartphones and requests location
data from them in 10 second intervals, can be started and stopped from here.
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Incoming location information is forwarded to the location server, which acts
as an endpoint that other applications on the stationary device can approach
in order to get location data. The whole application can run seamlessly in the
background.

Graphical user interface Local location server

SettingsConsole

Bluetooth
client USB client

Connection 
client

Port 40002
Https

Encryption & 
authentication

/
Single location

/history
History data

Updates
Location/History

Smartphone

BT USB

Request location Read location

Browser
E.g Firefox

Other
Applications

Fig. 4. Component overview of the stationary device client

The local location server is powered by the open source software Jetty [21].
It runs on localhost and exposes two URLs that can be accessed only by appli-
cations on the same machine over HTTPS. It is therefore not possible to leak
sensitive information to other entities in the network. The purpose of this server
is to mimic a location service like the Google Location Service (GLS), with some
minor adjustments. This means that sending a query to the server should result
in a reply that contains location information represented in JSON. This spe-
cific functionality is administered via the first URL, which is the servers root: /.
The server also makes history information available through a second endpoint:
/history. Running on port 40002, which is a non well-known port [22], HTTPS
requests are served. The server provides its own X.509 certificate. Connections
over this port are encrypted and authenticated.

5 Evaluation

The smartphone to stationary device connection system was tested and evalu-
ated. The single tests are representative to a point that allows at least indicating
trends and an approximate appraisal. Integration into browsers was tested with
the most recent Firefox versions, i.e. 19 and 20. Being able to toggle between the
standard GLS-based positioning and the smartphone system is working without
problems. When the latter is activated, Firefox contacts the local location server
upon website request and forwards the acquired position to the inquiring web-
site. This never failed during all tests. The only problem that sometimes occurs



60 T. Graf, S. Zickau, and A. Küpper

is that Firefox tends to cache positions from time to time, resulting in the need
to reload the website. The tests and evaluations further concentrate on two ar-
eas: position quality and transmission process. The former deals with the kind
of positions that are provided when entering buildings. The second area of tests
is about Bluetooth position transmission from smartphone to stationary device.

Positioning When Entering Buildings. The system is designed as an au-
tomated background service that might operate for a longer time without con-
suming too much energy. As a consequence, positions are only acquired after
certain time intervals. This causes the position that is actually transmitted at a
certain point in time, e.g., the moment when arriving at a computer, to vary a lot
regarding timeliness and accuracy. In the test scenario, a person with a smart-
phone arrives at a university campus. While walking to the actual workplace,
the smartphone is keeping track of its position. Walking this path takes roughly
five minutes. The intention is to transmit the position to a computer at the work
place near the entrance of a building (inside). Two different position values are
collected. One is the last location that was recorded outside. This should sim-
ulate situations in which no cellular reception or WLAN is available inside the
building. In that case, the last known location transmitted to the stationary
device is the most recent history value of the smartphone. The other value is the
first position acquired after arriving at the stationary device. This represents the
case that the smartphone does have at least cellular reception and possibly also
detects WLAN access points inside. The test is repeated several times, with four
different application configurations. Figure 56 depicts the measurements of one
configuration setting that uses all three positioning technologies, as well as an
update interval of one minute.

Outdoor positions for all measurements deviate from the real one between 63
and 130 meters on average, depending on the configuration used, while being
connected to the Deutsche Telekom D1 network (GSM-900MHz). The position-
ing results are good enough to locate the stationary device in a small area, which
is sufficient for most LBS scenarios. Table 2 presents an overview of the accu-
racy results of all four configurations. With a continuous GPS observance, the
accuracy for outdoor positions could be improved a lot. At the same time, this
would also cause the phone battery to be drained very quickly and is therefore
probably not desirable for most use cases, even though it could be implemented
very quickly. Longer update interval times are found to be useful to a certain
point. In order to decrease energy consumption, a higher value is advisable, but
this also causes less accurate results. A common situation, in which intervals of
more than 2 minutes make sense, is when a person is staying inside a building
for a longer time and moves from one stationary device to others over time. In
this case, it is likely that the devices are close together, leading to only minor
position changes, which causes even positions from several minutes ago to be
sufficient in terms of accuracy.

6 Map data c©2013 GeoBasis-DE/BKG ( c©2009), Google.
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Fig. 5. Measured outdoor (light) and indoor (dark) positions for two different cellular
networks (E-Plus 1800MHz and Deutsche Telekom D1 900MHz)

Table 2. Results for last outdoor and first indoor positions in the Telekom D1 network

Telekom D1
(Galaxy Nexus)

Deviation
(inm)

Best accuracy
Interval: 1

Low energy
Interval: 1

Low energy
Interval: 2

Low energy
No WLAN

Last outdoor fix
Min 38 35 39 190
Max 92 138 195 190
Average 63 61 130 190

First indoor fix
Min 25 26 26 190
Max 46 32 190 190
Average 39 28 61 190

Bluetooth Transmission. Even though Bluetooth is a standardized technol-
ogy that is supposed to provide fast and secure connection setups, there are still
some things that need to be done before data can be exchanged. This includes
the enforcement of authentication and encryption key exchange. The former is
only required once. After devices are paired, they can initiate connections with-
out further user interaction. In a test suite, the process of moving into range of a
stationary device (a computer running 64 bit Windows 7, Intel processor) with a
smartphone for the first time is examined. For this purpose, the client application
on the stationary device and the Bluetooth server on the smartphone are started
while still being out of range. Next, the smartphone user moves to the computer as
if he wanted to use it for a task that involves location awareness. If only one smart-
phone is near, the maximum time until the location is transferred is 53 seconds
after entering the stationary device’s Bluetooth range. On average, the location
arrived at the stationary device after 33 seconds. Those values only apply for the
cases in which pairing is still necessary. Assuming that a smartphone is already
paired with a stationary device, the time decreases to roughly 12 seconds, which is
the fixed time needed to scan for Bluetooth devices. After the first location trans-
mission, it only takes less than one second for subsequent transmissions.
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6 Summary and Outlook

The aim of this work was to devise and implement a system between smart-
phone and stationary devices, allowing automated transfer of location data and
seamless integration into existing applications, such as location-based services.
The first step to this goal was to find, analyze and evaluate different device con-
nection technologies. In the next step, different realization models were devised
and evaluated. The best one was implemented. Two device connection methods
were integrated into the smartphone application: Bluetooth and USB. Further-
more, the OpenMobileNetwork was used as an alternative to proprietary location
data providers. Test results showed how the system behaved when moving into
a building and which positions were reported in that moment. Different applica-
tion settings were applied to show how they affect accuracy in this scenario. The
results indicate that a stationary device can reliably be pinpointed to a small
area, which is much better than the currently used IP geolocation approach.

In future work, some aspects of the system could be further improved. In the
current state, USB transfer is only implemented for Windows systems. Support-
ing Linux and other operating systems in this area can be achieved by integrating
additional USB libraries. The system could also be extended to other stationary
devices, e.g., ticket machines and cashiers. Concerning accuracy, several improve-
ment possibilities arise. The OpenMobileNetwork operators plan to extend the
database to WLAN access points in the future. Using this data, WLAN posi-
tioning with an underlying open data set source could be performed and the
accuracy could thus be increased to 13-40m. Another approach would be to
use more sophisticated algorithms for lateration. Several alternatives exist for
that purpose. The most promising ones are based on Taylor series calculations,
non-linear regression and Kalman filtering. Since most stationary devices are lo-
cated inside buildings, an improvement could be made by integrating specialized
indoor positioning systems. Using such an approach, the accuracy could be as
good as room-level or even in the centimeter range.

Additionally to these improvements the system could also be extended to
other application scenarios. In a setting were doctors on a hospital premises are
moving around during a working day, user-IDs can be used to tag the medical
records and diagnoses together with location and time information. In another
scenario this system can improve the anti-theft system of a company when the
smartphones are used to check whether a stationary device is in place while
being in close proximity to it or using it.
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Abstract. This paper introduces a novel context management system
for mobile phone users that allows them to control which part of context
data they want to reveal to their service provider and which part to keep
on their device. With the use of semantic rules, users can set their cus-
tom privacy and preference profile in a way that targeted advertisements
can still be served despite them not wanting to reveal these details to
the provider. By shifting some part of the reasoning task to user device,
the mobile service provider is still able to provide highly targeted adver-
tisements by combining the private and publicly available parts of user
information.

Keywords: Semantic rules, Privacy, Context management, Location
aware advertisements.

1 Introduction

The current trend in All-IP promises a lot of new services for telecom (telco) op-
erators who are trying to compensate their revenue declines in voice minutes and
data networks with value added services. Presence and Location Based Services
(LBS) are often suggested as one of the candidates for such services. However, so
far the LBSs have not lived up to their promise completely. The reasons are not
obvious, but both these types of services have a common thread, the possible
lack of privacy protection, which prevents privacy aware users to consume those
kinds of services.

Presence is the expression of technical capabilities and the social willingness
to communicate as standardized in the Internet Engineering Task Force (IETF)
and Open Mobile Alliance (OMA). This information is restricted to authorized
users and is already realized free of charge by most Instant Messaging (IM) and
Internet telephony tools available on the web. This makes it more difficult for the
telco service providers to compete with such free of charge services and to earn
money with the presence data. Currently, there are two well known approaches
for enriching presence information and charging a fee on it. The first one is to
extend the presence data with additional information about preferences, current
location of the user, his calendar and so on. The second approach aggregates
presence data from several users to derive high level presence from it. For example
a public land mobile network (PLMN) could aggregate the location areas of

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 64–78, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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the mobile phones in its network and could derive traffic jams in its coverage
area. This example simply illustrates the knowledge gain due to smart presence
aggregation, but it also ensures the privacy of each person is protected. This is
because with the information “there is currently a traffic jam on motor highway
X”, we are not able to derive the location of any dedicated subscriber in the
network.

Presence data like location, comments like “on vacation”, age, sex, prefer-
ences, current activities and so on are personal and highly sensitive and should
be protected from unauthorized access. This kind of data is of interest to several
(legal and illegal) businesses, mostly for the marketing departments which cre-
ate profiles, assign users to profiles and deliver them personalized advertisements
based on their profiles. This business case is quite well known from the Internet.
However, presence data like location, is much more real-time than static prefer-
ences and opens up possibilities of new business models for advertisements. In
traditional advertisement based services, the profile data of each user is stored at
the service provider’s database and it uses this information to select an appropri-
ate advertisement. Enriching such a traditional service with real-time presence
data requires continuous updates of this data at the service provider’s database.
Unfortunately, there is often the latent thread due to which a service provider,
intentionally or unintentionally, distributes the personal presence data of its
users to others. As this data gets public, it might harm the reputation of those
users. Therefore, privacy sensitive subscribers tend to avoid sending their per-
sonal private presence data to service providers. In most cases, the retrieval of
location data is an essential precondition for fulfilling the location specific ser-
vice functionalities and therefore users who withhold such information can not
participate in location based services.

In this paper, we address the problem of providing personalized targeted ad-
vertisements to users which currently requires access to their personal sensitive
presence data and might compromise their privacy. Our approach suggests to
push the advertisement selection logic to the user’s device, that is alone respon-
sible for their personal data, instead of sending it to the advertisement service
provider. This ensures that privacy sensitive data remains at the user’s device
and is not transmitted over the network or to other domains.

The rest of this paper is organized as follows. In section II we present the
related work in this area, in section III we describe the approach we follow to
achieve our objective and in Section IV we describe the architecture and imple-
mentation details of the complete system. In section V we describe our evaluation
setup and corresponding results for this system. Finally the last section provides
a conclusion to our present work and sketches our future plans in this area.

2 Related Work

There has been considerable interest in the semantic community on modelling an
intelligent framework for context aware ambient devices. They have been broadly
classified in [1] based on the underlying reasoning approaches viz (a) Ontologi-
cal reasoning, (b) Rule-based reasoning, (c) Distributed reasoning and (d) Other
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reasoning techniques. In [2] an architecture for supporting context aware systems
CoBrA is proposed which gathers context data from various devices and stores
it in a central broker where all the relevant reasoning is performed. In [3] a
framework for context aware service prioritization and triggering of events is
presented with an emphasis on modeling contexts and rules. In [4] a shareable
context aware semantic model for mobile devices is described targeting mainly
pedestrians using an interactive map based interface for guidance. Context infor-
mation is modeled in an RDF Ontology and queries expressed in RQL. SOCAM
[6] provides a middleware architecture for managing context information in the
use case of Smart Home. A change in context leads to actions triggered by a
set of rules provided by the service developers. The focus however is completely
on the middleware layer and all the reasoning must be centralized. There is no
provision for context processing in a situation where the user does not want to
reveal his/her exact location (or other context data).

While each method has its merits, most of these approaches focus more on
imperfection and uncertainty of context data and do not take into account user
privacy as a prime objective. In our view, user being the most vital stakeholder
in context based services should be able to decide the type and granularity of
information he/she would like to reveal to various service providers. Semantic
rules is one of the prime techniques using which we intend to achieve our objective
of customized context sharing. Some notable works relating to semantic rule
based data management can be found at [5,8,9]. Our work takes inspiration
from all these while delving into the Location Aware Campaigning(LAC) use
case which is different from the ones chosen by them.

3 Approach

While social networking and content mining sites like Facebook, Google, Ama-
zon, etc. provide very accurate personalized recommendations to a user, they
make use of customer’s private data for achieving this. The user has to share a
bunch of personal data during registration at these sites and then they also ob-
serve customer behavior based on the sites they visited, products they browsed,
etc. The user has little or no control over this as also knowledge of which part
of his personal data or behavior is being passed by the companies to third party
service providers. Our aim is to achive the goal of personalized ad recommen-
dation to user while allowing them to decide what part of their personal data
should be used for this purpose.

The approach we follow in this paper is mainly with the twin objectives of
preserving user privacy while at the same time finding a way to extract the
useful data needed for personalized advertisements. To achieve this, we model
all the user profile information and campaign data in a structured format using
ontologies. Users can choose which part of their personal profile information will
be stored on their mobile device and which part on the telecom service provider’s
server. The campaign/deal provider on their side can express the targeted group
of consumers they want their advertisements to reach using semantic policies.
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More specifically, they can specify the age group, interest group, sex, ethnicity,
etc. of the users they want to focus their attention on. This system also allows
telco service providers to specify their business policies like according special
privileges to their “platinum members” both on the subscriber side as well as
the advertiser side.

In our use case, we focus especially on LAC information as a showcase of how
a user can choose to express the exact granularity of location he/she wants to
reveal to third parties and still receive the location aware campaign data in the
best possible way.

4 Implementation Methodology

Our prototype implementation consists of three main modules: (a) client side
module enabling reasoning over data available on user’s mobile device (b) a
server side implementation of the semantic reasoner as well as ontology and
(c) advertiser’s console enabling merchants to annotate their webpages with
microdata and set policies for their target audience, etc.

4.1 Architecture

As depicted in Figure 1, Location Aware campaigning is distributed across client
software, LAC service provider (server) and merchants. All of the three may
apply their own policies: The LAC server has policies for campaign pre-selection
and applies them while generating the campaign list for the user; the merchants
may have policies related to time of day or product offerings and the user has
policies based on location, buddy lists, interests, calendar entries, etc. All parties

Fig. 1. LAC Service Setup
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may keep their reasoning and data private or may share information or policies
if they are willing to.

Our LAC use case highlights the relationship between a local browser agent
web page or web-app on client side, a network (server) side agent and the cam-
paign provider or merchants’ web presence. Other independent entities can be
mashed up for address mapping or web hosting. Both the LAC client and the
LAC server use respective information available with them to decide about the
campaign to be presented to the user. Entities of the architecture are:

– LAC client, as stand alone web-app or integrated part of a web page
– LAC server, mediating the campaigns between user and merchants
– Merchants’ campaigns, represented as online shop web pages annotated with

campaign relevant information

The following walk through explains the generic functionality of our prototype:

1. The LAC server pre-selects the number of users to send configuration info
for campaigning. This decision is based on several types of information like
user’s online status, subscription, time of day, interests and other policies.
Merchant’s (campaign provider’s) policies may help to further reduce the
number of users to be informed. In the current prototype implementation,
it is left to the LAC client to first send a request to the LAC server to
initiate the necessary configuration sending which of course will only happen
if the user and the available campaigns fulfill the conditions of the campaign
policies. When the LAC web page (or web-app or widget) is loaded in the
client browser, it sends a LAC configuration request to the server, which will
trigger the aforementioned campaign selection actions.

2. Now that the configuration has reached the client side, it is stored for further
processing. The reasoning process is triggered if there is some change in
context data or user’s policy data. If the outcome of this reasoning process
concludes that a particular set of campaigns should be retrieved or that the
user has entered a new campaign location area, actions are taken to obtain
data from the respective merchants’ URLs.

3. Based on reasoning over available campaigns, the LAC client sends an HTTP
request to obtain the specific campaign data to be displayed in the browser.

4. On reception of the merchant’s web page, the user client parses the
containing RDFa (Resource Description Framework in attributes) [12] or
Schema.org1 annotations and hands this information over to the reasoning
process again to integrate this extra information coming from the merchant
into the decision process. If user policies say so, then the RDFa/Schema.org
information about offers is rendered inside the LAC web page. This is par-
ticularly useful for page rendering if the LAC client runs on a mobile device.
Also, specific features of mobile clients like making a phone call or sending
an SMS could be used.

1 www.schema.org is a vocabulary using which developers can add structured data
markup on their webpages.

www.schema.org
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Steps 2. to 4. above are repeated depending on campaign polices and context
data at client side until configuration is refreshed by the server.

For the scenario of our prototype, three different campaigns will be defined:
A sportswear market chain (in our example Intersport) and two different Elec-
tronics vendors Niedermeyer and Saturn.

For example, the sportswear maker as a registered merchant will publish its
campaigns at the LAC service/server in form of its stores’ physical addresses and
related URLs to be browsed to in case the user shows interest in the campaign.
Further information for server side reasoning about campaigns, goods and prices
can be provided as well. This information could be uploaded to the LAC server or
be requested by the LAC server when distributed reasoning over the number of
users to be informed about campaigns is in progress. The merchant would also
semantically annotate its web pages behind the URLs given to the campaign
server with Rich snippets (more details in Section 4.3). This information is later
parsed by the LAC client to decide if the campaign should be presented to the
user and if so how should it be done.

The LAC service, i.e. campaign coordinator, will perform its own reasoning.
For example, if the campaigner is a mobile phone operator, it would filter cam-
paigns related to competitors. If an electronics discounter would offer mobile
phones with tariffs and contracts from several providers the mobile operator
could filter those offers related to its own business.

As the user has subscribed to LAC service and his/her server side policies de-
clare interest or do not explicitly deny interest, it receives the LAC configuration
data containing merchant’s store locations. The campaign list is retrieved when
opening the LAC client directly or from within a web page. The list of shops is
reduced to a certain area, e.g. all registered shops in Vienna, because the user
(LAC client) requests data for that broad area, not wanting to reveal his/her
exact location.

The first reasoning step is the pre-selection of clients to communicate with
for campaigning. This takes place at server side. The result is mainly a list of
preselected address-to-campaign URL mappings. Other policies for pre-selections
could be PEGI checks for movie or video game offers or time of day based filters
because opening hours of shops in campaigns differ.

As the client is entering or exiting location, areas of registered stores reasoning
is initiated on the device. Triggered by location change, the LAC client runs
through the user defined, locally stored user policies and information to decide
if campaign information should be displayed.

For example, the user is not interested at all in buying sportswear right now
but defined his/her interest in buying a new smart phone with a certain price
maximum and an electronic store annotated such an offer in its campaign web
pages for certain shops in Vienna. In this case, the user would be informed as he
passes by. Another example could be a user actively asking for help in buying
Tennis clothes for a new course starting on the coming weekend. The LAC client
could point him/her to an appropriate store to do so.
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Other policies that are conceivable but have not been investigated in detail
are: Birthday or Valentine’s day reminders, search lists for special offers on the
LAC server, local campaign blacklists or books and DVD wishlists. Modern
HTML5 based mobile application run times may allow access to such context
and personal information management data.

Fig. 2. LAC Service Messages

Most of the information necessary for those policies like location, interests,
birthdays or blacklists are rather private and the user may not want to give it
away. Therefore, his/her information is kept locally on the phone and only used
by the LAC client not revealing it to the server. Also, the geo-coordinates of the
user are kept private in this case. The local reasoner simply asks the server for
campaign configurations.

The only information communicated to the LAC server would be the request
for a list of campaigns in a certain area, or for a list of a specific category of
campaigns without specifying any area details at all. However, if the user allows,
details of a more or less abstracted location information could be sent to let
the server determine appropriate campaigns. The client sends campaign data re-
quests “ad-hoc” to the server and the server, after finishing its part of reasoning,
provides the client with a URL pointing to the campaign data to be displayed.
Figure 2 depicts the message flow for a typical campaign request. Merchants keep
the control and responsibility of their offers and changes are applied instantly
on their own web pages. There is no need for further information propagated
towards a LAC service provider. Figure 3 shows the LAC web client for mobile
clients in action.

4.2 The LAC Client

As a first step, the LAC client needs to be configured to use the correct address
and user ID for sending requests to the LAC server. After that the user may
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define basic policies for location area triggering and campaign types the user
is interested in. The location area policy defines if campaigns in same street,
quarter, city of country of the user’s current position should be checked. The
interest policy further filters types of campaigns to be selected. Whereas the
location information comes from the local device, the type of the campaign is
obtained from the merchant’s campaign web page.

After the user starts the LAC web app or browses a web site containing the
LAC client, a request is sent to the LAC server asking for a campaign short
list. Positioning is started using the browser’s navigation javascript API. The
LAC client implements a callback function for this API to be informed on loca-
tion changes. This callback retrieves the current address from OpenStreetMap2

servers. Once the address is available, based on the location area policy, the
street name, the district, the city name or the country name is used to deter-
mine if positions of shops match the current position of the user. For example,
if the policy says city wide campaign information, all campaigns of shops in the
same city from the previously obtained list of campaigns will be retrieved for
the further reasoning steps.

If a campaign matches a location according to the above described policy, the
client requests the campaign’s URL and loads it to an invisible HTML div-tag.
Then the content of this div-tag is parsed for RDFa/Schema.org annotations.
The “interests” policy of the user is then evaluated against the meta information
of the campaign pages. If the type of offer matches with the user’s interest, the
parsed data is used to render campaign information and display it to the user.

4.3 Server Side Processing

The central server in our system is hosted by a telco provider. It holds informa-
tion containing publicly shared part of user profiles, their public preferences in
form of policies, policies of the telco provider as well as the policies and campaign
information from various vendors3.

An ontology is used for storing user profiles and campaign details. User pref-
erences are stored in form of SWRL rules [10]. The campaign policies from the
vendors as well as the policies of telco providers are also stored using SWRL. The
reasoning is carried out using HermiT reasoner [11]. Message exchanges between
the mobile client and the server is done via HTTP GET calls using Json data
served by the server side servlets. GoodRelations ontology [7] has been extended
and employed for storing the campaign information as well as user policies. The
DL expressiveness of the eventual ontology is SHI(D).

The choice of GoodRelations ontology for representing vendor deals was based
on industry best practices where major Internet based companies are either

2 http://www.openstreetmap.org/
3 Please note that in our architecture, the campaign details may either be residing
on the telco server or directly on the merchant’s web page. This makes little/no
difference in the message flow and hence we use both possible campaign locations
interchangeably in our discussion.

http://www.openstreetmap.org/
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Fig. 3. LAC mobile client web page

recommending or themselves using the ontology in their own systems. Search
engines like Google and Yahoo officially recommend GoodRelations for sending
structured information for Google Rich Snippets to Google and for SearchMon-
key to Yahoo respectively4. We therefore argue that although the research in our
project does enforce the use of a common vocabulary by the concerned stake-
holders, presence of GoodRelations makes it easier to adopt such a vocabulary
which is fast becoming a de-facto standard for classifying structured data on
e-commerce sites. It is also compatible with various popular formats like RDFa,
microdata [13], RDF/XML, etc. A motivation for the vendors to add such meta-
data snippets to their product details would therefore also be to increase their
Search Engine Optimization (SEO) besides enabling third party functionalities
like APSINT LAC [16] to be introduced on top.

Policy Based Filtering of Campaigns. Semantic policies are used for select-
ing the advertisements that should be targeted to a particular user. This decision
is based on three parameters viz.

(a) Preferences set by the user
(b) User profile information including various forms of context data available

with the telco provider and the user
(c) Filtering policies set by the vendor as well as the telco providers themselves

4 http://wiki.goodrelations-vocabulary.org/References

http://wiki.goodrelations-vocabulary.org/References
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User preferences and filtering policies are set by using SWRL rules on server
side while the user profile information is stored in the Ontology. Some parts of
user profile information that a user doesn’t intend to share resides on his/her
own native device. In this case rules are represented in the more intuitive N3
language and not SWRL aiding in simpler rule handling by the client while also
catering to limited reasoning capability of these devices.

For location aware campaigning, we use location details of a user available on
his/her device that may or may not be shared with the telco provider. Location
in our data formalization is represented by four parameters viz: (a) cell id, (b)
location area code, (c) latitude and (d) longitude. The cell ID and location area
code can be roughly described as representations of the telco provider’s radio
network area of a city. A city’s radio network area consists of several location
areas and each location area is further subdivided into cells with unique IDs
(both represented as integers).

User specific policies could describe the products/product category a user is
interested in (e.g. wishlist) or their privacy policies describing what data they
want to share with the service provider and what not. A typical user preference
expressed as rule on the server side will look like5:

Offering (?x), Cellphone (?z), includesObject (?x, ?y),

typeOfGood (?y, ?z), ActiveUser (John , true) ->

EligibleOffering (?x)

This rule expresses a typical user side preference that says: If active user is John
and the current offering belongs to the Cellphone category, then classify the offer
as “Eligible” to be sent to the user. An extension of the GoodRelations ontology
has been done to accommodate user information about user profile as well as
include SWRL rules for expressing their policies.

The telco providers can similarly set up rules to control the category of their
customers that receive a certain category of their advertisements. An example
scenario could be filtering adult content being sent to children under 18 years of
age. This example case is described by the rule below:

ActiveUser(John , true), hasAge(John ,?n), greaterThan (?n, 18),

Offering (?x), includesObject (?x, ?y), typeOfGood (?y, ?z),

qualitativeProductOrServiceProperty (?z, ?m), category (?m,

‘‘Adult ’’) -> EligibleOffering (?x)

Another interesting rule can be set up by the user to assert that his/her exact
location (like street name, house number, etc.) be hidden from the operator and
only a more coarse location (like current city) be revealed to them. In such a
case, the user will get a list of all advertisements from his/her current city rather
than from a specific location as represented by the following server side rule:

5 Please note that for ease of understanding, some of the rules represented here are
presented in a simplified form and actual rules in the system may be much more
complex involving more entities from the ontology.
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Offering (?x), Laptop (?z), includesObject (?x, ?y), typeOfGood

(?y, ?z), availableAtOrFrom (?x, ?l),

hasGlobalLocationNumber (?l, ?n), withinCity (?n, ‘‘Vienna ’’)

-> EligibleOffering (?x)

After getting a list of all the relevant advertisements in the city on their per-
sonal device, the user in the next step can ask for a specific campaign in their
immediate neighborhood directly from the campaign URL thereby not letting
the telco provider know of his/her exact location. Client rule for retrieving the
exact campaign in this case will be6:

Offering (?x), availableAtOrFrom (?x, ?l),

hasGlobalLocationNumber(?l, ?n), withinStreet (?n,

‘‘Kleingasse ’’) -> EligibleOffering (?x)

4.4 Advertiser’s Console

The advertiser of a deal in our system can use the publicly available GoodRela-
tions snippet generator tool [14] to create rich data snippets about their deals
in RDFa format. The advertiser just has to fill in an HTML form with the
information about which rich snippets are to be generated (company/store/pro-
duct/service) and then paste the generated code in their own XHTML/HTML5
code. In the present version of our system, they can use Protege [15] or any other
semantic rule editing software to construct custom SWRL rules.

5 Evaluations

The evaluations of APSINT LAC framework have been carried out to assess the
system performance and scalability along the following parameters: (a) number
of users, (b) number of advertising campaigns, (c) overall number of concepts in
the semantic dataset.

5.1 Setup

To evaluate the system performance, we established a LAC central server on an
Intel core i5 machine with 2.4 GHz processor speed and 4 GB memory. Galssfish
server 3.1.1 was used to deploy the server application and was accessed by a
client running on a different machine.

Performance indicators were captured using servlet filters for each phase of
testing. The server response time was logged as affected by an increase in the
number of campaigns in the dataset followed by an increase in the number of
users. The number of campaigns were increased in steps of 5 and number of
users in discrete steps of 10, 20 and 50. For each step, two standard requests

6 In the actual system, this rule will be represented in N3 format.



Rule Based Preferential Context Sharing 75

corresponding to reasoning based on server side rules (one each for location
filtering and user preference) were sent to the system. Three readings were taken
for each type of request sent and averaged for coming up with final results.

5.2 Results

As seen in Figure 4, the performance of the system is acceptable and scales
well with the increase in number of advertisements. However, there is a defi-
nite dependency on the number of advertisements over which the system has
to reason upon and as this increases, the reasoning process becomes slower (or
requires more powerful machines). This part of system performance is depen-
dent on the underlying reasoner used in the process and having used one of the
latest and more efficient reasoners currently available (HermiT), we argue that
our approach of distributing the reasoning task across devices makes the overall
performance of this framework better. Besides distribution, filtering and process-
ing of the campaigns on the server side to provide a smaller set of streamlined
campaign data to reason over on the client will be more efficient. Furthermore,
as the state-of-art in semantic reasoning becomes faster, the performance of this
system will also improve as far as server side reasoning is concerned.

Figure 5 shows the performance of the system as a function of increase in
the number of user profiles. Not much dependency of the system is seen on the
increase in number of users as compared to the case of number of campaigns.
This might be due to the fact that the campaign descriptions used in our tests
were much more elaborate than the user profile descriptions resulting in lesser
number of additional axioms per user compared to axioms per campaign. Some
back and forth variations of the graph (seen as its zig-zig shape) can be explained
by the varying network response times which affected the response more than
the effect of the increase in the number of users. This justification was further

Fig. 4. System Performance based on Campaign numbers
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Fig. 5. System Performance based on Number of Users

proved when we repeated the experiments several times eventually to reach the
same results (i.e. similar graph shape) every time.

To give a clearer picture of system performance based on ontology based
metrics, in Figure 6 we show the system’s reasoning performance as a function
of the number of axioms and individuals in the underlying ontology. This further
proves our conclusions derived from Figure 4, i.e. the performance of the system
is sensitive to the increase in the number of semantic entities in the dataset.

Fig. 6. System Performance based on Number of Axioms and Individuals
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From these results, it is clear that for best performance in this framework,
users and LAC service provider should diligently design their policies to not only
get the best functionality from the system, but also to ensure that least amount
of reasoning is delegated to the user’s mobile device. This can be done by paying
great attention to modeling the data and using policies that ensure least number
of axioms are required to be reasoned over on the client.

Details of a N3 based rule editor, the underlying technology and its evaluation
for performance and user acceptance are presented in [8]. An adaptation of the
same policy tool was used to create many of our mobile based policies.

6 Conclusions and Future Work

In this paper we showed how semantic policies could be used in creating a highly
customizable context management system which allows the user to decide what
data he/she wants to share with his/her telco service provider and what to hide.
The architecture of the system was elaborated upon and we also presented the
details of message exchange between the user device, the telco server and the
campaign provider. We have successfully demonstrated the utility of semantic
rules to create policies for such a system not just by the end user but also
the telco provider and the campaign provider. We further discussed about our
methodologies of evaluating this system based on various metrics and presented
the results. In the results, we highlighted the importance of an efficient modeling
of data and policies for such systems to generate optimum performance.

Currently, we are working on evaluating the system on a bigger scale with
real user mobility data to further test its scalability to be deployed in practical
systems. We are also working on making the policy creation interface more user
friendly so even non-expert users can create custom rules. In future, there is
also scope to develop a semi-automatic tool to assist campaign providers in
annotating their offers with rich snippets.
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Abstract. While social games based on geo-location are gaining popularity, de-
termining the authenticity of the players’ geo-position becomes a challenge, 
since there are ways to counterfeit it, quite accessible to everyone. We propose 
a solution based on global spatial and temporal observation of the players’  
interactions. In this paper we present TrustPos, a trust engine model that associ-
ates a trustworthiness factor to each player based on the context of the interac-
tions with both the game and other players. The novelty of TrustPos is the fact 
that our model is based on an internal network of players linked through their 
interactions, as opposed to previous approaches that are strongly specialized to 
concrete domains as peer-to-peer networks and social recommenders, not 
adaptable to location trust concerns.  

Keywords: Location, mobile, trust, social games. 

1 Introduction 

Nowadays, the interactions in social networks are increasingly linked to the user’s 
location. Different games, applications and communities based on location capabili-
ties are growing at a rapid pace. Let us consider as an example Foursquare [1], a  
well-known location-based social network that allows users to post their location at a 
venue ("check-in") and connect with friends. By January 2013, Foursquare acquired 
over 30 million users worldwide, with over 3 billion check-ins, and millions more 
every day. This shows how much success the location-based capabilities can bring to 
social applications. Games are becoming more and more social, and location features 
can only contribute to their success.  

In order to bring innovations and to connect players to the real world, games are 
using location-based features. For instance Ingress [2], the new location-based mas-
sively multiplayer game developed by Google’s Niantic Labs. In this game, location 
check-ins and interactions are necessary to unlock clues about what is going on, gath-
er objects, work together and much more. 

As more games integrate the geo-location capabilities of mobile devices, game 
providers need to trust the user’s position, they need to be sure that users are really 
where they claim to be, in order to avoid cheaters and to keep the game interesting 
and competitive. 



80 J. Martín de Valmaseda, G. Ionescu, and M. Deriaz 

However, cheating over the current location is easy since it is the mobile device 
that gets the geo-position and sends it to a server. When searching for Ingress on the 
web, it is easy to find tutorials [3] about how to fake your location in the game.  

Encryption is not a solution either, as it is easy to find where the position is ob-
tained (GPS for instance), even in obfuscated code, and then a malevolent user can 
simply change the data before the encryption process. Nevertheless, a global spatial 
and temporal observation of the full system would allow us to find cheaters. For in-
stance, a user A, interacting with a user B in London should not be able to interact 
with a user C in New York one hour later. At least one is cheating about his position. 
By looking further into the history of these three users, the chance of finding out who 
is cheating becomes higher.  

This paper presents a system called TrustPos, which is a new trust engine model 
based on the idea of spatial messaging (defined by [4-5]). This idea is combined with 
a trust model where users, transparently, are able to create trust links between one 
another and with the system.  

Position information given by a user is also rated, for instance it has more weight if 
it is confirmed by a trustworthy user or if the interaction has been done with a trusty 
source, like a NFC reader in a shop. The trust engine is able to determinate how 
trustworthy the user is and gives a rate to the interaction after evaluating it.  

In section 2 we start by presenting different approaches made before in the location 
and trust field, and then we explain our chosen path. Section 3 presents an overview 
of our solution. In Section 4 the trust model and the trust engine is explained. Finally 
we give our conclusions and future work in section 5. 

2 Related Work 

There are several approaches in the field of certifying and proving users’ location in 
mobile applications. For instance, Lenders et al. [6] propose a secure geo-tagging 
service. Their purpose is to be able to trust in the content produced by a mobile user. 
Towards this goal the content is tagged with a Data Location Time certificate. Later 
on, a user consumer can verify the original location and time of the information. The 
content can be verified by checking the signature of the certificate using the public 
key of the location/certificate authority. The problem with this method is that they 
trust, or assume that the way of obtaining the location is trustworthy. They propose 
several methods for ensuring the way of obtaining the location, however these me-
thods are not enough. Cheating over the current location before the certification 
process is easy since it is the mobile device that gets its position and sends it to the 
server. Our engine takes into account this factor when analysing a user’s position and 
should be able to detect if the user is potentially trying to cheat according to previous 
interactions. 

Saroiu and Wolman [7] have an interesting approach for trusting the location, us-
ing what they called location proofs. A location proof is a piece of data that certifies a 
receiver to a geographical location. Basically they rely on Wi-Fi access points or cell 
towers to generate these location proofs. The geographical location of the access point 
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is embedded in each location proof, which is then transmitted to the mobile devices. 
Following this approach, Luo and Hengartner [8] propose what seems to be a better 
solution using a similar technique. Besides their own location proof architecture based 
on access points, they take care of privacy protection of the users and they provide a 
mechanism in order to deal with the cheating users. 

Unfortunately, relying on external infrastructure is unaffordable in the world wide 
social games that we are targeting. This technique is limited to areas with this infra-
structure already deployed. 

There are several proposals to trusting in the field of sensor information. For in-
stance [9-11] which present similar solutions based on a hardware device implanted in 
the mobile phone. These solutions use a dedicated hardware (called Trusted Platform 
Module hardware, TPM [12]). The main difference is that in Gilbert et al. [9] and 
Zhidong et al. [10] the target is a trustworthy mobile sensing platform integrated in 
the mobile phone while in Dua et al. [11] rely on signing the raw readings from the 
sensors. However these solutions are beyond the scope of our target application, a 
social game that will be played in several different devices that will not incorporate 
this specific hardware. 

Several approaches have been made in the field of trust computations. These solu-
tions are mostly oriented towards trust relations and calculations in social networks, 
recommender systems and peer-to-peer networks. From our point of view there are 
two ways of handling trust information: centralised and decentralized. The eBay site 
[13] is a good representation of a centralized system. In this case, each user has a 
global reputation that is calculated by the system, using the different rates given by 
other users. After each transaction, the buyer and the seller rate each other and the 
global reputation is automatically updated by the system. 

On the other hand, the decentralised trust systems are a bit more complex. For in-
stance, in a peer-to-peer network, peers rate each other and the reputation, of a peer is 
the sum of all the other peers’ rate. As there is no global system or global values for 
each user, it is necessary to ask all the users about the reputation of a given one. These 
networks algorithms are widely used for recommendations in social networks, like 
movie recommenders.  

Different surveys on Trust Computations [17-16] show that the majority of current 
algorithms have been proposed for special computing environment such as wireless 
networks, peer-to-peer systems and social recommenders. It will be complicated to 
use one of these approaches in a rapidly changing environment due to its complexity 
and specialisation. 

A case of highly decentralized ad hoc networks is the Wireless Sensor Networks 
(WSNs). Over the past decade, several techniques like S. Capkun et al [14] and 
Joengmin Hwang et al [15] have been proposed for solving the positioning problem in 
wireless networks. J. G. Alfaro et al [16] proposes three different algorithms that ena-
ble WSNs to determine their location in presence of neighbour sensors that lie about 
their position. Additionally, these techniques aim at isolating the set of liars. All three 
of them are based on the radio signals submitted to neighbours, which allow them to 
compute the distance between different sets of nodes. As interesting and efficient this 
approach was proven to be, it cannot be used for our purposes. The most important 
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reason is the fact that in our case, the devices do not interact with one another. Their 
positions are shared through a server that holds the database with all the interactions. 

Another problem when thinking about applying one of these algorithms to our  
case is that in most of the trust models there is no awareness of the context or  
the time. 

However for our target, time and context are important, the users interact along the 
time, frequently, and the context is different. For instance, having a player conquering 
territories physically at the same time at Tokyo and Paris is not possible. The circums-
tances of the event are important to our trust model; therefore, we believe that a trust 
model similar to the idea of FoxyTag [4] could be relevant for our objective. 

FoxyTag is a speed camera warning system based on special geo-located tags 
(speed cameras posted by users while driving) and a trust engine to self-maintain the 
tags database. FoxyTag allows drivers to easily signal a speed camera or to signal that 
a former one has been removed. Other users driving in areas with tags receive the 
alert about the speed camera. The main advantage of FoxyTag is that it does not re-
quire human checks to decide the trustworthiness of the posted tags because the sys-
tem uses a computational trust engine to automatically make this decision. 

Our idea is to develop a trust engine based on this model in which each user action 
is recorded and observed. With each action trust links are created between users. We 
can have a global view of one specific player asking the community about the trust-
worthiness of this specific user. Similar to human community, when we want to know 
if someone is trusty, we ask other people whom we trust, or people who already have 
interact with this user. 

3 Solution Overview 

As shown in the introduction, location features are going to be part of the games, at 
least a distinctive feature. Location capabilities bring opportunities to innovate and to 
gather players in the real world. For instance, the games are going to allow the players 
to create their own location-based territories, and to fight against others in the same 
location. For this purpose, we need to trust the position given by the users to keep the 
game interesting and competitive. 

Our proposed solution is to develop a trust engine in order to manage the  
trustworthiness of the different users’ actions when posting the position in the game. 
Based on these interactions, we make a global spatial and temporal observation of  
the users.  

Therefore, users can create transparent trust links with the system and other users 
and rate the different interactions. With these different values, it is possible to achieve 
a global view of the different users and interactions. Furthermore it is possible to 
make the proper decisions upon the trustworthiness of each user. 

For better understanding of our purpose, we further describe the target game and 
two main usage scenarios. 
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3.1 Target Application 

The main target game that we are pursuing is a location-based game. In this game, the 
players have the possibility of play and interact using the location features of theirs 
mobile phones. For instance, players will create their own location-based territories, 
and they will fight against others in the same location. For this purpose, and for keep-
ing the game interesting and competitive, we need to trust the position given by the 
users. 

When two users are playing together at the same location, they are mutually agree-
ing of being there. Therefore if the trust engine detects that the user is cheating, the 
trust that the system and the other user has in this user will be decreased. 

We are working closely with EverdreamSoft a game company that produces a suc-
cessful worldwide card game – Moonga [20]. Moonga is a multi player mobile game 
running on both Android and iOS. Based on 5 cards the players can build creative 
strategies to dominate their opponents’ cards. In the next main release EverdreamSoft 
is planning to integrate our engine in order to trust the positions given by the players. 
Their goal is to make the game more social by merging it with real world interactions. 
Players will meet to play in real world for conquering physical territories, for  
exchanging cards and for card fights. 

3.2 Main Usage Scenarios 

In order to keep things simple, we have defined two basic scenarios in our target 
game. The most basic one is when one user is trying to create a territory in the game 
using their geo-position. From the point of view of our trust engine, this is seen as a 
user-system interaction. 

The second possible scenario is when one user plays against another user in the 
same physical location. This is seen as an interaction between two users. Bellow, we 
give a more detailed explanation for each scenario. 

Scenario1.  Alice is a user who wants to create a new territory in London. In the 
game options, she selects the corresponding create territory option at this position. 
She is now transparently interacting with the trust engine. The client application (mo-
bile phone) sends a post message to the system (server) with the pertinent information 
about this interaction. 

With the information contained in the message, the history of actions of Alice (po-
sition, time and other parameters) is updated on the server.  

The server returns the trust value for Alice or whether it is possible to be where she 
claims to be (it is not possible to be in London and within 30 min in Paris). These 
calculations/observations can be made by taking into account the current context, the 
previous ones and the trust values that other users and the system have for this user. 

Scenario2.  Alice wants to play/fight with another user in the same location/area; 
after selecting the appropriate option in the game, Alice will get a list of the nearest 
users to interact with. When Alice selects another user within the list (Bob), and Bob 
accepts the request, both users send a review request to the server. The review request 
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means that both users’ history is updated with the context of this last interaction (time, 
location, opponent, etc.). 

Due to this interaction each user is transparently rating the other user and updating 
their local trust value (their opinion) for this user.  For instance, if Alice is fighting 
with Bob in the same physical location, both users should have the same position, and 
the positions should be physically possible compared to their last one. If every para-
meter of the context is as expected, each user will transparently update the trust on 
their opponent, if something is wrong, the trust on the opponent will be decreased. 

With this review process we keep track of the last interactions for each user and a 
local trust value for all the users. 

It is important to notice that the whole process is completely transparent to the 
player. Users cannot see the different trust value or the rates given by the trust engine.  
However, when accepting to play against other user posting the location, the users are 
claiming to be at the same place. Typically the community of trustworthy users will 
not play against not trustworthy users. Therefore, we expect to have an isolated group 
of cheaters and a big community of fair players, as we can see nowadays in our target 
game Moonga. 

3.3 System Definitions  

User Interaction. When one or two users interact with the game, the context of the 
interaction (position and time) is sent to our trust engine. The trust engine calculates 
the trust value of the user, rates the interaction and updates the tag (the user informa-
tion and history). Figure 1 shows two users interacting with our system. 

 

 

Fig. 1. Users interacting with the system 

User. We keep track of the context (time and location) of the last interactions for each 
user to be able to evaluate his trustworthiness. 

A user in the system has his own trust table. Each user keeps a local trust value 
(opinion) based on former interactions with other users. We consider the system as a 
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special user who also has its own local trust table for all the interactions that the users 
do. This mechanism is similar to a human community, meaning that each individual 
keeps an opinion of other individuals based on the previous interactions. 

Trust Value.  In our model we use two important parameters: 

• Local trust: Direct trust that one user has in another user, based only on former 
direct interactions between them. 

• Global trust: The average of the local trust value of all the users in the system when 
asking for a given user. 

MinTrustValue. The minimum trust a user can have. It should be big enough, bigger 
than the maxTrustValue (in absolute). It is difficult to become trusted after a few posi-
tive actions but easier to become untrusted after the same amount of negative actions. 
Initially the minTrustValue has been set to -70. 

MaxTrustValue. The maximum trust a user can have. It should not be too high in 
order to avoid trusty users with a high trust value become malevolent. Initially its 
value is set to 5. 

Rate.  The rate of the interaction is a value between 0 and maxRate given by the trust 
engine to each user action. This value is helpful to evaluate the interaction (user-
system or userA-userB) giving a rate or trust value to it. In this value the trust engine 
takes into account the different parameters involved (interactions made from a trusty 
source, same position as other user, etc). For instance, the rate is bigger if both users 
have the same position or if the previous interactions were positive, etc. 

History. The history keeps track of the last N interactions with the system or other 
users sorted in reverse chronological order (recent events are in the top, the old ones 
are at the bottom). This field stores information related to the interaction, the different 
users, the positions and the rate given by the trust engine among others. 

4 Trust Engine Model 

 

Fig. 2. Trust Engine Architecture 
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4.1 Trust Engine Architecture  

The architecture of the trust engine’s model has been kept as simple as possible. As 
shown in Figure 2 the Trust Engine consists in a set of parameters and rules and two 
databases with the entire local trust values and the history of the different users.  

The rules and parameters are based on the different context and actions. For in-
stance, if the position is possible when comparing to the history of positions, the trust 
calculation will be positive. The parameters reflect the values necessaries to make the 
decisions, such as the limit when a user becomes untrustworthy. 

The evaluation component is in charge of handling the interaction, using the  
rules, parameters and trust model to make the proper decision and update the data and 
out-puts. 

4.2 Trust Model  

Our model seeks to be close to the human concept of trust. In human communities, 
when an individual wants to know if another individual is trustworthy, the usual way 
of proceeding is to ask his friends or other individuals that have already interacted 
with this particular individual. We adopted a similar strategy; for each user, we store a 
trust value of other users, based on former interactions. We call this value local trust 
value, which in essence is the opinion that a user has on another user based on pre-
vious interactions.  

So, when we want to know about the trustworthiness of a user, we only need to ask 
all the other users with whom he has interacted, including the system. We call this 
value global trust value. 

We want a model similar to the human way of thinking in which recent events are 
in mind. It is difficult to become truly trustworthy. It is necessary to have several 
positive consecutive actions to achieve it. However once someone is trustworthy after 
a few disappointments it is easy to be untrustworthy.  

In our model, trust increases linearly towards a limit and decreases exponentially. 
This means that several consecutive positive actions are needed in order to increase 
the trust value and become trustworthy. On the other hand, as the decrement is expo-
nential, little mistakes at the beginning are forgivable, but if the consequences of the 
actions are negative, the value decreases exponentially and it is very difficult to be-
come trustworthy again. In our point of view this behaviours, reflect the human way 
of thinking in managing trust. Perhaps misunderstanding how the game works or 
small cheats at the beginning are forgivable but if the behaviour persists, the trust on 
this individual will decrease quickly and he will never be trustworthy again. 

As an example, consider a situation where to co-workers go to buy coffee every 
day. It is always the same person who pays but he is reimbursed by his colleague 
when they return to the office. 

The one who pays, trusts that his partner will pay him the coffee later. If one day 
his partner does not pay, as he trusts his partner, he will think that is a mistake or 
misunderstanding. But if the behaviour of the partner continues like that, at the end, 
he will stop paying his colleague’s coffee because he will not trust him anymore. 
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It is important to take into account the fact that we need to fix a maximum and a 
minimum trust value that a user can achieve. Typically, the maximum value should 
not be too high in order to avoid that a user which has been acting properly for a long 
time, suddenly becomes malevolent and tries to subvert the system. However for the 
minimum value, we should set a big negative value so a user that has been cheating 
during all the interactions should not be easily trustworthy again.  

As we previously commented, the trust engine rates each interaction, taking into 
account the context and the different parameters of the interaction. For instance it has 
more weight if the interaction is with a trustworthy user or if the interaction has been 
done with a trusty source, like a NFC reader in a shop or if the last interactions were 
also positive. 

4.3 Trust Engine Model 

In Figure 3 we can see the basic behaviour of the trust engine. The process starts with 
an interaction, that could be one user alone posting his position or two users who want 
to play against each other. All the important contextual information is transmitted to 
the trust engine; after evaluating the different inputs and the previous history the trust 
engine updates the corresponding trust values and rates the interaction following  
specific rules and decisions of this model. 

 

Fig. 3.  Trust Engine Model 
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5 Conclusions and Future Work 

Mobile technologies and smartphones with location capabilities are widely popular 
nowadays as well as applications and games with location-based features. For social 
location-based applications, like games with physical features based on users’ mobile 
location it is important to trust the position sent by the users. All the similar solutions 
that we have found are basically focused on using external infrastructures, which is 
unconceivable for a social game spread all over the world.  

In this paper, we have presented our approach to solve the problem of trusting the 
position given by a user’s mobile phone in a game environment. We have explained 
our model of trust engine, which is able to generate and manage transparent trust links 
between the users in order to determinate their trustworthiness. This trust model uses 
the user history, and interactions to rate each interaction in the game and calculate a 
local trust value for each user and a rate for each interaction. The trust engine, com-
bined with the appropriate security measures when posting the position in the game, is 
a powerful tool for avoiding cheaters.  

TrusPos is a very good first filter, which will be combined with the appropriate se-
curity methods to obtain the position. Additionally, a management tool will be pro-
vided, so a human operator can see the last suspicious interactions, trust updates, and 
make the decision whether to ban or put in quarantine suspicious users and actions. 

After a review of the current related approaches, we can conclude that there is not 
yet a popular solution to this problem and that our model could be an interesting solu-
tion. We have presented an overview of our model, our trust model, the behaviour and 
architecture. 

Currently, this model is in deployment and testing phase. We have started the de-
velopment of the trust engine and we are constantly working on and improving it. In 
the future we will finish all the functionalities presented. Simulations will be made to 
test the proper behaviour of our trust engine. A simulator is under development in 
order to help us test different situations in a location-based game. 
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Abstract. Mobile software applications have to cope with a particular execution 
environment that includes limited resources, high autonomy requirements, mar-
ket regulations, and many other constraints. To provide a software development 
process that responds to these challenges, several methodologies proposed the 
adoption of Agile practices; however, it is not clear how a software develop-
ment process would help to solve all the issues present in the mobile domain. 
Moreover, the rapid evolution of the mobile environment questions several of 
the premises upon which the proposed methodologies were designed. In this 
paper, we present a review on Agile software development processes for mobile 
applications and their implementations, with the objective of knowing the con-
tribution of Agile methods to address the needs of the mobile software in a real 
production environment. In addition, we aim to put up to date the discussion 
about what are the best practices that facilitate the creation of high quality  
software products in the current mobile domain.  

Keywords: Agile, Development, Mobile, Process, Quality. 

1 Introduction 

Smart mobile devices like cellphones and tablets are a key target for software products 
and services, benefiting from the high impact of ubiquitous computing and the growing 
capabilities of this kind of terminals. The quantity of software applications for smart 
devices grows very quickly, along with the features and computing power offered by 
the mobile equipment. Mobile-specific software applications, commonly known as 
“apps” bear the big challenge of performing satisfactorily in a heterogeneous and re-
source-limited environment that demands high availability, efficient performance and 
short response time, while delivering value to the end user. In addition, apps should be 
developed quickly and should keep a low price to succeed in a market that comprises 
millions of users and hundreds of thousands of products. All these factors build up an 
environment that is competitive, complex and fault prone, posing the question of how 
to develop software products able to succeed in the mobile domain [1]. 

In an attempt to answer this question, scientific literature on Software Engineering 
introduces different frameworks for conducting mobile software projects. Even 
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though diverse approaches are proposed, a majority of these research works show a 
convergent approach based on the Agile home ground themes. Nonetheless, they do 
not explain how mobile-specific conditions may influence the selection of a software 
development process, or why a software development process would help to solve the 
issues present in the mobile domain. Additionally, there is a lack of evidence about 
how the proposed methodologies work in a real setting, since the follow up literature 
tends to be limited and does not provide elements to evaluate their utilization. Finally, 
the rapid evolution and the current status of the mobile environment challenges sever-
al of the premises upon which the proposed methodologies were designed. 

In this paper, we present a review on how different Agile-based frameworks (ab-
breviated: Agile) claimed to suit the needs of the mobile environment, establishing as 
research question: “What is the contribution of Agile methods to address the needs of 
the mobile software product in a real setting?” To sketch a strategy to solve it, we 
introduce discussion in four areas: (a) Suitability of Agile to fit the needs of the mo-
bile business environment; (b) Suitability of Agile to fit the needs of the mobile oper-
ational environment; (c) Adoption of Agile frameworks and evidence about their use 
in mobile projects; and (d) The rise of new conditions that challenge some of the pre-
mises upon which the proposed frameworks were designed.  

The rest of the paper is organized as follows: Section 2 revisits the need of having 
ad-hoc development processes for the mobile product, Section 3 presents a summary 
of published Agile methodologies for conducting mobile software projects, Section 4 
performs a high-level comparative analysis among the presented methodologies;  
Section 5 introduces discussion about their real adoption and contribution, as well as 
the evolution of the mobile domain; Section 6 outlines further work on this research 
track; to close, Section 7 provides a summary and draws conclusions. 

2 Mobile Software Development 

Mobile software development should comply with clear goals and practices in order 
to be successful, however, this kind of software bears several limitations not present 
in desktop computing that make the mobile ecosystem a particular environment. For 
instance, wireless communication problems (availability, variability, intermittence), 
mobility issues (autonomy, localization), the variety of platforms and technologies, 
the limited capabilities of terminal devices (low power supplies, small-sized user 
interfaces), and strict time-to-market requirements [2].  

The universe of constraints that exist on mobile environments can be classified in 
two types: evolving and inherent [3]. Evolving constraints include current limitations 
that will be solved in the future by the evolution in technology, resources, bandwidth, 
coverage, etc., (e.g., slow processors or intermittent networks). Inherent constraints 
are those intrinsic to mobile platforms, since they are part of the operational condition 
of the system and will not be solved in the near future (e.g., a small screen or a limited 
power source). These constraints should be taken into account by developers to de-
termine the practices to relieve them as means of non-functional requirements. In 
addition, mobile software products have a particular business model [4] that foresees 
high competition, short time to market, and large distribution app stores.  

Those factors require a link with the development practices that help to produce 
software able to compete in such an environment [5, 6]. For instance, the fast-paced 
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mobile market sets the need of having lightweight processes that facilitate the change 
and the adoption of new technology or emerging trends. An effective development 
strategy should be strong enough to consider the quality drivers of the mobile ecosys-
tem, the expectations of the end user, and the conditions set by application market; at 
the same time, it should be flexible to adapt to the advancements of the enabling tech-
nologies, and to cope with the market’s competitiveness and the evolution.  

To provide an answer to the discussed challenges it has been proposed that Agile 
practices are the framework of choice for the development of software products for 
mobile devices. In 2003 it was introduced the discussion on the suitability of Agile for 
the fulfillment of the objectives of the mobile software development [7]. Later, it was 
shown a thorough mapping between Agile home ground themes with several devel-
opment traits observed in mobile software [8]. This mapping permitted to outline why 
Agile is a competent solution for implementing development processes in the mobile 
domain, based on characteristics like collaboration in small teams, reduction of devel-
opment times, management of ongoing changes of requirements, coping with the 
variety of target platforms, and the assumption a small-sized, non-critical end product. 

3 Agile Development Processes for Mobile Applications 

Our research question pursues to know the contribution of Agile to address the needs 
of the mobile software in a real environment. To have a better understanding on how 
Agile practices can be implemented in a mobile project, we surveyed three major 
digital libraries (IEEE Xplore, ACM DL and ScienceDirect) searching for research 
articles that present a comprehensive mobile software development framework based 
upon Agile principles. To make the selection of the mobile development frameworks, 
we established as criteria: 1) frameworks should be specific and mainly applied for 
mobile applications; 2) they should focus on the use of Agile methods; 3) frameworks 
should have been put in practice preferably in at least one study case, and 4)  
frameworks and case studies must have been published in an international journal or 
conference proceedings. As result, we found on five Agile approaches: Mobile-D [9], 
MASAM [10], Hybrid Methodology [11], Scrum [12], and Scrum Lean Six Sigma 
[13], sorted by publication date (Figure 1). 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Evolution of Agile Development Methodologies for Mobile Software 
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Once we identify the body of knowledge, our next question concerns on analyzing 
in a detailed way how each methodology undertakes each phase of a generic software 
development process to identify development needs and opportunities still open for 
improvement. Then, to determine their contribution in a production environment, we 
looked for instances (research papers, technical reports) that cite these methodologies 
to illustrate how to utilize them to develop a real-world mobile product. Citation 
count was calculated from the number reported in the digital libraries when available, 
and it was complemented from Google Scholar removing duplicated instances. 

3.1 Mobile-D 

Mobile-D was the first attempt to incorporate Agile for the development of mobile 
applications. Mobile-D was introduced in 2004 by Abrahamsson et al. [9] as a devel-
opment methodology inspired on Extreme Programming, Crystal Methodologies and 
Rational Unified Process (RUP). It is recommended to be used by a small, co-located 
team, working in a short development cycle. It is structured in five phases (Figure 2), 
sequentially arranged following a generic software development process. Each phase 
implies a Sprint, covering from stakeholder identification through system test and 
delivery. The execution of a single phase involves typically around three days for 
planning, producing, wrapping and delivering the associated work products. In spite 
of its sequential organization, Mobile-D encourages iterations, after which a function-
al product is created. Actual Agile activities within the methodology include: Test-
Driven Development, Continuous Integration, Pair Programming, etc. 

 

 

 

Fig. 2. Phases of Mobile-D Software Development Process (Adapted from [9]) 

Mobile-D has been put in practice in several projects at the ENERGI (Industry-
Driven Experimental Software Engineering Initiative) laboratory of the VTT, the 
technical research center of Finland, these project involved mobile phone extensions 
of database systems. Furthermore, it was exercised in a case study on a major soft-
ware development project on software security for a large customer (F-Secure) in a 
project to develop a mobile security application. In general, Mobile-D is the most 
influential methodology in the field, being cited by 17 articles including case studies, 
though not all of them referring to mobile development. Other 16 examples of use in 
real projects are showcased in the Mobile-D website.  

3.2 MASAM 

MASAM (Mobile Application Software development based on Agile Methodology) 
was proposed by Jeong, Lee and Shin [10] and it is based on Extreme Programming, 
Agile Unified Process, RUP and The Software and Systems Process Engineering 
Meta-model. It provides a series of principles from which different development 
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processes can be defined according to the context of an Agile software development 
company.  

The structure and detailed implementation of MASAM show a strong tie with Mo-
bile-D, and only introduces slight variations, for example a project management and 
follow up tool harnessed on the Eclipse Process Framework. MASAM follows a 
software life cycle based on the Agile approach underlining the importance of interac-
tion among participants, communication with the customer, Extreme development 
practices and continuous deliveries. After these principles, MASAM proposes a  
simple life cycle conformed by 4 phases (Figure 3). 

 

 

Fig. 3. Stages of MASAM (Adapted from [10]) 

First, a Preparation Phase defines a summary and a first notion of the product, and 
assigns roles and responsibilities. The Embodiment Phase, focused on understanding 
user’s needs, defines the architecture of the software product. The next phase, Product 
Developing Phase, benefits from traditional Agile principles to furnish an iterative 
development sequence supported by Extreme Programming. The implementation of 
the software product is carried out through Test-Driven Development, Pair Program-
ming, etc. with iterative testing activities. Finally, a Commercialization Phase concen-
trates on product launching and product selling activities.  

MASAM claims to be supportive for small companies focused on the development 
of mobile applications, nonetheless, authors do not present a case study of an actual 
implementation of this methodology in a real-world project to appreciate its results. It 
is cited by 3 papers, none of which is an experience report of its utilization. 

3.3 Hybrid Methodology Design Process 

Rahimian and Ramsin [11] promoted the adoption of Agile and plan-based methodol-
ogies as a framework for the development of mobile software. They identified  
specific requirements and activities based on characteristics expected on tasks and 
intermediate products through the development process. To structure their methodol-
ogy, it is proposed to baseline a generic software development lifecycle and custom-
ize it with a merge between Agile and principles of Methodology Engineering and 
New Product Development. The outcome is a “Hybrid Methodology Design Process” 
organized in steps that cover from the generation of the idea until the release of the 
product (Figure 4). 

The principles present in this methodology are: Agility, Market Consciousness, 
Software Product Line Support, Architecture-Based Development, Support for Reu-
sability, Review and Learning Sessions, among others. It defines a of a top-down 
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Fig. 4. Phases of the Hybrid Methodology Design [11] 

iterative-incremental process that considers prioritizing the requirements, building an 
“Iterative Design Engine” (that designs, models integrates and review components) 
and finish with market testing and commercialization. It is remarkable the inclusion of 
market-awareness principles, aimed to conduct an efficient commercialization of the 
resulting product, addressing a well identified need on mobile software development. 

Unfortunately, up to the date of the underlying work, published material on Hybrid 
Methodology Design and its 9 citations do not include an experimental setup that tests 
this methodology in the development of a real-world, mobile software product.  

3.4 Scrum 

Scharff and Verma [12] published a study that covers the use of Scrum for the  
development of mobile applications in a scholar setting. Scrum is an iterative and 
incremental framework commonly used in combination with other Agile practices. It 
uses iterations of fixed duration (typically one to four weeks) called Sprints. At the 
beginning of each Sprint, during the Sprint planning, the team commits to complete a 
certain number of tasks established from the “Product Backlog” and documents them 
in a “Sprint Backlog”. After this, the Scrum team decides how much work they will 
commit to complete in the next Sprint. 

Through the iteration, daily meetings are carried out at the beginning of the day to 
keep track of the progress and setting the goals for the working day. By the end of the 
Sprint, a functional product is delivered, and the pending features (i.e., the new Prod-
uct Backlog), are processed in a next iteration (Figure 5). For project tracking, it is 
used a “Burn-down Chart”, that is a relationship between the pending work and the 
time. With this, it is possible to relate the Product Backlog with the project’s timeline, 
for follow-up or progress estimation purposes. 

 

 

Fig. 5. Scrum Iteration (Adapted from [12]) 
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Authors propose to use Scrum for mobile software development since phone appli-
cations are generally simple and activity-centered, dedicated to accomplish a very 
restricted number of actions, focused on user-experience, and can be developed by 
small teams in short periods. As a case study, authors defined a working model to be 
used in a classroom setting, establishing Sprint iterations of two weeks. Scrum teams 
are composed by groups of students, a certified Scrum Master facilitates the work, 
and a real-world client provides the requirements and validates the end product. The 
project consists on a mobile application for restaurants in Senegal that allows waiters 
to manage orders and bills more efficiently. This research paper includes one scholar 
case study and has been cited by 4 articles, including 1 case study not related to  
mobile software. 

3.5 Scrum Lean Six Sigma 

Scrum Lean Six Sigma (SLeSS) is an integration approach of Scrum and Lean Six 
Sigma proposed by Cunha et al. [13] for the development of embedded software  
for mobile phones. This philosophy enables the achievement of performance  
and quality goals, while progressively improving the development processes in a sta-
tistically-controlled basis. SLeSS picks up from the Scrum methodology already ex-
plained, but pursuing a combination of the effort and consistent deliveries of the 
Scrum Sprints with the continuous process analysis and improvement model 
represented by the 5-phase DMAIC methodology (Define, Measure, Analyze, Im-
prove and Control). The Sprint Backlog is used not only to establish the objectives of 
the next iteration, but it is also carefully examined for statistic-based process im-
provement purposes (Figure 6). The implementation of SLeSS foresees an incremen-
tal approach, in which an Agile philosophy like Scrum is adapted to coexist with a 
planned-based methodology like Lean Six Sigma (LSS).  

The case study offered involves a real-world project, developed in 6 months by a 
R&D laboratory. The product is an embedded software snapshot to be shipped with a 
cell phone, while the customer is the cell phone manufacturer. Each team consists of 
 
 

  

Fig. 6. Structure of the Implementation of Scrum Lean Six Sigma [13] 
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12 developers. SLeSS led to improvements the in process capability (a value that is 
translated into a reduction of defects per million of opportunities), and achieved a 
reduction in the working hours required to ship a functional product. In addition to 
this case study, SLeSS is cited by 1 work that is not a report of its utilization. 

3.6 Other Relevant Works 

Not all the mobile-specific software development methodologies are based on Agile 
methods. We can mention RaPiD7, which is based on Agile principles but focused on 
the authoring documentation of mobile projects rather than in actual product devel-
opment [14]. Also, the Mobile Development Process Spiral was proposed to utilize a 
usability-driven-model to integrate mobile-specific usability matters into existing 
application development processes. This methodology is not Agile-based, but it sup-
ports iterations to ensure that requirements are addressed and validated [15]. Finally, 
the Intel Mobile Application Development Framework is an enterprise-oriented effort 
that focuses on evaluating the suitability of mobile applications to generate business 
value within a company. It prescribes guidance documentation, enabling technologies 
and supporting resources for conducting projects that adhere better to the organiza-
tion’s standards and best practices [16].  

Another group of works report design practices or implementation guidelines for 
mobile products. They do not describe a comprehensive software development frame-
work, but they provide development guidelines, design methodologies and best practic-
es for mobile software that can be applied following any development process [17-21]; 
some of them are published online1,2,3. In several of these works, the mobile environ-
ment constraints (e.g., memory consumption, energy awareness, user interfaces) are 
considered for the hands-on implementation of suitable mobile-specific products. 

Similarly, a product-oriented family of works concentrates on proposing software 
metrics specific to mobile applications. These metrics typically consider characteris-
tics particular to mobile applications, and promote the customization of general-
purpose product quality standards to suit the needs of mobile environments [22-25], 
including an attempt to create a relationship between quality factors and some of the 
development guidelines and best practices already mentioned [26]. Nevertheless, 
these papers are completely product-focused and do not show the link between the 
quality goals of the mobile product and the processes that have to be conducted to 
develop an application that satisfies these expectations. 

4 Comparative Analysis 

We are interested to study how each methodology addresses the different steps of the 
software development process. To perform a fair, practical analysis and comparison 
                                                           
1  http://www.unifiedtestinginitiative.org/files/uti_best_practices_ 
v1_final.pdf 

2  http://developer.android.com/design/index.html 
3  http://www.w3.org/TR/mwabp/ 
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of the reviewed methodologies, we took as baseline a generic software development 
life cycle that consists of analysis, design, implementation, test and deployment phas-
es, adding a category on measurement and continuous improvement. We surveyed the 
reviewed methods against this baseline, pointing out the way (i.e., an activity or prin-
ciple) in which each methodology addresses each stage.  

4.1 Analysis 

The Analysis phase is well represented in all the surveyed methodologies: All of them 
count on a methodological way to explore the working setting, identify the customer 
and initialize the work settings. Mobile-D, MASAM and Hybrid conduct the  
assignment of roles and responsibilities in this early phase, focusing on creating self-
organized teams and promoting people’s interaction and close communication be-
tween roles and customers. In light of the Agile approach, requirements gathering and 
planning tasks are modest, concentrating on establishing an initial set of ideas that 
welcome and respond to change, rather than going through strict planning. Scrum-
oriented methodologies propose an iteration-based planning effort that is updated and 
customized depending on the results achieved by previous iterations.  

4.2 Design 

Design efforts are evenly distributed through the five approaches. Once the system 
analysis is completed, different design tasks take place. By definition, Agile requires 
design to be flexible but carefully implemented, since good design facilitates quick 
reaction and reduces the impact performing eventual changes. Architectural design is 
underlined by Mobile-D, MASAM and Hybrid Methodology, proposing adequate 
guidance for applying incremental and product line design. MASAM, for example, 
supports a tool to translate design models into code. Scrum-based methodologies use 
the design phase to establish a perspective to process the existing Product Backlog. 
An additional point considered by Six Sigma is the identification of attributes Critical 
to Quality (CTQ) that represent what the customer cares most about. The CTQs are 
measured at this phase to establish a process capability and they will be measured in 
further phases to determine the impact of the resulting product on the customer’s 
goals. 

4.3 Implementation 

Implementation phases under Agile approaches usually strive for frequently deliver-
ing working software products following a policy of intense collaboration among 
teams and close communication with the customer. Mobile-D and MASAM introduce 
typical Extreme Programming techniques. Hybrid Design performs the implementa-
tion activities within the so-called Development Engine for the creation of reusable 
software components, using Test Driven Development. Scrum and Scrum Lean Six 
Sigma consider the hands-on implementation of the work Sprint by the Scrum teams 
using any Agile implementation technique. Six Sigma in particular suggests carrying 
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out an improvement phase to apply a solution that addresses the issues found in the 
Measure phase; nevertheless, the implementation phase does not prescribe specific 
activities and can be executed in any Agile way.  

4.4 Testing 

For the conduction of testing activities, Mobile-D, MASAM and Hybrid Design 
merge several tasks of the implementation phase to accommodate test-based devel-
opment. With this, for every feature implemented, a test effort (e.g., a test case or test 
scenario) will exist automatically. Scrum methodology indicates that test efforts 
should exist in every Sprint, however, in the analyzed study, testing is not explicitly 
mentioned, so it is not possible to know what test efforts were conducted. Scrum Lean 
Six Sigma, on the other hand, indicates the existence of comprehensive test activities 
as part of the validation of the improvement phase.  

4.5 Deployment 

As mentioned in the implementation phase, Agile focuses on providing frequent deli-
veries of functional software versions. Based on this philosophy, for Mobile-D and 
Scrum, the deployment of a new software product means the delivery of a production-
level snapshot. Scrum Lean Six Sigma establishes the deployment phase as a piloted 
solution that involves the utilization of the software product in a controlled setting 
with the purpose of observing its utilization. The piloted solution is accompanied by a 
new measure phase that gathers the necessary data for understanding the impact of the 
implemented solution on the process capability, and to maintain it under control. 
MASAM and Hybrid Design feature a commercialization task, which means prepar-
ing the product to work in a specific context, for example satisfying the policies of a 
country; this phase can be extended to ensure that the application remains in com-
pliance with the policies given by the software distribution channels. 

4.6 Measurement and Improvement 

Measurement is a very important step in gaining understanding on what happens 
through the development process. This means that each methodology should offer a 
way to collect relevant information, set it down in metrics, study such metrics, and 
draw conclusions. Mobile-D and Hybrid Design recommend the implementation of 
project metrics and data collection practices, as well as celebrating learning sessions 
for process improvement. Scrum recommends “Sprint Retrospectives” as exercises to 
review the results of the finished effort, and identify lessons learned and opportunities 
of improvement for the next Sprint. For Scrum Lean Six Sigma, being a statistically-
based methodology, Measure and Control phases are driven by data collection plans, 
which first establish the process capability and then measure the impact of the piloted 
solution. Finally, it is important to note that MASAM does not prescribe any effort 
related to measurement and continuous improvement. 
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5 Discussion: Accomplishment, Evidence and Evolution 

The reviewed methodologies provide different sets of practices that aim to achieve 
fully functional mobile products on short development cycles. When available, case 
studies illustrate the fitness of those methods for assisting the development and deli-
very of a real project. The surveyed methodologies show convergent approaches 
based on the Agile home ground themes, nonetheless, they leave open how to address 
the environment-specific circumstances to create more suitable end products. Also, 
the review shows a lack of supporting evidence about the applicability of the metho-
dologies in a non-scholar setting. Furthermore, there have been significant changes in 
the conditions through the span of time upon which the mobile environment the sur-
veyed methodologies were developed. For instance, in 2004 concepts like location-
based services, app stores, iOS, Android and other current key terms were emerging 
concepts or did not exist at all.  

While the reviewed Agile-based frameworks deem to suit the needs of the mobile 
environment, we need further analysis to validate this claim. To outline the strategy to 
solve this question, we introduced a discussion [27] in four thematic areas, covered in 
the rest of this section. 
 
A. Are Agile methods the best fit for the needs of the mobile business environment? 
 

Agile methodologies establish their core values in the possibility of focusing on the 
working product, remaining close to the client, and responding efficiently to the 
change. Implementing Agile allows adapting processes and practices to the unsteady 
needs of the mobile domain. Mobile apps should be developed quickly and keeping 
up a low price to be successful in a market of millions of potential users with an offer 
of millions of products. Agile embraces effectively this business model to understand 
the market, structure the product and release it short time frames.  

None of the reviewed frameworks question the suitability of Agile for the  
development of mobile apps. Instead, they focus on profiting from their advantages, 
and when necessary, authors fulfill their shortcomings incorporating directions  
provided by non-Agile development methodologies, for instance using plan-based 
methodologies or statistical quality control. 
 
B. Are Agile methods addressing the needs of the mobile operative environment? 
 

The reviewed Agile methodologies claim effectiveness on addressing the needs and 
constraints of mobile software products. However, it is hard to argue for a direct ef-
fect on the end product at the level of abstraction on which they are presented in their 
corresponding papers, mainly process-oriented. Considering the constraints of the 
mobile environment, it is not clear as to what problems can be injected if general-
purpose software development processes are used, or why a software development 
process would help resolve these issues. For instance, if we consider a scenario in 
which one has to design an application to work in an environment with poor and  
intermittent connectivity, what development process (Mobile-D, Scrum, etc.) should 
be used? Why this choice would be an important factor in the success of the final 
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Table 1. Agile-based Mobile Software Development Processes and their Implementations 

Methodology Year Case Studies Cited by 
Mobile-D 2004 16 17 
MASAM 2008 0 3 
Hybrid 2008 0 9 
Scrum 2010 1 4 
SLeSS 2011 1 1 

 
which they are introduced (citation count was taken from the digital libraries when 
available, otherwise from Google Scholar removing duplicated instances). 

We expanded this analysis with a review of additional field studies (i.e., develop-
ment surveys,4,5,6 attempting to identify substantiation of the usage of a methodology 
or other development practices in true mobile software projects. However, the re-
viewed studies focus their interest on analyzing the operating system of choice, soft-
ware development kits, type of applications produced, multiplatform development and 
other topics. Although they suggest a clear trend on shortening the development cycle 
and broaden the impact of the end product, further work is required to unveil the utili-
zation of a consistent development methodology [30]. 

 
D. Have Agile methods kept up with the evolution of the Mobile environment? 

 

When Agile methods were considered as the best fit for mobile development, the 
mobile business and development environment were different to the current one.  
Table 2 shows the mapping between the Agile home ground themes and the characte-
ristics of the mobile software, made available in 2005. 

Table 2. Mapping of Agile Ground Themes and Mobile Software Development Traits [8] 

Ideal Agile Characteristic Mobile Software Development 
High environment volatility Dynamic environment: hundreds of new mobile phones 

published each year. 
Small development teams Majority of mobile software is developed in micro or 

SME companies or development teams. 
Identifiable customer Potentially unlimited number of end-users 
Object-oriented development Java and C++ are mainly used. 
Non-safety critical Software Majority of existing mobile software is for entertainment 

purposes. Mobile terminals are not reliable. 
Application level software Mobile applications are stand-alone applications 
Small systems Size of mobile applications varies, but generally they are 

less than 10,000 lines of code. 
Short development cycles Generally mobile applications and services can be 

developed within 1-6 month time frame. 
 

                                                           
4  http://www.infoq.com/news/2011/05/A-Survey-on-Mobile-Development 
5  http://www.gqs.ufsc.br/wp-content/uploads/2011/12/GQS-Workingpaper-
002-2011-E-v10.pdf 

6  http://www.comp.nus.edu.sg/~damithch/df/device-fragmentation.htm 
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A decade of evolution on the mobile domain (software, hardware and business 
models) has brought significant advancements; therefore the current applicability of 
this mapping is controversial and invites to conduct an up-to-date discussion. To 
name only some of the differences of the current status of the mobile domain, we 
identify: 

- While hundreds of new mobile models are still released each year, mobile 
developers also have well settled operating platforms (e.g., iOS or Android), that 
have solid software development kits (SDK) and APIs that facilitate the 
interaction with new device models.  

- Mobile software is still developed by small teams and small-medium enterprises, 
but currently it is also part of major developments that involve large corporate 
teams.  

- Nowadays, mobile applications spans not only in stand-alone applications but 
also interacting with other systems, collaboration tools, using heavily network 
and hardware resources, etc. This also implies that the mobile software product is 
not anymore small by definition. 

- The range of applications deployed on cellular telephones now includes 
healthcare monitors7, mobile banking8 or earthquake alerts9 that are required to 
meet strict standards to enter into service and cannot be categorized as non-
critical software.  

Finally, we observe that some Agile-based mobile software development frameworks 
try to enhance their methods by adapting practices from plan-based methodologies, 
for example, project documentation, traceability records, and other considerations. 
For instance, the latest Agile proposal, SLeSS, is an approach to relieve several short-
comings from Agile by applying statistically-based quality control. This represents a 
complex merge of two different viewpoints: light-weight development practices 
(Scrum) and heavy quality control methodologies (Six Sigma). Following this way, 
other recent development methodologies have completely relegated the Agile ap-
proach [15, 16]. These examples reflect an identified decline on considering Agile as 
a silver bullet [31] and instead promoting a savvy strategy to decide when to use 
which practice evaluating its advantages and disadvantages, to decide how to apply 
and complement the Agile approach. 

6 Future Work 

To provide a more robust answer to our research question, there is a clear need of 
conducting evidence-based research that unveils what mobile development practices 
are actually used, in order to have a factual picture on how development teams are 
                                                           
7  http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ 
ucm263340.htm 

8  http://www.sans.org/reading_room/whitepapers/ecommerce/security-
mobile-banking-payments_34062 

9  http://www.economist.com/blogs/americasview/2012/04/earthquake-
warnings-mexico-city 
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conducting and managing mobile software projects. These insights may be gained as 
means of industrial surveys, interviews with mobile software managers and other 
empirical studies, and from the proactive discussion with the scientific community. 

To this end, we will design and deploy an experiment that will supply the empirical 
data required to study the effectiveness of the Agile approach in a real industrial set-
ting that implements mobile projects following this philosophy. The analysis will 
include process analysis, interviews with developers and gathering ad-hoc metrics 
[32, 33] in a co-located team of 25 members of different levels of seniority and expe-
rience [34]. The data collection plan will be executed during the implementation of an 
Agile-conducted mobile project intended to be delivered to the customer in 3 months. 
After the data collection, we will conduct an analysis to determine the level of ac-
complishment on product quality and customer satisfaction; finally we will look for 
correlations between these indicators and the selection and implementation of the 
Agile methodology. 

7 Summary and Conclusions 

The published development models specific for mobile applications agreed to identify 
Agile as the best fit to conduct a software project in a mobile context. They show 
convergent and complementary approaches based on the Agile home ground themes 
that can be selected depending on the organization’s nature and the project’s condi-
tions and goals. At the level of abstraction presented in the development methodolo-
gies, Agile methods seem to bring value helping to keep up with the mobile business 
trends and marketability, while other mobile specific constraints like resource limita-
tion are more likely to be managed via development guidelines.  

The development methodologies reviewed in this paper call attention on the necessity 
of adapting the processes and practices to the evolving needs of mobile software, based 
on assumptions that must be reviewed as they may be currently obsolete, for instance, 
the fact that the mobile software product is small and non-critical. To solve this issue, 
current Agile-based mobile software development processes can be improved, updating 
practices, assumptions and recommendations to the current reality of the mobile do-
main, and also by adapting practices from plan-based methodologies. In other scope, 
current scientific documentation does not show a clear link between the proposed me-
thodologies and their utilization in a production setting, and development surveys pay 
little attention on software development frameworks. Finally, the association between 
the Agile ground themes and the characteristics of the mobile software upon which 
these methodologies were built has changed significantly, urging the need of conducting 
evidence-based research to have an up-to-date discussion of such relationship. 

The evolution of mobile platforms from being a simple communication tool toward 
becoming the primary end-user computing equipment requires researchers and practi-
tioners to understand the context of the mobile domain to create the best strategies to 
develop mobile software. Under the premise of “high quality processes deliver high 
quality products”, mobile Software Engineering still faces an extensive work load to 
determine what are the best processes and practices that facilitate the creation of high 
quality, successful mobile software products. 
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Abstract. The development of real-time, geospatial mobile applications poses 
particular challenges regarding their interaction design and technical implemen-
tation. In this paper, we present insights into the design and development of  
the mobile version of MarineTraffic (marinetraffic.com), which is an open, 
community-based project that provides real-time geospatial information about 
vessel movements and port traffic. During the technical development and  
deployment of MarineTraffic mobile, we identified a number of 8 principles 
and 25 guidelines that had to be followed in order to improve the user expe-
rience and tackle technical issues. We discuss these guidelines with respect to 
implementation examples and experiences from the specific mobile applications 
and we suggest that these guidelines have to be kept in mind for the design and 
development of similar mobile applications. 

Keywords: Mobile application design guidelines, mobile interaction design, 
mobile application development, MarineTraffic, application design. 

1 Introduction 

Currently an overall of 10% of global website views are from mobile devices (smart 
phones and tablets). On Christmas day 2012, more than 50% of online activity came 
from mobile devices [1]. It is interesting though that, according to this study, the vast 
majority of mobile activity, measured at 98%, was from native applications. Only 2% 
of mobile activity was conducted through the mobile web. According to the NPD 
group survey, 37% of consumers who used to access content on their PCs switched to 
their tablets and smartphones, with the top two activities being web browsing and 
Facebook [2].  

When web sites rest mostly on textual and image content, do not involve many 
network queries and make limited use of interactive technologies, then their confor-
mance to web usability (e.g. Research-based Web Design and Usability Guidelines 
[3] and accessibility (Web Content Accessibility Guidelines [4]) guidelines can  
suffice for a satisfactory mobile user experience. This is not the case for more sophis-
ticated web designs that involve: real-time geospatial information visualization,  
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manipulation and navigation on geographic maps, layered information presentation 
and user content uploads and ratings. These websites are almost completely  
inoperable via mobile browsers, as differences in compatibility hugely deter their 
interactivity often making it impossible to perform even basic map functionality. 
These incompatibility issues are added on to typical mobile devices’ limitations in 
CPU, memory, network availability and screen size.  

The design and development of native mobile applications is complex and chal-
lenging [5]. It concerns developing for a number of different operating systems and 
devices with various characteristics, in a diverse set of programming languages. In 
such a fragmented field, designers and developers have to comprehend the restrictions 
of the technology (e.g. small screen, memory, CPU) and the particular technical cha-
racteristics of mobile operating systems (e.g. iOS, Android, Windows phone, etc.) [6]. 
In addition, mobile devices are characterized by a unique synthesis of interaction 
affordances that can actually transform the user experience when compared to desktop 
platforms including: gesture-based, multi-touch interaction with digital content;  
location awareness and subsequent service and content adaptation; advanced sensing 
capabilities (with embedded devices like: accelerometer, gyroscope, GPS, camera 
etc.); multimedia (photos, sound, video) capturing and sharing [7–9]. Therefore,  
mobile application development requires a whole new way of thinking in respect to 
interaction design and HCI, as well as to software development. 

In this paper we present the case of the design and development of the mobile  
version of MarineTraffic (marinetraffic.com), which is an example of a real-time, 
geospatial, community-based web service that allows users to view vessel informa-
tion, positions, routes and port traffic in real-time. Our work and experience with 
MarineTraffic mobile has yielded a number of respective principles and guidelines  
(8 principles and 25 guidelines). We discuss these guidelines with respect to how we 
implemented them in terms of the specific mobile applications and we suggest that 
these guidelines have to be kept in mind for the design and development of similar 
mobile applications.  

The paper is structured as follows: Section 2 briefly presents the MarineTraffic 
service, outlining its basic characteristics that have to be transferred to its mobile 
counterparts. Section 3 presents the design and development of MarineTraffic mobile 
applications based on a number of principal development goals that gradually trans-
formed into a set of design and development guidelines that were followed throughout 
the process; in this section we view these guidelines in terms of examples and expe-
riences from the mobile applications developed. Finally, section 4 presents the discus-
sion of our work with respect to related work and outlines its potential contribution 
for mobile design and development of similar applications. 

2 Marine Traffic Web Application 

Marine Traffic is part of an open, community-based project that provides real-time 
information to the public, about ship movements and port traffic, mainly across the 
coast-lines of many countries around the world. The initial data collection is based on 
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the Automatic Identification System (AIS). As from December 2004, the International 
Maritime Organization (IMO) requires all vessels over 299GT (Gross Tonnage) to 
carry an AIS transponder on board, which transmits their position, speed and course, 
among some other static information, such as vessel’s name, dimensions and voyage 
details. This information is broadcasted through public radio frequencies and is ac-
cessible to any interested party with the required equipment. Using an AIS receiver 
and dedicated software we are able to store this information in a database and then 
provide it to the general public through marinetraffic.com. 
 
 

 

Fig. 1. Aspect of Marine Traffic Web Application (http://marinetraffic.com) 

The MarineTraffic Web application is an AJAX (Asynchronous JavaScript & 
XML) map mashup, that overlays vessel and traffic information on an interactive 
map. MarineTraffic makes use of a base map, a geocoder, an additional layer of pres-
entation information and a Web interface. In general, Web mashups are mostly rea-
lized by web pages that leverage script languages such as JavaScript, which enables 
better user interactivity by locally executed functions and the dynamic loading of data 
from web services [10]. 

MarineTraffic provides a number of services including: real time vessel tracking, 
vessel search, vessel track history, direct navigation to vessel, port or area, distance 
calculation, vessel photographs, user ratings of these photos and additional vessel 
related information. MarineTraffic also provides a number of personalized services 
such as fleet management, vessel related notifications and specific area tracking.  
MarineTraffic heavily rests on network availability to display and update vessel 
movements and port traffic. In addition, MarineTraffic is a community-based (or 
crowd-sourcing) application that also rests on users who can contribute to the service 
infrastructure by adding nodes of data collection (according to instructions provided 
from the website), as well as content by uploading and rating ships’ photos.  

MarineTraffic is a highly popular service, with approximately 14 million visitors 
per month and 50 million page views. From these, approximately 1.5 million visits 
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originate from mobile browsers (mobile phones and tablets). Before the design and 
development of MarineTraffic mobile applications, a large number of users had  
reported that viewing MarineTraffic from specific mobile web browsers offered a 
degraded experience (actually in many cases the user interface was completely unusa-
ble). We have to note that there are many thousands of users that access MarineTraf-
fic at sea via their mobile devices. For example, it is typical user behavior to take 
photos of vessels at sea and post them to MarineTraffic, or request specific vessel 
information including its current coordinates, heading, speed, port arrival time and 
related information.  

Poor user experience over mobile devices is mostly due to JavaScript compatibility 
issues with the AJAX map mashup. Unfortunately, websites containing AJAX map 
mashups are often dysfunctional when viewed via mobile browsers. Map gestures and 
interactions are interpreted inconsistently, mostly due to differences in JavaScript 
implementations)[11][12], buttons are pressed with difficulty, and the user experience 
is hampered by the narrow layout making it almost impossible to perform even basic 
map functionality[13]. Many map providers only offer a degraded version of their 
map for a specific subset of browsers if any. In many occasions maps have been  
completely unavailable on specific mobile browsers [14][13]. 

It was soon obvious that native mobile applications of MarineTraffic had to be 
built, so that mobile users would not be excluded from the service. Although time-
consuming and sometimes a repetitive task, the development of native mobile appli-
cations not only makes it possible to overcome many of the interaction issues that 
deteriorate the user experience through the mobile web browser, but provides the 
development teams with the ability to program at a lower level, thus increasing  
application execution speed and performance, while gaining access to a wide array of 
device specific functionality.  

3 Marine Traffic Mobile  

3.1 General Design Goals 

The general design goals of Marine Traffic mobile (MT mobile) were to:  

1. Make use of the most popular functions of MarineTraffic web service; this  
selection was largely based on reviewing the navigation paths users commonly 
took while using the online service. 

2. Get rid of traditional desktop-oriented design elements like buttons and menus. 
Instead, make use of established user interface design elements of mobile  
platforms.  

3. Exploit mobile device sensing capabilities like: location awareness (GPS),  
accelerometer, gyroscope, and camera available on the mobile platform to offer a 
location-aware (context-aware) service.  

4. Exploit gesture-based interaction affordances of mobile devices by making a 
careful selection of appropriate gestures through the conduction of simple tests 
for finding/remembering gestures suggested by Saffer [15].  
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3.2 Overview of the Marine Traffic Mobile Application 

MT mobile is currently available on the Android, IOS and Windows Phone mobile 
platforms (Figures 2, 3, 4). These applications attempt to imitate the look and feel of 
the MarineTraffic web service, customized for improved interactivity and perfor-
mance on each mobile platform. The basic functions available for MT mobile include: 

• The ability to track live vessel positions, reported by more than 80,000 vessels 
per day on an interactive map. The application provides worldwide coverage of 
more than 3,000 ports and a significant number of open-sea areas.  

• Search for current conditions in ports, vessel details, historical data and estimated 
time of arrivals. Port arrivals and departures are recorded in real-time. 

• Search for any vessel in range but also historical data (last known positions, last 
port visited, track etc). 

• Browse the Photo gallery with nearly 1,000,000 pictures of vessels, ports and 
lighthouses. Users can upload photos and rate available photos.  

At the first user interaction with MT mobile, the JavaScript map is loaded and vessel 
information is retrieved via an asynchronous XML web request. During this first load 
a user is prompted to permit MT mobile to access his location so as to enable a loca-
tion aware experience (load map on the user’s location); however users may opt out at 
any time. Vessel icons are pinned onto the map at the geographic coordinates of the 
vessel and icon coloring is selected according to vessel type. To avoid making conti-
nuous web requests, MT mobile retrieves vessel positions for a larger map segment 
than visible (depending on the available device screen dimensions). Additional re-
quests are made only when the user navigates out of this larger map segment. A user 
can interact with the map using most common multi-touch screen map interactions 
and with any element on the map by tapping on it. During interaction with the map, 
the user can request a “refresh” of vessel positions by taping the refresh icon at any 
time. MT mobile provides a clustered view of vessel positions when users selected 
zoom level is small, in order to avoid clutter; this also occurs in highly active areas 
such as popular ports.  

When a user taps on a vessel icon, basic vessel information is presented with a link 
to additional vessel information. If a user selects to view the additional details a pano-
rama page (a page panning more than one screen where a user can swipe left/right to 
view as a whole) is presented containing vessel history, vessel details but also vessel 
photos. A user can swipe left/right between vessel pages containing detailed, informa-
tion, vessel track history and photos. At any time, a user can select to return to the 
original map or search for an additional vessel. A user can search for any vessel or 
port (XML web request) by tapping on the application bar available across the bottom 
of the screen. A user is provided with a list of matches for his query and can select 
any item from this list. This list is only fully populated when a user scrolls beyond 
viewable items. When a user selects to view a vessel or a port, he/she is presented 
with details, images and relative information and from there can select to load map on 
this location. The basic MT mobile functions, user gestures and technical issues are 
listed in Table 1. 
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Table 1. Overview of basic MT mobile functions, gestures and technical issues 

Function Gesture Technical Issues 

OnLoad n/a Vessel and Map Data Retrieval  

Navigate 
Traditional 

map gestures 
Incremental Map and Vessel Information 

Retrieval 

Go To 
Position 

Tap (option on 
application bar) 

Enable location services on application and 
loads map on users position( context aware) 

Zoom In/ 
Zoom Out 

Pinch 
Open/Close 

Clustered View  

Examine 
Vessel 

Tap, Swipe 
PushPin annotation containing vessel basic 
details. Option to visit vessel detailed page  

Refresh Tap Incremental Vessel Postion Retrieval 

Search 
Ves-

sel/Port 
Tap  

Generate Response . Go to details and option-
al position on map 

Customize 
Map 

Swipe (Option 
Page ToggleS-

witch) 

User can customize application (show satellite 
imagery, vessel positions, vessel types etc) 

 
MT mobile displays real-time data on an interactive map, which generates a  

number of particular requirements for a mobile application. The service has a heavy 
network dependency as users tend to often load many different views requiring the 
constant delivery of additional information. This service needs to continuously pro-
vide users with accurate data on constantly changing vessel positions. As network 
delays and drops are common in mobile application Internet access and the applica-
tion needs to remain responsive even during these conditions, it was necessary to find 
the correct balance between data freshness, network consumption, and interface res-
ponsiveness. We needed to pay special attention to map loading issues and perform 
all other functions on asynchronous background threads providing users with incre-
mental results. Thus, vessel loading and other processing were performed in the back-
ground. In addition, results had to be presented in an incremental fashion and are 
prioritized. We also exploited local mobile storage to cache static vessel information: 
users tend to re-view vessel and ports they are interested in, thus this information is 
cached locally.  

During the design of the mobile versions of MT special interest was paid to provid-
ing personalized services for mobile users. A number of services were developed, 
including a “what’s near me” service, that shows information of ports and vessels 
close to them and a “where is my ship” service, providing passengers with the ability 
to closely track a vessels position. Specifically for vessel navigators MT provides 
service for the calculation of the closest point of approach (CPA) and time to closest 
point of approach (TCPA). In addition, users can contribute information to these  
services, by taking photos and providing ratings (thus supporting crouwdsourcing 
functions in a similar way to [16]). 
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Fig. 2. MarineTraffic on Iphone Platform 

4 Design and Development Guidelines  

We organized the aforementioned requirements of MT mobile to the following 8 
principles and 25 guidelines for design and development.  

4.1 Principle 1. Promote Application Responsiveness 

Users expect an application to remain responsive at all times. Although a tolerable 
waiting time for web users seems to be approximately 2 seconds [17], this is unac-
ceptable delay to thin-client applications [18]. Response delay less than 1 second is 
noticeable to annoying and more than 1 second is potential threat to mobile user expe-
rience [18], [19]. Thus, smartphone apps strive for crisp response of less than 150 ms 
[20]. Responsiveness is closely related to performance: performance limitations are 
inevitable on mobile devices but these must not limit application responsiveness. 
Guidelines: 
 

1.1. Use background threads: To the best extent possible, keep all processing that 
will affect the user interface on background threads e.g. MT mobile asyn-
chronously attempts to retrieve vessel information updates.  

1.2. Display results incrementally: The main idea is to show the most important 
pieces of information first and improve on quality as resources become availa-
ble; e.g. use multi-resolution encoding and make progressive transmission and 
computations [6]. This is done in various aspects of MT mobile, specifically 
when loading long lists and image thumbnails only the “in-view” elements are 
originally loaded.   

1.3. Make all non-UI related function calls asynchronously: An asynchronous call 
ensures that your active execution thread never blocks for a significant amount 
of time.  
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1.4. Use animations with care: Although animations are engaging, these can quick-
ly make the UI unresponsive. This issue generated a lot of debate in the design 
phase of MT mobile, as a balance was sought between engaging animations 
and application responsiveness.  

1.5. Identify and correct memory leaks: Mobile applications have a finite amount of 
memory. Memory leaks are one of the major causes of memory exhaustion 
problems. Take care to flush memory of unnecessary data e.g. MT disregards 
all information after a page is navigated from.  

4.2 Principle 2. Content First 

Mobile applications require a minimalistic approach about navigation that emphasizes 
on providing content first. This is also documented in a number of more general mo-
bile design guidelines, for example the two out of 6 user-centered design guidelines 
proposed by Cerejo [21] are: ‘1. Minimize navigation’ and ‘2. Prioritize content’. 
Guidelines: 

2.1. Present the most important information from the user perspective: This requires 
prior knowledge of what information is important for users and requires informa-
tion prioritizing. User-centered methods like card sorting [22] can be of use in 
this. MT mobile only loads information on user request.   

2.2. Provide affordances for user comprehension with appropriate use of media for 
presenting content: Even when text content is well-written and understandable by 
users, it takes much space and is not engaging, so we need to try to provide visual 
designs of textual information to afford (in the sense of affordances proposed by 
Norman [23] for user comprehension. For example, the icon used for representing 
a vessel on the map, affords user comprehension about: type (passenger, cargo, 
tanker, etc.), size, bearing, status (moving or stopped) and projected course  
orientation.  

2.3. Promote highly user-rated content. This is particularly important for community-
based applications that rest on crown-sourcing and can dynamically select  
content based on user ratings. When the user is viewing a vessel, MT mobile  
dynamically loads the most popular vessel photo as a background image for the 
information page; this is also done on the port page (Figure 3). Also, users can 
browse all vessel photos sorted by their ratings. 

4.3 Principle 3. Promote Robustness 

Robustness is important for user experience and has been referred to as important 
usability principles in popular HCI textbooks at the early days of Graphical User  
Interfaces (e.g. by Dix et al [24]). Incorrect memory & CPU usage, network and 
bandwidth changes can often occur and crash a mobile application. Develop your 
application so that it can deal with all kind of exceptions. Mobile application crashes 
must be avoided at all costs. Guidelines:  
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3.1. Ensure system recovery from errors. This is achieved through exhaustive excep-
tion handling: uncaught exceptions can make your application to crash abruptly.  

3.2. Provide meaningful user feedback in cases of errors. Ensure that the user is in-
formed with understandable messages in cases of errors/exceptions and that he is 
provided with appropriate options.  

3.3. Monitor network and bandwidth changes: To adjust processing accordingly. Be-
fore any network related query MT has to pass a number of validations so that no 
web exception is thrown that could potentially crash the application.  

4.4 Principle 4. Respect User Expectations 

Many mobile users are familiar to some extent to typical user interface / interaction 
conventions and responses, before making use of any particular mobile application. 
Therefore, a user expects from any mobile application to respond to ways he or she is 
accustomed to. Guidelines: 

4.1. Make use of device (hard) buttons consistently: for example, a back or home 
button on the device must respond in the way that the user is accustomed to.  

4.2. Provide timely feedback: for example progress indicators and appropriate mes-
sages when the application delays to respond.  

4.3. Maintain the flow of the application throughout the interaction. For example, 
avoid breaking the application interaction experience by requesting the user to 
visit external webpages, to download and view files, etc.  

4.4. A user has expectations about the look and feel of a native application  
for the particular device and OS. In respect to this principle MT mobile has  
followed a separate design approach for each platform (iOS, Android, Windows 
Phone) making use of particular design guidelines provided by each vendor.  
For example, MT mobile for Windows phone makes use of windows metro  
design and Bing maps in contrary to MT mobile for android that is built on 
Google maps.  

4.5 Principle 5. Expect and Design for Latency 

Latency is the time it takes for a single data transaction to occur and it is measured in 
milliseconds (ms). In a CNET article, Marissa Mayer, Vice President of Search Prod-
uct and User Experience, Google, said that when the Google Maps home page was 
“put on a diet” (shrunk from 100K to about 70K to 80K), traffic was up 10% the first 
week and grew 25% more in the following three weeks [25] [26] Network delays and 
drops are common in mobile application Internet access. Guidelines:  

5.1. Isolate UI operations from the network to your best effort: To avoid delays or 
crashes due to network loading data. 

5.2. Only load image thumbnails and let user select to view larger images: this  
requires design provisions at the web service side to provide mobile apps  
with appropriate images. MT mobile only loads thumbnail version of user  
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uploaded photos until a larger size is specifically requested by the user. To  
minize network dependency and data download size, MT mobile makes use of 
lazy load algorithms [27].  

4.6 Principle 6. Balance Energy Consumption 

Energy consumption is one of the most important concerns of mobile application 
development and can result to poor user experience. Guidelines:  

6.1. Perform CPU power intensive tasks, only when necessary. 
6.2. Use orientation changes with care: Orientation changes put a heavy performance 

burden on the device processor; if they are not necessary, do not support them.  
6.3. Exploit local storage: in order to minimize network connections. MT exploits 

local storage to cache static vessel information; thus minimizing unnecessary  
information retrieval. 

4.7 Principle 7. Exploit Mobile Interaction Techniques 

Mobile users have different behavior patterns than desktop or laptop users, which are 
to some extent cultivated by their interaction with the mobile device. Understand and 
design for these. Each version of MT mobile (android, iPhone & windows phone) 
takes a platform specific approach to designing application interactions e.g. windows 
phone supports panorama and metro UI interactions. Guidelines: 

7.1 Web design conventions can be replaced with mobile applications’ counterparts: 
For example, replace zoom, menu bars and buttons with pinch, swipe and tap  
respectively (Table 1). 

7.2 Make use of device sensing affordances to provide contextual interactions:  
E.g. make use of the camera to add a photo, or make use of the GPS to present  
information based on the user location.  

7.3 Avoid using heavy input methods: Use techniques to make text entry more  
efficient, and require it only when necessary. When possible, use smart  
algorithms to help text input.  

4.8 Principle 8. Carefully Design Application Navigability 

When designing websites we develop sitemaps and allow user to move using links 
between various webpage of our websites. For each such page our browser makes a 
new request and old pages are discarded. In mobile applications such pages remain 
dormant in memory as these as stateful devices. Guidelines: 

8.1. Do not create a new mobile page when you can simply return to the previous  
one that is dormant in memory. This is one of the principal reasons of memory 
leaks.  

8.2. Design navigation paths so that the creation of new pages is minimized.  
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Fig. 3. MarineTraffic on Windows Phone. Port Information Page. 

5 Discussion 

5.1 Related Work 

A number of guidelines have been proposed to assist practitioners in mobile  
application design and development. Most mobile OS vendors have issued design 
guidelines for mobile application design and development: Apple iOS Humane  
Interface Guidelines [28], Android Design Guidelines [29], MS Windows Phone  
User Experience Guidelines[30]. These guidelines refer to a large number of issues 
specific to the software platforms and are certainly the starting point of study for any 
designer/developer. These sets of guidelines continue to be updated mainly to provide 
conformance to new versions of the operating systems.  

These guidelines mainly refer to general design principles and to specific user in-
terface elements and functions like icons, widgets and notifications. They also tend to 
emphasize design over development: this is natural since their aim is not only to  
provide help to potential designers and programmers but also to show off good and 
appealing design practices, and if possible characterizing each platform. However, 
proposed guidelines do not refer to specific types of mobile applications – with the 
exception of recent guidelines published by Apple for routing apps (on December 17, 
2012); this may be the beginning of issuing guidelines for specific types of mobile 
apps from industrial vendors.  

A number of mobile app designers have also proposed relevant guidelines.  
Weevers [31] proposes seven guidelines for designing high-performance mobile user 
experiences: (1) Define UI brand signatures; (2) Focus the portfolio of products; (3) 
Identify the core user stories; (4) Optimize UI flows and elements; (5) Define UI scal-
ing rules; (6) Use a performance dashboard; (7) Champion dedicated UI engineering 
skills. We find these guidelines really useful especially for organizing team work with 
a focus on the design aspects of the development lifecycle. In addition Weevers’s 
guidelines are general and relevant to any type of mobile app that offers some kind of 
business service.  
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Matzner [32] presents 10 mistakes to be avoided during the design and develop-
ment of mobile apps. All are important to consider, however we distinguish the  
following: ‘1. Don’t begin wireframes or designs without a flowmap’, ‘6. Don’t leave 
users hanging’, and ‘7. Don’t blindly copy style from other operating systems’, which 
are relevant to our proposed principles: ‘1. Promote Application Responsiveness’,  
‘2. Content first’, ‘8. Carefully design application navigability’.  

Cerejo [21] discusses a user-centred approach to Web design for mobile devices. 
He outlines an iterative lifecycle process and presents a number of important guide-
lines for design: ‘Simplify Navigation’, ‘Prioritize content’, ‘Minimize user input’, 
‘Design for intermittent connectivity’, ‘Offer cross-channel consistency and integra-
tion’. From all available sets of guidelines this is probably one that is most relevant to 
our work, since that all these guidelines are relevant to our proposed set.  

There are too few works on design and development guidelines for geospatial  
mobile apps with the characteristics of marine traffic. Samet et al [33] discuss the 
porting of the Web-based application of NewsStand, a mapping application that 
enables searching for spatially-referenced news information, to a native App. They 
identify the issues of: how to compensate for the absence of a hovering action; the 
implementation of an intuitive mechanism for undo; how to integrate an interaction 
restriction to one hand coupled with use of the thumb as the pointing mechanism; and 
the formulation of navigation shortcuts to avoid excessive network traffic. In our 
work we have not met the first two issues, and we have provided guidelines for the 
latter two in our best attempt to exploit mobile device affordances.  

The focus of our approach is quite different with respect to these works since that: 
(a) we refer to a specific type of mobile apps: real-time, geospatial mobile applica-
tions; and (b) we attempt to connect design and development issues, since that any 
product design process requires an appreciation of the way the product will be built. 
Our approach is largely based on our experience with the design and development of 
the mobile applications of MarineTraffic. The characteristics of MarineTraffic called 
for a demanding approach to application design and development that sought to find 
the fine balance between application responsiveness, data freshness while providing a 
valued mobile experience. Our proposal consists of a number of 8 principles and  

 

 

Fig. 4. MarineTraffic android version 
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25 guidelines that collectively attempt to define an overarching approach to designing 
such applications. We also provide examples of applying these principles and  
guidelines for MT mobile. 

5.2 Outline and Potential Contribution 

Mobile devices present a whole new ballgame for which web designers, but even 
traditional programmers, are not well prepared. Designers and developers from a web 
background need to conceive the differences in design created by network delays, 
network costs and screen size. The interface has to remain responsive regardless of 
the information retrieval or network latency. But most importantly mobile devices 
present an array of functions that can increase the user experience in methods not 
available on traditional PCS. Even for traditional application developers, mobile ap-
plication development is a challenging task. Traditional software developers need to 
apprehend the complexity of memory management and CPU restrictions to maintain 
application responsiveness [6]. Without special programming considerations, such 
applications will exhibit unacceptable user responsiveness when resources are slow.  

The design and development of real-time, geospatial, community-based mobile ap-
plications has to cope with particular challenges: (a) the ineffectiveness of current 
web design guidelines for usability and accessibility for this particular type of appli-
cations; (b) the technical issues for mobile application development that stem out of 
the requirement of constant geospatial information update and support for user-
generated content over the Internet; (c) the exploitation of interaction affordances of 
current mobile devices to maximize the user experience.  

The paper makes two distinct contributions to the field. First, we provide an overview 
of the complexities and perplexities of developing interactive real-time, geospatial, com-
munity-based mobile applications, as documented for the case of MT mobile. Second, we 
propose a number of design principles and development guidelines that stem out of the 
experience of MT mobile. Our work strongly couples design and implementation issues 
and we envisage that this orientation can be useful for other practitioners. 
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Abstract. Recent developments in mobile, cloud, and graphics pro-
cessing technologies have enabled mobile cloud gaming, a gaming model
where players use mobile devices to play graphics-intensive games that
run remotely on cloud servers. This delivery paradigm is called Gaming
as a Service (GaaS). GaaS is used to stream computer games across the
Internet. It gives rise to various technical, legal, and ethical issues. In
this paper, we present the current state of the art in GaaS along with
open issues and research challenges.

Keywords: GPU service, cloud gaming, on-demand gaming.

1 Introduction

Gaming as a Service (GaaS) is a relatively new concept in the field of computer
science and cloud computing. It involves providing video games on-demand to
consumers through the use of cloud technologies. One benefit of cloud technol-
ogy is the transfer of computation from a relatively weak user device (or thin
client) to more powerful cloud servers. Even when a user’s device is appropriately
powerful, GaaS can reduce power consumption and provide other cloud services
(e.g., storage).

1.1 Background

The effects of Moore’s Law [9] have led to successively cheaper and more powerful
computers in a cyclic fashion since the mid-20th century. Since the advent of the
ARPANET and its evolution, the Internet has grown at a similar rate [21].
As Moore’s Law allowed computer access to a greater population, demand for
Internet service also grew. Dial-up access evolved into broadband to serve more
customers who now have more powerful machines that can run more compute-
intensive applications. Meanwhile, technical progress led to smaller and more
portable computers, which needed portable Internet. This was answered through
the development of wireless Internet access technologies. These mobile devices
continued to shrink and have become more powerful contributing in millions of
users migrating from traditional computing platforms to ”smart” phones and
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tablets. In 2012, more than 800 million such devices were sold and demand is
expected to exceed 1 billion in 2013 [18]. These devices now provide advanced
multi-media capability, three dimensional graphics, multiple cores, and large
touch-screens [2]. Their capabilities have allowed anytime, anywhere usage of
traditional desktop applications, including games. To serve the Internet demand
of such devices, standards such as IEEE 802.11ad and LTE-Advanced are being
developed and deployed [1,13].

Although mobile smart devices and their Internet capabilities have greatly
evolved, their abilities are still outmatched by similar progress in their desktop
counter-parts. Meanwhile, the rise of cloud computing has enabled computa-
tional resource consolidation in order to provide data and processing outsourcing
on a massive scale [4]. The effect is to provide economies of scale in terms of com-
putation and cost to unrelated users. Cloud technology amenities are provided
through virtualization services. These services include Infrastructure, Platform,
and Software as a Service. They provide computational infrastructure (IaaS),
middleware and runtime environments (PaaS), or application and data hosting
(SaaS).

Users need terminal devices (thin clients) to access cloud services. The ubiq-
uity of mobile smart devices allows widespread cloud access to a large portion
of the population. Overall, this has led to users likely carrying mobile touch-
screen computers with persistent cloud connection, functioning as a phone, Web
browser, gaming device, etc. According to [14], a significant portion of device
applications consists of games. For instance, Apple’s AppStore has 18% mobile
games. Additionally, gaming users are shifting towards mobile devices and away
from traditional consoles. In summary, the groundwork has been laid to provide
a large user base for cloud services in order to deliver game content anytime,
anywhere, on mobile devices without being limited by the device’s capabilities
or game requirements.

1.2 Video Gaming

Single-player video games started spreading with personal computer adoption in
the 1980s [10]. With the growth of the Internet and computer networking tech-
nologies, video games increasingly incorporated multiplayer features. As mobile
devices evolved to become more useful, mobile games also came into existence.
Recently, the growth of cloud computing has accelerated the rise of GaaS. Video
games are an important and growing segment in the entertainment industry.
In April 2008, the Grand Theft Auto IV video game earned $310 million in 24
hours globally (more than the highest earning movie at $60 million and book at
$220 million combined) [20]. The video game industry is predicted to reach $82
billion in size by 2017 [5], and mobile gaming presently accounts for $9 billion
[19]. Even in a depressed economy, the industry grew 16% [16], while the largest
game publisher Electronic Arts netted 40% of its revenue from online content
[7]. This indicates that not only are video games a significant market force, but
also that they are heavily involved in online infrastructure.
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The major uses of gaming related cloud technologies include social gaming,
massive multiplayer online role playing games (MMORPGs) and auxiliary ser-
vices. Social games are largely based on social interactions between users, espe-
cially in the context of a social-enabling platforms (e.g., Facebook). These games
involve communication and large-scale user participation, and may include as-
pects such as cooperation and competition. They may also include performance
tracking as well as virtual incentives (e.g., achievements/trophies). MMORPGs
are online-hosted video games with a massive user base. The major example is
War of Warcraft, which has peaked at 1 million concurrent users from a potential
base of 10 million subscribers [6]. The scale of these games requires major com-
putational power to coordinate user interaction and its results but still relies on
user devices to render graphics and provide much computation. Auxiliary cloud
services (such as Steam and XBOX Live) provide IaaS level cloud services such as
limited storage and networking infrastructure. They are only meant to augment
the functionalities of user devices with networking, storage, and server access.

2 Gaming as a Service

GaaS can be condensed as any-device gaming. This relates to the ubiquity of
graphical screen devices present in a user’s vicinity. As discussed earlier, users
maintain mobile smart devices which are growing in power and functionality,
able to utilize the Internet and execute desktop applications, including video
games. The greatest shortcomings of these devices however are graphics process-
ing and battery life. Efficient graphics processing requires dedicated GPUs and
puts a heavy drain on battery. However, with the shift to mobile gaming, users
demand the quality of dedicated GPU gaming with the convenience of mobil-
ity. Pre-cloud approaches included creating lower-quality games or constructing
desktop-replacement laptops. GaaS aims to provide a solution for high-quality
games on any device. Utilizing the cloud to provide on-demand games to users
can be thought of as a form of SaaS. From an administrative point of view, this
is more akin to Platform as a Service, with the game’s application data fulfill-
ing the SaaS designation. In general, PaaS requires a cloud infrastructure and
a middleware for executing application code. In the case of GaaS, the specific
middleware may be vendor-dependent. However, the infrastructure will likely
emphasize GPU-centric capabilities. GaaS generally requires broadband access
for speed, compression techniques for bandwidth, and encryption for access con-
trol. Immediate benefits to the user include re-use of existing hardware, no game
downloads, and no software maintenance.

A general model of GaaS can be described in terms of three components: the
client, the interface, and the renderer:

– The client consists of the user and their thin client. The user is a consumer
who wishes to play a game on their device (thin client). The thin client
allows the user to access the GaaS interface and receive audio/video from
the renderer. It also provides the user with I/O capability as well as Internet
access.
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– The interface is a mechanism that authorizes users and receives commands
from them. An example would be an application that runs on the user’s thin
client. Through the interface, the user can login to the service, select games
to play, or send input to be processed. The interface also separately controls
the renderer.

– The renderer is the processing center of the GaaS service. It interprets user
commands, creates frames of game data, and transmits them to the user.

In summary, GaaS provides GPU-centric SaaS which allows the users of smart
devices to demand any game anywhere anytime. A major benefit of GaaS is that
it allows client outsourcing of complex graphical calculations from a consumer
device to the cloud infrastructure. This reduces the user-side computation and,
as a result, the total energy required to execute game-related code on a client
device. Further energy savings are realized as additional users share GaaS cloud
GPUs where virtualization technology (e.g., NVIDIA VGX Hypervisor1) can
maximize user density, resulting in more effective utilization of GPU cycles.
To illustrate, a single GaaS-capable NVIDIA VGX K2 unit requires 38 watts
per cloud user2 whereas a comparable single-user NVIDIA GTX 690 consumer
unit requires 300 watts to operate3. In this case, GaaS can reduce the overall
graphics power consumption by 87%. In addition to power saving, users gain all
the benefits of traditional cloud services and save the time necessary to contend
with offline games.

2.1 GaaS Providers

GamingAnywhere is the first open-source GaaS development platform4. It allows
researchers to test ideas on a GaaS testbed, GaaS providers to develop services
on it and users to construct their own personal gaming clouds from desktops.
CloudUnion5 and OnLive6 are GaaS companies that provide interfaces through
downloadable applications and incorporate social aspects into the environment.
Gaikai7 delivers GaaS throughWeb browsers and needs no application download.
G-cluster8, the pioneer of GaaS, specializes in delivering GaaS over IPTV and
mobile phone networks.

While it does not offer GaaS directly, NVIDIA makes the hardware necessary
to enable GaaS. It offers a repackaged version of the traditional GPU-centric
IaaS to GaaS companies. It has developed virtual GPU technology that allows
36 concurrent gaming streams on a single server. This service reduces the barrier

1 http://www.nvidia.com/object/cloud-gaming-benefits.html
2 http://www.nvidia.com/object/grid-boards.html
3 http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-690/

specifications
4 http://www.gaminganywhere.org
5 http://www.cloudunion.cn
6 http://www.onlive.com
7 http://www.gaikai.com
8 http://www.g-cluster.com

http://www.nvidia.com/object/cloud-gaming-benefits.html
http://www.nvidia.com/object/grid-boards.html
http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-690/specifications
http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-690/specifications
http://www.gaminganywhere.org
http://www.cloudunion.cn
http://www.onlive.com
http://www.gaikai.com
http://www.g-cluster.com
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to entry for new GaaS companies that would otherwise be incapable of acquiring
such specialized hardware.

2.2 GaaS Issues

The main concerns of GaaS include user responsiveness, stream quality, service
quality, and operating cost:

– User responsiveness relates to the visible lag of the delivered video frames
or audio as well as the perceived latency in the response to user commands.
This is caused by network latency and processing delay. Network latency is
the result of the user’s access network. It can be addressed through gaining
access to higher quality connections or deploying more cloud locations by
the service provider. Audio/Video lag can be reduced through the use of
better GPU systems although it may be related to network quality as well.
User responsiveness is especially crucial because many video games depend
on extremely quick action performances from the user and may be the single
greatest barrier to widespread replacement of gaming devices with GaaS.
However, this latency requirement may not exist for all game types (e.g.,
turn-based games).

– Video quality is a balance of many factors. It is limited by the graphical reso-
lution of the user’s device, network bandwidth, and load on the cloud GPUs.
Bandwidth can be addressed through the use of compression algorithms. A
recent example is when Netflix began utilizing a codec optimization tech-
nology to reduce its video streaming bandwidth by 50% [15]. Optimizations
such as this and the development of new standards will allow higher qual-
ity video with fewer resources for GaaS service. Video quality is important
because it provides direct data of the game’s current state to the user and
serves as a major selling point for GaaS.

– Service quality is the overall quality of the GaaS service. This includes game
selection space, storage capacity, processing speed, and interface. Game se-
lection is partly non-technical although it relates to the compatibility of the
middleware with games originally developed for non-cloud platforms. Stor-
age involves the saved game data of users as well as their settings and paused
game sessions. Processing speed involves the loading/buffering times of play-
ing a cloud game. Interface involves the attractiveness and ease of use of the
service as well as its compatibility with the controls of the user’s mobile
thin client. Service quality is important because it determines the level of
participation in a particular GaaS service.

– Operating cost is a combination of equipment cost and operational costs.
Equipment must be maintained and replaced when outdated. Operating cost
(such as power and bandwidth) can be optimized through the selection of
the cloud’s physical location but is a trade-off between low billing rates and
user responsiveness. Operating cost is important because it determines the
profitability of a GaaS company and the level of any charges users may face.
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2.3 Related Legal Issues

Many legal issues arise from the use of GaaS [11]. As more interest in GaaS be-
comes generated, patents may be formed specifically for this domain, resulting
in restrictions in evolution and growth. Ownership also becomes a concern. Since
game code resides and is rendered on the cloud, the concept of owning a game
may give way to purchasing access to a game for a set amount of time. Also
of importance are guaranteed service levels and pricing schemes. Other issues
include the requirement of a large number of users to participate in the service,
not only to provide multiplayer potential but also to offset the large costs asso-
ciated with providing a GaaS service. On a beneficial note, piracy and hacking
may be missing in GaaS services since no code is hosted on the user’s device;
only streamed video of the game is delivered.

3 Current GaaS Research

The field of GaaS is currently the focus of significant research. We illustrate that
research through some representative recent work. In [8], the authors present
a GaaS system that permits the simultaneous support of multiple devices of
varying resolutions from varying focal points. This is accomplished through the
modularization of the cloud structure into service (DSP), rendering (DRS), and
streaming (EQS) systems. The DSP receives user input and interacts with the
DRS to model a scene. The EQS then renders the image and streams to the
client device. Multiple views are achieved through iteratively creating cameras
and varying viewports and binding them to render windows. Performance is
maintained through the use of per-thread task queues, highly optimized sched-
ulers, and shared GPU resources. In addition, multiple views are packed as a
continuous stream of traffic using the H.264 codec. Tests achieved 15 fps for 8
simultaneous streams on a single GPU.

In [17], the authors present a framework that provides a virtual interface
for remote hardware. In this sense, it is a form of middleware for GaaS. It is
composed of three components: a Kusanagi plug-in, lobby server, and MPEG-4
client. The plug-in provides interactivity from the client to server and video from
server to client. The lobby server acts as both a portal and resource manager. The
client is composed of a full multimedia player with networking and interactivity.
Tests indicated that the system was appropriately adjusting video bitrate to
respond to network congestion and that 92% of test users felt positively about
the system.

In [3], the authors examined the suitability of the current network infrastruc-
ture in the United States in providing GaaS. The authors measured network
conditions of 2500 users of the Amazon EC2 service using BitTorrent and ge-
ographical location filtering. They found that the median latency to less than
70% of them was 80 ms or better which they argue is the maximum permissible
latency for an acceptable GaaS experience. In addition, 10% of users would be
incapable of properly utilizing GaaS due to extreme latency. The authors then
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evaluate the best way to reduce the overall latency for the country by compar-
ing latency vs. region based data center creation strategies. They found that a
prohibitive number of additional centers are required to achieve 90% population
coverage. An additional strategy of deploying GPU-equipped CDN edge servers
results in a 28% increase of user coverage. Overall, the authors conclude that the
existing US cloud infrastructure is currently not suitable for providing GaaS.

In [12], the authors examined the evolution of the software business model
from traditional packaged format to SaaS and found that it has forced developers
to transform into low-margin, high user formats. Specifically, they perform a case
study on G-cluster, the pioneer of GaaS. They examined G-cluster in 2005 and
found that it reached 15,000 households by running game source-code modified
for their infrastructure. This service was then offered to middle-men who, in turn,
sold it to consumers. By 2010, G-cluster had evolved to provide full-fledged GaaS
to network operators of IPTV totaling 3 million households. They also released
a SDK for game developers wishing to submit their own compatible games. G-
cluster found that the main audience for GaaS was moderate users who were
passionate enough to pay for games but casual enough to not want to spend
money on their own GPU devices. Overall, the authors recommend that GaaS
companies provide a minimum of PaaS level in order to remain competitive.

4 Conclusion

GaaS is an emerging cloud-based computing paradigm that is enabling mobile
gaming. It is the result of consumer demand for anytime, anywhere gaming on
low-power, Internet equipped mobile devices. GaaS is game-specific SaaS that
utilizes GPU centric hardware. The game is processed and rendered in the cloud
and streamed to the user’s device. This allows the use of low-end, mobile devices
to ”play” high-end games. It also reduces the cost and time necessary to play
games by distributing these over the entire user base. This is a relatively young
field and many developments are being produced as more attention is given to
this emerging service. In the future, GaaS will likely become an important facet
of the cloud computing portfolio and may lead to related GPU services such as
on-demand visualization or encryption cracking.
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Abstract. In this paper we introduce Circlebook, a novel technique for visualiz-
ing an ego-network according to a distance function, using a radial layout. We 
apply such technique in order to support social network users (e.g. Facebook) in 
inspecting the level of interaction with their friends. In addition, we propose a 
set of control techniques that exploit this visualization, such as the filtering of 
contents created by the user’s friends, and the end-user editing of the distance 
values. In addition, we detail the implementation of a prototype for both the  
visualization and the filtering techniques in a mobile setting. We evaluated  
the usability of the proposed approach through a user study, comparing our  
prototype with the current Facebook wall-post visualization. The experimental 
results shows that the user are immediately proficient with the visualization and 
that it can be successfully exploited for controlling the content filtering. 

Keywords: Radial layout, mobile user interface, social networks, content  
filtering, ego network, visualization. 

1 Introduction 

The wide availability of internet-connected mobile devices is pushing the market of 
social network applications, since users are engaged in creating new contents in a 
ubiquitous manner. The number of users that produce and consume contents through a 
mobile device in a social network has officially overtaken the number of desktop 
users, as has been officially reported in [3].  

In a similar fashion, the number of active users is increasing and, considering that 
each user has about 100 friends on average [11], this means that users are already 
overwhelmed by the content created by their friends. 

However, in [4] the authors demonstrated that Facebook users actually interact 
with a small subset of their declared friends. Therefore, the social network users may 
usually skim many contents they are not interested in even in their wall or homepage.  

In order to ease the management of the different friend subsets, social networks 
like Facebook, Google Plus and Twitter provide a “friends list” mechanism, which 
enables grouping and differentiating friends. The user can usually select one of the 
different groups directly in their homepage, filtering the contents that were created by 
friend not belonging to the current group. 

Unfortunately, they are considered tedious to create and maintain when the net-
work grows, and the situation is even worst if we consider a mobile setting. 
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Different solutions for automatically creating such subsets are provided by research 
on graph analysis. For instance in [6], the authors demonstrate that it is possible to 
identify user’s social circles exploiting both the network structure information and the 
user profile information. This solution has the advantage of discharging the user from 
subset creation task but, from the user’s point of view, it is not possible to understand 
which criteria are used by the system in order to create them. 

Therefore, it is important to provide the users with means for: 

1. identifying and controlling the subset of closer friends, according to the 
number of interaction that occurred between the user and her friends 

2. understanding the relation between the subset, which can be created also 
with the support of the underling application, and the contents that are 
shown or filtered in the application interface. This point is particularly  
relevant in mobile settings, where it is crucial to provide meaningful  
information to the user.  

In this paper, we propose a radial layout visualization for friends in a social network, 
which we demonstrate to be particularly effective in mobile settings. Such visualiza-
tion exploits a distance concept, which can be exploited by the system for content 
filtering and that can be interpreted by the user as the criteria for selecting contents. 
The user can exploit the same visualization for analyzing the system’s internal repre-
sentation of her social network (inspection).  In addition, the same visualization al-
low her to change such representation (control), communicating that it is different 
from what was expected by the user.  

The paper is organized as follows: after a brief discussion of the related work, we 
present the visualization and its features, discussing an implementation prototype. 
After that, we discuss the results of a user study, showing that users are immediately 
proficient using such visualization and that it improves current mobile social-network 
interfaces. Finally, we go into conclusions and future work. 

2 Related Work 

The exploitation of radial layouts for representing big amounts of data has a long 
history, surveyed in [2]. The authors categorized the different layouts and visualiza-
tion design patterns (polar plot, space filling and ring). According to this classifica-
tion, our work uses a star pattern, included in the polar plot category, which has been 
proved to be useful for a wide variety of applications, from the display of queries [6] 
to networks [14] etc.  

In a mobile setting, a radial visualization is efficient in space usage, especially  
for browsing and interacting with trees and hierarchical structures. For instance, in [5] 
the authors propose an edgeless visualization of a tree using a 2D space filling tech-
nique, while in [11] is discussed an expandable-table interactive visualization for 
hierarchical structures. 

In this paper, we apply this layout to the visualization of an ego-network, which is 
the network that includes a user and her friends, enabling the inspection and control 
for the filtering of contents created by friends. 



 Circlebook: Visual Display of Friend Proximity 131 

 

Some work has been done in the area of the visualization of communication  
patterns among mobile users of social networks. For instance, in [8] the authors dem-
onstrated the benefits of an inspection of the different social interactions mediated by 
the mobile phone in a daily basis. Besides the representation of expected interaction 
trends, the users were able also to identify interaction gaps between them and some 
other friends. We created a visualization that is able to summarize the different  
interactions through the “lifetime” of the user in Facebook. 

In the field of social recommender systems, such kind of transparent exposition  
of the mechanism for selecting the proposed contents increases the perceived  
recommendation quality and the overall system satisfaction [7]. We apply the same 
principles in the context of content filtering.  

3 Friend Visualization 

In this section, we discuss the visualization technique exploited in Circlebook. The 
visualization is based on a modified radial layout [12], where graph nodes are posi-
tioned using a set of concentric circles, each one representing an hop between a given 
node and the one that appears at the center of the visualization. Such kind of layout 
does not consider edge weights: the position of a node is calculated according to its 
depth with respect to the central node.  

We took inspiration from such visualization since it has two main advantages: the 
first is the possibility to focus on a central node, which in this case is the current user. 
The second one is the possibility to provide an immediate feeling of the distance 
through the concentric circles in the background.  

Differently from [12], in our case we cannot use the depth as parameter for  
positioning the nodes on the various circles. Indeed, from a social graph point of 
view, all nodes in a user’s friend list are directly connected with her. Instead, we need 
to consider some weight on the edges.  

Such weights depend on two different factors. The first one is directly related to 
type of network we are modeling and, consequently, to the concept of distance we 
consider. Here we consider a social network and we aim to model the “interaction 
distance”, which means that we want to find the friends that exchange information 
with the current user, separating them from the ones that are included in the fried’s 
list, but do not communicate with our user often. It is worth pointing out that the  
distance concept can be applied also to networks that are different from the one  
considered in this paper (e.g. article topics, videos etc.). 

The second factor purpose is twofold. The first one is to control the graph layout, 
distributing the different nodes on the radial representation, while the second one is to 
implement a discretization step from the continuous value of the distance to the  
discrete values of the distance levels, which are represented as circles.  

The two factors are implemented by two different functions: one for obtaining an 
interaction distance between the user and a given friend, and one for laying-out the 
graph. We detail how we selected such functions in the next section.  
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3.1 Distance and Layout Functions 

As we already mentioned in the previous section, the circular friend visualization is 
based on the composition of two functions: a distance function and a layout function.  

The first one calculates a continuous distance between the central node (the  
Facebook user in our case) and the directly connected ones.  

In this paper, we consider as case study the Facebook social graph. We defined a 
distance function that is based on the number of interactions between the user and 
each one of her friends. In particular, for each friend of our user, we considered as 
interactions the following events: 

1. The friend comments one of the user’s posts on her wall 
2. The user comments one of the friend’s posts on her wall 
3. The friend likes one of the user’s post on her wall 
4. The user likes one of the friend’s post on her wall 

In our prototype implementation, for each user we considered (see the evaluation 
section), we had to count all such events in order to have the total number of interac-
tions, accessing the user’s Facebook data through the Open Graph Api [2]. Therefore, 
the number of interaction considered in this paper for each friend is simply the sum of 
previously listed events. 

After this counting step, we normalized the distance value by the maximum value 
of interactions with a single friend. Such sum gives us a value between 0 and 1 that is 
higher for friends that communicate with our user very often, and lower for the others. 
The actual value of our distance function has been calculated as shown in equation 1, 
where ܿݐ݊ݑ݋ሺݑ, ݂ሻ represents the interaction count between the user u and the friend 
f and ݉ܽݔሺݑ,  ሻ the highest number of interactions of the considered user with anyܨ
one of her friends (represented by the set F). ݀݅݁ܿ݊ܽݐݏሺݑ, ݂ሻ ൌ ൬1 െ ,ݑሺݐ݊ݑ݋ܿ ݂ሻmax ሺݑ, ሻܨ ൰ · 100 (1)

We do not consider private messages in the distance calculation. This has a practical 
rather than theoretical motivation: the real Facebook users we contacted for the test-
ing did not allowed our application (which was built on top of the Facebook Open 
Graph Api [2]) to access the private messages for obvious privacy issues. 

It is worth pointing out that it is possible to use more precise definitions for esti-
mating the distance (such as the edge centrality [7]) but, as we discuss more in detail 
in the evaluation section, this measure is already satisfactory for the users. A study on 
the best candidate for this function is beyond the scope of this paper. 

The second function we use in the visualization implements the discretization step 
for grouping the users in different circles, given a number of distance levels. The only 
assumption is having values normalized in an interval between 0 and 100, where 0 
corresponds to the minimum distance from the center and 100 to the maximum. As 
already mentioned in the previous section, the function can be selected according to 
the distance function distribution.  
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Fig. 4. Circlebook wall-post visualization 

 

Fig. 5. Inspecting friend distances in  
Circlebook 

The user is able to control the dimension of the circle pressing the Circle button in 
Figure 5. After that, the application shows the presentation in and changing the value 
of a slider, shown in Figure 6: in the left part the slider has an higher value and the 
light blue circle has a bigger diameter, while in the right part the slider and the circle 
diameter are smaller. After changing the filtering circle dimension, the effects are 
visible on the post presentation (Figure 4): if it has been increased, there are less  
filtered wall posts and vice-versa. 

In addition to the control on the level of distance exploited by the filter, the user 
can also inspect and control the distance between him and a particular friend. Indeed, 
it may happen that the user is not happy with the distance calculated automatically by 
the application support and she wants to modify it.  

Supporting such feature implies that: 

1. the user has the possibility to inspect the view and find the position of a 
particular friend  

2. the user has the possibility to change the friend’s position if she think that 
the distance calculated by the application is different from the real one. 

The inspection part is supported through a search by name feature: the user presses 
the Search button in Figure 5. Then, she selects the friend’s name through a search 
filter bar.  

At this point, the application highlights the selected friend, showing the presenta-
tion in Figure 7 and increasing the value of alpha value for the icons that do not 
represent the selected friend. In this way, the user can immediately locate the selected 
friend and see interaction distance.  
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Fig. 6. Changing the filtering distance level 

 

Fig. 7. Changing a friend's distance 

The user may now decide to change the value of this distance, which can be done 
pressing the Distance button in Figure 7, left part and moving the selected friend’s 
icon from one circle to another through a slider, in the same way she can modify the 
dimension of the sky-blue circle in Figure 6. The result of changing such value is 
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shown in Figure 7, right part: the user has decreased the value of the slider and the 
icon of the selected friend is now closer to the center. It is possible to de-select the 
highlighted friend simply pressing the red button in Figure 7. 

In summary, the application provides the user with means for inspecting the dis-
tance at a high level and also for particular friends. The filter control is based on a 
general cut-off rule based on a distance level completely customizable for the user. In 
addition she can also modify the value of the distance representation provided by the 
system for particular friends, offering also a fine-grained control on each one of them.  

5 Evaluation 

In order to evaluate the usability of the friend visualization in the proposed setting,  
we performed a user study. The aim of the test is twofold. On the one hand, we  
want to establish whether the users prefer the current visualization of the wall posts 
(considered as the baseline) or the enhanced one proposed in this paper.  

We recall here that Facebook allows filtering contents created by a certain friend in 
the wall post, in both its desktop and mobile versions. In addition, it exploits a rank-
ing algorithm for contents, which visualizes first the wall-posts that are considered 
more important, weighting the affinity between the user and the friend that created the 
content. In addition, it considers also the content type and a time-decay function [5]. 
The user can select to visualize the wall posts in chronological order or according to 
their importance. We compare the two approaches in order to understand if providing 
means for inspecting and controlling the contents have a positive impact on the user’s 
experience. 

On the other hand, we want to demonstrate that such inspection and control  
features are supported adequately by the visualization we propose in this paper,  
measuring the effort required for completing the filter inspection and control tasks we 
defined for the test. 

5.1 Test Organization 

The test consisted of five parts. In the first one, the users read a small introduction 
about the application they were going to evaluate and about which kind of personal 
data was required. After that, they filled a small demographic questionnaire. 

The second part was dedicated to an evaluation of the current filtering support for 
the Facebook wall-posts. In particular, we recalled the possibility to filter contents 
that were created by a specific friend, and the possibility of showing only the contents 
created by a given friend list, as we discussed in the previous section. Obviously, for 
participating to the experiment, the user should be a Facebook user and, as we better 
detail in the next section, we selected user that were experienced with this social  
network.  

This evaluation was performed filling the Software Usability Software Usability 
Scale (SUS) test [1], which is considered one of the most effective post-study  
questionnaire in literature [10].  
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We did not ask explicitly to use the current Facebook interface before filling this 
test, since all the user were already familiar with it, but it was available for  
re-experimenting its features if needed. 

In the third part, the user had to allow our application using their Facebook data in 
order to calculate the distances as described in section 3. This means that each user 
authenticated with her Facebook credential and the following parts of the test were 
performed exploiting the user’s real data and friend list. Consequently, the calculated 
distances and the friend visualization were based on the current user’s Facebook real 
interactions.  

The fourth part was dedicated to performing a set of tasks with Circlebook. The 
tasks were performed through different smartphones (different versions of the Apple 
iPhone, Samsung Galaxy S2 and S3 etc.) since the prototype is a web based applica-
tion and the user accessed it through their own personal device. The only requirement 
was having a screen resolution of at least 320 x 400 pixels. 

In particular, the task to accomplish were four: 

1. Explore the post and the radial friend visualization, establishing who are 
the closest friends (inspection task) 

2. Modify the dimension of the filtering distance level, in order to include 
the ones that they want to follow (control task) 

3. Find a friend in the circular visualization (inspection task) 
4. Modify the distance of a friend that is supposed to be closer or more  

distant (control task) 

At the end of each task, we wanted to measure the task performance effort that  
was perceived by the users. In order to do that, we asked each user to answer the the 
well-known Subjective Mental Effort Question (SMEQ) [13]. 

The last part of the test was dedicated to filling again the SUS questionnaire, but 
this time the users evaluated the overall usability of Circlebook. 

5.2 Test Results 

Nineteen users participated to the study, 11 male and 8 female, aged between 21 and 
ҧݔ) 43 ൌ 34.5, ܦܵ ൌ 5.28), 6 have a high-school degree, 4 a bachelor, 7 a master and 
2 a PhD. One of them has been using Facebook since three years, 10 have been using 
it since 4 years, while 8 since five or more years. Eighteen participants use a mobile 
device daily, while only one uses it weekly. The users were all experienced in both 
using Facebook and using mobile devices.  

In order to establish the best content filtering support, we performed a within-
subject comparison of the SUS scores for the current Facebook visualization and  
the one proposed in this paper, in order to establish if there is a statistically relevant 
difference between the two designs. 

In this case, it is impossible to alternate the starting condition for mitigating the 
carryover effect. Indeed, all testers needed to be Facebook users and then they used its 
visualization in advance.  
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Fig. 8. Facebook and Circlebook SUS score comparison. The caps shows the standard  
deviation of the respective scores. 

The analysis of the SUS rating is shown in Figure 8. The current Facebook visuali-
zation SUS rating in a [0,100] interval is 58.02, SD 14.47, while Circlebook was rated 
72.89, SD 9.62. The score difference is statistically relevant: we performed a paired t-
test and we obtained 0.0019 as p-value. Therefore, we are 95% confident that the 
overall usability score difference is between 8.62 and 21.12 points. considering such 
numerical results  and according to [9], we can affirm that the perceived usability of 
Circlebook is higher. This confirms that the work discussed in this paper is well-
grounded, since the features implemented through the friend visualization help the 
user in understanding why a content is there or not and, in addition, to modify the 
system’s behavior if she is not completely satisfied.  

After having demonstrated that the visualization is useful for filtering social net-
work contents, we have to establish whether the effort required for manipulating the 
proposed friend visualization is adequate or not. In order to do this, we analyze the 
answers to the SMEQ [13] question, which were given at the end of each performed 
task. This allowed us to establish a confidence interval for a quantitative measure of 
the user’s performance effort. In addition, it is also possible to provide a label for such 
quantitative measure according to [13], in order to have a natural language explana-
tion of the effort level. Examples of such labels are “not very hard to do” or “very, 
very hard to do”. 

The post task test scores are in a [0,150] interval, where 0 is the minimum difficul-
ty value, while 150 is the maximum. The test results are the following 1) ݔҧ ൌ8,33  ܵܦ ൌ ҧݔ (2 ,8.51 ൌ 5.27, ܦܵ ൌ ҧݔ (3 ,6.23 ൌ 5.27, ܦܵ ൌ ҧݔ (4 ,6.23 ൌ ܦܵ,16.67 ൌ 27.78  and they are summarized in Figure 9.  

Given such results, we can calculate for each task the upper bounds for the per-
ceived difficulty scores that are the following, with a confidence interval of 95%: 1) 
13.45, 2) 7.47, 3)7.47, 4) 19.57. 
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A user test demonstrated the proposed visualization is more usable than the one 
currently used in Facebook, and that both the inspection and control task have a low 
difficulty level.  

In future work, we want to study the impact of using different distance and layout 
functions and to apply the visualization to recommender systems. In addition, we  
plan to perform a long-running testing phase, where we will ask users to exploit our 
Facebook client for a long amount of time, in order to evaluate the prototype usability 
in a “real life” setting for a day to day use of the social networks.  
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Abstract. Nowadays, smartphones have almost replaced basic feature
phones all over the world. Today’s smartphones come equipped with
an increasing set of embedded sensors, computational and communica-
tion resources. All these gave developers the ability to design and im-
plement a wide variety of applications in the domains of healthcare,
social networking, safety, environmental monitoring and transportation.
This paper presents a novel middleware platform, called Feel the World
(FTW) which provides third party programmers, with little phone pro-
gramming experience, the ability to develop applications that enable
people to sense, visualize and share information about the world they
live in.

Keywords: Participatory sensing, mobile applications, mobile data
collection.

1 Introduction

Technological advances in sensing, computation, storage and communication
have brought closer than ever a global sensing device that enables a great num-
ber of novel applications that weren’t available in the past. Small inexpensive
sensors, low power processing but mostly the fact that today’s smartphones
come equipped with an increasing set of embedded sensors, computational and
communication resources, gave developers the ability to design and implement
a wide range of applications. Analysts estimate that 5 billion people worldwide
use mobile phones1 - more than half the world’s population.

While the real numbers are debatable, it is clear that the proliferation of
smartphones equipped with cutting-edge sensing technology and high-end pro-
cessors opens new horizon in participatory sensing having a tremendous impact
on our society. In this context, smartphones represent an ideal computing plat-
form to develop urban sensing applications across a wide variety of domains,
such as social networking, environmental monitoring, healthcare and transporta-
tion [7,10]. Therefore, a key challenge in realizing the potential of participatory

1 http://www.physorg.com/news185467439.html
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sensing is to ensure the ease of developing and deploying such applications, so
that the developer does not have to reinvent the wheel.

To address this challenge, we present a novel middleware platform, called
Feel the World (FTW). FTW provides to third party programmers, with little
phone programming experience, the ability to develop applications that enable
people to sense, visualize and share information about the world they live in.
FTW framework abstracts implementation details, like service and thread im-
plementations, in order to provide a convenient way to handle sensors both
embedded and external. Even though capturing sensor data is quite easy using
the provided SDKs, developing a continuous sensing application that takes into
account network traffic and the resources of the device (e.g., battery, processor
utilization) on which the application is running is not a trivial task. Although
several frameworks have been developed in order to address this challenge (e.g.
MyExperience [9], Jigsaw [8], Funf [1], SociableSense [11], ODK Sensors [3]),
FTW differs from the existing platforms since it provides a dynamic control of
sensors (sampling rate) based on the specific technical specifications and the
current resources state (battery level, number of running applications) of the
mobile device. In addition, FTW provides a mechanism that determines when
to upload the collected data to the server based on the priority of data, Wi-Fi
availability and other configuration parameters of the mobile device. The key
contributions of our work can be summarized as follows:

• A novel open source framework for developing people-centric sensing android
applications. Through FTW, developers would be able to exploit and config-
ure all the embedded sensors of mobile phone as well as external sensors. The
general configuration properties of FTW are the sampling rate, the duration
of each data collection, the priority of data and the running environment
(background/foreground). Additionally, developers can specify whether or
not the data will be uploaded on a server and how often this will take place.
FTW framework can be downloaded from http:/grid.ucy.ac.cy/FTW/.

• We evaluate the proposed framework demonstrating its expressivity, the uti-
lization of resources and the ease of use in developing a people-centric ap-
plication using its built-in features.

The rest of this paper is structured as follows. Section 2 gives a brief overview of
relevant frameworks. Sections 3 presents the system architecture of the proposed
framework. Section 4 demonstrates the FTW framework. Section 5 gives an
insight to the work that will follow on the framework and concludes the paper.

2 Related Work

Participatory sensing enables collection of environmental sensory data by or-
dinary citizens, through devices such as mobile phones, without requiring any
pre-installed infrastructure. Despite the radical increase of mobile applications
mainly due to the popularity of smartphones and app stores, there are still only a
limited number of applications for participatory sensing purposes [4]. The reason

http:/grid.ucy.ac.cy/FTW/
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Table 1. Mobile Frameworks for Participatory Sensing

Jigsaw
[8]

MyExperience
[9]

SensLoc
[6]

SociableSense
[11]

Funf
[1]

ODK
[3]

FTW

Embedded

Sensors

microphone
accelerometer

GPS

GPS
Bluetooth

WiFi
accelerometer

GPS

microphone
accelerometer
Bluetooth

all all all

External

Sensors
no no no no no yes yes

Task

Inference
yes yes yes yes no no no

Send data

to server
no yes no yes yes yes yes

Dynamic

Sampling
no no no yes no no yes

Decision

module
no no no yes no no yes

resides to the programming challenges of implementing such applications and es-
pecially due to resource constraints that prevent adoption of these applications
in under-resourced environments. This main constraint reveals the challenges
that participatory sensing still has to face: (1) Continuous sensing by making
mobile applications more efficient and (2) creating mobile applications easier by
leveraging the complexity of building such applications. Many frameworks and
platforms have been proposed addressing the aforementioned areas. Some related
work focus on specific sensors and tasks trying to achieve maximum efficiency,
while other ones succeed a more general approach of the problem trying to ease
the development of participatory sensing using all sensors.

Jigsaw [8], SociableSense [11], SensLoc [6] MyExperience [9], ODK Sensors [3]
and Funf [1] are some indicative recent frameworks that enable mobile phones to
collect sensor data important to a users daily life. The Jigsaw [8] mobile sensing
platform balances the performance requirements of the applications and the re-
source demands of sensing continuously on the smartphone. SociableSense [11] is
a framework that captures user behavior in office environments, while providing
the users with a quantitative measure of their sociability with their colleagues.
Novel energy efficient mechanisms that are adaptive with respect to the changing
context and optimized according to the requirements of users collecting the sen-
sor data have been implemented. SensLoc [6] is a platform that provides location
context to applications by using a combination of acceleration, Wi-Fi, and GPS
sensors to find semantic places, detect user movements, and track travel paths.
MyExperience [9] is a framework for collecting data and capturing user’s feed-
back. The innovative idea behind MyExperience is that it does not only collects
quantitative data, but also qualitative such as user’s opinion for the sensed event.
Moreover, MyExperience provides an easy configuration mechanism throughout
an XML-based configuration file. A key characteristic of all these frameworks is
that they are focused on specific sensors and sensing tasks (like location queries,
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activity inference, etc). The ODK Sensors framework [3] provides a single sens-
ing interface for both built-in and external sensors, hiding many details involved
in developing sensing applications. The ODK Sensors framework provides an
abstraction on which to develop and deploy user-level device drivers on Android
smartphones.

The work most similar to ours is Funf [1], which is an open sensing frame-
work developed by MIT Media Lab2 for creating participatory sensing applica-
tions that takes account all of phone’s embedded sensors. The core concept is to
provide an open source, reusable set of functionalities, enabling the collection,
uploading, and configuration of a wide range of data signals accessible via mo-
bile phones. Funf contains reusable and expandable code and abstracts data and
sensors through probe data structure.

The proposed FTW framework differs from existing ones in several aspects.
Contrary to SensLoc, MyExperience and SociableSense, FTW does not focuses
on specific sensors and task inference. Instead, FTW, ODK Sensors and Funf
frameworks take into account all the phone’s sensors. ODK Sensors framework
aims at packaging software so that non-technical users can access external sen-
sors from a locked mobile device running a stock version of Android operating
system. As opposed to our work, Funf framework and ODK Sensors framework
do not provide any mechanism for dynamic control for the process of sensing.
Additionally, Funf and ODK Sensors framework do not support any mechanism
that will decide when to upload the accumulated data to the server with re-
spect to the priority of data, WiFi availability and programmer’s configuration.
Table 1 summarizes the key characteristics of the existing frameworks.

3 System Architecture

3.1 Overview

FTW uses the Android SDK and Java Runtime environment in order to develop
the services that provides at the client-side and at the server-side respectively.
The client-side component allows the collection of values from sensors embedded
on the smartphone or from external sensors (the platform of Sensaris senspods3,
which is running under a RTOS-based kernel, has been implemented) connected
to the device via Bluetooth connectivity. Collected values can be aggregated
and/or transformed locally on the client and uploaded to the server-side com-
ponent in real-time or at a later moment. The server-side component gathers,
processes and visualizes the retrieved values. Android OS has been selected as
the target platform for FTW framework because it is open source, has more fea-
tures unlocked compared to the rival operating systems (background services)
and supports connectivity with more external sensors. Our high level goal is to
minimize effort for the developer. This includes both developers who are using

2 Funf. http://funf.media.mit.edu/index.html
3 Sensaris. http://www.sensaris.com/

http://funf.media.mit.edu/index.html
http://www.sensaris.com/
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the FTW API and Android library to build apps, as well as developers extend-
ing the FTW framework at the lower levels. Below, we list the design goals
for FTW:

– be expandable ensuring the ease of developing applications so both expe-
rienced and inexperienced users will be able to use it effectively to create
applications for participatory sensing, providing a high-degree of isolation
between applications and sensor-specific code;

– support all the embedded sensors of mobile phones, facilitating the integra-
tion of new sensors into applications without requiring modifications to the
OS configuration;

– provide a background service for monitoring the collection of data in order
to ensure that the collection process doesn’t affect user’s experience. This
service will dynamically configure sensors based on phone’s technical char-
acteristics and the phone’s current resources state;

– provide functions which automatically determine when the data should be
uploaded to the server.

3.2 FTW Data Types

FTW has a common interface for each unique data type. Specifically, each type
of sensor data collected by the system is encapsulated as a conceptual “IData”
object. IData gives an homogenous representation of sensor data (generic sensor
data, location data, WiFi data) in the framework. Figure 1 depicts the IData
interface. The abstraction for implementing and operating sensors is captured
by BaseSensor class (see Figure 2). Using the modular BaseSensor architecture,
it is easy to add new sensors to the system, or swap existing sensors with an
improved version. All sensors support a common set of behaviors, and each one
defines a set of configuration parameters that control it, and the format of its
output. Sensors can be configured locally on the device or remotely through the
server. Figure 3 depicts the class diagram of FTW implementation. It is an auto-
matically generated diagram which shows the dependencies between the classes.
BaseSensor class represents an abstract sensor. It contains the android service
implementation and the code which is responsible for the communication with
the modules of the FTW, such as communication service and monitoring service.
Inheriting BaseSensor class, we can create our own sensor instances for sampling
sensor data. Currently, 16 different types of sensor data are collected. Specifi-
cally, FTW software framework includes all the embedded sensors of the phone
as well as external environmental sensors from the Sensaris senspods platform.

3.3 Data Formats

Sensor data are saved by default as CSV values and stored locally in the phone.
Each write is made on a different file in order to prevent complete data loss
in case of file corruption and to allow periodic data upload to the back-end
server. Since many users do not have a mobile data service plan, the system
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Fig. 1. IData interface

Fig. 2. BaseSensor Class

has been designed by default in the absence of network access and the phone
accumulates the collected CSV files locally. When server connection is established
(for example a participant connects to Wi-Fi), the system attempts to upload
files in order to be further processed.

3.4 FTW Components

FTW is a two-sided application with the client-side running on the mobile device
and the server-side running on the server. On server-side we provide a simple Ap-
plication Programming Interface (API) for easy communication with the client-
side of the framework. More specifically, two modules are provided: Messaging
manager and File transfer manager, which both aim to leverage the complexity
of creating the receiving on server-side. On client-side our main purpose is to
provide a modular framework for creating new sensing modules by abstracting
the way we handle data. Figure 4 depicts the architecture of the FTW middle-
ware platform. In the following paragraphs the modules of the proposed FTW
framework are described.
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Fig. 3. FTW Class Diagram

Client-Side Data Layer

• Foreground Sensing. An abstract implementation that enables developer to
create an instance for a foreground sensor configuring the sampling rate, du-
ration and priority of data. The collection of data is made in the foreground
and stops when the application is closed.

• Background Sensing. An abstract implementation that enables developer to
create an instance for a background sensor configuring the sampling rate,
duration and priority of data. The specific module is implemented as an
Android service and the sampling is continuing even when the foreground
application is closed.

• External Sensing. This module leverages the complexity of integrating an
external sensor in the framework. FTW provides a mechanism to connect
and pair the external sensor with the mobile device.

• Resources Service. This module runs on the background and collects data
which are related with the resources of the mobile device. Collected data
can be categorized in the following two categories: 1) static data, which
rarely or never change (processor clock, ram) and 2) dynamic data, which
are changing over time (battery level, running processes).
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Fig. 4. FTW System Architecture

Computation Layer

• Monitoring Service. This module is responsible for monitoring the collection
of sensor data. Monitoring service is able to dynamically configure sensors
based on phone’s technical characteristics and the phone’s current resources
state. Using this module, the developer can set specific rules that affect the
sampling of sensor data. For example, when battery is below 20% then the
sensors will stop sampling. Monitoring service includes a decision mechanism
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which decide when to upload the accumulated data to the server with respect
to the information received (e.g., priority of data, Wi-Fi availability and
programmer’s configuration). The decision module processes all information
received and generates an action plan when to upload the data to the server.

• File Writer. This module writes data to CSV files.

Communication Layer

• Transfer Service. This module is responsible for data communication with
the back-end server. It includes rules whether the data should be sent to
the server. By default, when a participant connects to Wi-Fi, the system
attempts to upload files.

Utilities Services

• Bluetooth Manager. This module provides a useful API for discovering and
pairing nearby Bluetooth devices from the application. It also provides the
capability of exchanging data between the mobile and the Bluetooth device.

• Compression Manager. This module compresses data using a widely known
compression approach, the Deflate algorithm [5]. The Deflate algorithm di-
vides the compressed data in variable-length blocks using a sliding window
that can be up to 32 kilobytes large. Several compression algorithms have
been tested [2]. Specifically, we tested the following compression techniques:
a) Huffman coding, b) a combination of Huffman and Run-Length coding,
c) ZIP compression, and d) Deflate compression. Deflate compression tech-
nique achieved the best compression ratio for both small and large length
of strings. Huffman coding and Run-Length did not achieve data compres-
sion since these encodings are mainly used for compressing images. Accord-
ing to [12], experimental results have also shown that Deflate is the most
energy-efficient algorithm.

In the next section, we have developed a few example applications to demonstrate
reuse, flexibility, and extensibility of the framework.

4 Evaluation

In this section, we demonstrate the FTW framework capabilities. Specifically, we
focus on demonstrating its expressivity, the utilization of resources and the ease
of use in developing a people-centric application. All experiments were conducted
using Google Nexus-S mobile phone.

4.1 Expressivity

With the term “expressivity” we refer to the ability of framework to utilize
as many sensors as possible and the provided freedom to the configuration of
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Table 2. FTW Expressivity

Sensor
Background
Sampling

Rate
(samples/sec)

Duration (sec) Monitoring Log data
Send to
server

Accelerometer yes 600 60 yes yes yes

Accelerometer no 100 30 no no no

Light sensor yes 500 60 yes yes yes

Microphone yes 500 60 no yes no

WiFi yes 1000 - no no no

Location-GPS yes 2000 - no no no

Location Network yes 2000 - yes no no

sensors. In order to demonstrate the expressivity of FTW we have instanti-
ated several sensors with different characteristics and configurations. We can see
from Table 2 where we present 7 indicative sensor instances, each with different
characteristics. For example, we have two accelerometer instances running with
different sampling rate and duration, one running in foreground and the other
in background implemented as a service.

4.2 Resources Utilization

In order to understand the automatic monitoring service and the way it handles
battery utilization, we created two similar applications. Both applications gather
accelerometer data and have the following configuration: background service
runtime environment, sampling rate 30 seconds and duration 5 seconds. Their
only difference is that the first application utilizes automatic monitoring service
whilst the second one does not. The monitoring service handles the sampling
rate of the first application based on the current battery level. The monitoring
service runs on the background on specific rate and each time it runs sets the
sampling rate as follows:

(% of used battery + 1) ∗ initial sampling rate (1)

For example, when battery reaches 80%, then monitoring service will set sam-
pling rate at 1.2 * initial sampling rate. This means that as long as the battery
extinguishes, the sampling rate is becoming slower and slower. Our purpose here
is to understand the impact of monitoring service in the utilization of resources
at the mobile devices. In order to address it, we consider two similar applications
which are running for 4 hours; the phone is plugged in to the power supply. We
observe that the battery consumption is the same for both applications. This
was expected since battery level was 100%. Next, we detach the phone from
power supply and we observe that the battery utilization of the application
which uses the monitoring service of FTW is gradually under 4% while the sec-
ond one has a battery utilization of 6%. From these two applications, we observe
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that monitoring service utilizes in an efficient way the resources of a mobile de-
vice since it dynamically adapts the sampling rate as well as the duration of
sampling.

4.3 Ease of Use

In order to demonstrate the ease of use of FTW framework, we developed a
people-centric application for gathering data, called FeelMe. FeelMe application
can be used by scientists or self-trackers that are willing to gather and share their
daily data, their environment, or even their location. The motivation of FeelMe
is to provide citizens a wide range of crowdsourced city information including
traffic flow, road reports, parking places, and even warnings about where the
latest speed traps have been set up. The user can take a picture of a place or
an area where a problem has been detected through the mobile device’s camera
and report it with a description and title. The external sensor devices, which
are embedded with GPS, detect CO2, HUV , motion, noise measurements and
sent these data to the mobile device through Bluetooth connectivity, and then
the data are sent to server through TCP. The server stores all these data and
depict them in a live map.

On the left screen in Figure 5, the user can choose the sensor that he is willing
to gather data. FeelMe provides a wide range of settings, such as sampling rate,
duration of each sampling etc. On the right screen in Figure 5, the user can
observe the stream of collected sensor data. Moreover, the application collects
location data and displays them on a map as depicted in the left of Figure 6.
Finally, the application displays the current resources of the phone (on the right

Fig. 5. Sample screenshots: FeelMe Application setup display
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Fig. 6. Sample screenshots: (left) FeelMe Application map display, (right) FeelMe
Application resources display

screen of Figure 6). For the development of this application we used the built-
in features of FTW through its API. To sum up, the development of FeelMe
application required about 320 lines of code.

Users who would like to participate in and contribute to FeelMe install the
FTW runtime from http:/grid.ucy.ac.cy/FTW/ on their mobile smartphones.
Currently, FTW uses the Android SDK (Software Development Kit4).

5 Conclusion – Future Work

The great increase of smartphone users creates a need and opportunity to involve
these devices in data gathering mechanisms that will provide projects with the
needed data. Our focus in this work was to provide a framework that is scalable,
expandable and maintainable. FTW ensures the ease of developing applications
so both experienced and inexperienced users will be able to use it effectively
to create applications for participatory sensing. Finally, an Android application
has been built using the FTW framework, which makes use of many of its built-
in features. The application can be used by citizens interested in collecting and
exploring information related to the mobile device, its environment, and its user’s
behavior.

A key characteristic of the proposed framework is its extensibility. As fu-
ture work, we plan to extend FTW framework so as to take into account tasks
priority, security, and storage issues. In terms of tasks priority, the proposed

4 http://developer.android.com/sdk/index.html

http:/grid.ucy.ac.cy/FTW/
http://developer.android.com/sdk/index.html
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framework does not support any policy since it considers that all tasks have the
same priority. However, some tasks are more time critical than other ones and
therefore they should have higher priority. Regarding security issues, collected
data contain sensitive private information. Although data are sent anonymously,
no encryption/decryption protocol is used between sender-receiver in the exist-
ing framework. For the furure, we plan to extend FTW so as to allow storing
and sending data in encrypted format for security purposes. In terms of storage
aspects, in the current version of FTW framework the data are stored as CSV
files. In the future, we plan to switch to SQL-lite in order to be able to index
data and retrieve them more efficiently.
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Grant, funded by the University of Cyprus.
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Abstract. The application of E-government through the use of mobile devices 
is a challenge for all the countries. Although developing countries are slow in 
adopting the new technologies, most of their habitants are already familiar with 
the use of mobile devices. Despite that, the implementation of m-government is 
still a problem. Few scholars have researched the adoption of m-government by 
the developing countries and the influential factors that affect this adoption. The 
current research explores the influential factors of the m-government adoption 
by improving the Unified theory of acceptance and use of technology model. 
The improved UTAUT model derives from the additional elements of trust, 
context of use and human development index. The improved UTAUT 
contributes in the current m-government research by building a conceptual 
model that will be useful for scholars and policy makers so as to detect the 
potentiality of the developing countries to adopt m-government. 

Keywords: m-government, Unified Theory of Acceptance and Use of 
Technology, human development index, trust, context of use. 

1 Introduction 

Governments around the globe utilize e-government services to improve citizens’ 
interaction with the public administration. Recognizing the benefits e-government the 
government of Angola in 2005 implemented a portal, offering 157 public services 
online, 28 official forms, several useful documents and the opportunity to arrange 
appointments with the public servants [1]. Improved transparency in the public 
services and increased citizen feedback resulted in gaining the Technology in 
Government Award of 2007[1]. The government of Lebanon in 2008 developed a 
portal encouraging online transaction between taxpayers and the Lebanese Ministry of 
Finance [2]. Consequently citizens’ visits to the tax offices shortened, i.e. from 1548 
to 1,075 and VAT tax reduced from 11,344 to 7940 for the LTO type of tax [2]. 

                                                           
* Corresponding author. 
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Successful case studies reveal peoples’ demand for e-government services provision 
in the developing countries. 

As citizens demand for better e-government services mobile device penetration 
acts as the main force to move from e-government to m-government. According to the 
ITU the global rate of mobile-cellular penetration stands at 96%; 128% for developed 
countries; and 89% for developing countries [5]. Growth was driven by developing 
countries, which accounted for more than 80% of the 660 million new mobile‐cellular 
subscriptions added in 2011 [5]. For example, in Africa 151 million people or fifty 
seven percent of the whole population is subscribed to a mobile service provider. [3]. 
Mobile devices are very popular even among nations that have a high percentage of 
digital divide, e.g. South Africa mobile phone ownership reaches 84%, Nigeria 71% 
Kenya, Ghana and Botswana approximately 60% [4]. 

The significant findings of the mobile phone’s ownership reveal that developing 
countries have potential dynamics to adopt mobile services. The International 
Communication Union defines m-government as “the adoption of mobile technologies 
to support and enhance government performance and foster a more connected 
society” [5]. Studies reveal a great interest in using mobile phones to interact with 
government and with other members of the community [6] leading to significant 
opportunities for both government and citizens, i.e. greater cost optimization through 
bypassing infrastructure [7], improved integration, communication and interaction, 
expanded service delivery and stronger digital equality [5], [8], [9]. The low quality 
of the infrastructure [10], a poor transportation system, high rate of criminality are 
among others significant reasons for choosing mobile phones as a means of 
communication with the government. 

M-government is the next step from e -government which is already present in 
most developing countries. Unfortunately at the moment the adoption of m-
government by developing countries is poor [11]. The main causes of the problem are 
the lack of technological infrastructure and the absence of the political will to promote 
transparency [12]. 

The motivation for this exploratory research derives from the fact that while 
mobile devices’ usage has a tremendous influence upon peoples’ lives and citizens 
welcome e-government services still m-government adoption lags behind. The use of 
the mobile devices for the transactions between the government and the citizens is a 
challenge due to the modern technology which is being used. In the developing 
countries where low access to information exists, m-government could be the means 
to set up the requirements for the transformation into the information society and the 
reduction of the digital divide. The Information Technology factors that support this 
transition should be explored by two different perspectives: The user’s side and the 
mobile device’s side. From the user’s side it is important to research the behavioral 
and cognitive aspects that influence the human – mobile device’s interaction towards 
the adoption of m-government activities [13]. Additionally, from the device’s side it 
is important to find the technical aspects in terms of software and hardware that 
would affect the adoption of m-government. The scope of this paper is to build a 
conceptual model that takes into consideration both human and machine oriented 
aspects that will affect the transition to m-government. The research question in our 
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case is which are the factors that affect m –government adoption in the developing 
countries? 

The structure of this paper is divided into three parts: the theoretical framework, 
the discussion and the conclusion. The theoretical framework which is the main part 
of this research effort is trying to build a conceptual model by improving the Unified 
Theory of Acceptance and Use of Technology (UTAUT) model. It is explained in 
detailed how the model is constructed and how it could be improved so as to fit the 
unique characteristics of the developing countries. During the construction of the 
model, the three new elements of the model are being analyzed: Human development 
index, trust, context of use. Each addition of the element is supported by the 
appropriate arguments that show why this new element is important for the research 
and suitable for the developing countries. The second part of the research, discusses 
the findings of this academic effort and comments on the potential use of the new 
conceptual model. Finally, it refers to the contribution of the model for the citizens, 
the government and the scholars on the topic of e-government. The concluding part of 
the work focuses on the importance of the research and the future applications of the 
proposed conceptual model. 

2 Theoretical Framework 

2.1 The UTAUT Model 

There are three aspects that we should take into consideration in our research: 
Developing countries, government, and mobile technology. The combination of these 
aspects triggers a mode of thought that a conceptual model should be formed so as the 
usage of the mobile technology will be a means to implement the transactions 
between the government and the citizens in the developing countries. We suggest that 
each of the three aspects is affected by a factor that moderates them. The three 
suggested factors as they are shown in the figure 4 are: Human development index, 
context of use and trust: 

Human development [14] is a crucial factor because it is an index that could 
identify if the country is a developed or developing one. In this case, it empowers the 
research because the proposed model focuses only on the developing countries. The 
inclusion of a specific factor such as the human development index, which is used by 
the United Nations, will also make the conceptual model workable for international 
institutions that have already access to the human development data that United 
Nations publishes every year. 

Context of Use is incorporated into the ISO 13407 standard on human-centered 
design [15] and “consists of the users, tasks and equipment (hardware, software  
and materials), and the physical and social environments in which a product is used.'' 
It is an important factor because it describes the environment of use. It helps since  
it addresses issues associated with the environment where the mobile device is  
used [16]. 

Every type of transaction between two or more parties has to be trust dependent 
[17] and be based on a set of rules in order to be applicable. Otherwise, the parties 
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will not proceed with a transaction that will harm their interests and with no security 
measure than confirms the successful result of the transaction. During the transaction 
between the government and the citizens, trust is a factor that will help the citizens 
adjust themselves to the experience of dealing with the government. The more people 
trust the government, the more will repeat the administrative transaction again. Trust, 
as a factor of influence in the government will help us build a conceptual model that it 
is trusted by the citizens as well. 

 

 

Fig. 1. Criteria for m-government adoption 

The three factors are associated with the human computer interaction [18] and 
include both human and technology oriented knowledge. In order to detect the 
influence of each factor, we have to use a theoretical model of the Information 
systems theory [19] that will help us find the potentiality of the mobile technology 
acceptance from the developing countries in order to help the operation of the 
governmental services. 

In the developing countries, identifying the user is very important because of the 
large number of disadvantaged populations [20], i.e. populations that suffer from 
poverty, lack of literacy or other limitations. Using UTAUT [21] as a basis model to 
formulate hypotheses will highlight the countries’ needs in terms of infrastructure and 
improve the populations’ adjustment in the adoption of modern technologies [22]. 

The most popular theoretical model that explores the adoption of the technology is 
the technology acceptance model [23]. TAM derived from the theory of reasoned 
action (TRA) [24], and theory of planned behavior (TPB) [25], while broadly 
accepted model, many researchers have tried to improve it. The unified theory of 
acceptance and use of technology [26] is an improvement of TAM. According to 
UTAUT, there are four determinants for the behavioral intention and use behavior. 
When referring to the behavioral intention (BI) [21], it means the intention of the user 
to use the technology. Use behavior (UB) [27] refers to the acceptance of technology. 
The four determinants are: 



 The Influential Factors of M-Government’s Adoption in the Developing Countries 161 

 

1. Performance expectancy (PE) [28]: The belief of a person that the system 
will help him improve the job performance.  

2. Effort expectancy (EE): The expectation about the needed effort for the 
system’s use.  

3. Social influence (SI) [29]: The belief about how others perceive that the 
user should use the system.  

4. Facilitating conditions (FC): The expectations regarding the 
infrastructure’s existence to help the usage of the system. 

 
The moderators of those determinants are: Gender, age, experience, and voluntariness 
of use. Gender has a psychological impact and age affects the attitudes. Experience is 
associated with the time that the user uses the system. Therefore, voluntariness of use 
defines the voluntary or the obligatory nature of the system’s use (Figure 2) [26]. 

 

 

Fig. 2. Unified Theory of Acceptance and Use of Technology 

Few if any studies have used UTAUT as a basis model for identifying adoption 
factors for m-government. Duraipandian and Rakesh in 2011 conducted an empirical 
research about the factors that influence the acceptance of e-government services in 
India [30]. The researchers used the UTAUT model as a tool in order to find the 
influential factors. Their customized version of UTAUT also included system 
expertise [31] as a determinant on the behavioral intention to use technology. 
Weerakkody et al in 2009 conducted an empirical research about the e-government 
adoption in Qatar [42]. They used the Information System theory of UTAUT by 
adding internet experience as a determinant for the performance expectancy (PE), 
effort expectancy (EE), social influence (SI), and the facilitating conditions (FC). On 
the other hand, Rokhman in 2011 explored the adoption of e-government in 
Indonesia. He used a combination of the innovation diffusion theory (ID) [32] and the 
perceived characteristics of innovating (PCI). The exploratory research in previous 
scholars that have researched the adoption of e-government in the developing 
countries proves that UTAUT as an extension of the TAM model has been used and 
has yielded important results (Table 1). In total, it seems that UTAUT is a workable 
model for the adoption of m-government in the developing countries and can be a 
suitable theory for our conceptual model. 
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Table 1. Previous works on m-government adoption 

Authors Theory Sample size Findings
Duraipandian UTAUT 170 persons  - PE → BI,
et al. (2011)  India EE → BI,

   SI → BI,
   PR → BI,
   SE → PE,
   EE → PR

Weerakkody  
et al UTAUT 1250 persons PE → BI,
(2009)  - Qatar EE→ BI,

   SI → BI,
   FC → UB.
   BI → UB

Rokhman Innovation 751 persons - RA → P
(2011) diffusion / Indonesia C → P

 Perceived   

 characterist   

 ics of   

 innovation   

Abdelghaffar TAM, 100 persons - PU →I.,
(2012) Trust, Egypt C →I,

 Social  SI → I,
 Influence,  A→ I,
 Awareness,  FFI → I
 Culture,   

 Internet   

 Experience,   

2.2 The Influence of the Human Development Index 

The definition «developing countries» has been criticized over the years from the non 
Western civilization such as the countries of the Latin America, that consider the 
definition of developed nation as a western civilization’s cliché. Despite that 
disagreement, the definitions of developed and developing country usually refer to the 
power distance between two nations. The elements that empower a developed country 
are associated with its ability to maintain a high standard of living. United Nations 
uses the Human Development Index [33] for the measurement of the human 
development, which shows the development status of a country. Human Development 
Index consists of three different indexes: 

1. Life expectancy index: Expected average years of life for a person [34].  
2. Education index: The mix of the adult literacy rate and the number of 

students that are enrolled in educational institutes of different 
educational grades.  

3. Income index: The Gross National Income per capita at purchasing 
power parity.  
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The United Nation’s Human Development Index of 2011 rates most of the African 
countries in the grade of the lowest human development index. This fact proves that 
Africa is a suitable population for research and should be taken into consideration so 
as to explore the e-readiness of the continent for m-government. Table 2 below shows 
several African countries that are featured in the low grade of the Human 
Development Index. 

Table 2. African countries with low Human Development Index 

Global Ranking Country Global HDI
143 Kenya 0.509
144 São Tomé and Príncipe 0.509
148 Angola 0.486
150 Cameroon 0.482
151 Madagascar 0.480

 
Human development is an index that would be crucial for the acceptance of m-

government in the developing countries because all of the three elements of the index 
are partially related to the use of the mobile devices. According to a research by 
Lauren Soelberg Treasure, the mobile phone usage is positively linked to life 
expectancy [35]. Lauren based on data that derive from the United Nations and the 
World Bank, found out in 2010 that "there is actually a positive correlation between 
the number of mobile phone subscriptions per 100 people and a country’s average life 
expectancy". A factor which may positively affect the life expectancy is the usage of 
the mobile services for accessing m-health services. In the developing countries where 
the transportation infrastructure is poor and the rate of violence high, the distant 
medical advices could save lives of people who are unable to reach the local hospital or 
doctor’s office. Most of the countries with low human development index would 
probably exploit the use of the m-government service for medical help because they 
are characterized by a high ownership of mobile devices and an instant need for the 
improvement of their health system. The remaining aspects of the human development 
index, education and income, are factors that influence the access to and the efficient 
use of technology. The gap between those who have access and use efficiently the 
technology and those who do not, it is called digital divide. The ownership of a mobile 
device for the access to the m-government system requires sufficient education level so 
as to become familiar with the mobile technology and sufficient financial resources so 
as to buy the device. In this case, it is common sense to realize that education and 
income as aspects of the human development index, will probably affect the potential 
adoption of an m-government system in the developing countries. 

UTAUT is model examining factors that influence technology acceptance. UTAUT 
is a model which includes behavioral elements but does not take into consideration 
the human development that characterizes if a country is developing or not. Human 
development is expressed as mix of life expectancy, education and income. Each of 
these factors may influence equally or unequally the technology acceptance in the 
developing countries. Several of these factors may affect the perceived usefulness 



164 V. Yfantis et al. 

 

which Davis [23] describes as “the degree to which a person believes that using a 
particular system would enhance his or her job performance”. There are several 
researchers that identify the influence of these human development factors in the 
perceived usefulness. 

M. Khosrow-Pour suggests that organizations should drive their education efforts 
on creating knowledge bases that will help individuals to perceive technology as 
useful in their work [27]. Baaren, et.al. in their research about the perceived 
usefulness of the high definition television [36], refer to the household income as an 
influence towards HDTV. Life expectancy, as the third element of the human 
development index is already included in the UTAUT model with the factor age. In 
this case, a new moderator should be added under the name of human development. 
This factor will include education, income and age (as a replacement of life 
expectancy). This new moderator factor will improve the UTAUT model so as to fit 
the characteristics of a model that shows the technology acceptance in the developing 
countries. 

2.3 The Influence of the Context of Use 

M-government is a concept which focuses on the mobile technology that drives the 
public political will. M-government uses the mobile technology as a platform for its 
actual use so it is important to find if the developing countries accept the mobile 
technology. Since UTAUT is a research model that was built for the acceptance of 
technology in general, we should improve this model by emphasizing on the mobile 
technology. The research approach to solve this issue is to find the aspects of the 
mobile technology that affect the intentional behavior of the mobile technology. 

In their study Quiao, et al. discusses the main challenges to the design of the 
mobile device interface [37]. One of the main aspects is the device’s size and the 
output/input Facilities. Ronkainen, et al. focus on the importance of the context of use 
[38] as an important element of the mobile devices. Context of use as a term includes 
all the environmental, technical or social factors that affect the use of a system. The 
device’s size and input / output facilities are included in the context of use. According 
to an empirical research by Liu and Li [39], context of use is “the strongest predictor 
of mobile game adoption”. This fact enables context of use to be considered as a 
determinant for the improved UTAUT model. 

The context of use is an important factor that may influence the adoption of m-
government by the citizens. The human oriented aspects of the citizens of the 
developing countries may vary from country to country depending on the culture and 
aesthetics that each population preserves. For instance, social mobility is a term which 
defines the movement between the social classes for individuals or social groups. The 
developing countries that are characterized by a high degree of social mobility may be 
more open minded towards the adoption of the use of the mobile devices for m-
government services. The more people move in the hierarchy of the social classes the 
more they prefer to have access to the public services from anywhere and anytime so 
as to take care of the appropriate administrative documents for their mobility. 
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2.4 The Influence of Trust 

When discussing about e-government, trust is usually taken into consideration as a 
requirement for the implementation of the governmental activities. Trust between the 
government and the citizens, encourages both parties to act by overcoming any 
potential barriers. Trust is also defined by Alzahrani and Goodwin as the new aspect 
of the UTAUT model for the e-government citizen acceptance in Saudi Arabia [40]. 
When discussing about the trust we have to divide it into two types of trust: a) trust 
from the citizens to the technology b) trust from the citizens to the government. 

Mobile technology is a recent one and it is sure that the awareness of this type of 
technology may be limited in the developing countries where the society lacks from a 
sufficient number of information resources. The non access to knowledge about the 
mobile technology may discourage people from using it for m-government services. 
In this case it is recommended that before the implementation of the m-services, the 
government should test a conceptual m-government model to the opinion leaders with 
mobile device ownership in order to use them as the driving force for the transfer of 
the m-experience to those who do not trust the mobile technology. 

The trust of the citizens to the government as the provider of the m-service is 
another important factor for the adoption of m-government in the developing 
countries. If we compare the m-government services to the E-Commerce services then 
we realize that both terms share common infrastructure but m-government intends to 
service the common interest without taking into account the financial profit. 
Nevertheless, the research into the literature of E-Commerce would be helpful to 
adapt a suitable concept for the adoption of m-government. According to 
Bhattacherjee, the trust towards an E-Commerce’s provider depends on three aspects 
of its infrastructure: ability, integrity, benevolence [41]. The degree of presence of 
these beliefs in a service that is being delivered through m-government would 
probably affect the trust of the citizens towards the government as a provider of these 
services. 

3 Hypotheses Building 

The unique characteristics of the developing countries should feature trust and context 
of use because the political environment in these areas is not always the ideal one for 
the application of the governance. Moreover, the lack of technical infrastructure and 
the imbalance regarding the power distance in the social classes may arise the 
question of how a common context of use of the mobile services could be created for 
the developing countries. The suggested conceptual model is an improved UTAUT 
model that derives from the inclusion of trust and context of use as determinants, 
along with the human development index as a new moderator of the determinants. 

Trust in the use of m-government deals is associated with the three aspects of 
ability, integrity, and benevolence. When discussing about ability, it means the 
expectations of the citizen from the government that is capable of offering services 
through the use of the mobile devices. Integrity in m-government deals with the 
perception that there will be a set of regulations during the transaction between the 
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two parties. Benevolence means the expectation that the governance through the 
mobile devices is being applied for good intentions and without taking into account 
the interest from persons to make profit out of it. Thus the degree to which each of the 
three aspects is true, then it might affect the user’s intention to adopt a behavior 
towards the use of m-Government. The proposed concept leads us to the following 
hypothesis: 
 
H1: Trust affects the behavioral intention of the use of m-government.  

 

Context of use refers to all the factors that affect the use of an n m-government 
system. There are several factors that might affect positively or negatively the 
adoption of this system. For instance, the place where the citizen finds himself located 
might discourage him from using his mobile device if the weather conditions are not 
suitable. A really warm or cold place is not offering you the joy of using technology 
but it isolates your mode of thought only in finding ways to avoid the location as soon 
as possible. On the other hand, being in a high technology oriented city that operates 
by using smart technologies, could encourage using your smart cellular phone to 
enjoy technology services. The awareness of these facts leads to the following 
hypothesis: 

 
H2: Context of use affects the behavioral intention of the use of m-government.  

 

The rest of the hypotheses, derive from the known determinants of the UTAUT 
model, performance expectancy, effort expectancy, social influence, facilitating 
conditions: 
 
H3: Performance expectancy affects the behavioral intention of the use of m-
government.  
H4: Effort expectancy affects the behavioral intention of the use of m-government. 
H5: Social influence affects the behavioral intention of the use of m-government.  
H6: Facilitating conditions affect the behavioral intention of the use of m-
government. 
 
The human development index refers to the elements of life expectancy, education, 
and income. Human development is an index which influences the adoption of m-
government by affecting the determinants of the UTAUT model. The degree to which 
the human development is present in a country shows the country’s potentiality to 
adopt innovativeness and adjust itself to a new situation. For instance, a country with 
high educated habitants could adopt faster the mobile technology and be more liberal 
towards the application of m-government. This results in building of the following 
hypotheses: 
 
H7: Human development index affects the trust 
H8: Human development index affects the context of use  
H9: Human development index affects the performance expectancy  
H10: Human development index affects the effort expectancy  
H11: Human development index affects the social influence  
H12: Human development index affects the facilitating conditions 
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The improved UTAUT model is shown in Figure 4 and includes: Trust, context of use 
and human development index as additional determinants along with all the 
hypotheses that are formed:  
 
 

 
Fig. 3. UTAUT with trust, context of use, human development index 

4 Discussion – Conclusion 

Many researchers have analyzed adoption factors for e-government [30, 42].  
Few if any studies have been carried out on m-government adoption [43, 44] and  
even fewer studies exist and examining adoption factors for developing countries. 
Limited research on m-government adoption leads to use conceptual models about  
e-government. 

Trust and context of use, as new elements in our conceptual model are really 
important elements for the policy makers. The policy makers are the most influential 
persons before a new administrative procedure takes place in the nations. Their 
responsibility before suggesting a new policy makes them investing a large amount of 
time so as to find the appropriate policy. The inclusion of trust in the proposed model 
will act as an important keyword for the policy makers who want to recommend a 
trustworthy conceptual model for the government. On the other hand, Weerakkody 
and Duraipandian use technical oriented elements that might cause confusion among 
the policy makers [42]. Context of use is a factor in the proposed model that could be 
explored both from the technical and the human behavior’s point of view. For 
instance, the social environment of the user and the device’s user interface, both 
belong to the context of use. So, the competitive advantage of this element is its 
duality because it could draw the attention of IT and non IT policy makers. 
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According to the United Nations e-government survey 2012 [45], the least 
developed countries remain behind the big players in e-government level due  
to the lack of physical and human infrastructure. The recent statistics from the  
United Nations show the most progressive developing countries progress in terms of 
e-government (Table 3). 

Table 3. E-government development in the least developed countries 
 
 E-gov. development index World e-gov development ranking 

Country 2012 2010 2012 2010
Samoa 0.4358 0.3742 114 115
Tuvalu 0.3539 N/A 134 N/A
Vanuatu 0.3512 0.2521 135 155

Lesotho 0.3501 0.3512 136 121

 
The political participation of the African people is discouraged by physical barriers 

such as corruption, fear, lack of funds and several other factors [46]. M-government 
could be the answer to all of these problems because the political participation 
through the mobile phones would raise the voice of the poor people that do not have 
the opportunity to protest in the streets or reach the governmental buildings. 

The social and cultural status of the habitants is rapidly changing due to the flow of 
information that is being transferred from person to person and from device to device. 
The more people produce and receive information, the more gain knowledge to the 
information pool of new cultures and societies. 

M-government is a new research field and it is really important to identify its 
advantages and disadvantages before it is applied for the citizen’s service. The 
adoption of m-government by the developing countries is a challenge because these 
countries have low resources and infrastructure so as to use technology as a tool. 
Despite of the degree of the digital divide that these countries suffer from, the fact 
that they are familiar with the cellular phones and have not experienced m-
government before will help us detect the strengths and weaknesses of the system. Of 
course, the specific characteristics of these countries trigger the adjustment of the 
research variables especially for them. The expected results will make us to reform 
our research and make it suitable for developed countries as well. 

We are in the process of carrying out an empirical research in developing countries 
so as to test the current model. According to the potential results, we aim to revise the 
suggested model and adjust it to the needs of the developing countries. 
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Abstract. Many systems require access to very large amounts of data
to properly function, like systems allowing to visualize or predict me-
teorological changes in a country over a given period of time, or any
other system holding, processing and displaying scientific or sensor data.
However, filling out a database with large amounts of valuable data can
be a difficult, costly and time-consuming task. In this paper, we present
techniques to create large amounts of data by combining crowdsourc-
ing, data generation models, mobile computing, and big data analytics.
We have implemented our methods in a system, NoizCrowd, allowing to
crowdsource noise levels in a given region and to generate noise models
by using state-of-the-art noise propagation models and array data man-
agement techniques. The resulting models and data can then be accessed
using a visual interface.

1 Introduction

Big data has become a key element to support decision making at different levels
of granularity, for example on continuous streams of data generated by sensors
spread around a given environment (e.g., meteorological stations in cities). An-
alytics on sensor data is of high importance to support many critical decisions,
such as when stopping the car traffic on certain days to limit pollution. However,
sensors are expensive to install and maintain and need to be placed at specific
geographical locations, which are typically application and context-dependent.
Acquiring, deploying, and maintaining a large-scale sensing infrastructure for a
given problem is hence difficult, costly and time-consuming.

In this paper we propose NoizCrowd: a crowd-sensing approach to big data
generation using commodity sensors. The proposed system, built on top of a
database management system for data-intensive applications, is able to collect
streams of data from participating users’ mobile devices and generate additional
data thanks to statistical models based on the crowd input. NoizCrowd also
provides dynamic visualizations of both sensor and model data to support user
decision queries, for instance to determine regions with low noise levels in a given
neighborhood to build a house or buy an apartment.

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 172–186, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



NoizCrowd: A Crowd-Based Data Gathering and Management System 173

In more detail, NoizCrowd consists of four different components: i) a mobile
application allowing the crowd to measure noise levels accurately using com-
modity smartphones ii) a scalable array storage layer to manage all the pieces
of data gathered from the smartphones iii) a higher-level modeling layer capable
of generating continuous models from the (potentially) sparse data gathered by
the crowd and iv) a data export and visualization layer to interface with the
end-users and support interactive decision making.

The proposed approach has the following advantages: i) it allows any mobile
user to report the noise level at any place and time ii) it generates and manages
large-scale data about noise levels in order to cover different regions and time
intervals and iii) it supports users by answering data analytics requests on noise
levels.

The rest of the paper is structured as follows. We start below in Section 2
by comparing NoizCrowd with previous work including sensor data generation
applications running smartphones and noise mapping applications. In Section 3,
we describe the architecture components of NoizCrowd in more detail, includ-
ing the mobile application used to gather sensor data as well as the scalable
storage system. We present in Section 4 the crowdsourcing model used to ob-
tain noise-level data from geographically distributed users, as well as the data
generation models used to integrate and extend potentially sparse user data.
Section 5 presents the results of an experimental evaluation of the proposed sys-
tem based on several live deployments. Finally, Section 6 concludes the paper
by highlighting the main findings of our project.

2 Related Work

The notion of participatory sensing [2], namely user-centric monitoring and sens-
ing of environmental conditions by means of high-end mobile phones, has recently
emerged as a promising, low-cost alternative to traditional large-scale, costly and
difficult to manage sensing infrastructures based on sensor networks [6]. Whereas
there are several potential shortcomings for such an approach, especially in terms
of privacy [4] and quality of data collection [11], its benefits nonetheless are far
from negligible. In particular, attributed to the ubiquity of users with mobile de-
vices equipped with sensors, participatory sensing applications can provide great
data collection services at high granularity (spatial and temporal) and with a low
cost [14]. Such applications, spurred by active research and development efforts
in the domains of pervasive computing and the Internet of Things, are inherently
distributed and lacking centralized infrastructures and therefore ensure robust
operation and minimal management needs [3].

Participatory sensing applications have been considered for a wide range of
sensed information, with typical examples including environmental impact [19],
green vehicle routing [10], bargain shopping [7], etc. NoizCrowd focuses instead
on the collection of urban noise levels using participatory sensing applications
and their spatio-temporal representation on maps. This has generated great in-
terest in the research community for a variety of reasons, the most important of
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which is the ubiquity of sound sensors, i.e. microphones, in current mobile de-
vices. Moreover, urban noise levels are becoming increasingly important due to
the related health concerns [18], as well as the associated regulatory frameworks
and citizen concerns [1]. It is noteworthy that during an experiment regarding
citizen engagement based on participatory sensing applications [8], people iden-
tified noise pollution as one of the most prominent information that should be
monitored using applications like NoizCrowd.

NoiseTube [9] is one of the most interesting participatory noise mapping appli-
cations. It has been made available to the public through an open-source license
and this has led to its widespread usage leading to contributions regarding noise
levels for more than 250 locations around the world. NoiseTube allows users to
annotate their data readings with social tags, thus allowing for semantic analysis
of the collected data, while it additionally provides powerful signal processing
techniques on the mobile phones to process received sound levels with a high
degree of accuracy. NoiseMap [24] is an application built on the same principles
as NoiseTube, with the distinctive characteristics of allowing users control over
the collected data, while in parallel supporting real-time representation of user
submitted data. Another application that maps noise levels in a city exploit-
ing participatory sensing readings is SoundOfTheCity [23], in which semantic
tags are also used to annotate noise readings. The SoundSense framework [15]
also collects audio data from the user’s vicinity, but instead of submitting raw
data to the centralized participatory application it instead utilizes lightweight
yet powerful machine learning algorithms to classify sound-related events that it
then depicts on a map. Amongst other similar systems, we distinguish the Nois-
eSPY [12] application that maps noise levels using users’ smartphones as sensors;
the latter pre-processes the data prior to making it available, by calculating noise
levels according to specific guidelines. This ensures more homogeneous data be-
ing represented on the map, namely classes of different noise levels, as well as
reduced communication overhead in terms of information reporting.

As compared to existing systems, the advantages of NoizCrowd are twofold:
NoizCrowd is capable of producing noise data in RDF format. This enables
new kind of semantic applications by linking the generated data with other
datasets in the Linked Open Data cloud1. Furthermore, the use of a scalable
storage system together with noise propagation models to generate missing data
guarantee better coverage of user requests both in time and space.

Regarding the collected data, there are a lot of issues concerning their gran-
ularity, i.e., lack of data for particular locations, which can compromise the
operation of such participatory sensing applications. The Ear-Phone participa-
tory noise mapping system [21] has a functional behavior similar to that of the
previous applications and aims to address the problem of incomplete data in
the context of noise collection. In this respect, it employs compressive sensing
techniques and data projection models to enhance and account for the aforemen-
tioned problem. The simulation and real-world deployment evaluation results
regarding data optimization are quite promising. In the same line of thinking,

1 http://linkeddata.org

http://linkeddata.org
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Mendez et al. present several data interpolation methods to improve the quality
of incomplete and random data in participatory sensing applications targeting
environmental monitoring [17]. With the same optimization goal, the DrOPS
system that was recently presented in [20] utilizes model-driven approaches and
online learning mechanisms to predict missing data readings from existing ones.
We diverge from this work by focusing on noise data collection and their par-
ticularities, i.e. sound dissipation. Lastly, one of the biggest concerns in partici-
patory sensing is ensuring that users are actively contributing and sharing their
data [22], since it could eventually lead to poor performance due to the lack of
accurate and informative representations. This problem has also been consid-
ered in the context of noise mapping, where a persuasive, motivating game was
considered in [16] to stimulate user data collection and sharing.

3 Architecture

As stated above, NoizCrowd consists of a scalable system allowing the crowd to
accurately measure noise levels using their mobile phones, an array-based storage
component for data-intensive applications, a model generation and management
layer, as well as a data export and a visualization interface to support decision
making. The overall system architecture is depicted in Figure 1. The rest of this
section presents each of those four components in more detail.

3.1 Data Gathering

For a noise level mapping system such as NoizCrowd, gathering vast amounts of
data over wide areas is key. Deploying noise sensors over a large geographical area
would introduce substantial deployment and maintenance costs. Our approach to
solve this problems is to use crowdsourcing. Indeed, nowadays many people use
smartphones with an integrated global positioning system (GPS), a microphone
as well as an Internet connection. These are the elements needed to record noise
levels, measure the coordinates of the location where it was measured, and send
such data to the NoizCrowd back-end server.

Since smartphones were typically not designed as noise meters, the first prob-
lem we face is to map the sound levels one can capture with his or her smart-
phones to standards decibels. This requires a third-party sound level meter to
calibrate the microphone of the smartphone. Since such devices are relatively
uncommon, we decided to crowdsource this problem too; For each smartphone
model, any user from the crowd can enter through our application a conversion
table linking the noise levels as recorded by his or her device to real decibels
as recorded by a sound level meter. Such conversion tables are then shared to
all other participants having a similar smartphone through our application. We
apply a majority-vote algorithm to select the most popular values in those con-
version tables when several participants register different values for a given sound
level.

The main goal of our smartphone application is to allow participants to de-
termine and share the sound levels in their surroundings. Our application, which
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Fig. 1. NoizCrowd architecture diagram: participants can share noise level data in
their surroundings using a smartphone application; All measurements are then durably
stored in an array database back-end; users can query the system using a visual in-
terface, which triggers the generation of high-level interpolation models based on the
raw data.

is currently available for the iOS platform, allows the users to record the noise
level at their current time and location by leveraging the embedded microphone
and the iOS SDK audio recording functionalities. It returns the average noise
level in decibels thanks to the crowdsourced conversion tables described above.
Next, the application connects to the data back-end (see below) through a Web
service and transmits the median and peaks of the measured values over few
seconds.

3.2 Data Storage

We designed a new scalable back-end to be able to durably store and efficiently
process all data points shared by the users. Since the data we are working with
is highly non-relational (we are dealing with multidimensional data in space
and time mostly in the context of this project), we decided to base our storage
components on SciDB [5], a new array-based open-source database system for
data-intensive applications. The back-end of NoizCrowd is responsible for three
main tasks: receiving and durably storing all the data points shared by the users,
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providing all the required data to build higher-level models, and transforming
and exporting relevant data for visualization purposes.

We store all value points shared by the user in multidimensional arrays. Two
of the array dimensions represent spatial information (latitude and longitude),
discretized using a fixed grid size2. The third array dimension represents an
unbounded temporal axis, also discretized every hour in order to regroup tem-
porally close measurements into one single value. All array values received by
the crowd are durably stored in the database; the cell values are versioned [25]
such that if a new value is received for a given array cell within one hour, it is
stored as new versions of the older value.

This potentially extremely large array is stored as a compressed and sparse
matrix on disk (i.e., only those cells that contain an actual value are materialized
on disk). The array is chunked (i.e., split) both in time and space, and the
resulting array chunks are stored on clusters of commodity machines if very large
amounts of data are received from the crowd (see [5] for details on chunking and
distributed storage in SciDB).

This array database layer is used to efficiently build higher-level data models
(see below Section 3.3) by selecting slices of values in space and time. It is
used in a similar manner by the data export and visualization component to
extract relevant data and present them to the end-user to support aggregated
information visualization and decision making.

3.3 Noise Modeling

The noise level values captured by the crowd are intrinsically sparse and noisy.
We cannot expect all areas and time periods to be covered by end-users. Re-
alistically, the data gathered will hence be highly skewed, with urban areas
receiving way more data points than remote areas for instance. Also, the values
collected by the users are inherently noisy, because of potential hardware dif-
ferences between the smartphones (e.g., slightly different microphones used for
a given smartphone model), and the high variability of ambient noise levels in
urban areas.

To tackle both data sparsity and data fluctuations, NoizCrowd does not pro-
vide raw measurements to the end-users but builds instead higher-layer models
from the data gathered. The modeling component that integrates overlapping
values and generates missing data by interpolating crowdsourced observations
is described in more detail in Section 4, while our interpolation models are
experimentally validated in 5.

3.4 Data Export and Visualization

The data gathered from the crowd as well as the data generated by means of
interpolation can then be used by end-users, either as an RDF export, or through
a data visualization layer.

2 Typically, we use a grid size of 10m given the accuracy of current smartphone
positioning systems.
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The export component regularly pulls data from the models and converts them
into RDF triples for export. We use our own dipLODocus[RDF] system [26] to
compactly store all data and to expose a SPARQL interface to whomever is
interested in querying some of the exported data.

The visualization interface allows users to retrieve a representation of the
noise levels of a region over a map. In the visualization component, the region
we display is represented as a grid of squares with sides of 10 meters, hence
directly matching the data stored in the array back-end and processed by our
models. The temporal information (i.e., different noise levels at different points in
time) is shown as an additional chart, as illustrated in Figure 2). An alternative
visualization of NoizCrowd data may be obtained by adding a third axis for
time and have our data model represented as a cube with latitude, longitude
and time.

We use the Google Map API to display additional information at the location
where the noise levels are visualized. This allows us to overlay noise levels on
top of the map of a given region. Each time the user uses the zoom or moves
the map, the model component is queried for new values corresponding to the
displayed area. The opacity of our noise level overlay indicates the noise level,
while the color indicates if the displayed values are the average sound level or
the peak sound level, since the interface gives the users the choice of which value
should be displayed. Right now each square is represented on the map, and if
we zoom out too far, the overlays stop being displayed. We chose not to display

Fig. 2. NoizCrowd Visualization Interface
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overlays in that case because of the important load on the database when all
squares of a big spatial region are queried and because of the prohibitive cost of
rendering a multitude of small squares on the client side.

We use Highcharts3 to generate the graphs. Highcharts is a charting library
written in JavaScript, offering an easy way of adding interactive charts to Web
sites or Web applications. The graph is used to display statistics of a given area.
The user can select what type of statistics he is interested in and then retrieves
the statistics of an area by clicking on it on the map. Right now the interface
allows the users to get the average of all the measurements of a given area for
every hour of a chosen day, to show the average of all the measurements of the
area for every day of the week, and to show the average of all the measurements
of the area for every month of the year.

Both average and peak values are always displayed on the graph simultane-
ously using the same colors as for the map (red for peak values and blue for
average values). The axes of the chart change according to the options chosen
and the values returned by the database management system. A future improve-
ment would be to allow the users to select a whole region of the map and to get
detailed statistics over it.

4 Models

As compared to well positioned sensors, the use of crowdsourcing does not guar-
antee an even coverage of the monitored geographical area over time. Thus,
there will be missing data points both on the time and space dimensions. Since
NoizCrowd needs to be able to answer queries about any location and time inter-
val, our system adopts data generation methods by means of interpolation over
different dimensions. In addition, the use of crowdsourcing can add fluctuations
to the measurements as described above, and hence require models to integrate
the measurements taken by different participants. In the following, we present
the various models we have developed to tackle these issues in the context of
NoizCrowd.

4.1 Spatial Interpolation Model

NoizCrowd uses an interpolation model to generate missing data between two
measurements that have been provided by the crowd and stored in the database
over the same time interval. In order to obtain valuable interpolations we need
to carefully select different measurements based on their geographical distance.
Note that we do not consider temporal interpolation at this point and focus on
space solely in the following. To restrict the inference to adjacent measurements
only, NoizCrowd defines a maximal distance threshold on the distance between
two measurements used for inference4. In order to maintain the computational

3 http://www.highcharts.com/
4 In the current version of NoizCrowd the maximum distance has been set to 50 meters.

http://www.highcharts.com/
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complexity of the inference tractable given the large-scale data NoizCrowd poten-
tially needs to handle, we defined computationally simple interpolation models
specifically tailored for our array database back-end. User queries can be gen-
eralized in our case as slab queries, i.e., bi-dimensional range queries in space:
q = {xi, xj , yi, yj}. Once such a query is received, the back-end proceeds to
a full-scan of the array values overlapping the slab (such slab scans are ex-
tremely optimized in SciDB, since the data is store in a compressed, vertical and
sparse format using multidimensional chunks). Once all the values stored in the
database for the given query are selected, we interpolate the data and compute
the noise level for every cell value v in the slab by using a k-nearest neighbor
interpolation based on the Manhattan distance:

vi,j = MD
n∑

k=1

vkmd−1(vi,j , vk)

where md represents the Manhattan distance between two cells and MD is a
normalization factor (MD = 1/

∑n
k=1 md−1(vi,j , vk)). Figure 3 shows an exam-

ple of our spatial interpolation with k = 2, i.e, interpolating values given their
two nearest-neighbors only.

The above interpolation can be executed very efficiently and in a scalable
manner in our array backend, by keeping a small index on the available values
in main memory and by executing a parallel swipe over all the missing values
and computing each new value in parallel.

Fig. 3. Noise signal interpolation using two nearest-neighbors and three noise sources.
The noise value of each region is computed as the average noise level of the two nearest
noise sources.
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4.2 Temporal Interpolation Models

We experimented with two different time interpolation models. For short time
ranges (e.g., time intervals lasting a few minutes), we extend the spatial model
above to take into account spatiotemporal slab queries and Manhattan distances
in three dimensions. In order to infer data over longer unobserved time intervals
(e.g., hours or days), NoizCrowd adopts inference models that look for common
patterns in the available data. We focus on finding repetitive patterns based
on hour and day intervals in that context. For example, if every Monday at 11
a.m. the noise level for a given area is around 50dB and if we did not get any
measurement last Monday, then we can assume that there is a high probability
that the missing value is also 50dB. As another example, if we had a value for a
given area two hours ago and another similar one for the same area right now,
then we can assume that doing an interpolation over those two values might
lead to reasonable results. On the other hand, NoizCrowd does not perform
interpolation for such cases when the values are too dissimilar (i.e., when for
longer time intervals |vt1 − vt2| > τ , where τ is a system constant).

4.3 Noise Propagation Models

In addition to the interpolation models described above, we have created a model
implementing the formula for the propagation of sound in real atmosphere based
on Lamancusa’s model [13]. Such complex models can be particularly useful in
case we know the location of a sound source or want to locate a particular source
given some measurement. The sound pressure level Lp is derived in this model
as follows:

Lp = Lw − 20log(r)− 11 +DI −Aabs−Ae

Where Lw stands for the sound power level, r is the distance from the source in
meters, DI is a directivity index, Aabs is the atmospheric absorption, and Ae is
the excess attenuation.

In free space, the directivity index value is 0dB while it is 3dB on a perfectly
reflecting surface. Our models take the case of a perfectly reflecting surface into
consideration. The atmospheric absorption is the energy dissipated in the air by
viscous loss and relaxational processes over some distance. While the concept is
easy to understand, it is difficult to measure such parameters using smartphones.
However, we can set this variable as a constant if the region we take our measures
in is known a priori.

The excess attenuation variable is defined as follows:

Ae = Aweather +Aground+Aturbulence+Abarrier +Avegetation

where Aweather represents the meteorological conditions including the effects of
wind and temperature. In our case, we only take the temperature into account
(since we can get it directly using smartphone sensors or by looking up values
given the GPS coordinates and time). Aground represents the ground interaction
and Aturbulence the atmospheric turbulence. We take standard values for both
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parameters due to the difficulty of measuring/looking up such parameters in our
context. Abarrier and Avegetation represent obstructions and vegetation. We
do not take these parameters into account.

By using the formula above, our model can generates accurate data values
for the area surrounding a noise source. Locating the source of some sound by
using three or more measurements in decibels can also be performed using the
sound propagation in atmosphere formula. For each of the measurement we give
to the model, we check each nearby cell and measure the value it would have
if it were the source. The square that has the closest resulting values for each
measurement is selected as the most likely source. We experiment with such
models in Section 5.

4.4 Models and Late Materialization

As described above, we store data in two different ways: We store raw measure-
ments in our SciDB backend, and higher-level, cleaned and interpolated data
using higher-level models. As for traditional view mechanisms in database sys-
tems, we thus have to choose how we materialize (i.e., precompute and store) the
model data. Since some of the models described above can be computationally
intensive, and since the total time and geographical areas covered by the sys-
tem can be very large, we decided to opt for late materialization strategies. The
materialization of the models is thus performed at query-time: NoizCrowd only
generates model data when a request is sent by the visualization interface about
a specific spatiotemporal range. The resulting data is then cached and indexed
as a new array in our backend, and can also be cached for future requests.

The model views are stored using a dedicated storage space in SciDB and are
replaced using a scalable clock-replacement policy. When new data is inserted
into the system, all views overlapping with the new data are selected. Two
outcomes can then occur depending on the view: If the view can be updated
(i.e., for the spatial and temporal models described above), then our backend
updates the view incrementally by inserting the new data only and recomputes
parts of the values only. It the view cannot be updated incrementally (i.e., for
the noise propagation model), then the view is dropped and will have to be
materialized again for future queries.

5 Performance Evaluation

In order to test the validity of our models, we performed series of live deployments
using smartphones and mobile sound sources. We report below on a few of such
experiments.

5.1 Spatial Interpolation

We tested our interpolation model through 30 outdoor deployments, 10 times
using 2 smartphones simultaneously, 10 times with 3 smartphones, and 10 times
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with 4 smartphones. The location of the smartphones in the deployments were
randomly selected in a given flat region of 50 by 50 meters. We chose a relatively
busy neighborhood in an urban setting with relatively constant noise levels. We
took a professional-grade noise level meter to measure the real values of the
sound levels we were trying to interpolate using the smartphones available and
our model.

In summary, the results we obtained were as follows: 85% of the resulting
interpolated data was with an error of less than 6dB to the real values, with
63% of those values within 4dB or less. We find those results very encouraging
given the setting chosen and the few values recorded.

5.2 Sound Dissipation and Source Location

We used a controlled setting to test our sound dissipation and source localization
approaches. We picked a 100dB sound source on a 60 by 60 meter baseball field,
covered in snow to avoid reverberation. We placed the source in one corner of
the field, and then measured the sound levels in the neighboring area using our
application and three smartphones. Figure 4 shows the results. Normally, the
values should steadily decrease as we get further and further from the source.
However, as we can observe on the figure, this is not strictly the case in practice,
given that the measurements were taken over several minutes in an open area
using different smartphones.

We then tested our sound propagation and source localization models given
this relatively noisy input (which is in our opinion close to what the crowd would
give us in a larger-scale deployment). We performed 10 tests using 3 random
measurements picked from our live deployment, 10 using 4 measurements, and
10 others using 5 measurements.

In summary, the results we obtained are as follows: the error on the sound
level value of the source determined by sound dissipation and our smartphone
measurements decreases steadily with the number of measurements available:

Fig. 4. NoizCrowd live measurements in space using three smartphones and a noise
source of 100 db (lower left of the figure)



184 M. Wisniewski et al.

on average, the error is 16% for 3 available measurements, 10% with 4 measure-
ments, and 9% with 5 measurements. The sound localization performed well too,
as we were able to locate the source within a 3 meter radius on average.

6 Conclusions

Generation and management of large-scale data is key for data exploration and
decision making. In this paper, we have proposed NoizCrowd: a system to crowd-
source noise level data using smartphones. Our system is able to scale out the
gathering and management of noise level signals by means of a mobile application
and a scalable array back-end. In addition, NoizCrowd autonomously generates
missing data by means of interpolation over time and space. Finally, a visual
dashboard allows users to query for the noise levels in a specific time and space
interval. Our experimentations using real-world deployments of our system have
shown that the proposed interpolation models can accurately generate noise level
data with noisy input values.

As future work, in addition to porting our application to different mobile
platforms (e.g., Android), we plan to extend it with additional functionalities
to incentive people to use it. Indeed, using an application just to measure and
share the surrounding noise brings little incentives on its own. Therefore, the
data recording should be processed in the background while the participant uses
the application for other purposes.

Finally, since computing models dynamically at query-time for any user query
can be expensive, we plan to explore materialization strategies in more detail
in the future. More specifically, we plan to materialize models at various granu-
larities in an offline manner in order to let the users freely zoom in or out on a
maps in real-time.

Acknowledgments. This work was supported (in part) by the Swiss National
Science Foundation under grant numbers PP00P2 128459 (Infrastructures for
Community-Based Data Management) and 200021 130132 (BioMPE).

References

1. Barreiro-Hurl, J., Sanchez, M., Viladrich-Grau, M.: How much are people will-
ing to pay for silence? a contingent valuation study. Applied Economics 37(11),
1233–1246 (2005)

2. Burke, J., Estrin, D., Hansen, M., Parker, A., Ramanathan, N., Reddy, S.,
Srivastava, M.B.: Participatory sensing. In: Workshop on World-Sensor-Web
(WSW 2006): Mobile Device Centric Sensor Networks and Applications,
pp. 117–134 (2006)

3. Campbell, A.T., Eisenman, S.B., Lane, N.D., Miluzzo, E., Peterson, R.A., Lu, H.,
Zheng, X., Musolesi, M., Fodor, K., Ahn, G.-S.: The rise of people-centric sensing.
IEEE Internet Computing 12(4), 12–21 (2008)



NoizCrowd: A Crowd-Based Data Gathering and Management System 185

4. Christin, D., Reinhardt, A., Kanhere, S.S., Hollick, M.: A survey on privacy in
mobile participatory sensing applications. Journal of Systems and Software 84(11),
1928–1946 (2011)
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Abstract. Smartphones are fast becoming ever-present personal assis-
tants. Third-party ‘apps’ provide users with nearly unlimited customiza-
tion options. A large amount of content read on these devices is text
based – such as emails, web pages, or documents. Natural Language
Processing (NLP) can help to make apps smarter, by automatically an-
alyzing the meaning of content and taking appropriate actions on be-
half of their users. However, due to its complexity, NLP has yet to find
widespread adoption in smartphone or tablet applications. We present a
novel way of integrating NLP into Android applications. It is based on
a library that can be integrated into any app, allowing it to execute re-
mote NLP pipelines (e.g., for information extraction, summarization, or
question-answering) through web service calls. Enabling a separation of
concerns, our architecture makes it possible for smartphone developers
to make use of any NLP pipeline that has been developed by a language
engineer. We demonstrate the applicability of these ideas with our open
source Android library, based on the Semantic Assistants framework, and
a prototype application ‘iForgotWho’ that detects names, numbers and
organizations in user content and automatically enters them into the
contact book.

1 Introduction

The hand-held devices market has never been a quiescent one. With fierce com-
petition among big mobile companies and rapid advancements in the hardware
industry, customers are now in possession of mobile devices with relatively large
amount of memory and processing resources that are powerful enough for a wide
range of tasks, from social networking to document editing and sharing. With
fast, ubiquitous Internet connections, smartphone users have access to an ever
growing amount of information available in web pages or email boxes. Unfortu-
nately, they are still left alone to deal with this information overload on their
usually small-screen devices. While state-of-the-art techniques from the Natural
Language Processing (NLP) domain have proven to be useful in dealing with
such situations, it is not yet feasible to deploy a complete NLP solution on
smartphones, mainly due to its resource-intensive nature. This major limitation
prompts the need for novel approaches that can bring NLP power to smart-
phones, taking into account their limited input and processing capabilities.
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Towards this end, efforts have been made to develop various applications for
mobile platforms, such as Google’s Android1 or Apple’s iOS,2 which target spe-
cific productivity issues, like retrieving information about places or events with
question-answering (QA) applications like Siri3 or context-sensitive information
extraction (IE) like Google Now.4 However, this means that users must install
and use different apps for their various information needs and the market is
still lacking a generic NLP app that can offer several text processing capabili-
ties, such as summarization or entity detection, in a unified manner. Preferably,
while offering various sophisticated NLP techniques, such an app should be sim-
ple enough so that customers, as well as other app developers with no technical
NLP background, can make use of its capabilities.

In this paper, we present the first open source NLP library for the Android
platform that allows various applications to benefit from arbitrary NLP services
through a comprehensive, service-oriented architecture. This work is significant
since we offer an application-independent software layer for Android that can be
integrated into any existing app in need of NLP support, rather than enhancing
a single application. Our approach introduces a novel Human-AI collaboration
pattern that can be leveraged to aid mobile users with information-intensive
tasks across various domains, such as health care, law, engineering, e-learning,
e-business, among others [1–3].

2 Background

In this section, we briefly explain the conceptual and technical foundations for
our work, namely, natural language processing and the web service-based Seman-
tic Assistants framework with its NLP API.

2.1 Natural Language Processing (NLP)

The history of Natural Language Processing (NLP) goes far back a few decades.
One of the ultimate goals of NLP is to derive intelligence from unstructured
content expressed in a natural language, such as English or German, using a va-
riety of techniques from the Artificial Intelligence and Computational Linguistics
domains. Text Mining is an immensely popular application of NLP that aims
at extracting patterns and structured information from textual content. Due to
its importance, many frameworks have been developed to facilitate the develop-
ment of text mining applications, such as the open source General Architecture
for Text Engineering (GATE) [4], designed both for language experts who need
to implement concrete NLP pipelines, as well as software developers seeking to
embed NLP capabilities in their applications.

1 Google Android, http://www.android.com/
2 Apple iOS, http://www.apple.com/ios/
3 Siri, http://www.apple.com/ios/siri/
4 Google Now, http://www.google.com/landing/now/

http://www.android.com/
http://www.apple.com/ios/
http://www.apple.com/ios/siri/
http://www.google.com/landing/now/
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Mobile Applications of NLP. In what follows, we present a number of stan-
dard NLP tasks, with a focus on those relevant for mobile applications. However,
this list is by no means exhaustive; many other tasks exist, in particular, for
domain-specific contexts (e.g., e-health, e-learning, or e-business).

Automatic Summarization. In the presence of mass information, there is a need
to allocate the attention of the target efficiently among the overabundance of
information sources [5]. Consider a mobile user that quickly needs to get the
main content out of a number of emails, documents, or web pages. Browsing
through large amounts of textual content on a small-screen device is not only te-
dious and time-consuming, but important information can be easily overlooked.
In such a situation, where a user’s information need is dispersed over a single
long or multiple documents, NLP techniques can provide him with a summary, a
compressed version of the original document(s) that preserves the main informa-
tion as good as possible. While generic summaries are probably the most widely
known, other summary types are even more interesting for mobile applications:
Focused summaries start from a topic (such as a question stated by the user)
and generate the summary targeted at this question. Update summaries take
the user’s reading history into account, summarizing only the new information
that was not seen before [6].

Information Extraction (IE) is one of the most popular applications of NLP. IE
identifies instances of a particular class of events, entities or relationships in a
natural language text and creates a structured representation of the discovered
information. A number of systems and APIs have been developed for this task,
such as OpenCalais,5 which can extract named entities like Persons and Orga-
nizations within a text and present them in a structured language, e.g., XML or
RDF.6 These techniques are also helpful for mobile applications, where users of-
ten deal with large amounts of textual content. For example, using an IE service
in a mobile app can help users to automatically find all the occurrences of a spe-
cific type of entity, such as ‘company’, and gather complementary information
in form of metadata around them.

Content Development. NLP techniques can also be helpful when developing new
content: Typing (or dictating) longer texts on a mobile device is typically cum-
bersome and time-consuming. Here, NLP services such as summarization or IE
can support users by generating part of the new content. For example, when
replying to an email in response to a question, a focused summary can provide
the main body of information that needs only editing and verification by a user.

Question Answering (QA) has become one of the most prominent applications
of NLP on mobile devices, in particular due to Apple’s Siri app. In contrast to
focused summaries, which also address an information need of a user, but are
typically answering open-ended questions in an essay-style (e.g., “What is the
importance of refrigeration for ice cream deliveries?”), QA aims at providing
answers to factual, closed questions (e.g., “Where do I find the nearest ice cream

5 OpenCalais, http://www.opencalais.com/
6 Resource Description Framework (RDF), http://www.w3.org/RDF/

http://www.opencalais.com/
http://www.w3.org/RDF/
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Fig. 1. The Semantic Assistants service execution workflow [7]

parlor?”). QA is a significant improvement to simple (keyword-based) informa-
tion retrieval, which simply presents a list of possibly relevant documents to the
user, because it allows users to pose questions against its knowledge base in nat-
ural language. Then, after “understanding” the question, an answer formulation
step brings back the extracted information to the user. While systems like Siri
apply to a general domain, QA systems on mobile devices have much broader po-
tential: For example, a company might want to develop an app that can answer
questions about its products or services; or a university could provide students
and staff with an app that is capable of answering questions about its courses
or buildings.

2.2 The Semantic Assistants Framework

As we described in the previous section, NLP pipelines are diverse in nature and
in some scenarios, more than one NLP technique might be useful in respect to the
user’s task at hand. The Semantic Assistants framework [7] is an existing open
source architecture that provides a unified manner of offering NLP capabilities to
clients, ranging from desktop applications to web information systems, in form of
W3C standard web services.7 The goal of the Semantic Assistants architecture is
to wrap concrete analysis pipelines, developed based on existing NLP frameworks,
and broker them to connected clients through a service-oriented architecture.

Corresponding to the definition of service-oriented architectures, the Seman-
tic Assistants architecture has a repository of NLP pipelines that are formally
described using the Web Ontology Language (OWL).8 Such an infrastructure
allows for dynamic discovery of NLP services in the architecture and reasoning
capabilities over pipelines before recommending them to clients. For example,
based on the user’s context or the language of source content, Semantic Assis-
tants can recommend a subset of NLP services to the user. This way, any NLP
service deployed in the Semantic Assistants repository becomes available to all
connected clients through a WSDL9 interface description.

7 Web Services Architecture, http://www.w3.org/TR/ws-arch/
8 Web Ontology Language (OWL), http://www.w3.org/2004/OWL/
9 Web Services Description Language (WSDL), http://www.w3.org/TR/wsdl

http://www.w3.org/TR/ws-arch/
http://www.w3.org/2004/OWL/
http://www.w3.org/TR/wsdl
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As shown in Fig. 1, an NLP execution workflow is initiated by the client
through sending textual content (e.g., the URL of a document or literal text)
to a Semantic Assistants server. Optionally, clients can customize the pipelines’
behaviour by setting a number of runtime parameters, e.g., output formats or
special thresholds. These requests trigger the execution of an actual NLP pipeline
on the provided content, and if successful, return the results to the client in form
of a unified XML document. The receiving client is then responsible for parsing
the results and providing the user with a proper presentation, for instance, high-
lighting annotations in a text or opening up a new document.

In order to facilitate the integration of new clients, the Semantic Assistants ar-
chitecture offers a Client-Side Abstraction Layer (CSAL) library. Essentially, the
CSAL library is a Java archive of common communication and data transforma-
tion functionalities that can be reused by different clients. Such an abstraction
layer eases the implementation of the client-server communication process in
new clients, as well as the transformation of NLP results to other useful data
types.

What distinguishes the Semantic Assistants framework from other approaches
is its emphasis on a separation of concerns : Users who interact with the NLP
pipelines are not concerned with how the analysis is performed on their provided
content; Application developers can use the CSAL library to easily connect to
the back-end server and invoke services and retrieve the results; and Language
engineers can develop sophisticated NLP pipelines without worrying about how
they are going to be offered to the end user. Currently, the Semantic Assistants
architecture supports NLP pipelines developed based on the GATE10 frame-
work, but also provides for the execution of pipelines based on OpenNLP11 and
UIMA12 through their GATE integration.

3 Design of the Semantic Assistants Android NLP Layer

Following the description of how different NLP techniques can aid mobile users
and the Semantic Assistants framework that provides such capabilities to its
connected clients, we now describe a high-level design overview of our novel
Android-NLP integration process. The ultimate goal we are trying to achieve in
this integration is to provide a software layer to the Android platform that can
be used by various applications in need of NLP support.

Our research hypothesis is that numerous applications running on a smart-
phone can benefit from natural language processing support: interactions with
the user will become faster through automation; tasks that are currently difficult
to perform on small-screen devices will be significantly improved.

Robust, open source implementations for tasks like information extraction or
automatic summarization are readily available, in the form of NLP pipelines

10 GATE, http://gate.ac.uk/
11 OpenNLP, http://opennlp.sourceforge.net
12 UIMA, https://uima.apache.org/

http://gate.ac.uk/
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running within a text analysis framework. However, these frameworks cannot be
executed on an Android device, as NLP is very resource-intensive and mobile
devices have both hard- and software limitations [8]. Furthermore, rather than
just enhancing a single application with NLP capabilities, we aim to offer an
application-independent software layer that can be integrated into any existing
application requiring NLP support. Similarly, we do not want to restrict the type
and number of possible NLP analysis services in advance: rather, it should be
possible to dynamically add new services and have them discovered by the mobile
device, i.e., we aim to design a service-oriented architecture (SOA). The vision
is that applications on a mobile device can dynamically request NLP services,
such as entity extraction, summarization [9, 10], or question-answering [11], to
support the user in knowledge-intensive tasks, just like a human assistant would.

3.1 Requirements

We start by defining a set of requirements for our integration.

Remote Execution of Services (R1). In order to tackle the limited memory and
processing capacities of mobile devices, the integration must execute the NLP
services on a remote machine and bring the results back to the mobile device.

NLP Service Independence (R2). Mobile users deal with various types of infor-
mation, ranging from news articles to personal documents, for which generic
or domain-specific NLP pipelines may be useful. Irrespective of how the NLP
pipelines are concretely implemented, the integration must offer them within a
single unique interface.

App Independence (R3). The integration must be realized in such a way that
various apps can seamlessly benefit from NLP services, rather than enhancing a
single app only.

Flexible Response Handling (R4). Depending on the application area, NLP
pipelines can generate various output formats, e.g., annotations for IE or new
documents for summarization. The integration must accordingly represent and
transform the NLP pipeline results in a mobile device.

Inter-App Communication (R5). Various apps must be able to share content
with the integration layer for analysis and receive the results, where applicable.
It should also be possible to receive content from one app and write the results
to another.

3.2 Developed Solution

Here, we describe our design decisions to meet the requirements enumerated in
the previous section. Our goal is to design an architecture that allows Android
apps to connect to a remote Semantic Assistants server and benefit from its NLP
services, either directly within their environment or through another service app,
i.e., an application that performs the invocation process and returns the results
to the app that originally requested the NLP service.
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Fig. 2. The Semantic Assistants-Android integration high-level architecture

Fig. 2 illustrates a high-level overview of our integration architecture, where the
client is always an Android app requesting an NLP service, and the server side is
the Semantic Assistants server brokering these pipelines asWeb services (R1). The
client-server communication is facilitated through an Android-specific client-side
abstraction layer, designed as an extension to the Semantic Assistants framework.
Because of the absence of Simple Object Access Protocol (SOAP) [12] libraries in
Android, both components in our architecture have to communicate in a REST-
ful way. To provide a RESTful communication over the HTTP protocol, we ex-
tended the Semantic Assistants server tier with a REpresentational State Transfer
(REST) [13] interface that additionally provides a secure HTTPS channel.

The Semantic Assistants Android abstraction layer encompasses common
functionalities for Android apps to communicate with the Semantic Assistants
server by creating RESTful requests for service inquiry, execution, user authenti-
cation and eventually, parsing the retrieved results. It also contains pre-defined
Android intents13 for remote execution of NLP services. In the Android plat-
form, intents are system-wide messages that contain abstract descriptions of
operations to be performed. Intents are the Android’s platform facility for com-
munication between components within one or multiple applications. The Se-
mantic Assistants Android abstraction layer library has an extensible structure
for NLP intents that can be extended as more frequently-used NLP services are
made available in the Semantic Assistants repository. For example, the Semantic
Assistants Android abstraction layer has a built-in entity detection intent that
extracts Person and Location named entities from a given text and returns the
extracted results as series of annotations to the invoking application. We will
demonstrate a use case for this intent within a demo app in Section 4.

4 Implementation

Our two novel components in the Android-NLP integration are the Semantic
Assistants App and the Semantic Assistants Android Abstraction Layer library

13 Intents and Intent Filters, http://developer.android.com/guide/components/

intents-filters.html
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shown in Fig. 2. The Android abstraction layer plays the role of a system-wide
library that can be referenced by all Android apps installed on the application
layer of the Android OS architecture. The Semantic Assistants App14 is an imple-
mentation of a general-purpose NLP app that can offer various NLP services to
users both within its user interface, as well as other apps using system messages.

4.1 The Semantic Assistants Android Abstraction Layer

Technically, the Semantic Assistants Android abstraction layer is an Android
library15 project that holds shared code and resources for apps that need NLP
support in their workflow (R3). The abstraction layer classes implementing the
SA-Android communication and data transformation are compiled by the An-
droid development tools into a Java archive (JAR) file and installed on the
system. Thereby, various apps can refer to the Semantic Assistants abstraction
layer as a library dependency in their code. Using the library classes, other
apps can directly connect to a given Semantic Assistants server interface and
invoke the NLP services available in the server’s repository without the hassle
of implementing connection handlers to a remote server. The library also helps
developers in preparing requests conforming to the Semantic Assistants server
endpoint description file and parsing the resulting XML document. The cur-
rent implementation of the Semantic Assistants Android library supports NLP
service inquiry, invocation, and user authentication on the Semantic Assistants
server over HTTP and HTTPS protocols.

4.2 The Semantic Assistants App

As a part of our contribution and in order to demonstrate a general-purpose app
offering arbitrary NLP services to Android mobile users, we have implemented
an Android app, called the Semantic Assistants App, that offers a unique user
interface to inquire and invoke NLP services on a user-provided content. The
Semantic Assistants App’s main activity allows users to authenticate themselves
and configure the app to connect to a specific Semantic Assistants server end-
point. Once the user settings are stored, the Semantic Assistants App inquires
about the available assistants from the server and generates a dynamic list con-
taining service names (R2), their descriptions and possible further configuration
options, such as applicable runtime parameters, as shown in the top part of Fig. 3.
When the user selects a service from the list, the Semantic Assistants App fea-
tures a text field for the user to enter content for analysis. For example, in our
screenshot taken from a tablet running the Semantic Assistants App, we have
provided a short sentence for a sample analysis scenario and chosen the “Per-
son and Location Extractor” as the NLP service. Pressing the “Invoke” button

14 Semantic Assistants App is available at http://www.semanticsoftware.info/

sa-android
15 Android Library Project, http://developer.android.com/tools/projects/

index.html
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Fig. 3. The Semantic Assistants App Service User Interface

sends a request to the remote Semantic Assistants server through the Semantic
Assistants Android abstraction library, which in turn triggers the execution of
the actual pipeline on the server. The Person and Location entities found in the
text are first received by the Semantic Assistants Android abstraction library
in form a typical Semantic Assistants XML document. The library then parses
the embedded entities to an array of Java objects and sends them back to the
Semantic Assistants App, where a list is automatically populated from the en-
tities’ literal content, their semantic types, their exact character offsets in the
original text, as well as any additional features provided by the pipeline (Fig. 3,
bottom).

Of course, manually pasting content into the Semantic Assistants App’s text
field is still not convenient for most mobile users, especially on small screens.
That’s why the Semantic Assistants App also listens to the system’s sharing
intents, broadcasted from other existing apps on the device (R5). Sharing intents
are fired in the system whenever an app provides the user with the ability to share
content directly with another app, e.g., sending a paragraph from a web page
to an email application as a newly composed message. Because the Semantic
Assistants App registers itself in the Android system as a listener component
for sharing intents, its name pops up in the contextual menu of sharing actions
where applicable. Hence, users can choose the Semantic Assistants App as the
content receiver application and thereby automatically populate the text field
of the app, preparing it for a new NLP analysis session. Based on the NLP
pipeline’s result format, the Semantic Assistants App can eventually present the
extracted annotations in a list format, or open up the generated output file in
the Android’s configured default browser (R4).

Listening to system-wide sharing intents provides Semantic Assistants App
users with a convenient method to invoke arbitrary NLP pipelines using the app’s
graphical user interface. However, another important target user group of our
integration are Android app developers who need to embed NLP capabilities in
their own application. In order to suppress the need to interact with the Semantic
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1 <service
2 android:name="info.semanticsoftware.semassist.android.service.

SemanticAssistantsService"
3 android:process=":semassist_service"
4 android:label ="semassist">
5 <intent−filter android:label ="Semantic Assistants Open Intents">
6 <action android:name="org.openintents.action.PERSON_LOCATION_EXTRACTOR" />
7 <category android:name="android.intent.category.DEFAULT" />
8 </intent−filter>
9 </service>

Fig. 4. A Semantic Assistants open intent example

Assistants App’s GUI for each analysis session, the Semantic Assistants App is
designed to offer its “Semantic Assistants Open Intents” to all applications,
once it has been installed on a device. The idea behind open intents is to allow
other apps to invoke specific NLP services in a headless manner by sending a
broadcast message across the system asking for a specific intent. If the intent is
recognized by the Semantic Assistants App, it is received and transformed into
a corresponding NLP service execution request. Subsequently, the results of a
successful execution are returned to the app that sent the broadcast message.
Fig. 4 shows an example Semantic Assistants open intent to extract person and
location named entities from a given text.

5 Application

Following a thorough description of the Android-NLP integration, in this section
we explain how Android app developers can now embed NLP capabilities in their
own apps using our novel architecture. We begin this section by an example
scenario, in which an app developer wants to write a smart app for his client.
Our developer’s client frequently travels to different conferences and meets new
people. He tries to remember and keep in touch with his new connections by
creating contact entries in his Android phone. However, every once in a while,
he goes back to his contact book, though by just reading a name he doesn’t
remember in which context he met that specific person. So he asks our developer
to create an app for him that can automatically extract useful metadata and
related context information from the emails his connections send him and create
new contacts or add notes to his contact book entries.

In a typical Android development process, our developer starts by designing an
Android app that receives shared content from an email app on the device. Once
he receives the message content in his app, he has to apply various heuristics, such
as regular expressions or string matching, on the text to find useful entities for his
client. Such an approach is computationally expensive and does not usually yield
an acceptable precision or recall when implemented by someone unfamiliar with
the text mining domain. Therefore, after a short research, our developer finds a
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Fig. 5. The iFW app workflow sequence diagram

1 <!−− Transparent activity bound to the system share intent −−>
2 <activity android:name=".activity.ContactFinderActivity" android:theme="@style/Theme.

Transparent">
3 <intent−filter android:label ="iForgotWho">
4 <action android:name="android.intent.action.SEND" />
5 <category android:name="android.intent.category.DEFAULT" />
6 <data android:mimeType="text/*"/>
7 </intent−filter>
8 </activity>
9

10 <!−− Broadcast receiver for the Semantic Assistants App messages −−>
11 <receiver android:name=".services.NotifBroadcastReceiver">
12 <intent−filter>
13 <action android:name="info.semanticsoftware.semassist.android.BROADCAST"/>
14 </intent−filter>
15 </receiver>

Fig. 6. The iForgotWho app manifest file snippet

Semantic Assistants open intent that can extract various entities, such as person,
organization, location and address entities, from a given text. The developer then
embeds the Semantic Assistants Android abstraction library in his project and
delegates the entity extraction responsibility to the Semantic Assistants App via
a simple Java method call, provided by the abstraction library classes. In this
case, the processing flow of this new application, called the ‘iForgotWho’ app,
follows the sequence shown in Fig. 5.

To better demonstrate this use case, we implemented the iForgotWho (iFW)
Android app and used its NLP capability on an example email message. The
iFW app’s manifest file16 (Fig. 6) denotes two important features about this
app: The iFW app accepts textual content shared from other apps (lines 1–8)
and listens to broadcast messages sent from the Semantic Assistants App (lines
10–15).

16 The AndroidManifest.xml File, http://developer.android.com/guide/topics/

manifest/manifest-intro.html

http://developer.android.com/guide/topics/manifest/manifest-intro.html
http://developer.android.com/guide/topics/manifest/manifest-intro.html
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1 public class ContactFinderActivity extends Activity {
2 @Override
3 public void onCreate(Bundle savedInstanceState) {
4 super.onCreate(savedInstanceState) ;
5 Intent service = new Intent("org.openintents.action.INFORMATION_EXTRACTOR");
6 /∗The share intent carries the user selected text .
7 ∗ We simply pass the text to the designated Semantic Assistants service . ∗/
8 String input = getIntent() . getExtras () . getString ( Intent .EXTRA TEXT);
9 service .putExtra( Intent .EXTRA TEXT, input);

10 /∗ True silent mode means that iForgotWho app
11 ∗ will take care of the results presentation . ∗/
12 service .putExtra(Constants.SILENT MODE, "true");
13 // call the service
14 startService ( service ) ;
15 // close the activity
16 finish () ;
17 }
18 }

Fig. 7. The iForgotWho activity requesting an open intent

The iFW app contains only two activity classes17 – one transparent activity
that delegates user requests to the Semantic Assistants Android library and
another one that lists the extracted entities and asks for the user’s permission
before adding them to his contact book. Fig. 7 contains the complete source
code of the iFW’s service-requesting activity, showing how the complicated task
of entity detection can be simply achieved through using a Semantic Assistants
open intent.

In our example scenario, our developer’s client uses the iFW information
extraction feature to automatically create a new contact entry from an email
message he has received from one of his connections. The client selects the content
of his email message and shares it with the iFW app. The iFW app then calls
the INFORMATION EXTRACTOR service of the Semantic Assistants App to extract
useful information, such as the person’s name or phone number from the email
message, through executing GATE’s ANNIE pipeline [4] on the server side. Upon
receiving the results, iFW prompts the user with the detected entities and lets
our client verify the results. Once approved by the user, iFW automatically
creates a new contact entry and populates the corresponding fields, such as
the contact’s name, phone number and a sentence from the (email) message
containing a named entity, like the sender’s name, as contextual information to
help our user remember the contact. Fig. 8 shows the sharing process and the
contact entry that is eventually created by the iFW app in the user’s contact
book.

As we showed in our iFW app, our Android-NLP integration architecture
provides the possibility for developers to enhance their applications’ capabilities
with state-of-the-art techniques from the natural language processing domain,
implementing novel use cases of human-AI collaboration patterns within the
context of mobile devices at the convenience of calling open intents.

17 Activity classes provide user interface components that users interact with.
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Fig. 8. Sharing content with the iFW app (left) and the resulting contact entry (right)

6 Related Work

Using natural language processing techniques in the context of mobile devices
has recently gained attention, both among academic and industry communities.
The lavish launch of Apple’s Siri as a voice-controlled personal assistant was
a major demonstration of how state-of-the-art NLP techniques can aid mobile
users with productivity tasks, like finding a nearby restaurant. This has moti-
vated other frontier mobile development companies to increase their efforts in
adopting NLP techniques for mobile devices. Google Now integrates additional
techniques, such as personalization, on top of NLP. However, many of these
applications are still largely limited to “speak to command” use cases, which
merely provides a natural language interface for users to issue spoken, intuitive
commands to a mobile device for tasks like question-answering or sending text
messages in a hands-free manner [14]. Moving beyond speech recognition, the
apparent need for other more complex tasks requiring sophisticated NLP anal-
ysis is being satisfied through various apps for information-intensive areas like
personalized news recommendation [15] or web page summarization [9]. Unlike
these rapidly emerging task-specific apps, our mobile-NLP integration aims at
providing a general NLP solution that can offer various techniques through a uni-
fied interface. On the foundations of the Semantic Assistants’ service-oriented
architecture, a multitude of generic and domain-specific NLP pipelines can be de-
ployed and utilized within Android apps. In addition, in contrast to [16] and [17],
where authors try to adapt resource-intensive NLP techniques like information
extraction and machine translation to mobile contexts, our integration architec-
ture offers the full power of NLP applications to mobile users.

Alongside the efforts to develop NLP-enabled apps that target specific pro-
ductivity issues in mobile contexts, others are providing more general solutions
to embed NLP capabilities within mobile apps by providing software APIs.
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AlchemyAPI18 offers an Android SDK for app developers to make use of its
various text mining techniques, such as keyword extraction or concept tagging,
within their apps through embedding a Java archive file that makes remote web
service calls to the AlchemyAPI text mining platform. Maluuba19 is another
NLP API for mobile apps that offers two separate interfaces for “interpreting”
spoken commands and “normalizing” textual content for Android and Windows
Phone devices. In contrast, our approach not only provides a unique interface
to offer various NLP techniques, but also provides ready-to-use NLP intents.
This is an advantage over merely publishing an API that first needs to be un-
derstood by developers and then employed in their apps. Moreover, unlike these
commercial offerings, both the Semantic Assistants framework and our Semantic
Assistants-Android integration are open source software20 that allow the devel-
opers to deploy their own custom NLP pipelines (e.g., for healthcare, biomedical
research, e-learning, or entertainment) and extend our integration’s open intents,
as their need arises. Finally, by providing a clear separation of concerns, mobile
developers with no NLP background can now make use of a multitude of exist-
ing open source pipelines, in particular those developed based on the popular
GATE framework, as well as custom pipelines that language engineers will de-
velop without the concern on how these pipelines are going to be integrated in
mobile apps.

7 Conclusion

For many users, smartphones have become their go-to-device for industry news
feeds, checking email, and scheduling their agenda. The sheer quantity of text
which is read on these devices, and the number of screen-taps needed to get
things done, could be significantly reduced by applying existing Natural Lan-
guage Processing (NLP) pipelines, such as automatic summarization or infor-
mation extraction, to news feeds, emails, or attachments. Summarized text can
also be consumed in an eyes-free manner using the smartphone’s Text-To-Speech
capabilities. Dates, locations and people can be automatically detected using
named entity recognition and integrated in the creation of new events in a user’s
agenda and entries in the contact book as we demonstrated with the iFW app.
We developed the first open source API for Android that provides an easy way to
integrate NLP capabilities into an application. It relies on interactions familiar
to mobile application developers, without requiring any background in compu-
tational linguistics. With our framework, application developers can easily inte-
grate complex text mining tasks into a smartphone application, either based on
existing open source NLP tools, or by delegating the pipeline development to
a language engineer. We believe that the resulting architecture has significant
potentials to make mobile apps ‘smarter’ across a wide range of domains.

18 AlchemyAPI, http://www.alchemyapi.com
19 Maluuba, http://www.maluuba.com/
20 Available at http://sourceforge.net/projects/semantic-assist/

http://www.alchemyapi.com
http://www.maluuba.com/
http://sourceforge.net/projects/semantic-assist/
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Abstract. The multitude of interactive devices we use daily has steadily in-
creased since the advent of personal computers. Also, the spreading ubiquitous 
computing leaves the users with increasing number of device ensembles. There 
is often a need to change the device in use, which requires moving applications, 
data, user interfaces or parts of them to other device(s) and back. This is the 
case, when something is manipulated on one device and a need to migrate it to-
wards another device exists as well. In order to study the problems of such mi-
gration functionality, we defined, designed and implemented a proof-of-concept 
prototype for automatic context-aware migration of Web applications between 
devices. The prototype was evaluated in three distinct modes (manual, assisted 
and automatic) with a user study to collect technical data and user feedback. 
The results highlighted interesting correlations between the system behaviour 
and user ratings, and statistically relevant differences on how users perceived 
the proposed modes of the system.  

Keywords: Context-Awareness, Device Ensembles, Migration, Migratory User 
Interfaces, Multi-device Environments. 

1 Introduction 

People are increasingly accessing applications and services through diverse types of 
interactive devices, depending on their current location and needs. The users are fac-
ing different kinds of device ensembles at home, work as well as on the move. In 
addition to providing ways and means for moving and synchronising information, 
whether that is applications, plain data or user interfaces (UI) between all these de-
vices, it is also challenging to “keep your digital identity in sync” [20] – contact lists, 
media libraries, Facebook credentials and so forth need to be in sync and accessible 
on several different devices. The task of keeping each device up to date with the latest 
applications and data can be sometimes tedious. Therefore, data and applications are 
increasingly in the cloud, keeping everything in one place, accessible by all devices.  

Also, Web applications are a typical example of applications accessed in different 
places and with heterogeneous devices, as the actual application and user data is al-
ways located on the backend server(s) (i.e. cloud). Documents, music, photos etc. are 
all accessible from the application front-end that is run with each device’s Web 
browser (or with a dedicated native application that displays the Web content). 
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In this paper, we take a look at the possibilities for migrating Web application 
front-ends (i.e. the Web page and its state information) between devices. The actual 
application back-end and data will always be accessed from the original application 
server. Moreover, in this paper we focus on the context-awareness of such system and 
the possibilities it could give for enhancing the interaction between the system and the 
user. Specifically, we take a look at three different ways of interacting with the sys-
tem: automatic, assisted and manual. Two of these are context-aware: automatic and 
assisted. With automatic mode, when the system senses a predefined trigger for mi-
gration, it performs this action automatically. With assisted mode on the other hand, 
when sensing a trigger for migration, the system notifies the user of this possibility, 
leaving the final decision to migrate to the user.  

The prototype environment for context-aware migration is an extension of a previ-
ously developed multi-device and multi-user Web-based Migration Platform. Earlier 
studies with that platform [11] highlighted a need for intelligent, context-aware and 
more automatic migration of user interfaces. To address these needs we have imple-
mented and evaluated a context-aware system for Web application migration. The 
solution presented in this paper is especially targeted towards the needs of task conti-
nuity and continuous movement, characterising today’s technological multi-device 
environments. In addition, the added context-awareness eases migration triggering 
and thus minimises user effort. Our early results indicate that adding context-
awareness into the migration process is a notable benefit for the user. We have also 
discovered important correlations between the technical qualities of the system to the 
perceived usability and user experience.  

In the next sections, we will first present some related research on multi-device in-
teraction and interaction techniques and discuss the benefits of context-awareness in 
multi-device environments. Then, we describe the architecture and implementation of 
our prototype system and the user study setting with the test scenarios. After that, we 
present our evaluation methodology, analyse and discuss the user study results and 
draw some final remarks useful to better identify the need for such a concept and 
system in the near future.  

2 Related Work  

Users’ behaviour towards the usage of multiple kinds of devices has recently been 
considered in a Google research report [12], which identifies two major ways of inter-
action with multiple devices: sequential and simultaneous. Our approach is more 
sequential, though by migrating only part(s) of the Web application to a target device 
by keeping them active also into the source device, even simultaneous workflow can 
be achieved.  

Multi-device interaction has also been investigated in the past, focusing on tech-
niques people use to access multiple devices: Dearman and Pierce [7] found that one 
of the main challenges is how to support seamless device change. This is the core 
problem that we are aiming to tackle by providing an integrated, context-aware  
functionality for device changes.  
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One such solution for sharing information and session during device changes in 
multi-device environments is Pick-and-Drop [17], which was a first interesting solu-
tion to support the dynamic graphical selection of application elements in one device 
and easily move them to another device. However, that approach was mainly limited 
to move data across devices, while people would like also to move entire interactive 
applications. Berry et al. [2] deal with view sharing in cooperative work environ-
ments, and tackle the privacy issues of a presenter which wants to show/hide parts of 
the view according to the type of audience. The solution focuses on collaborative 
tasks, while in this paper we focus on single-user scenarios in which our platform can 
be useful.  

Support for migratory UIs aim to improve user access to information through mul-
tiple devices. In this regard, Wäljas et al. [24] have also studied how people access 
various multi-device applications during a few weeks, and have proposed an initial 
framework for analysing cross-platform service user experience (UX), which relates 
to three main aspects: composition, continuity (fluency of the content and task migra-
tion), and consistency. Our approach pays attention to all these aspects by allowing 
the user to either migrate the whole UI or just parts of it (composition) between de-
vices, preserving the continuity of the UX by allowing seamless device changes and 
aiming for a consistent UX by focusing on the Web application domain. The  
eLabBench [23] relies on an infrastructure for distributing data across laboratory de-
vices and biologists personal computers. The focus is on ubiquitous management of 
digital data, rather than on UI migration. The approach is thus different from ours, but 
the final aim is still to support task continuity of nomadic users coping with more than 
one device in different contexts. Their Fluid Computing middleware [3] was also 
about multi-device interaction. However, it differs from our Platform both on aims 
and on implementation: Fluid Computing is aimed at interaction synchronization 
when multiple users share the same interface, or parts of it, while we do not  
specifically deal with interface replication. 

Deep Shot [5] is a solution for automatic migration of UIs across devices with state 
preservation. Migration of an interface, or part of it, is triggered by “shooting” it with 
a mobile device camera. In our platform, migration can be also triggered in a fully 
automated way without requiring explicit user interaction. Also, the authors of Deep 
Shot state that this approach is compatible even with native applications, but that 
existing ones need to be modified in order to support the “deep shooting/posting”. 
Our platform for Web migration instead relies on a proxy that injects all the needed 
support to the navigated pages, and does not require any modification to existing ap-
plications. Also, browser plugins are not needed for enabling migration. The only 
additional software to enable context-based migration is the Context Monitor (which 
is platform-dependent but compatible with consumer devices). The Context Monitor, 
described in the following sections, is an extension of an already existing platform for 
“pushing/pulling” of Web applications across devices [11]. Pushing and pulling is-
sues were also investigated in [8], whilst our present work considers only the migra-
tion pushing i.e. migrations originated from the device in use. Other aspects of the 
platform that we consider in this paper have been already tackled: security/privacy is 
discussed in [10]. 
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The RELATE system [9] supports user interaction with devices available in the sur-
rounding. Specific hardware equipping the devices in the environment allows them to 
discover each other and to determine their relative position. Rather than on specific 
localization capabilities, in this study we aim to investigate how usability perception 
varies according to the system behavior.  

Sensors embedded in the device or deployed in the environment provide low level 
data. As indicated in [4], such data can be used by means of evolving situation models 
to infer high level situations in which the users are involved. Our basic idea matches 
with the author’s one, as we believe that context-awareness would enhance nomadic 
users’ multi device experience. 

Enabling technologies for communication, such as near field communication 
(NFC), radio frequency identification (RFID) and Bluetooth, can be used to sense the 
co-location of target devices in the proximity of the user [6,18]. Moreover, different 
characteristics of proximity in interacting in ubiquitous computing environments have 
been identified [13]. There has been research on techniques that facilitate interaction, 
taking into account the proximity factors between people and computing devices, 
such as location (e.g. room or building), position (close to a display), movement 
(coming towards a display) and orientation (facing towards the display). These factors 
allow better contextual knowledge about the current situation, so that the system can 
determine, for instance, whether the public display should facilitate interaction with 
someone or just display information [1,15].  

In this paper, we do not tackle issues of difference in interface rendering due to de-
vice diversity, nor possible adaptations of the interface to the destination device (e.g., 
rearranging of presentation components), which are relevant but would require a 
dedicated paper. We instead demonstrate the ability to use a simple sensing applica-
tion as an enabler of context-awareness in a multi-device environment. The system we 
propose is able to automatically detect some context variables, such as user location, 
device position and information about the user’s current activity (e.g. walking or still). 
We discuss the possibilities of using this context information to allow the system to 
perform automatic or semi-automatic (assisted) migration of session from a device  
to another. This type of automatic trigger can be related to the work on implicit  
human-computer interaction (HCI) driven by the context discussed in [21], in which 
the system acts proactively on the basis of context information.  

3 Context Awareness in Migration Systems  

While conducting usability tests for our previous prototypes of multi-device UI  
migration [11], it was noticed that the UX was highly related to the selection of the 
migration target device (target acquisition) and the UI migration triggering (process 
initiation). By making the system context-aware, these two aspects can be enhanced 
by the system offering/choosing relevant choices for target devices and by suggesting 
or initiating migration automatically, as discussed by Schilit et al. [19]. The offer-
ing/choosing of relevant target devices and suggesting/initiating migration is enabled 
by the system being aware of the surrounding devices, environment, users and social 
relations. Thus, the main benefits of making a migration system context-aware are: 
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• Automatic target acquisition and selection – with the system knowing and using 
information of the environment, a suggestion or decision can be made of the migra-
tion target device;  

• Suggested or automatic migration – with the system knowing the current situation, 
it can either suggest the migration to a nearby device (assisted migration) or trigger 
the migration automatically (automatic migration).  

4 System Architecture and Implementation  

The context-aware migration system is based on four main components; 1) devices, 2) 
Migration Client running on each device’s Web browser, 3) Context Monitor running 
on the phone and 4) Migration Platform Web server.  

The migration is managed by the Migration Platform that utilises a proxy server. 
The Migration Proxy annotates existing Web pages in real-time, when a user is 
browsing the Web via Migration Client. The browsed pages are injected with addi-
tional scripts that enable the migration from one device to another on request, while 
the original functionalities of the Web application are preserved. Code injection per-
formed by the proxy and strategies to manage security are fully discussed in [11] and 
[10], respectively. Context Monitor allows triggering the migration based on sensed 
values of selected context parameters and applied custom rules, providing increased 
intelligence into the migration. The Context Monitor utilises the added external trig-
gering functionality of the Migration Platform. 

4.1 General Architecture Description  

To enable context-aware migration, the originating (source) device and the destination 
(target) device must run the Migration Client in their Web browsers. The Migration 
Client is a simple Web application for logging the environment and for browsing Web 
pages via the Migration Platform proxy server.  

Typically, the source device is already running the Migration Client, since it is 
used to navigate Web pages via the Migration Proxy. However, the user must ensure 
that the target device also has the Migration Client running in order to manage the 
incoming migration request when the context-based migration is triggered. It is a 
reasonable constraint in our system that the Migration Client needs to be up and  
running in the devices’ Web browsers.  

An overview of the system architecture is shown in Fig. 1, where the environment 
and main communications are depicted. In Fig. 1 (left), Devices A (phone) and B 
(desktop computer) have the Migration Client running and the phone has Context 
Monitor running as well. When the user opens a Web page on Device A, the request 
goes through (1) the proxy server, which relays it (2) to the actual application server. 
The application server then responds back (3) with the resource to the proxy server. 
The Migration Proxy annotates the received resource (e.g. a HyperText Markup  
Language (HTML) page) by adding additional JavaScript code and sends the  
annotated resource as response to Device A (4). The injected code enables the page to 
be subsequently migrated, and does not affect its original layout or content.  
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(SMS) activities etc.), location (global positioning system (GPS) coordinates, wireless 
local area networks (WLAN), base station cell ID (CID)) and other, such as audio 
and light etc.  

The context parameters can be chosen and configured, so that the user can set 
when the Web application should be migrated from the smartphone (referred in the 
following as phone) to another device and vice versa. Thus, for example, the user can 
set the target devices for the migration and also the context-dependent rules, such as 
“perform migration from the phone to the office computer when the phone is still 
after being placed on a table, facing upwards and in the close proximity of the office 
computer” and “perform migration from the office computer to the phone when the 
phone has been lifted from the table, is moving, and the office computer is not in close 
proximity”.  

It needs to be noted though, that the Context Monitor is a very limited mobile ap-
plication developed for the purposes of this study and for the evaluation of the con-
cept of context-aware UI migration. Therefore, the application does not aim to tackle 
the problems related to the wide field of activity recognition, as those questions are 
out of the scope of this paper. 

5 Evaluation 

In this section we present the evaluation of our prototype system to explore how pro-
active and context-aware UI migration is perceived from user’s point-of-view and 
which technical requirements are needed for. The factors that we were interested in 
were related to the existence of relevant preferences for a specific migration mode 
(manual, assisted and automatic) and of possible relationships between individual user 
factors, interaction behaviour and declared ratings for the tested system.  

We recruited a total of 24 persons and as heterogeneous trial group as possible, 
consisting of both computer science professionals and of people who only use com-
puters and smartphones for basic office worker’s purposes. We recruited the trial 
participants by sending an email within our organisations, asking people matching our 
recruitment criteria to join study. We personally recruited as many people as possible 
from within our social working circles matching the recruitment criteria.  

We scheduled the user tests for a time span of 1.5 weeks, approximately three to 
four participants per day, maximum 60 minutes each. Users tested the Context Moni-
tor and the Migration Platform with the simple use case scenarios and answered to the 
questionnaire formed of the aforementioned interesting factors, such as preferences 
for specific migration mode and relationships between individual user factors and 
system behaviour.  

The test tasks consisted of Web page migration from a Android phone to a PC and 
vice-versa using three different interaction modes (manual, assisted and automatic). 
The diverse available modes to operate an interactive system are discussed in [22], 
where the authors tackle the prevention of “mode errors”, i.e. situations in which 
users forget the mode in use. The authors discuss how to provide feedback to the us-
ers to remind them how the system is operating. It is worth pointing out that in our 
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test setting the system did not provide any explicit mode-dependent feedback, because 
the users were provided with instructions for each task and informed about the current 
mode before starting the interaction.  In addition to a background questionnaire, we 
had the participants fill an in-between questionnaire after each interaction mode.  

We also recorded the laboratory studies on video to count the focus shifts between 
the devices and to catch any freeform comments and suggestions during the labora-
tory tests. By focus shifts, we loosely mean the macro attention shifts described by 
Holleis et al. [14].  

5.1 Test Scenarios 

The current developed versions of the Migration Platform and Context Monitor were 
used in the laboratory test. The contextual factors we focused on were the phone sta-
bility and the Bluetooth presence/proximity information. The two test scenarios are 
presented in the following.  

Scenario 1: The user is approaching the office while browsing some Web page on 
her Android phone. As soon as s/he gets to her desk and puts the phone on the table 
(see Fig. 1 (right)), the browsed Web page is migrated, depending of the test mode, 
either automatically or assisted, from the phone to the computer.  

Scenario 2: The user is accessing some Web application on the desktop computer 
and suddenly needs to leave his office for a meeting. S/he only takes the phone with 
her and walks away. The Web application is then migrated, either automatically or 
after user confirmation (depending on whether the selected mode is automatic or as-
sisted), from the computer to the phone. This way, the workflow is not interrupted by 
the transition from the office to the meeting room.  

5.2 Data Analysis 

In this section we provide analysis of the data gathered during the user test. The data 
sources are the questionnaires the participants filled in and the technical data gathered 
from the Migration Platform during the laboratory tests.  
 
Demography and Background Information  
The 24 test participants were in average 32 years old (median 31 years), youngest 
participant being 26 years old and the oldest participant 44 years old. Only four  
female were involved in the study. Most of the people were Finnish (eleven) and  
Italian (eleven) by nationality, but also one German and one Portuguese participated. 
Education level was high: six Bachelors, thirteen Masters and five Doctors. Two 
participants were partially impaired (one in wheelchair and one without one hand). 
Approximately half of the participants were “tech-savvy” (developers, early adopters 
and highly interested in technology) and the rest had “normal technical skills”.  
 
System Functionality  
We logged all relevant event times at the Migration Platform to count the latencies of 
the system. Latency directly affects UX because it forces the user to wait for the  
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migration to be carried out. Thus, latency has been considered as indicator of techni-
cal quality of the system under investigation and studied in correlation with other 
variables, as discussed later. We also recorded the user tests on video in order to count 
the users’ focus shifts between the devices during each migration mode and to catch 
comments. To minimise any learning effects, we shuffled the migration modes for 
each test participant. By permuting the manual, assisted and automatic modes, we 
thus obtained six different migration mode orders.  

The hypothesis for the focus shifts was that when using the manual mode for mi-
gration, there would be more focus shifts between the devices, as the users would 
check between the devices, and that there would be less focus shifts when moving 
towards more automatic migration.  

In order to get the latencies, we recorded all the relevant events at the  
Migration Platform server, such as: mobile device placed on the table, migration to 
PC triggered on the mobile device, Web page opened on PC, mobile device picked at 
hand, migration to mobile device triggered on the PC and “Web page opened on  
mobile device. 

For the manual mode, we calculated the latencies between the user triggering  
migration on the mobile device to when the Web page is opened on the computer (A) 
as well as between the user triggering migration on the computer to when the  
Web page is opened on the mobile device (B). Focussing on the manual mode, the 
higher latency of the PC to Mobile migration can be explained by the time taken by 
the mobile browser to render the migrated page. 

For the assisted and automatic modes, we calculated the latencies between the  
mobile device being placed on the table to when the Web page is opened on the  
computer (C and E) as well as between the mobile device being picked at hand to 
when the Web page is opened on the mobile device (D and F). These latencies are 
depicted respectively in Fig. 2 (left). As it can be seen, in the assisted and automatic 
modes there was significantly more latency. This is due to the context detection algo-
rithms that take a few seconds to detect the events of “arrived to the office and placed 
on the table” / “lifted from the table and left the office”. Indeed, the algorithm con-
tinuously monitors acceleration/tilting and needs some time in order to avoid false 
positives (unwanted migrations). Therefore, the latencies were also higher for the PC 
to mobile cases, because the context detection algorithms take more time to notice the 
event of “leaving the office” than to detect the “arrived to the office” –event. 

In case of manual trigger, instead, the time behaviour is mainly due to: a) latency 
of the page elaboration (client- and server-side) and b) network delays.  

Client-side, the page elaboration consists of the serialisation of the page, i.e. the 
creation of the eXtensible Markup Language (XML) string document from the  
DOM on the browser. Client/side serialisation is done by a JavaScript procedure. 
Server-side, the elaboration consists of: parsing the XML string to create a document 
object, filling the document with additional information (e.g. user interaction state) 
and serialising it into a text/HTML file that will be accessed by the target device 
browser.  
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between the number of video-detected focus shifts of the user and her/his rating. We 
ran Pearson correlation tests over the system latency and focus shifts in relation to 
the average usability, system speed (usability), suitability of the interaction mode and 
the willingness to use the system (and the selected mode) in the future. The Pearson 
correlation tests are summarised in Table 1.  

Table 1. Summary of the Pearson correlation tests 

VARIABLES 

MIGRATION TASK 

Manual Assisted Automatic 

Mobile - PC PC - Mobile Mobile-PC PC-Mobile Mobile-PC PC-Mobile 

Latency, shifts 
Corr. 0,151 -0,042 -0,052 -0,108 0,125 -0,116 

Sig. 0,48 0,845 0,809 0,617 0,561 0,588 

Shifts, average 
usability 

Corr. -0,228 -0,344 -0,066 0,016 0,215 -0,361 

Sig. 0,285 0,1 0,76 0,941 0,313 0,083 

Latency, average 
usability 

Corr. -0,255 0,147 -0,212 -0,013 -0,037 0,019 

Sig. 0,228 0,492 0,32 0,953 0,866 0,931 

Shifts, speed 
usability 

Corr. -0,187 -0,256 -0,054 0,196 -0,041 -0,168 

Sig. 0,383 0,228 0,802 0,359 0,851 0,433 

Latency, speed 
usability 

Corr. -0,351 -0,083 -0,216 0,133 -0,54 0,231 

Sig. 0,092 0,699 0,311 0,535 0,006 0,277 

Shifts, suitability 
Corr. 0,321 -0,131 0 -0,093 0,107 -0,03 

Sig. 0,126 0,541 1 0,665 0,618 0,891 

Latency, suitability 
Corr. -0,473 0,075 0,187 0,079 0,146 -0,201 

Sig. 0,02 0,729 0,381 0,714 0,496 0,347 

Shifts, willingness 
Corr. -0,132 -0,391 -0,169 -0,075 -0,114 -0,411 

Sig. 0,539 0,059 0,431 0,726 0,596 0,046 

Latency, 
willingness 

Corr. 0,01 0,189 0,056 -0,179 0,081 0,258 

Sig. 0,961 0,376 0,795 0,402 0,707 0,223 

 
The following variables have been considered:  

• Latency: time needed to perform migration, as previously described in subsection 
System functionality;  

• Shifts: number of focus shifts between devices. A focus shift occurs anytime the 
device the user is gazing changes (i.e. from PC to phone or from phone to PC);  

• Average usability: mean value among the following usability-related ratings of the 
user: task easiness, system behaviour understandability, system interaction suitabil-
ity, speed, reliability, willingness to use the system in the future;  

• Speed usability, Suitability and Willingness: These refer to system speed, system 
interaction suitability and willingness to use the system in the future, respectively.  

The correlation factor, labelled as Corr., indicates whether the correlation is moderate 
(0.3 < |Corr.| < 1), weak (0 < |Corr.| < 0.3) or null (|Corr.| = 0, i.e. variables are  
independent). 

The correlation significance is indicated by Sig.: correlation can be highly  
significant (0 < Sig. < 0.01) or statistically significant (0.01 < Sig. < 0.05). 

It is worth pointing out that the aim of these tests is mainly exploratory, because 
they are not actually devoted to accept/reject any predefined hypothesis. Therefore, 
even if multiple comparison tests involving the same variables were performed, no 
correction has been applied to the significance intervals.  
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Such tests show the following statistically interesting aspects:  

1. There is highly significant (negative) correlation between latency and system speed 
usability when using automatic mode from mobile to PC;  

2. A statistically significant (negative) correlation exists between latency and suitabil-
ity when manually migrating from mobile to PC;  

3. A statistically significant (negative) correlation for the automatic mode was found 
between focus shifts and willingness to use the system in the PC to mobile task;  

4. A moderate (negative) correlation, although not statistically relevant, was found 
between latency and speed usability when manually migrating from mobile to PC.  

Given these findings, we can argue that they support our notions on how the system 
was perceived during the tests. Automatic migration took a longer time (due to the 
context-detection algorithms delay) when migrating from mobile to PC and clearly 
had the participants question themselves about system usability. Also, when using the 
manual mode in migrating from mobile to PC, the latency reduced the interaction 
suitability and had the participants commenting on the manual mode usability.  

It is also worthwhile to mention that somewhat surprisingly the results neither 
show correlation between latency and focus shifts, nor between these two variables 
and the average usability. This lack of correlation is indicated by the low correlation 
factor (weak, in most cases) as well as by the significance value, which is much big-
ger than 0.05. We could argue that the system already performs “good enough” to 
provide such context-aware migration functionality. As mentioned before, this also 
shows in the participants’ free-form comments that, overall, they already found the 
system to be  reasonably good.  

We also ran statistical difference tests on the ratings (Likert scale 1-5) the partici-
pants gave during the laboratory tests and the system latencies and found out several 
significant differences. The null hypothesis on the tests was H0: “The modes perform 
similarly” (i.e. the means of the groups are the same).  

The results show that we have to reject our null hypothesis (using the conventional 
0.01 and 0.05 alphas) on the following cases of the system functionality assessment 
(numbers in round brackets indicate the p-value):  

a) Task easiness, assisted vs. manual, highly significant (0,0001)  
b) Task easiness, auto vs. manual, highly significant (0,0008)  
c) Interaction suitability, assisted vs. manual, statistically significant (0,0233)  
d) Interaction suitability, auto vs. manual, highly significant (0,0059)  
e) Willingness to use in the future, assisted vs. manual, highly significant (0,0093)  
f) Willingness to use in the future, auto vs. manual, statistically significant (0,0281)  
g) Latency, mobile-to-PC, assisted vs. manual, highly significant (< 0,0001)  
h) Latency, PC-to-mobile, assisted vs. manual, statistically significant (0,0284)  
i) Latency, mobile-to-PC, auto vs. manual, highly significant (< 0,0001)  

Such statistics confirm a relevant preference towards automatic and assisted modes 
(with respect to the manual mode).  
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These statistics are related to confirmatory data analysis, as they are devoted to re-
ject the null hypothesis. Bonferroni Correction has thus been applied with signifi-
cance level (α/2), aiming to reduce possible family-wise errors. Some variables (i.e. 
latency in mobile-to-PC manual mode and task easiness manual mode) were indeed 
involved in two comparisons. The correction lowers the alphas from 0.01 and 0.05 to 
0.005 and 0.025, respectively. If such corrected alphas are considered, then some 
downgrades in the statistical significance occur: d) and e) are re-classified from 
highly significant to statistically significant, while f) and h) change from statistically 
significant to insignificant. Nevertheless, even after applying Bonferroni correction, 
most comparisons are still statistically meaningful. For instance, the e) corrected 
comparison between willingness to use assisted and manual modes, is also significant, 
which is interesting as it suggests a preference of the users towards the assisted mode.  

Based on these results, we can argue that the assisted and automatic modes were 
easier to use in the test and suited the given interaction situation better. The partici-
pants were also keener to use to the assisted and automatic modes in the future vs. 
using the manual mode. However, it is worth mentioning that, given further develop-
ment to system by making the manual mode more easier, the users commented that 
the manual mode could be useful in some cases as well (e.g. in public spaces when 
definite explicit control is more desirable).  

6 Conclusion and Future Development 

We have presented and studied an integrated solution for automatic (implicit) and 
assisted (suggested) context-aware migration of Web applications, by comparing it 
with a manual (explicit) one.  

The focus has been put on relationships between technically gathered data and us-
ers’ feedback. We discovered interesting correlations between, for instance, system 
response time and subjective aspects such as suitability and perceived reactivity of the 
system. Statistically relevant preferences for automatic and assisted migration modali-
ties with respect to the conventional manual triggering have also been highlighted. 
Based on the Pearson correlation tests, we claim that 1) even though there was latency 
in the assisted and automatic modes, the average usability of context-aware migration 
was still perceived as quite good by the participants and 2) for further development 
more visual cues of the system progress need to be given. Also, based on the statisti-
cal difference tests on the users’ ratings, we can argue that the assisted and automatic 
modes performed better and that the users would prefer those over explicit migration.  

According to the study results, we can argue that migratory functionalities for UI 
and data across different kinds of devices are judged as promising by the users. The 
migration mode (manual, assisted or automatic) is highly dependent on the task at 
hand and also impacts on how users might perceive technical parameters such as sys-
tem latency. We may use an incremental strategy to reduce latency: rather than serial-
izing the full document on the source device and moving it to the target, a document 
copy could be kept state-persistent in the Migration Platform by means of updates 
sent from the source. Technical aspects still deserve more investigation. However, if 
context-based migratory functionalities were available and properly tuned, they would 
therefore likely to be used by the great public.  
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Abstract. This paper presents a set of tools to support multimodal adaptive 
Web applications. The contributions include a novel solution for generating 
multimodal interactive applications, which can be executed in any browser-
enabled device; and run-time support for obtaining multimodal adaptations  
at various granularity levels, which can be specified through a language for 
adaptation rules. The architecture is able to exploit model-based user interface 
descriptions and adaptation rules in order to achieve adaptive behaviour that  
can be triggered by dynamic changes in the context of use. We also report on an 
example application and a user test concerning adaptation rules changing  
dynamically its multimodality.  

Keywords: Model-based design, Multimodal User Interfaces, Adaptation, 
Adaptation rules. 

1 Introduction 

Recent years have been characterized by the increasing availability of interaction 
platforms, differing also in modalities. One example is the vocal modality, which 
nowadays enjoys greater support and is used in various applications in the mass mar-
ket (e.g. Google Voice, iOS SIRI). Unfortunately, although Web applications are 
widely used for many purposes, this richness in interaction modalities has penetrated 
the Web only in a limited manner. Indeed, besides the issues of addressing the hetero-
geneous set of available devices, Web applications are affected by the problems de-
termined by traditional input/output interactive mechanisms that can result in rigid 
and unnatural interactions, which are often inconvenient especially for mobile Web 
users. Exploiting multimodality in Web applications is an important opportunity, 
since multimodal interaction can significantly increase the communication bandwidth 
between the user and the devices by offering flexibility and freedom. However, to 
date, there is a lack of approaches able to flexibly address the issues of developing 
multimodal Web applications able to adapt to the different contexts of use to better 
support mobile users. Some reasons for this can be found in the inherent complexity 
of developing adaptive multimodal interactive systems.  
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To this regard, the exploitation of model-based descriptions can be a promising so-
lution for addressing the increasing complexity of current interactive applications. 
Furthermore, the potential of model-based approaches can be better exploited when 
addressing user interfaces using different modalities, but unfortunately their applica-
tion has mainly focused on mono-modal interfaces or desktop-to-mobile adaptation, 
basically involving just the visual channel. In addition, most model-based approaches 
have mainly considered adaptation at design time (e.g. [7, 13]). One major challenge 
is thus to be able to handle effectively and dynamically adaptation of user interfaces 
at runtime. This seems a viable solution for providing users with the most effective 
user interfaces in various contexts, as it is able to address unforeseen (at design time) 
situations and also configure solutions for future needs.  

We present a novel solution that supports multimodal (combining graphical and 
vocal modalities) adaptive user interfaces by exploiting a model-based language. In 
particular, the main contributions are: a novel generator of multimodal interactive 
applications that are implemented in HTML annotated with particular CSS classes, 
which can be easily interpreted by different clients in different devices; and an adapta-
tion support able to change the multimodality at various granularity levels according 
to dynamic contextual events. 

In the paper, after discussing related work, we provide some useful background in-
formation to introduce some concepts that have been further refined and exploited in 
this work. Next, we describe the overall architecture supporting multimodal adaptive 
Web interfaces, including the descriptions of some elements, such as the language for 
specifying adaptation rules. We provide details on the innovative solution proposed in 
this work that is able to generate multimodal Web pages. Then, we introduce an  
example application and report on an evaluation in which various multimodal  
adaptations have been considered. Lastly, we draw some conclusions and provide 
indications for future work. 

2 Related Work 

A model-based Framework for Adaptive Multimodal Environments (FAME) has been 
proposed in [5]: it includes an architecture for adaptive multimodal applications, a 
new manner to represent adaptation rules and a set of guidelines to assist the design 
process of adaptive multimodal applications. However, FAME’s objective is just to 
guide the development of adaptive multimodal applications, but it does not provide 
support for automatic application development, as in our case. 

Octavia et al. [9] describe an approach to design context-aware application using a 
model-based design process, but they do not address multimodal adaptation. The 
model-based approach is considered also in [12] for its flexibility. The context of use 
is a structured information space whose goal is to inform the adaptation process. 
When some changes in the context occur, a module identifies the appropriate trans-
formation to adapt the UI to the current change. However, authors of [12] do not con-
sider run time adaptation without regenerating the whole interface and they do not 
consider multimodal adaptation.  
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A model and an adaptation architecture for context-aware multimodal documents 
has been put forward [3].  However, the adaptation model described in that paper 
only considers static adaptation phase (at design time), and there is no runtime  
adaptation. 

MyUI [11] provides a framework for run-time adaptations while supporting acces-
sibility. To cover the heterogeneity of users, environments and devices, MyUI relies 
on an extensible repository of multimodal UI design patterns expected to contain the 
knowledge needed to perform the described three-stage process of UI generation and 
adaptation. MyUI’s approach, although focused on accessibility issues, shares with 
our work some concepts. However, its design-patterns approach can quickly become 
cumbersome, e.g. in the need of consistently specifying/maintaining the relations 
existing between the design patterns specified within the repository.   

Another approach [6] proposes and investigates a semi-automatic rule-based  
generation of multimodal user interfaces where a discourse model (representing  
modality-independent interaction) is transformed to different, automatically rendered 
modalities. Although the model transformation process exploited in that work can  
be compared to the one used in our approach, tool support has not been deeply  
investigated in that approach. 

DynaMo (Dynamic multiModality) [1] proposes an approach aimed at handling 
dynamic environments where devices and applications are rapidly evolving. It is 
based on partial interaction models, thus it combines and completes them at runtime.  
Differently from this work, we use UI models which are complete, and are able to 
cope with the evolving context  by dynamically adapting the UIs at runtime accord-
ing to  current conditions of users, devices, and surrounding environment.  

W3Touch is a tool that aims to collect user performance data in order to help  
identify potential design problems for touch interaction. In mobile devices it has  
been exploited [8] to support adaptation based on two metrics related to missed  
links in touch interaction and zooming issues to access Web content.  However, that 
work has not considered multimodal UIs. While [2] introduces some initial ideas 
about adaptive user interfaces through the use of model-based approaches, in this 
paper we present a novel solution for this purpose able to build multimodal Web in-
teractive applications, which can be executed in any browser-enabled device, without 
requiring developers to use any particular API in addition to standard HTML, CSS, 
and JavaScript.  

3 Background 

We considered the MARIA language [10] for describing interactive applications as a 
starting point of our work because it is one example of engineered model-based lan-
guage, with already some tool support. It provides one language for the Abstract User 
Interface level (AUI), and multiple languages for platform-dependent concrete UI 
(CUI) descriptions. The associated tool (MARIAE) supports multiple transformations 
between levels, and generators for various platforms (desktop, vocal, multimodal). 
However, the multimodal generator provided [7] generates X+V implementations, 
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which was the implementation language considered also in other model-based genera-
tors [13]. X+V was an attempt to combine VoiceXML and XHTML, but it is no long-
er supported by current browsers. Thus, we decided to investigate novel solutions able 
to generate multimodal user interfaces that can be exploited with current browsers. 

The MARIA concrete multimodal language uses the CARE properties to specify 
how the various modalities are allocated. Such properties were originally defined in 
[4]. We interpret them in the following way: Complementarity: when the considered 
part of the UI is partly supported by one modality and partly by another one; Assign-
ment: the considered part of the UI is supported by one assigned modality; Redundan-
cy: the considered part of the UI is supported by both modalities; Equivalence: the 
considered UI part is supported by either one modality or another. 

To provide a flexible definition of multimodal interfaces it is possible to apply 
such properties to various UI concepts of the MARIA language: composition opera-
tors (groupings, repeaters, …), interaction and only-output elements. In order to have 
different modalities allocated even at a finer grain, interaction elements themselves 
can be further structured into prompt, input, and feedback with this meaning:  

• Prompt: it represents the UI output indicating that it is ready to receive an input; 
• Input: it represents how the user can provide the input; 
• Feedback: it represents the response of the system after the user input. 

We interpret the CARE properties from the user viewpoint. Thus, the equivalence 
property is applied only to the input part of an interaction element when multiple 
modalities are available, in order to indicate the possibility to insert the input indiffe-
rently through one of these modalities. We do not apply it to output elements because 
even if the system can choose between two different modalities to present output, in 
the end only one of them will be provided and perceived by the end user, and so the 
user will perceive a modality assignment to the output element. Redundancy is ap-
plied to output elements and to prompt and feedback but not to input for interaction 
elements since once the input is entered, it does not make sense to enter it again 
through another modality. 

We have also developed a high-level XML-based description language for defining 
the transformations affecting the interactive application when something occurs at the 
context level or in the interactive application. This language enables the specification 
of adaptation in terms of rules expressed as Event, Condition, and Action(s): 

• Event: It can be an elementary event or even a composition of events occurring in 
the interactive application or in the context of use. In any case, its occurrence trig-
gers the application  of the rule. 

• Condition (optional): a Boolean condition to be satisfied to execute the associated 
action(s). It can be related to something happened before, or some state condition.  

• Action: How the abstract/concrete/implementation description of the interactive 
application should change in order to perform the requested adaptation.  

The impact of adaptation can be at different granularities: complete change of UI; 
change of some UI parts; change of attributes of specific UI elements. 
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Figure 1 shows an example rule related to environment noise. If the noise level is 
greater than 50 (decibels) as specified in the condition part (rows 6-10), then this rule 
is triggered and the presentation is adapted in a way that only graphical interaction is 
supported: indeed the corresponding action updates the presentation CARE value by 
setting the graphical assignment value to the output attribute (row 13-16).  

 

Fig. 1. Rule example 

4 Approach 

Figure 2 shows the overall architecture of the adaptation environment that can per-
form different kinds of adaptations, not only the multimodal one. By using an author-
ing environment at design time, it is possible to obtain both the logical specification 
of the interactive application (“Logical UIs” in Figure 2) and the specification of the 
rules to be used for adaptation (“Adaptation Rules”) which are both passed as input to 
the Adaptation Engine. The latter determines the optimal adaptation for the interactive 
system at hand in the current context of use, and based on the specified adaptation 
rules. To achieve this goal, the Adaptation Engine receives from the Context Manager 
information about the current context (e.g. events detected), and checks whether some 
adaptation rules could be triggered, by analyzing if the event/condition parts of some 
rules are satisfied. In the positive case, the corresponding action part of the selected 
rule is sent to the module in charge to perform the associated modifications. Such 
module can change depending on the type of adaptation defined in the triggered rule. 
As Figure 2 shows, there are three possibilities:  

• if there is a complete change of modality (e.g. from a graphical interface to a 
vocal UI) the CUI of the current UI is sent to the adapter for the target mod-
ality, which has to change the structure of the application in order to make it 
suitable for the new modality, and then provide the new specification to the 
relevant generator;  



 Generation o

 

• if there is a change
in the user interfac
current CUI and se

• if there is a small 
creased) then for 
the current UI imp

The adaptation engine r
relevant information regard
sions: user, technology, en
client/server architecture (i
space). The context event
installed on the devices), w
the Context Manager. 

5 Multimodal Gen

The goal of the new multim
dard HTML+CSS that can 
mentations are structured in
one. The vocal part is supp
vocal interaction. 

of Multi-Device Adaptive MultiModal Web Applications 

e in the structure of the current user interface (e,g. a cha
ce layout structure), then the adaptation engine modifies 
ends the result to the generator to update the UI;  
change in terms of UI attributes (e.g. the font sizes are
sake of efficiency the adaptation is performed directly

plementation through some scripts. 

 

Fig. 2. Overall architecture 

eceives events from the Context Manager, which hand
ding context (which is defined in terms of four key dim
nvironment, social aspects). The Context Manager ha
its description is out of the scope of this paper for lack
s are detected by Context Delegates (small applicati

which monitor environment parameters and send update

nerator 

modal UI generator is to produce implementations in st
be executed by any browser-enabled device. Such imp

n two parts: one for the graphical UI and one for the vo
ported by JavaScript code accessing the Google APIs 

223 

ange 
the 

e in-
y on 

dles 
men-
as a 
k of 
ions 
s to 

tan-
ple-
ocal 

for 



224 M. Manca et al. 

 

In order to understand when to activate the JavaScript functions that access the 
vocal libraries at run-time (see Figure 3), each user interface element is annotated 
with a specific CSS class in the implementation generated at design time, according to 
the indications of the CARE properties. If it contains a vocal part, the class tts for the 
output elements and prompt part of interaction element is added, while the class asr is 
added for the input parts of interaction elements. The generated elements are marked 
with these classes because the included scripts use them to identify all the graphical 
elements having an associated vocal part. 

 

 

Fig. 3. The generation process and the Multimodal support 

It is worth pointing out that the way in which JavaScript code accesses the vocal 
libraries depends on the platform type (desktop or mobile). More specifically, for 
desktop applications we exploit the Chrome extension mechanism. Chrome exten-
sions are small software programs that can modify and enhance the functionality of 
the Chrome browser. They can be written using Web technologies such as HTML, 
JavaScript, and CSS. We have implemented an extension that is able to exploit the 
Chrome APIs for automatic speech recognition (ASR) and text-to-speech synthesis 
(TTS). The basic idea is that such extension, by analysing the DOM of the multimod-
al web page can identify the elements that need vocal support and call the correspond-
ing vocal Google libraries (depending on the CSS class). 

Since the mobile version of Chrome is currently not able to support extensions, for 
mobile devices we cannot access the Google APIs for ASR and TTS through Java-
Script. Thus, for the mobile Android platform we developed a Multimodal Browser 
Application that exploit a Java component called WebView, which is able to show 
Web pages using the WebKit rendering engine. In this case the DOM of the Web 
pages is accessed through a JavaScript that is inserted in the page by the WebView 
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component created for this purpose. The difference with respect to the desktop solu-
tion is that the calls to the vocal synthesizer and recognizer are not carried out through 
JavaScript but using Java functions. Thus, the mobile version still uses JavaScript to 
access the DOM and find the vocal elements but then call Java functionalities for 
implementing the vocal part. This is obtained thanks to the fact that Android supports 
the possibility to invoke methods contained into a Java class through a JavaScript 
interface in a WebView component. In the Java class we can define the methods we 
want to expose to JavaScript, such as the methods to synthetize a text or to recognize 
a vocal input. In this way it is possible to call from the JavaScript executed in the 
WebView the Java methods defined in the JavaScript interface. Besides these tech-
nical differences in the implementation, both solutions can interpret the same HTML 
descriptions of the multimodal UIs, which are structured in the same way in both 
mobile and desktop versions.  

Figure 4 shows a code example for multimodal interaction generated from a con-
crete user interface (CUI) and concerning the definition of a select element with both 
a graphical and vocal part. 

As you can see, even the vocal part (which starts from row 11) is obtained through 
HTML (through span and p tags), and it is hidden (see row 11: the style attribute val-
ue is “display:none”) but it is always accessible from the DOM.  

The label element (row 2) is associated with the tts class because the prompt part is 
associated with the redundancy property. The corresponding vocal prompt has the 
same id plus the suffix ‘_tts’ (row 11). It contains the specification of two prompts 
(by using the p element annotated with tts_speech class, each prompt has different 
and sequential count attribute, which is used to indicate in which order the prompt 
will be synthesized) and a value for the break length (p element annotated with 
tts_break class) that represents a pause after synthesizing the prompt and before  
recording the vocal input. For each output vocal element it is possible to define a 
number of properties (e.g. row 12) such as pitch, rate, gender, volume that permit to 
control the Text-to-Speech Engine.  

The select element (and obviously all the input elements) is annotated with ASR 
class (row 5) because its input part value is “Equivalence”, the corresponding vocal 
element has the same id plus a suffix that depends on the element type (row 22: suffix 
‘_select’). This element contains some parameters: listValues (row 23): when true 
after the prompt all the possible input values will be synthesized; askConfirmation 
(row 24): when true the multimodal support asks users to confirm the vocal input 
recorded; vocal Feedback (row 25): it indicates that the multimodal support will  
synthesize the text indicated in the element and the input recorded; vocal Event  
(row 29) such as ‘no input’ and ‘no match’: this element indicates the behavior of the 
multimodal support when a user does not enter an input or enter an unrecognizable 
input, it is possible to synthesize a message or synthesize the next prompt (the prompt 
identified by the next value in the count attribute). 

We introduce this type of annotations because the multimodality support automati-
cally attaches an event handler triggered by the onload event that identifies all the 
elements associated with the tts and asr classes, and sets a handler related to the focus 
event for each of them. This additional event handler identifies the corresponding 
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element in the vocal part (same id plus a suffix, see an example in Figure 4 where in 
row 5 there is the graphical element and in row 22 the corresponding vocal element) 
and activates it in order to obtain multimodality when the corresponding graphical 
element receives the focus. In case of equivalent input when the UI element receives 
the focus, the vocal prompt is rendered (if the prompt is associated with vocal modali-
ty as well); in any case the vocal input recording is then started.  

If the input is entered graphically, the application generates an onchange event (all 
the input elements have a handler for this), then the vocal input recording is stopped; 
if the feedback is associated with the vocal modality, it is rendered accordingly. In 
addition, all the graphical elements with an associated vocal part have a tabIndex 
attribute with consecutive values: if the application parameter named “continuous 
reading” is set to true, then after having synthesized a text or recorded an input, the 
focus is automatically moved to the element with the next tabIndex value; otherwise 
the application waits for the user to set the focus manually.  

 

Fig. 4. Multimodal generated code 

The management of the two modalities through the JavaScript event handlers is 
completely automated by the multimodal support. In the Web application markup 
code there is only the need to indicate the graphical and the vocal parts through  
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annotation of the CSS classes. This is performed automatically by the multimodal 
generator that builds final UIs from MARIA specifications. In addition, the differenc-
es in the implementation of the desktop and mobile multimodal support do not have 
impact on the HTML + CSS syntax used for specifying the UI, which is valid for both 
platforms. 

6 Adaptation 

Figure 2 shows the architecture of the environment, in order to receive the activated 
adaptation rules, the Adaptive Multimodal Application has to subscribe to the Adapta-
tion Engine sending the application name and optionally the name of the current user 
(if logged-in). Consequently, when the Adaptation Engine module receives the appli-
cation subscription it has to subscribe itself to the Context Manager in order to be 
notified of the occurrence of the contextual events expressed in the adaptation rules 
associated to the subscribed application. 

As previously mentioned, the adaptation rules are expressed as Event, Condition 
and Action. The action part can be expressed by the following elements: create, read, 
update, delete and invoke functions. However, for supporting multimodal adaptation 
the update element, which changes the CARE values to modify graphical/vocal inte-
raction, is sufficient. This change can be sent either to the multimodal generator (if it 
is defined in terms of the concrete user interface language) or directly to the imple-
mentation. In the former case, first the CUI is updated and then a new UI is generated 
accordingly. 

If the rule actions are sent by the adaptation engine directly to the multimodal sup-
port of the application implementation, then it is interpreted in the following way:  

• Prompt and Output part: if the new CARE value is “graphical assignment”,  
the adaptation script (in the multimodal support) removes the TTS class so that  
the application does not activate the vocal part; otherwise, the script adds the  
TTS class. If the new CARE value is “vocal assignment” then the graphical part is 
hidden; 

• Input part: if the new CARE value is “graphical assignment” then the adaptation 
script removes the ASR class, otherwise the script adds it. If the new CARE value 
is “vocal assignment” then the graphical part is visible but the input can be entered 
only vocally, thus the input element is read only; 

• Feedback part: it is implemented with a span with vocalFeedback class inside the 
vocal element (see Figure 4 row 27); if the CARE value is “graphical assignment” 
the adaptation script changes the value of the span class from vocalFeedback to 
noVocalFeedback so that the application does not synthesize the feedback. 

Thus, changing the CSS class of the elements according to the CARE properties is 
sufficient to obtain the multimodal adaptation because the support will activate or not 
the vocal part accordingly. 
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7 Example Application 

An adaptive multimodal application supporting interaction with a Car Rental service 
was obtained from a model-based specification using the MARIA language, through 
automatic transformations. Through this application users can search for cars by spe-
cifying some parameters such as location and maximum distance allowed from it.  
 

 

 

Fig. 5. The UI of the Car Rental application 

Furthermore, the user can specify additional options regarding the car, i.e., the on-
board availability of air conditioning, CD player and GPS. The implemented applica-
tion exploits existing REST Web services described through the WADL language to 
support the expected functionalities. The application generated contains forms, navi-
gation items, access to remote Web services, pages with dynamic content. Thus, it has 
all the main features that characterize Web applications. Through this Web service it 
is possible to obtain some information listing e.g. the agencies and their related in-
formation, cars available in an agency, etc. For instance, after the user specifies the 
search parameters through the application, a list of agencies that fulfill the search 
criteria is provided: for each of them the available cars along with their description, 
price and extra features are listed. Figure 5 shows example user interfaces of the Car 
Rental application obtained. The first one is the multimodal search page through 
which users can provide the search parameters (also using the vocal modality): for all 
interaction elements the prompt and the feedback part are redundant, while the input 
part is equivalent. The second page is the search result, rendered in a redundant way: 
all the output elements are rendered both graphically and vocally. 

8 Evaluation 

We carried out a user test on the multimodal car rental application. It was useful to 
gather some preliminary empirical feedback on various types of adaptations affecting 
a multimodal UI, and how they were perceived by users, in terms of their appro-
priateness and impact on user experience.   
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We identified five types of multimodal adaptations, described below. The rationale 
followed for selecting them was driven by the willingness of covering various types 
of adaptation of the multimodal UI considered, by varying the way in which the two 
modalities (graphical and vocal) were allocated. This led to selecting three ‘extreme’ 
cases (namely: Adaptation 1, 2 and 3) where the adaptations changed the number of 
modalities involved. For instance in Adaptation1, the UI moved from a multimodal 
(graphical + vocal) UI, to a mono-modal (only graphical UI). In addition, two cases 
(Adaptation 4 and 5) covered “intermediate” situations (i.e. the UI is multimodal 
before and after adaptation, but the allocation of graphical/vocal modalities to the 
various UI elements changes). We considered the following five adaptation scenarios. 

• Adaptation 1: the user started with a multimodal UI where system output was 
redundantly provided and user’s input was provided only graphically. A context 
change was triggered (simulating a noisy environment) and the UI became a 
(mono-modal) graphical UI. This is because when user enters a noisy environ-
ment, audio is less effective, while graphical modality is more appropriate.  

• Adaptation 2: the initial UI was the same as in 1st scenario. Then, the user started 
walking quite fast, and the UI became a (mono-modal) vocal UI. This is because 
when the user walks fast, s/he cannot look often at the device display, so the au-
dio channel is more appropriate.   

• Adaptation 3: the initial UI was the same as in 1st scenario. The user started 
walking slowly, and the Adapted UI was a multimodal UI in which: i)UI output 
elements were rendered redundantly; ii) Selection/edit elements equivalently 
supported user input (either vocally or graphically), and redundantly rendered the 
prompt and the associated feedback; iii)for activation/navigation elements: user 
could graphically provide input; prompt was graphically provided, the feedback 
was redundantly given. This was done because when user walks slowly, there are 
some opportunities (more than the previous case) for the user to look at the 
screen. So, in the adapted UI, more flexibility is allowed (e.g. by setting Equiva-
lence to the input of selection/edit elements instead of Graphical Assignment).  

• Adaptation 4: at first the UI was the same as in the 1st scenario; in addition, since 
the user is elderly, in the adapted UI the elements providing output were redun-
dantly supported. As for user interaction, input is vocal, prompt and feedback are 
redundantly rendered. This was done to offer more interaction flexibility to users.  

• Adaptation 5: the initial UI was a mono-modal (vocal) UI; then the environment 
became noisy, and the adapted UI was a multimodal one in which: i)the system 
output is graphically provided; ii) for interaction elements, the user input and the 
associated prompt was provided graphically, while the feedback was provided in 
a redundant manner (both graphically and vocally).  

 

Ten volunteers (4 females) aged 20 to 44 (M = 31.2, SD = 6.5) participated in the 
study. 7 out of 10 had never used a multimodal (graphical + vocal) UI before, while 
the others used it in Web environments (e.g. Opera or NetFront), or tried multimodal 
UIs in some interactive installations.  As for participants’  educational level: 4 held a 
PhD, 2 a Master Degree, 3 a Bachelor and 1 a High school degree.  

As for the tasks of the test, users had to search for a car using the Car Rental appli-
cation presented before. Then, upon receiving the result of their search, they were 
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instructed to act as if they were unsatisfied with it and then they had to modify the 
search. Between the first and the second search the context changed, and the UI was 
adapted accordingly. Therefore, the second search was carried out by users by using 
an adapted UI. 

The test started with a short presentation in which general information about the 
test was given to each subject by the moderator. After, each participant answered to 
general questions about their education, age and experience in using multimodal UIs. 
Most users were novices with multimodal UIs. Then, in order to get familiar with 
such UIs, each subject performed a set of practice tasks equivalent to those that would 
be presented to them in the main part of the experiment, e.g. fill in a form and then 
submit it by using a multimodal (graphical and vocal) user interface (different from 
the one used for the test). After this, each participant actually started the test. After 
experiencing each adaptation, users had to rank it according to a set of relevant crite-
ria identified after reviewing the state of art on adaptive UIs: Appropriateness, 
whether the system selected an appropriate adaptation strategy; Continuity, to what 
extent it was easy for the user to continue the interaction after adaptation; Transition, 
to what extent the adaptation process allowed users to realise what was happening 
during adaptation; Impact in decreasing interaction complexity, to what extent a de-
crease in the interaction complexity was achieved; Impact in increasing user satisfac-
tion, to what extent adaptation increased user satisfaction. Each criterion was ranked 
according to a 1-5 scale (1: the worst rating, 5: the best one). 

All the users successfully completed the expected tasks.  In terms of appropriate-
ness, the best one was Adaptation 1 (M = 4.5, SD =0.7), the worst one was Adapta-
tion 4 (M = 3.6, SD = 1.2). For Adaptation 2, users appreciated that the UI could 
switch to the only-vocal modality, given the supposed contextual situation of a user 
starting to walk fast. Nevertheless, considering the search task proposed in the test, 
participants appreciated the possibility of further analysing the search list (e.g. by 
comparing different results) also graphically, as it could be challenging doing that by 
just using the vocal modality. Thus, some users preferred to maintain the modality 
that better suites the task rather than the current context. Furthermore, after applying 
Adaptation 4, the user had to graphically select the field to complete, while the asso-
ciated input was vocally expected. Even if users were fully aware of what Adaptation 
4 would imply (since during the adaptation transition a message was given to users 
informing them of the changes occurring in the UI), that solution was not natural for 
the users: the moderator observed that after clicking the input field, the users started 
typing the value. A similar situation occurred for the vocal modality: if fields were 
automatically read by the TTS, the user replied vocally to the prompt. As for continui-
ty, the best rate was for Adaptation 1 (M = 4.9, SD = 0.3), the worst one was for 
Adaptation 4 (M = 4, SD = 0.9). The latter one can be explained as before: mixing the 
modalities for selecting and completing a field was perceived as a factor interrupting 
the natural flow in which the users interact with the application before and after the 
adaptation. Regarding transition, Adaptation 1, Adaptation 2 and Adaptation 3  
(M = 4.6, SD = 0.5) were rated the best, the other 2 were rated the worst, although 
they received quite positive scores: Adaptation 4 (M = 4.4, SD =0.5); Adaptation 5 
(M=4.4, SD=1). In any case, users appreciated that the application showed a message 
before adapting its interactive behavior, to explain how the UI was going to change. 
When switching between modalities (e.g. from graphical to vocal), some users  
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complained that, if walking fast (as in Adaptation 2), they should also have received a 
vocal notification. An overall rating was calculated from the ratings received by each 
adaptation rule on the various dimensions. As a result, the best adaptation was Adap-
tation 5 (M = 4.4, SD = 0.7), the worst one was Adaptation 4 (M = 3.8, SD = 0.9). 
Users appreciated Adaptation 5 as it moved from an unfamiliar only-vocal UI to a 
more flexible, multimodal UI. Alongside, the only-vocal input provided by Adapta-
tion 4 was found a bit limiting, especially when the vocal recognition support did not 
work satisfactorily. Overall, users appreciated adaptations. This was positive because 
the majority of them had never used a graphical + vocal UI before the test.  

9 Lessons Learnt 

From the evaluation test we derived some more general findings about how to handle 
multimodality in adaptive applications and in particular how to select appropriate 
modality allocations when the UI adapts to a context change. One of the lessons learnt 
was that the selection of a particular modality should not be automatically fixed de-
pending on e.g. the current context of use, but users should still have control over the 
adaptation process. In our test the users, while acknowledging the appropriateness of 
using particular modalities in specific contexts (i.e., in noisy environments the graphi-
cal modality is more effective than the vocal one), also highlighted the importance to 
maintain the control over the adaptation process to some extent (e.g. by selecting a 
“preferred” interaction modality and/or by directly controlling the adaptation strate-
gy). Therefore, flexible environments enabling users to have some control over the 
performed adaptations are advisable. Moreover, it came out that when adapting  
the UI, the selection of the most appropriate modalities should also take into account 
the tasks to support, beyond the current context of use. As an example, the result of a 
search should also be graphically rendered in order to have an overall picture of the 
gathered data and then enable the user to perform on those data further refinements, 
filtering and comparisons in an effective manner. Rendering the result of a search 
only in a vocal manner could not support the same tasks in the same effective way. 

Another lesson was that users tend to see the level of single UI elements as the  
finest UI granularity for assigning different interaction modalities. Attempts to go 
further in depth with finer adaptations might cause confusion. In our experiment we 
noticed that mixing modalities at the granularity of parts of single UI elements was 
not always appropriate. The case of a text field graphically selected and vocally filled 
in was illustrative: after graphically selecting one UI element, users expected to use 
the same (graphical) modality to interact with that UI element, and they were a bit 
puzzled when this did not happen.  

10 Conclusions and Future Work 

In this paper we have presented a novel solution for providing adaptive multimodal 
applications in Web environments, and report on an example application and a first 
user test. The new generator of multimodal Web applications is able to exploit current 
browsers (Chrome) and will soon be publicly available. 
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We have also reported on a first user test that provided some useful feedback about 
how users perceive the multimodal adaptation. We plan further empirical validation 
for better investigating these aspects and how they impact the user experience. 

Future work will be dedicated to exploiting more effective and sophisticated me-
chanisms to increase intelligence in processing adaptation rules. In addition, we plan 
to carry out further assessment of our approach also involving designers/developers. 

Acknowledgements. This work has been partly supported by the EU SERENOA 
STREP project (EU ICT FP7-ICT N.258030). 
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Abstract. Our cities are struggling. Increasing growth in urban cohabitation has 
strained cities’ systems and infrastructural capacity, especially in regards to the 
transport domain. This paper investigates the impact which mobile information 
systems can have on travelling behaviour. In our investigation we employ Occy, 
a simple web-based mobile application which provides bus timetable informa-
tion to commuters. In this study, we studied the adoption, usefulness and impact 
of Occy on users’ commuting behavior over a three week period through a diary 
study which included 25 participants on one of the busiest bus corridors in the 
UK. This was consolidated by a separate focus group, which included 8 partici-
pants, to shed light on participants’ acceptance of Occy as an intervention for 
altering their travel behaviour and improving travel experience. The results 
show that transport information delivered through Occy did influence the beha-
viour of travellers, who started trusting the system and used it to target specific 
busses and thus reduce their bus waiting times. The follow-up discussions iden-
tified the features of flexibility and trust as crucial to the successful adoption of 
such mobile applications. 

Keywords: Mobile Application, Urban Transport Information System, Diary 
Study, Focus Group, Travel Behaviour. 

1 Introduction 

“Necessity is the mother of invention” [3]. Urban environments generate many logis-
tical challenges for their growing populations, challenges that consequently act as 
catalysts for innovation. This paper reports on a project which investigates the effect 
innovative solutions in general and mobile information systems in particular can have 
on these issues, specifically within the field of Urban Transport Information Systems 
(UTIS). We believe that mobile UTIS can contribute towards improving the efficien-
cy and utilisation of current transit infrastructure, thus helping to meet top societal 
priorities, namely economic, environmental and mobility challenges. 

In order to manage the mobility demands of a growing populace, cities are increa-
singly reliant on UTIS to inform and influence travel decisions [1]. UTIS can perform 
one of two roles, either improving a traveller’s efficiency by dictating the quickest 
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route or managing resource utilisation across the whole transport system in order to 
resolve urban challenges on a macro scale. Whilst both of these objectives can never 
be fully achieved in parallel (as one demands an agile network and the other lean), a 
more effective compromise can be found than currently exists. Regardless of which 
goal is desired, it will only be realised through behavioural change. To that end, this 
research studies the impact of a small-scale UTIS on users’ behaviour, and identifies 
key features of UTIS that improve system acceptance. 

This investigation aims to recognise, measure and reflect on the impact of mobile 
UTIS on the behaviour of public transport users. This research uses changes in bus 
waiting times as an indicator for the influence of a UTIS on behavior, since in our 
setup travelers who start to trust the system would change the time they leave home to 
target a specific bus and thus would lower their waiting times. The project also seeks 
to gain a clearer understanding of the effect that mobile technological developments 
have on the acceptance of UTIS. In order to achieve these aims, the project will seek 
to answer two research questions. 

The first research question (RQ1), “Do mobile Urban Transport Information Sys-
tems impact the behaviour of travellers?”, considers the effect that mobile UTIS have 
on users of transport systems, looking to support the hypothesis (H1) that “mobile 
UTIS adoption would lead to reduced bus waiting times”. 

The second research question (RQ2), “What is the impact of new technology on 
the acceptance of UTIS?”, investigates the way new technology is leaving its mark on 
the future of UTIS, with the hypothesis (H2) that “New technology is strengthening 
key features that lead to UTIS acceptance”. New technology in this context should be 
understood to mean the hardware capabilities and software platforms facilitating  
current advances in smart-phone software development. 

The remainder of this paper is organized as follows. Section two reviews the re-
lated literature about behaviour change and travel patterns. Section three details the 
procedure and methodology of the studies of this research, and presents the results. 
Section four discusses the implications of using UTIS to change travel behaviour and 
improve travel experience. 

2 Related Work 

“Traveler behaviour is the process of individual decision making about what trips to 
make, where to visit, when to depart, what mode of travel to utilize and what route to 
follow” [5]. This definition concisely introduces the core theme of our first study, 
which aims to further understand the impact that mobile UTIS can have on traveller’s 
behaviour. 

Mobile applications have become ubiquitous and are increasingly being used to 
positively change human behaviour. Their application spans a wide range of domains 
including the health domain [15, 16] and the transport domain [17]. The literature has 
already identified and discussed in detail a number of factors that contribute towards 
travel behaviour change in the form of weather forecasts [18], integrated multimodal 
travel information [19], service-related traffic [20], road pricing [22], rewards for 
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commuters [21], and travel feedback programs [23]. However, our research extends 
previous findings by systematically discovering the influence of accessing bus infor-
mation via a mobile application on travel behaviour change and travel satisfaction. 

Research undertaken by Robinson et al. [4] on behalf of the National Cooperative 
Highway Research Program examines passenger use, perception and response to 
UTIS. Their research approach was to form traveller profiles within four cities across 
the U.S, using a range of data gathering methods including surveys, interviews, focus 
groups and travel logs. This comprehensive ‘tool box’ of techniques enabled the  
research to develop a holistic view of participants, producing more informed insights. 
The samples selected were well populated (over 2000 participants across all the  
research activities and locations) and mixed in both age and gender, with city  
locations spread across the U.S. The NCHRP’s research method aligns closely with 
this research’s chosen methodology, especially in its use of travel logs and focus 
groups. The NCHRP report measures the behavioural effect of a number of transport 
information systems on drivers. 

The study required participants to record, by hand, any information sources used en 
route and if these influenced their route choice. Potential limitations of this approach 
include poor participant recollection of where information was attained when record-
ing data sources, leading to ambiguity regarding which sources influenced decision 
making. A more effective method of measuring the impact on traveller decisions 
would have been to withhold all travel information during a control period, before 
permitting access to a single source of travel information. This strategy would have 
enabled analysis of traveller behaviour with the alteration of a single variable. 

The results generated by the focus groups regarding pre- and en route decision 
making were too closely associated with road travel to generalise to public transport. 
Nonetheless, TV and radio were found to be the most common form of travel infor-
mation source used to make pre- and en route decisions. We can therefore surmise 
that typical users do not actively seek travel information, but receive it as a conse-
quence of engaging with media for other reasons. The unspecific, infrequent and un-
customised nature of travel broadcasts via TV and radio, especially regarding public 
transport, demonstrates that travel information is currently being transmitted/received 
in an inefficient manner. 

Similarly, Khattak et al [2] researched the impact of transport information systems 
on the behaviour of users. Having sampled 5,000 households (adopting a mix of  
questionnaires, travel logs and interviews), their findings showed that half of  
travellers do not seek electronic travel information, with the majority that do only 
taking advantage of one source. The research goes on to substantiate that as the  
number of data sources and frequency of travel information attainment increase, the 
likelihood for behavioural change increases dramatically.  

Overcoming behavioural inertia within the travelling population is key to improv-
ing transport system efficiency and Khattak has identified that this can be achieved, in 
part, through frequent interaction with travel information received through multiple 
devices. UTIS are a clear channel to reach this goal, so it is imperative that UTIS are 
designed to encourage both high access frequency and cross device interaction. How-
ever, there are a number of areas of progress still to be made in this field of research. 
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Firstly, the bulk of current research focuses on the changing decisions of car users and 
whilst some findings can be generalised, there is still a need to investigate travellers 
using public transport. Secondly, the current literature focuses on traditional forms of 
information dissemination (TV, radio and variable messaging signs), overlooking 
smart-phone operated UTIS. This research provides research addressing the two areas 
identified as lacking in Khattak’s research. 

3 Studies 

3.1 Methodology and Procedure 

In pursuit of our research objectives, we designed and conducted two studies to help 
us answer our research questions: a diary study and a focus group discussion. A diary 
study is a non-disruptive research method that necessitates asking users to record their 
activities and experiences over a period of time by completing paper diaries or web-
based diaries [6]. Diary studies are advantageous as they provide a realistic indication 
of human behaviour, thoughts and activities within a context. In our transport context, 
where participants are mobile a diary study is a perfect choice since it allows us to 
capture their feedback on the fly. A focus group, however, is a research method that 
involves a group of users discussing their opinions, attitudes and views about a certain 
idea / topic [7]. Focus groups are useful to share and discover varying opinions of 
participants and discuss certain ideas in depth. 

The first research question was addressed by conducting a three-week diary study 
of a group of travelers, by recording their bus waiting times during their typical com-
mute. A mobile UTIS was introduced, as an intervention, mid-study to measure any 
change in their bus stop waiting times, and therefore behaviour. Whilst, in the wider 
context, behavioural change in response to UTIS adoption can take many forms, such 
as changing route or time of travel, this study focused specifically on how travellers 
use a mobile UTIS to fine tune the process of catching a bus. In addition to bus wait-
ing times, users’ overall satisfaction with the bus service was collected to monitor 
changes in the perceived quality of service following the introduction of the UTIS. 
Following these two phases, informal interviews were held with a number of partici-
pants to gather more qualitative insight into their experience. The UTIS used in this 
study was a web-based mobile bus timetable application developed by one of the 
authors as part of this research; the application was called Occy (see Methods and 
Instruments). 

Using Occy, participants submitted their “bus waiting time” on a scale of ‘less than 
1’ to ‘greater than 15 minutes’. Participant’s perception of the bus service was also 
measured on a 5-point scale, with 1 signifying ‘Poor’ and 5 signifying ‘Perfect’, 
which indicated their satisfaction with the service provided. 

The second research question was investigated using a qualitative approach.  
Initially, a focus group discussed the research question for 50 minutes, with guidance 
from one of the authors. Thematic analysis, an inductive technique for identifying 
patterns within qualitative data [8], was then applied to identify important concepts 
from the meeting’s transcription. The validity of these themes in contributing to UTIS 
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acceptance was tested by a questionnaire using Davis’ Technology Acceptance Model 
(TAM) [9] as a framework on which to structure the questions and analysis. Results 
from the questionnaire were then analysed for evidence that relationships exist  
between the themes identified and factors within the TAM. This investigation was 
different from that conducted within the RQ1 investigation.  It included additional 
discussions on technologies that were excluded from the RQ1 discussions because of 
time constraints on that first phase. 

3.2 Participants 

The diary study included a total of 25 student participants, all of whom live and study 
along Manchester’s Oxford/Wilmslow Road corridor, one of busiest commuter corri-
dors in the UK. All participants were also selected to normally use the bus service to 
commute and to have access to a smart-phone. The demographic of the study’s sam-
ple (25 participants) ranges from first to final year, male and female students living 
near different bus stops and studying a range of courses, with two thirds of the  
students studying at the Manchester Business School.  

The focus group included a total of 8 students from the University of Manchester, 
ranging in nationality and age (they were selected as a subset of the diary study  
sample). By contrast the questionnaire used to help us answer the second research 
question was completed by a random sample of 29 participants. Participants in both 
studies were incentivised to guarantee their sustained participation by entering them 
into a draw for online vouchers. 

3.3 Materials and Instruments 

Web-Based Bus Timetable Application (Occy) 
In order to attain a smart-phone based UTIS fulfilling the specific requirements de-
manded by this study (diary-study submissions, multi-device compatibility and route 
specific travel information) the only viable option was to develop one. Occy, a web 
based mobile bus timetable application, was developed using the Waterfall Develop-
ment Life Cycle [10]. 

End user interviews with 9 students (these were different from the participants of 
the studies) and analysis of exiting UTIS reviews were conducted to gather functional 
and non-functional requirements. Below are the must have requirements identified for 
our mobile UTIS. 

• Accessibility via all smart-phone devices (Non-Functional).  
• A user-friendly and quickly navigated interface, allowing users to select their cur-

rent location and direction of travel (Non-Functional).  
• A database offering accurate timetable information for weekday, term time travel 

times between Fallowfield and the University’s campus (Functional). 
• Fast loading time (Non-functional).  
• In-application diary study submission (Functional).  
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Design: next, wireframe and rich picture designs were produced based upon the re-
quirements specified and the constraints of mobile interfaces, as depicted in Fig. 1. 
The key UI elements that constituted Occy include: 

• A logo (A) to identify the app and link to an ‘About Occy’ screen. 
• The background (B) will be minimal to reduce the loading time for users with poor 

network coverage. 
• A Bus Stop Selector (C) to list the available bus stops in a drop down menu format, 

which meets Neilson’s error prevention heuristic. 
• A Destination (D) for the user to indicate direction of travel.  

 

Fig. 1. Wireframe Designs of Input Screen of Occy 

The final design can be seen in Fig. 2. Occy’s sparse layout not only meets the 
functional requirements of a user-friendly interface but also delivers just the right 
information to the user in a clear and intuitive format. It is also data light so that poor 
reception will not inhibit the application’s use. 

 

     

Fig. 2. Final Designs of Occy 
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Implementation: Web applications sit on top of layers of other software called a 
stack. Stacks come in a number of forms, with a key differentiator between stacks 
being the use of proprietary and open source software. The configuration used to sup-
port Occy was a ‘LAMP Stack’, which “is a loose collection of open source compo-
nents that developers can combine to build various types of web applications” [12].  

MYSQL was used to store the timetable data from which Occy draws its bus  
arrival time. Apache, the most popular web server since 1996 [13], is an open source 
HTTP server, compatible with both UNIX and Windows NT operating systems. This 
delivers web content to clients on request, using hypertext transfer protocol; using the 
most common and available web server was a logical choice. A server side scripting 
language was required to deliver the dynamic content within the application [14]. 
Whilst there are a variety of packages within the LAMP stack framework providing 
this function, including Perl and Python [14], PHP was selected for this task owing to 
its relative ease of use and strong online support. The application itself sits above all 
of these layers. Occy was written in HTML and enriched with features implemented 
using JavaScript. These elements, processed on the client side, helped to deliver a 
number of the more aesthetic components of the interface, such as an ‘About Occy’ 
screen, which is presented when the logo was selected. Cascading style sheets were 
used to format Occy, enforcing interface consistency. 

Testing: Occy was tested at a component and whole system level by the developer 
against the system requirements. End user testing was also used to assess the more 
qualitative nonfunctional requirements. Results of these tests can be found in Table 1. 

Table 1. Features of Occy, the mobile UTIS 

Feature Functional / 
Non-Functional 

Achieved 

Accessibility on various smart-phone devices F 
 

A user-friendly interface allowing users to select 
their current location and direction of travel 

N 
 

A database offering accurate timetable information 
for weekday term time travel times between  
Fallowfield and the university’s south campus 

F 
 

Fast loading time N 
 

In application submission F 
 

Multiple bus stop options beyond the most popular 
stops (Owens Park and University Place) 

F 
 

Functionality outside of the weekday commute to 
ensure broader usage 

F 
 

Focus Group Questions and UTIS Acceptance Questionnaire 
We devised a number of questions to initiate and guide the focus group discussion 
focusing on a number of related areas, such as the use of information systems to  
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travel, the type of communication used to make travel decisions, the motives for 
changing travel behaviour, and the features that commuters would like to see in exist-
ing UTIS. These questions enabled us to acquire a better understanding of the factors 
that influence user acceptance of mobile UTIS. 

Next, we devised a 10-item questionnaire to gauge users’ acceptance of mobile 
UTIS based on the Technology Acceptance Model [9]. Each item question was  
responded to on a 5-point Likert scale, ranging from ‘Strongly Agree’ to ‘Strongly 
Disagree’. The questionnaire measured user perception towards five main constructs: 
perceived usefulness, perceived ease of use, flexibility, trust, and adoption (see 
Table 3). 

3.4 Results 

Study One Results 
202 diary study entries were received from the 25 participants during this investiga-
tion’s 3-week diary study; an average of 56% participation per person was recorded. 
Submission rate was initially high, totaling 22 per day on the second day of the study, 
however fell to an average of 12.6 responses a day for the remainder of the study. 

 

 

Fig. 3. Waiting Time Duration and Time Boxplot 

Fig. 3, a boxplot chart, presents the daily waiting time of travellers over the 3-week 
research period, showing extremities of each day’s submissions as well as the mean 
and upper and lower quartiles. The standard deviation across the results was 1.9 mi-
nutes, indicating that outliers were anonymous and that the average range of results 
was relatively limited. We can observe that on most days, at least one participant had 
a wait of one minute or less, with the longest wait of 8 minutes occurring on the third 

 

*
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day of the study. A small spike in waiting time can be seen on the 27.02.13, as the 
median rises to 2 minutes. The key finding, however, is that the average waiting  
time in Phase I of 3.7 minutes dropped to 2.2 minutes in Phase II, once Occy was 
introduced. This strong relationship is mirrored in an equally statistically significant 
negative correlation between waiting time and study duration of r=-0.84. This means 
that as time passed and Occy was introduced, there was a noticeable alteration in bus 
waiting time. 

Using Spearman’s Rho a moderate correlation of 0.47 was identified between  
traveller satisfaction and the study duration. This can be understood to mean that as 
Occy was introduced, satisfaction levels improved. 

Following the 3-week research period, 10 of the most responsive participants  
were invited to an informal interview regarding their experience using the mobile 
application. Below are the key outcomes from these participant interviews: 

• Participants reported a noticeable reduction in their waiting time during  
Phase II. 

• Participants confirmed waiting to be the greatest controllable variable affecting 
both their travel satisfaction and the efficiency of bus travel. 

• Participants reported greater satisfaction in line with improved waiting times and 
expectation management during Phase II. 

Study Two Results 
The discussions of the focus group study were recorded, transcribed and analysed. 
Table 2 lists the overarching themes identified through thematic analysis [8] of the 
focus group’s discussion. 

Table 2. Emerging Themes from Focus Group Results 

Flexibility Trust 
Real-time 
Being able to access information any time 
and for it to be up to date, enabling last 
minute or en route decision making that 
doesn’t inhibit efficiency of travel. 

Internet connected services and users 

Reliability of Implementation 
Belief that a UTIS was not going to 
fail in its delivery of travel informa-
tion through poor development. 

Applications approved and rated 
on open market places e.g. through 
Apple’s App Store 

Location Based 
Being able to have a route mapped out for 
the traveller, dependent on their current 
location. 

Location based services 

Reliability of Data 
Having data that can be relied upon 
for all travel needs, without second-
ary confirmation. 

Data integrity checks 
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Table 2. (Continued) 

Flexibility Trust 
Variety of interface 
Participants valued being able to choose 
what format their travel information was 
displayed in, with some preferring maps to 
text. This also included the various form 
factors UTIS are available on, i.e. tablet or 
smart-phone. 

Cross device applications 

Anonymous Travel Feedback 
Participants felt that the use of travel 
data from their smart-phone would 
increase travel information accuracy 
and they would happily permit 
access, provided the data was 
anonymous, and trusted that the 
UTIS wouldn’t be hacked.  

Providing anonymous data to  
support UTIS 

Alerts 
Receiving routine and major event notifi-
cations specific to users’ typical travel 
patterns, which inform travel decisions. 
This reduces the need to actively research 
travel information. 

Push Notifications 

Sources 
Participants were more likely to trust 
travel information from multiple 
sources, including crowd-sourced. 
They suggested a rating system 
indicating the trustworthiness of 
information sources. 

UTIS fed by big data  
Customisation 
Being able to enter travel preferences re-
garding when and how they like to travel 
for personalised travel information. 

Personalisation of mobile applications 
 

 

 
 

The10-item questionnaire structured around the Technology Acceptance Model 
was completed by 29 participants. All questions were rated on a 5-point Likert  
scale, with ‘1= Strongly Disagree’ and ‘5= Strongly Agree’. The internal consistency 
of these results was examined using Cronbachs Alpha Coefficient [11], with  
results showing that most scales had good reliability (> 0.72) apart from perceived 
usefulness (0.64). The average ratings of participants’ acceptance of UTIS showed 
positive perceptions and attitudes towards Occy, where ‘usefulness’ and ‘ease  
of use’ of public transport applications were highly rated, m=4.27 and m=4.13  
respectively. Participants also agreed that they are now using public transport  
applications more than before, m=3.86. The results of the questionnaire are listed in 
Table 3.  
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Table 3. Mobile UTIS Acceptance Questionnaire Results, STD = standard deviation 

Concept Question Mean STD 
 
Flexibility 

Public transport applications have become more 
tailored to my requirements over the last 3 years. 

3.72 1.16 

Public transport apps I use for making travel 
decisions have become increasingly irrelevant in 
their content. 

2.62 1.14 

 
Trust 

I trust the information provided by newly 
downloaded public transport applications. 

3.75 1.12 

It takes me a long time to trust public transport apps 
enough to base important travel decisions on them. 

2.48 1.35 

 
Perceived 
Usefulness 

Public transport applications have become more 
useful over the past 3 years. 

4.27 0.99 

Over the past 3 years the time spent using public 
transport applications has become less worthwhile. 

2.10 0.90 

 
Perceived 
Ease of 
Use 

Public transport apps become easier to use over the 
last 3 years. 

4.13 0.69 

Public transport apps in the last 3 years have become 
harder to operate. 

2.27 0.79 

 
Adoption 

I use more public transport applications than 3 years 
ago. 

3.86 1.05 

The frequency with which I use public transport 
apps declined in the past 3 years. 

2.24 0.95 

 
 
The covariance of each of these factors was tested using Spearman’s Rho correla-

tion coefficient. All factors were positively correlated, with flexibility and perceived 
usefulness showing the strongest correlation, r=0.77, p=0.001. The correlation results 
of this analysis are illustrated in Fig. 4. 

 

 

Fig. 4. Mobile UTIS Acceptance Model 
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4 Discussion and Implications 

4.1 Impact of Mobile UTIS on Bus Waiting Time 

The relationship between waiting time duration and the passing of time (during which 
period Occy was introduced) was a strong negative correlation of -0.84, supporting 
the finding that as Occy was introduced times were reduced by 40 percent. It can be 
deduced that during Phase I of the study, Participants arrived at their bus stop with 
enough spare time for the journey and additional time in anticipation of having to wait 
for a bus to arrive. This is seen in an average waiting time of 3.7 minutes, however 
during Phase II there was a marked reduction in the waiting time of participants. It 
can be concluded that as participants gained access to bus arrival times they could 
make informed decisions about when to leave for their buses. This eliminated waiting 
time from their total journey time, on average saving 1.5 minutes per journey. This 
finding is replicated in the post-study interviews, in which Participants reported a 
reduction in waiting time. Crucially, 90% of participants also endorsed the assump-
tion made by H1, that reducing waiting time is the key to travel efficiency. 

The findings from this investigation indicate that H1 is supported by the results 
produced by the diary study. This means that in response to the RQ1, “Do urban 
transport information systems impact the behaviour of travellers?”, an answer can  
be given that yes, UTIS have the ability to influence travellers’ decision making, 
therefore yes, UTIS influence travel behaviour. 

4.2 Technology and Features Influencing UTIS Acceptance 

Two key themes (flexibility and trust) were identified from the focus group  
discussions regarding important technological advancements (typically within mobile 
devices) and how they are improving UTIS acceptance.  

• Flexibility: flexibility encompasses UTIS features, such as location aware technol-
ogies and personalisation of travel preferences. 

• Trust: trust represents the concept of a user’s belief that the system will deliver 
them to their destination on time and using the most efficient route. Constituting 
technology such as crowd sourced data and application validation. 

These themes are also supported by the findings of Robinson et al [4], who identified 
that users and service providers agree UTIS should be flexible, trustworthy, and relia-
ble. The validity of trust and flexibility as genuine stimuli for UTIS acceptance was 
examined by adapting Davis’ TAM [9] into a UTIS Acceptance Model before testing 
the relationships between each of the elements using a questionnaire.  

Figure 4 shows that each relationship within the UTIS acceptance model has a pos-
itive correlation, supporting H1, however some relationships are stronger than others. 
Flexibility can be seen to have a strong positive correlation of 0.77 with a UTIS’ per-
ceived usefulness. We can conclude from this that UTIS incorporating features such 
as location aware technology, personalised travel preferences and real-time travel 
disruption alerts are perceived to be more beneficial to the user. The relationship  
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between flexibility and perceived ease of use is the weakest correlation in the UTIS 
Acceptance Model, at 0.57. The cause of this moderate relationship may be due to 
users misconstruing flexibility as complexity, given the greater freedom to customise. 

Trust, it can be observed, holds a strong correlation with a user’s perceived ease of 
use. This may be because as UTIS are perceived to be more trustworthy, the risk 
borne by the user in relying on the UTIS is reduced, consequently increasing the per-
ceived ease of use. As Technology Acceptance Model suggests [9], the relationship 
between a system design feature (in this context, trust) and a system’s perceived ease 
of use is a driving force in promoting actual system use. This is supported within the 
UTIS acceptance model by the statistically significant correlation of 0.70 between 
perceived ease of use and actual system use. 

Therefore, in response to the second research question, “What is the impact of new 
technology on the acceptance of UTIS?”, a response can be given stating that new 
technology has, and will, enable flexibility and trust within UTIS, both of which  
improve the acceptance of the system. 

Taking the findings forward, we may stipulate that travellers are willing to change 
their behaviour based on mobile UTIS. However, there are caveats that must be taken 
into consideration. Firstly, UTIS must be flexible in order to deliver personalised, 
real-time content to users. Secondly, they must be reliable and accurate to secure the 
trust of users, without which at best, they become redundant. Lastly, drawing on 
Khattak work [5], users must be presented with data on a frequent basis across mul-
tiple devices. These system requirements can be met through exploiting developing 
technologies such as crowd-sourced data, location-based services and cross device 
applications.  

UTIS’ increasing influence will enable a two-way interaction between travellers 
and transport networks, facilitating a smarter compromise between an agile user-
centric system and a lean network-focused system, with the result of improved mo-
bility and reduction in environmental impact, both of which have a resolutely positive 
economic result. 

5 Conclusion and Future Directions 

This paper recognises the economic, mobility and environmental expectations placed 
on cities and the positive impact that improved public transport networks can have on 
all three. Having identified UTIS as a potential means of improving the efficiency of 
these networks, our study investigated this theme, focusing on two research questions. 
The first question aimed at substantiating the claim that UTIS adoption has a positive 
impact on the efficiency of travellers’ journeys, thereby demonstrating an impact on 
travel behaviour. The second question extended this by considering the key features 
that strengthen UTIS’ acceptance by commuters. This research did not only identify 
whether UTIS are best used to improve personal travel efficiency or the efficiency of 
a whole travel network, but rather whether they can influence travel behaviour to 
achieve these ends. 
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The findings showed that our mobile UTIS had a marked impact on the behaviour 
of travellers in this case resulting in more efficient journeys for individual travellers, 
and also improved their satisfaction with the bus service. Design features, grouped 
within the themes of flexibility and trust, were identified and validated as key to 
UTIS’ acceptance. Features within these two themes improve users’ perception of 
UTIS’ usefulness and ease of use, leading to actual system use and should therefore 
be incorporated into future UTIS’ development. 

In the future we plan to test our mobile UTIS in other road corridors with different 
transport characteristics and capacity. We will extend the functionalities of Occy to 
include real-time bus news and traffic updates, where travellers will be warned of 
transport delays and disruptions as they occur. We also aim to increase the size of our 
sample and extend the length of the study to investigate travel behaviour change over 
a prolonged period of time. 
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Abstract. The past few years have marked a shift in Web development as users 
have become accustomed to Web applications with dynamic content and en-
hanced user experience. New emerging protocols and standards seek to provide 
increased flexibility by making available new models of interaction to Web ap-
plications. One such application is the Web of Things. In this paper, we propose 
a new lightweight architecture for the Web of Things, based on RESTful ap-
proaches. We further show, through a proof of concept application, taking a 
smart city as its context, how new technologies can be combined to support our 
proposed architecture and application development for the Web of Things. We 
argue that the use of protocols and standards such as WebSocket, WebSocket 
API, Server-Sent Events and JSON, the JavaScript Object Notation, can make 
the vision of the Web of Things a reality. 

Keywords: Web of Things, Architecture, Lightweight, Node.js, JSON,  
Smart city. 

1 Introduction 

Users have long been accustomed to consuming services offered over the Internet 
using web browsers. However, with Apple and Google’s launch of the smartphone era 
in 2007-8, users have also started to consume services and acquire vast amounts of 
information when they are on the move. This trend has grown exponentially since 
then, with smartphones dominating today’s cell phone markets. A separate but related 
trend has been that of an increasing number of hitherto standalone devices and sensors 
now being endowed with wired/wireless connectivity. Together, these two have given 
rise to the Internet of Things (IoT), a global information network consisting of  
trillions of smart objects in the world we live in [1].  

Whilst the IoT has identified application areas such as supply chain management 
[2], healthcare [3,4], and workplace support [5], issues raised by the new infrastruc-
ture include managing and making sense of the massive amount of data generated 



 A Lightweight Architecture for the Web-of-Things 249 

 

[6,7], privacy and security [8,9], as well as user acceptance of an increasingly  
monitored and sensor-rich world [10], to name but a few. 

In this paper, we propose a new lightweight architecture for the Web of Things, 
based on RESTful approaches. We further show, through a proof of concept applica-
tion, taking a smart city as its context, how new technologies can be combined to 
support our proposed architecture and application development for the Web of 
Things. We argue that the use of protocols and standards such as WebSocket, Web-
Socket API, Server-Sent Events and JSON, the JavaScript Object Notation, can make 
the vision of the Web of Things a reality. 

The rest of the paper is organised as follows. Sections 2 and 3 respectively describe 
the fundamental technologies and research challenges. The aim is to establish a ra-
tionale for the proposed approach. Section 4 presents the proposed architecture and 
section 5 illustrates an application scenario that’s implemented within the proposed 
architecture. Section 6 gives implementation details and also presents experimental 
results. Section 7 concludes the paper. 

2 Web of Things – Basic Concepts and Technologies 

This section describes the basic concepts and technologies, which can potentially be 
used to design and develop Web of Things applications. 

2.1 Internet of Things 

In its current guise, the IoT is dominated by machine-to-machine communication.  
The next big leap in the evolution of this communication infrastructure will be when 
machine to smart object communication is facilitated. The first step along this road  
is to create smart devices or enrich everyday objects with smart communication  
capabilities, laying the premises for a smart environment. Smart objects can be  
recognized by: 

• Sensors to measure light, temperature, position etc. 
• Information (data) persistence 
• Communication capabilities 
• Machine-to-Machine communication 

IoT embeds intelligence in the components enabling communication, exchange of 
information, recommendations, make decisions and provide services. Although this 
has gained significant research and industry interest, the key challenge is to make this 
widespread, commonly accepted and part of the global Internet. Currently, one such 
approach is described by Web of Things (WoT). WoT emerges from IoT and contin-
ues the vision of embedded technology and smart devices from IoT. This is taken a 
step further by incorporating the use of standard web technologies and thereby  
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reusing existing, well-accepted standards and practices such as HTTP, URI and REST 
(REpresentational State Transfer). 

Such RESTful technologies [11] have obvious advantages when compared against 
approaches based on the by now traditional Web Services Architecture (SOAP, 
WSDL, UDDI) – they are lightweight, loosely coupled, require relatively little  
computing resources and virtually no operating system support, and scale well.  
All of this means that one can embed tiny Web servers and, by using the REST  
architectural style (which is the same as that of the web, i.e. based on HTTP, URIs 
and HTML/XML) one can build scalable interaction models at the application layer 
[12, 13].  

Thus, a scenario whereby smart objects on the Web start abstracting and describing 
their services using either XML or JSON (JavaScript Object Notation), which are 
both human and machine readable, can easily be envisaged. In so doing, such smart 
objects can be accessed and interacted with via Web browsers. Indeed, assuming a 
user with appropriate technological skills, there is no reason why such users cannot 
create mash-ups, combining real-world physical devices with virtual services made 
available over the Web – all combining towards a Web of Things [14, 15]. 

2.2 Cloud Computing 

Cloud computing has received considerable attention in the software industry. It is an 
established architecture used for hosting services, virtual machines and web based 
applications. Cloud computing refers to the applications delivered as services over the 
Internet and the hardware and systems software in the data centres providing these 
services. The idea is built around an economy of scale, where the ultimate goal is to 
provide more resources, better scalability and flexibility for less money. Cloud com-
puting indicates a movement away from computing as a product that is owned and 
towards computing as a service [16]. Service in this context is a concept that deals 
with the utilisation of reusable fine-grained components across a vendor’s network. 
The cloud, as an open, distributed, resource-full platform, contains promising oppor-
tunities for creating a framework for wrapping WoT solutions. To this end Kovatsch 
et al. [17] proposes, in analogy with the thin client concept, that of the thin server. 
Here tiny servers embedded on physical devices use RESTful approaches and export 
only their elementary functionality to application servers running application logic. 
Thereby separating the application logic from the firmware and devices can export 
their functionality without hosting application logic, which is all found on the  
cloud. Application development is thus completely decoupled from the embedded 
domain. 

3 Research Challenges 

The future of WoT holds many promising ideas, and generates great research interest 
from researchers, businesses and industry. All application domains can benefit from  
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WoT solutions and areas such as disaster prediction; smart homes; medical applica-
tions; transport systems; smart cities and security systems are some of the most com-
mon examples. Some of the possibilities and research challenges of the WoT and 
cloud computing are highlighted in the following table. 
 

Table 1. WoT and Cloud properties comparison 

Web of Things requisite Counterpoint in Cloud Computing 

Dynamic demand of resources Cloud elasticity 

Real-time needs 
Service Level Agreement and Quality 

of Service 
Expected growth in application use 

 
Scalability and infrastructure 

Security of data 
 

Cloud privacy and security elements 

Open, interoperable communication 
 

Cloud standards and architecture 

 
 
Other and related areas represent as well research challenges for WoT and com-

monly mentioned are identification of objects, sensing of environment, information 
ownership, continued absence of standards and security/privacy [18] [19]. Although 
highly important and relevant, we would like to draw the attention to the somewhat 
less commonly discussed one level higher of abstraction. The application layer, 
which allows for the use of IoT data/information and which ties everything together 
in WoT solutions, will be the primarily focus. From Table 1 there are several im-
portant issues to deal with and we would like in this article to focus on growth in 
application use and interoperable communication. We do see all these properties as 
important, independent research issues with unique attributes. We chose to focus on 
architectural issues, interoperability and growth as we do think they are of essential 
value and need to be in place for the technology to gain sufficient importance and 
adaptation.  

4 The Proposed Architecture 

The architecture of the proposed framework is represented in Fig. 1. The architecture 
is multi-layered which includes: Things Interface Layer, Things Management Layer, 
Things Service Layer, and User/Application Layer.  
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Fig. 1. Architecture of the Proposed Framework 

Each of the layers is briefly explained in the following sections. 

4.1 Things Interface Layer (TIL) 

This layer represents the interface of the proposed system to the physical devices 
(things), such as interfaces to CCTV camera, mobile phones, light bulbs and sensor 
devices. There are various tools that provide interfaces to physical devices. In the 
proposed architecture we make use of Arduino1 in order to enable communication 
between the physical devices and the computer systems, to create an interactive envi-
ronment for communication with (smart) objects. Arduino, a lightweight single-board 
microcontroller, is an open source electronics prototyping platform which offers inter-
face for communicating with and collecting information from a variety of sensing 
devices. 

4.2 Things Management Layer (TML) 

This layer represents the devices at a higher level of abstraction. In other words, it 
abstracts the data and functionality of the devices into programmable components 
                                                           
1  http://www.arduino.cc/ 
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such as web services. In the proposed architecture, we exploit the RESTful architec-
ture of web services in order to transparently represent the data and functionality of 
the physical devices and to hide their underlying complexity and low level details. 
RESTful architecture is more appropriate to the characteristic of the devices in WoT 
as it is lightweight and loosely coupled. We enable information exchange through the 
use of JSON structured data, and business logic is applied through common software 
engineering components.  

4.3 Things Service Layer (TSL) 

This layer processes the data and functionality of the devices represented as RESTful 
services. For instance, it interacts with the user layer and receives user requests in 
order to provide them with required services. Further, this layer can also collect in-
formation from the underlying devices and store in the data store using appropriate 
format and structure such as JSON or XML. 

In addition to the RESTful approach, we employ Node.js [4] in the web compo-
nents. Node.js implements an event-based framework for writing scalable and effi-
cient Web applications using JavaScript. Node.js is based on non-blocking I/O calls 
and its light footprint makes it an excellent candidate for real-time, distributed and 
data-intensive applications. We argue that given the resource-scarcity of IoT devices, 
a lightweight web component and programming model is necessary to process and 
manage RESTful web services. 

4.4 User/Application Layer (UAL) 

This layer represents user applications that interact with the TSL in order to make 
requests and consume services. For example, user request can be checking the tem-
perature of a given location or adjusting lights in a room or building. Communication 
will go through the web services described in the TSL and they can be accessed from 
virtually any web component, device and implementation language.  

5 Scenario 

In a vibrant city environment we are constantly overloaded with information from 
various sources. As more and more objects are becoming smart and interactive there 
are constant feeds trying to communicate with us. Such communication is often 
achieved through connection with our mobile devices. The mobile device can through 
Bluetooth, RFID and NFC be an integrated part of the environment, consuming  
information from nearby posters, bulletin boards or integrated sensors. They can  
actively push and pull information facilitating for, i.e., commercial displayed informa-
tion on devices tailored accordingly to context, location and interests. In such an envi-
ronment with potential information overload, the information acquired needs to be 
precise and tailored. Various forms of distribution or filtering of this information  
networks are available, but we take this one step further to propose a proactive model 
for this by using our proposed architecture framework (Fig 2). 
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6 Framework Architecture Components 

Given an environment consisting of a rapid growing number of smart objects that can 
sense, measure, record, transmit and provide services this brings to the table a whole 
new range of possibilities and challenges. Despite the WoT being excellent for mak-
ing things smart, it still needs a wrapper to be able to offer aggregated data from its 
IoT sensors. Previous research has dealt with sensor communication and data  
aggregation as separate matters [6, 7, 20]. Earlier approaches have often used tradi-
tional client server programming model in a layered architecture fashion. Though 
nothing wrong with this, we see the possibility for a cleaner maintenance model, the 
architecture and easier options for dynamic growth based on our suggested Frame-
work architecture. We build upon a popular technique to efficiently and flexibly man-
age concurrent interactions on the server in event-driven programming. This approach 
makes use of asynchronous procedure calls that are executed in the order they are 
created [20] and such event-driven programming provide performance and flexibility 
benefits over traditional synchronous approaches.   

6.1 Node.js 

The interest of JavaScript on the server has increased lately by the introduction of a 
new event-based framework named Node.js [21]. Node.js differs from other efforts by 
providing an event based framework intended for writing scalable Web servers by 
utilising JavaScript. It does not use the commonly used concurrency model based on 
threads, but employs an event model that makes input and output with network and 
files asynchronous and non-blocking [21]. This makes it suitable for new protocols 
and standards such as WebSocket and Server-Sent Events, which rely on having an 
open connection to the server. In order to facilitate for modern WoT application archi-
tecture, we have in our framework architecture demonstrated how this technology can 
be applied to gain an advantage.  

6.2 Cloud as Backbone for WoT 

Although there have been a considerable number of research efforts targeting 
IoT/WoT application areas, the same cannot be said in respect of the infrastructure 
capable of supporting this vision. We believe that the cloud is ideally placed in this 
respect. Whilst the literature mostly treats the issue from a high-level perspective 
[22], in this paper we take the effort one step further and show a detailed implementa-
tion map of WoT characteristics to cloud features. To this end, we use JSON,  
which enables the use of a shared format for expressing and transferring data between 
application endpoints, reducing the need for custom formats. In the next two sections, 
this will be further detailed when looking at application growth, interoperable  
communication and performance results.    
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Applying Node.js for this task increases the utilization of common resources and a 
shared background. Using common standards enables interoperable communication 
both among WoT smart objects, but also among WoT solutions if desired. The light-
weight footprint of Node.js enables focus on implementation logic and component 
interoperability. 

7 Conclusion 

The field of Web development has been characterized by a lack of coherent architec-
tural concepts, partly due to the absences of standard protocols that support modern 
communication styles. As a result of this, systems specifically designed for real-time 
data delivery have been realized with proprietary technology in the industry, often 
violating established software engineering principles. The danger is that the vision of 
the Web of Things will also suffer from the same drawbacks. In this article, we  
address this issue and propose a new, lightweight architecture for the WoT.  

Taking the case of a smart city, we implement a proof-of-concept application based 
on the proposed architecture, which uses modern technologies such as Node.js and 
JSON and show how IoT devices are accessed and managed through WoT services 
managed by a Cloud solution. We see this as an incremental step towards further 
eliminating the borders between smart objects and the data they generate on mobile 
clients. Future research should further explore the possibilities for strengthening and 
standardizing such a service environment, as well as addressing important issues such 
as privacy, security and real-time response needs.  
 
Acknowledgement. We are grateful to Johan Andre Lundar’s comments and work 
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Abstract. Wireless sensor network (WSN) is a set of sensing devices that 
communicate with each other via a wireless medium. These sensing devices 
capture the sensed data, process it and send it to the main station which is called the 
Base Station (BS). Most of WSN applications are designed to transmit with low 
data rate, low energy consumption and at low costs. Zigbee is a new wireless 
protocol governed by the IEEE 802.15.4 standard; it is a technology of data transfer 
in wireless sensor networks. It is characterized with low energy consumption and it 
is designed for multi tunnel control systems. In this paper, a grid network topology 
is implemented according to 802.15.4/ZigBee standard using QualNet Simulator 
5.2. By tryingdifferent Beacon Order (BO) and Superframe Order (SO) 
combinations, this paper aims to find the optimal Personal Area Network 
Coordinator (PANc) placement in grid topology based on energy consumption, end 
to end delay, and throughput. However, this paper proved that when PANc is 
placed at any angle of grid topology, then the maximum throughput is achieved, 
while when the PANc is placed at the center of grid topology, then the minimum 
energy consumption and end to end delay are achieved.  

1 Introduction 

Wireless Sensor Networking is an innovative area within the bold spectrum of 
wireless networks that are specifically designed to capturesensed data. These little 
pieces of information are extremely valuable to companies because they provide 
insights into events that might enhance their business processes. Sensor devices or 
nodes provide an advanced WSN platform. First of all, WSN combines what we call 
“Check, Track, and Trace” so it integrates different functional capabilities; Check 
means sensing the surrounding environments. Track provides the capability to locate 
objects the surrounding environment, and finally Trace is the ability of sensors to lock 
the history of their sensor measurements.  

1.1 Wireless Sensor Networks 

The rapid growth of wireless communication made the transition from sensor 
networks to wireless sensor networks (WSN) easier. Wireless sensor network is a set 
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of sensing devices that communicate through a wireless links [1].  These sensing 
devices capture the sensed data, process it and send it to the main station, namely 
Base Station (BS). These sensing nodes or devices have two main components for 
controlling and sending information; first component is the microcontroller in which 
all communications and processes of the device are controlled. The second 
component is the transceiver which controls the sending and receiving of signals, and 
decides when exactly it’s time to snooze, sleep or wake up. Since energy conservation 
and utilization is the main goal of WSN researches, transceiver is designed to switch 
to the appropriate mode: idle, sleep, and active. When the device is in the sleep mode 
then it is not wasting its power and energy, and thus prolonging the battery life-time.  

1.2 IEEE 802.15.4 Standard 

In the past decades, many protocols and applications were implemented and 
developed, all in which were competing to achieve the ideal solution of energy 
consumption, simplicity, scalability, medium utilization, low cost, and minimum 
delay. Unfortunately all proposed protocols were developed to ameliorate one special 
case of the enormous number of required applications, in other words, none of the 
proposed protocols is designed to achieve all applications requirements. Hence, there 
is a real need for a general protocol to achieve all the needed requirements, hence, the 
IEEE 802.15.4 standard was proposed.  

Referred to its name, IEEE 802.15.4 standard is a Wireless Personal Area Network 
standard Proposed by the Institute of Electrical and Electronic Engineers. The IEEE 
802.15.4 standard deals with the wireless Personal Area Networks (WPAN). Number 
15 in IEEE 802.15.4 represents the 15th working group of WPAN, where number 4 
refers to the task group. That means, task group 1 is Bluetooth, task group 2 is for 
coexistence with 802.11, while task group 3 is for high rate WPAN, and finally task 
group 4 is for low rate and high battery life, and that where ZigBee comes in.  

1.3 ZigBee 

ZigBee protocols are based on IEEE 802.15.4 and its task group specifications were 
approved in April 2003. Zigbee is a national working technology guided by the IEEE 
802.15.4 standard. It is a simple point to point wireless technology for data transfer in 
in low energy consumption, and it also can be served for the multi tunnel control 
systems. Zigbee standard defines a multilayer structure of software, usually this is 
called Zigbee protocol stack. The IEEE 802.15.4 standard is specialized in the lower 
two layers, Physical Layer (PHY) and Data Link Layer (DLL), while ZigBee standard 
is specialized in the upper two layers. Therefore, and to achieve a comprehensive 
architecture, the name ZigBee has been connected to the IEEE 802.15.4 standard in 
one worldwide known expression which is the IEEE 802.15.4/ZigBee.   

Zigbee has a unified standard for data transfer; all the devices of a protocol can 
interact. Zigbee ensures that networks remain operable in the conditions of a concen 
detained in quality between communicating nodes. A ZigBee device can operate with 
other ZigBee components to generate a large Mesh topology called Wireless Personal 
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Area Network (WPAN). A node or device in ZigBee networks can be a Full-function 
device (FFD) or Reduced-function device (RFD). The IEEE 802.15.4 distinguishes 
between Full Functional Devices (FFD) and Reduced Functional Devices (RFD). 
FFDs can be “coordinators” and can be the hop of the network, where all what can 
RFDs do is to connect to a FFD, also FFDs can implement the higher layers tasks.  

ZigBee has 3 main components or devices; ZigBee coordinators (ZC) which are 
FFDs and supportsthe most capabilities, the most functionalities and the root of the 
network tree and can be used to bridge other ZigBee routers to other ZigBee 
networks. Each ZigBee network has one and only one ZigBee coordinator. ZigBee 
coordinators can store information about the network and topology map,it can 
function as a repository for 128 bit security keys. The second component is ZigBee 
router (ZR), which accesses an intermediate router that passes data from other in-
devices to other in-devices. The routers function primarily with ZigBee coordinator. 
And finally ZigBee End Device (ZED) which has enough power and enough 
capability to communicate with its parent node which is ZigBee router. ZC can itself 
be a ZED. 
 
ZigBee Topologies. A topology is a physical or logical structure of the network. This 
section defines 4 types of ZigBee topologies: Star topology, Peer-to-peer topology, 
and Mesh topology which can be formed as Grid topology. 
 
Star Topology. In star topology, every node in the network communicates only with a 
coordinator device called Personal Area Network coordinator (PANc), and vice versa. 
There are no two nodes that can communicate with each other’s directly. In star 
network, all traffic funnels to a central point, such as access point. Routing is simple 
in this topology with low overhead. Devices are limited in their ability to 
communicate with each other directly.  
 
Peer-to-Peer Topology. In this type of topology, nodes are equivalent in 
responsibilities, and processing. Whereas, in client server networking certain nodes 
have certain responsibilities for serving and other nodes have the responsibility for 
receiving. In a peer to peer network, all nodes are the same; each node is actually 
acting like a client and a server. Peer to peer networking is also a lot more common in 
small networks. 

 
Mesh Topology. Mesh network provides dynamicand reliable routing. One of the 
defining properties of the mesh network is that it’s self forming; that means that the 
network nodes automatically establish routes to new nodes when they become 
available. Another property of mesh network is that it’s self healing; that means if a 
device is taken out of commission, the devices that were routed through that node are 
able to reconnect to the network and are able to rejoin the network through existing 
nodes. The data of mesh network “hops” along the network, that mean the nodes pass 
the data to the next node or to its neighbor and its neighbor pass it to its neighbor and 
so on, until it reach its destination. In mesh topology, data has many alternative paths 
to reach its destination if something wrong occurred to the main path. But in contrast 
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there are a lot of connections between nodes, which may cause a bandwidth limitation 
and also high cost.  
 
Grid Topology. Grid topology is a special case of mesh topology where nodes are 
arranged regularly. In Grid topology node can be arranged regularly in one 
dimensional or two dimensional shapes. Regularity in Grid topology means that nodes 
are not placed in randomly; instead they have a regular shape to be placed in, like ring 
shape, and rectangular shape. Nodes in this type of topology can be either RFDs or 
FFDs depends on the scenario being implemented on the topology.  

1.4 Superframe Parameters 

In any wireless sensor network, nodes should first communicate with their 
coordinator in order to participate in the network. Many nodes start performing their 
tasks simultaneously on the medium or channel, so the coordinator should 
synchronize the duties of these nodes. Beacon frame is a new feature of IEEE 
802.15.4 standard in which PAN coordinator identifies itself to the existing nodes so 
they can communicate and get their duties synchronized. As nodes are categorized 
into FFDs and RFDs, only FFD nodes can send beacon frames. As shown in Figure 1, 
beacon interval (BI) is divided into two parts; active period and inactive period. The 
active period in which Superframe Duration (SD) exists consists of 16 slots which can 
be also partitioned into Contention Free Period (CFP) and Contention Access Period 
(CAP). CFP refers to the period that has Guaranteed Time Slots (GTS) which are time 
slots preserved only for specific nodes to transmit on, so all the packets transmitted on 
these slots are guaranteed to be received, while CAP refers to the period in which 
nodes try to access the medium simultaneously without collision, so they need to 
compete in order to take the chance to send when the medium is idle and not busy. 
The second part of BI is the inactive period which refers to the period in which nodes 
and their coordinator sleep.  
 
 

 
1: Beacon (First Slot)        2: Inactive Period       3: Active Period (CFP+CAP)   4: Beacon 

Interval 

Fig. 1. Beacon Interval 
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The beacon frame that is sent out periodically from PAN coordinators is 
responsible for defining the length of each period length in the BI; the Beacon Order 
(BO) determines the BI while (SD) is expressed in the meaning of Superframe Order 
(SO). The duty cycle of each node is the time of which the nodes are active and not in 
the sleep mode, and it is determined by the values of (BO, SO).  

The rest of this paper is organized as follows. Section 2 presents some related 
work. Section 3 and Section 4 illustrates the simulations scenarios, simulation results 
and results analysis. We conclude the paper in Section 5 and present the future work 
in section 6. 

2 Related Work 

- M. Hussnain et. al. [2] focused on evaluating different wireless sensor 
networks applications in agriculture and comparing 3 types of ZigBee 
topologies which are tree topology, mesh topology, and grid topology for 
precision agriculture. The comparison of the 3 topologies is based on 3 main 
factors which are throughput, end to end delay and the load of the network. 
The simulation of each topology is implemented on 1000 meters area for all 
topologies, while number of nodes for each topology is different; grid 
topology is implemented with one ZigBee coordinator and six end devices, 
while tree and mesh topologies are build with one ZigBee coordinator, three 
ZigBee routers, and six end devices. The reason behind that is that grid 
topology does not need ZigBee routers. The simulation results and statistics 
of this paper proved that a better throughput and network load can be 
achieved in WSNs when tree topology is used. The throughput of the 
network achieved its maximum in tree topology and its minimum in grid 
topology. Moreover, the end to end delay of tree topology is higher than the 
other two topologies by negligible percentage value. The reason behind the 
efficiency of tree topology in WSNs is its flexible structure; any new sensor 
can be added to the topology and also any damaged sensor can be removed 
without affecting or altering other nodes or network. Hence, this paper 
proved that tree topology in WSNs is the best to be deployed in precision 
agriculture.  

- Fan Ouyanget. al. [3] evaluated and analyzed the packet delivery ratio and 
throughput for IEEE 802.15.4 Standard. They simulated the performance of 
these two parameters using NS2 simulator by trying number of (BO, SO) 
combinations with their values no more than 6. This paper considered duty 
cycle percentages of 50% and 100%. Results proved as predicted that by 
increasing the value of BO the throughput of the nodes increases. The reason 
behind that is when BO value increases then the packet drops absolutely 
decreases. Furthermore, packet collisions increase as number of nodes 
increase. However, this research enhanced IEEE 802.15.4 standard by 
allocating the Guaranteed Time Slots (GTS) dynamically.  
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3 Simulation 

The performance of the topologies under study is evaluated using QualNet 5.2 
simulation package. The main objective is to find the optimal PANc placement in grid 
topology in terms of throughput, end-to-end delay, and energy consumption under 
different BO, and SO combinations ((6,6), (7,6), (8,6), (8,7), (8,8)) which are 
considered the optimal (BO, SO) combinations for the needed parameters in WSNs 
[4]. Three scenarios are considered; first, PANc is placed at the center of the grid 
topology, then the topology was modified so the PANc is out of grid topology, and 
finally PANc is placed at one angle of the grid topology. Each one of the three 
scenarios is to be simulated 5 times to increase the accuracy of our work. The analysis 
of the three scenarios is calculated to get the statistics and evaluate results based on 
throughput, end to end delay, and energy consumption in its four modes (Energy 
Consumption in Transmit Mode, Energy Consumption in Receive Mode, Energy 
Consumption in Idle Mode, and Energy Consumption in Sleep Mode). Simulation 
parameters used in the three scenarios are shown in Table 1.  

Table 1. Simulation parameters 

Parameter Value 
Simulation Time 1000 seconds 
Terrain Size  50 x 50 meters  
Packet Size  50 bytes 
Distance Between Nodes  5 meters 
Packet Arrival Rate  1 second 
Start Time Starts from 10 seconds to 18 seconds 
Application  Constant Bit Rate (CBR) 
Energy Model  MicaZ 
Antenna Height 0.08   
Routing Protocol AODV 
Seed 1 
Number of Experiments 5 

3.1 First Scenario 

In the first scenario, the PANc is located at the center of the grid topology as shown in 
Figure 2. The number of nodes and their types are identical in the three scenarios. 
There are eight RFD nodes and one node considered as PANc. This scenario is tested 
on five (BO, SO) combinations and the analysis and results derived out of this 
scenario are shown in Table 2. 

3.2 Second Scenario 

In the second scenario the PANc is located out of grid topology 5 meters far away 
from the nearest node as shown in Figure 3. Again, this scenario is tested on five  
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(BO, SO) combinations an
shown in Table 3.  

3.3 Third Scenario 

Finally, the PANc is locate
shown in Figure 4. Results 

 
 

F

 

Fig. 

nd the analysis and results derived out of this scenario 

ed at one of the grid topology angles in scenario three
derived out of this scenario are shown in Table 4.  
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Fig. 4. Grid

Table 2.

(BO, SO) Average Through
PAN/Center 

(6,6) 2123.4 
(7,6) 914.8 
(8,6) 752.2 
(8,7) 928.25 
(8,8) 1955.4 

Table

(BO, SO) Average Through
PAN/Out 

(6,6) 2118.8 

(7,6) 1161.4 

(8,6) 783.6 

(8,7) 1092.8 

(8,8) 1928.2 

Table 4. R

(BO, SO) 
Average Through
PAN/Angle 

(6,6) 2133.6 

(7,6) 1148.4 

(8,6) 852.2 

(8,7) 1113.2 

(8,8) 1954.2 
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d topology/ PANc at one angle of grid topology 

. Results of PANc at center of grid topology 

hput Average Delay (sec) 
PAN/Center 

Average Energy
PAN/Center 

5.784028 2.6155 
2.678864 2.6709 
6.36383 3.3844 
3.849015 3.3077 
3.76766 1.6931 

e 3. Resultsof PANc out of grid topology 

hput Average Delay (sec) 
PAN/Out 

Average Energy
PAN/Out 

5.422956 2.942277733 
3.537956 3.0655562 
6.801628 3.607247267 
3.879382 3.496440267 
4.072978 1.881936467 

Results of PANc at one angle of grid topology 

hput Average Delay (sec) 
PAN/Angle 

Average Energy
PAN/Angle 

6.099626 2.9470794 
4.1233 3.045094333 
6.941414 3.514824 
4.967636 3.5100696 
4.070374 1.883083467 

267 

y 

y 

y 
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4 Simulation Resu
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topology, all the nodes are sending almost at the same signal power because the distance 
between nodes and PANc is the same, hence, the resulting throughput of each node is 
expected to be in the same range as others, while when PANc is located at one of grid 
topology angles, nodes which are located close to the PANc will cause a very high 
signal powers due to the small distance between them and the PANc, and thus decrease 
the probability of interference and packet loss in average, which at the end provides a 
high throughput and that’s why scenario three achieved the maximum throughput.   

Moreover, the values of (BO, SO) combinations affected the value of throughput 
for each scenario; throughput value reached its maximum when (BO, SO) values were 
(6, 6) and (8, 8) in all scenarios because in these two intervals the duty cycle of the 
nodes is 100% which means that all nodes are active during all the time and are 
sending packets all over the simulation time, while when (BO, SO) values = (7, 6),  
(8, 6), and (8, 7) the nodes are active 25-50% of the time, which means there are 
periods where nodes are sleep and the whole model is paused due to not sending nor 
receiving data packets. Furthermore, when the sleep period ends, all the nodes wake 
up and send packets at the same time, the case in which more probability for packet 
drops and collisions occur, thence, using these (BO, SO) values achieved less 
throughput in all the three scenarios.  

4.2 End-to-End Delay 

End to end delay measures the total time in which the packet is queued to be sent 
from the sender to the time the final bit of this packet reaches its destination. Figure 6 
shows the results of end to end delay for the three scenarios in all (BO, SO) 
combinations. Scenario three in which PANc is located at one angle of grid topology  
 
 

 

Fig. 6. End-to-End delay results 
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achieved the maximum end to end delay in all the values of (BO, SO) combinations. 
While scenario one when PANc is located at the center of grid topology achieved the 
minimum end to end delay except when the (BO, SO) value is (6, 6) as shown in 
Figure 6. 

4.3 Energy Consumption 

Energy consumption of a node in any network depends on four modes, transmit mode, 
receive mode, idle mode, and sleep mode. When nodes are in a sleep period the 
energy consumption in idle mode increases because there are no packets have been 
sent nor received in the running time, however, nodes wake up and are ready to send 
data they all wake up and send data at the same time which causes transmit mode 
energy consumption to increase, hence when duty cycle for nodes is 100%, which 
means that nodes are sending packets all over the simulation time, the overall average 
energy consumption is less than that of when node’s duty cycle is 50% or 25%.  

Figure 7 shows that when PANc is placed at the center of grid topology less energy 
consumption is achieved for all (BO, SO) combinations, and the minimum energy 
consumption is achieved when (BO, SO) is (8, 8).  The reason behind that is the duty 
cycle; when SuperFrame parameters is equal then the node’s duty cycle is 100% and 
is active all over the simulation time. Also, energy consumption in idle mode when 
(BO, SO) is (8, 8) achieved the minimum values between all other SuperFrame 
parameters combinations because transceiver is active all over the simulation time and 
is receiving packets all over that period, which means that there is no pause periods or 
sleep periods for the nodes in this interval. However, the reason that caused (8, 8)  
 

 

 

Fig. 7. Energy Consumption Results 
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combination to overcomes the (6, 6) combination while (6, 6) combination also  
means 100% duty cycle, is because when the (8, 8) combination is used then  
the packet drop possibility decreases because of the CAP in beacon frame, and hence 
the need for retransmitting a packet decreases which decreases the energy 
consumption. 

5 Confidence Interval 

Table 5. Results of confidence intervals for the three parameters 

 Energy Consumption End to End Delay Throughput 

PAN Angle [2.396047, 3.564013] [ 4.138438, 6.342502] [943.9381,1936.702] 

PAN center [2.137691, 3.331073] [3.145097, 5.832262] [765.384, 1904.236] 

PAN out [2.998692, 3.598468] [ 3.555042, 5.930918] [830.2418, 1839.378] 

6 Conclusion 

This paper studies the optimal location for placing PAN coordinator in grid  
topology in terms of throughput, end-to-end delay, and energy consumption 
fordifferent (BO, SO) combinations, which are,((6,6), (7,6), (8,6), (8,7), (8,8)).  
Those combinations revealed to be the optimal (BO, SO) combinations in [4]. We 
simulated three scenarios of PANc placements using QualNet 5.2 Simulator, first the 
PANc is placed at the center of 8 nodes in grid topology, and then we placed the 
PANc at one angle of the grid topology, finally PANc is placed 5 meters out of grid 
topology. The simulation of each scenario is repeated 5 times to get more accurate 
results.  

As the most important parameters in WSNs are end to end delay and energy 
consumption, according to the revealed simulation results, the best PAN coordinator 
placement is at the center of grid topology because this scenario achieved the 
minimum end to end delay and the minimum energy consumption at almost all the 
(BO, SO) combinations. However, the minimum end to end delay when PANc is 
placed at the center of grid topology is achieved at (BO, SO) equals (7, 6). On the 
other hand, the minimum energy consumption for this scenario is achieved when (BO, 
SO) equals (8, 8).  Moreover, the simulation results show that when PANc is placed at 
one angle of grid topology, maximum throughput is achieved specially when (BO, 
SO) equals (6, 6) and (8, 8). Therefore, the placement of PANc in grid topology 
depends on the desired parameters of the network; if in some situation the throughput 
of a network is the most important feature, it is better to place the PANc at one  
angle of grid topology to get the best results. While, if the end to end delay and 
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Table 6. Final results of best PANc placement 

Parameters Best Place For PANc 
Best (BO, SO) 
Combination 

Maximum Throughput 
PANc at one Angle of Grid 
Topology 

(6, 6) 
(8, 8) 

Minimum End-to-End Delay 
PANc at Center of Grid 
Topology 

(7, 6) 

Minimum Energy Consumption 
PANc at Center of Grid 
Topology 

(8, 8) 

 
 
energy consumption what matter, then the placement of PANc at the center of grid 
topology will certainly achieve the best results. Table 6 summarizes the results of this 
paper. 

7 Future Work 

As this research is based on one arrival rate which is 1 second, our future work aims 
to expand the study of this research on different arrival rate times, and to develop an 
adaptive algorithm that can dynamically provide the best choice of PAN coordinator 
placement based on the simulation results and the desired parameters of a given 
network.  
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Abstract. In developing countries, people struggle to access print-based
publication and also face difficulties in accessing ICT resources such as
computer and Internet. Considering the much higher availability of mo-
bile phones than computer in these regions, accessing library materials
on mobile devices can be an alternative. On the other hand, in developed
countries, the proliferation of smartphones and tablets also demands a
proper access to digital libraries on mobile devices. This paper features a
mobile application for accessing DSpace-based digital libraries, a popular
open source digital library system. The development of this application
followed a user centric design approach and aimed at bringing a solution
characterized by relevance and novelty.

Keywords: Mobile digital libraries, DSpace, digital divide, developing
countries.

1 Introduction

The distribution of scientific and academic publications started experiencing a
profound revolution with the birth and development of digital libraries. Vast
panoply of resources is now accessible theoretically at anytime and from any-
where, as far as, for instance, a computer with Internet access is available. There-
fore, if in the past researchers would often have to travel to different cities
and sometimes even to different countries in order to consult scholarly publi-
cations, today they can access a great panoply of resources from the comfort of
their offices, their homes and theoretically from wherever they are. Moreover,
e-books have become a dominant force in contemporary publishing with sales
rising nearly 40% in 2010. In 2011, over 30% of book publishers issued more
than three quarters of their titles as e-books. In April 2011, Amazon started
selling more Kindle e-books than printed books. One of the main reasons for
such growth is massive spread of mobile computing and e-reading devices, like
dedicated e-book readers, smart phones and tablet computers.

In the developing countries, due to the tragic failure of the traditional distri-
bution mechanisms, digital libraries are seen as the great hope [15]. However,
despite the great benefits of DL for these countries, they also face several prob-
lems in building and using them. With the several basic problems they face such
as food, drinking water, sanitation, etc., spending the existing scarce resources

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 274–287, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Mobile and Federated Access to DSpace-Based Digital Libraries 275

on building these libraries is not a priority [15]. Apart from that, these countries
face several other hindrances in this process, such as lack of financial resources,
low digital and information literacy rates, poor ICT infrastructure, low computer
and Internet penetration rates, high costs of building digital libraries, etc [12].

The International Telecommunication Union (ITU) estimates that in these
countries, while mobile phone penetration rate is currently 77,8%, there are
24,8% households with a computer and 24 people using Internet for each 100
inhabitants1. Thus, if digital libraries are made available on mobile devices,
they could theoretically reach a broader range of people. Therefore, making
digital libraries accessible on mobile phones and understanding the way they are
perceived and accepted in this context, seem to be particularly important.

Such alternative mechanism of accessing library resources is also relevant for
the developed world that does not face the problems that are commonly found
in the developing countries. In these more wealthy countries, according to the
aforementioned ITU statistics, households with a computer and Internet pene-
tration rates are 74,2% and 70,2% respectively, and there are about 128 mobile
phones for each 100 people. On the other hand, there is a strong trend towards
the usage of mobile devices for Internet access. Thus, making digital libraries
accessible over mobile phones seems also to bring important added value into
the developed countries.

This paper presents a design of an alternative mechanism for accessing DSpace-
based digital libraries, through mobile devices. DSpace is a free and open source
DL system used around the world. Making it properly accessible on mobile de-
vices might ameliorate the accessibility of library resources to many people,
especially when we take into account that resources in these libraries are usually
freely accessible.

2 DSpace Digital Library System

When choosing a DL system, a questions that is often raised is: should we use
an open source or a proprietary DL system? However, as mentioned above,
in developing countries the usage of free open source digital library systems
is indeed a must [15]. There are several open source DL systems available:
Archimede, DSpace, EPrints, Fedora, Greenstone, Invenio, Keystone, MyCoRe,
OPUS, Streetprint, etc. Among them, DSpace is one of the most popular, with
more than 1430 installations around the world. It is OAI-PMH complaint and
its interface is translated into more than 20 languages. DSpace can be installed
on Windows, Linux, or Mac OSX. Apart from the Greenstone version for iPod-
Linux and Android powered mobile phones, and the DSpace theme for mobile
devices which was released in 2012, the majority of these existing open source
DL systems does not include any specific interface for mobile devices.

DSpace supports two possible user interfaces: the first one is based on
JavaServer Pages (JSP) technologies and the second one, often called Manakin,

1 http://www.itu.int/ITU-D/ict/statistics/at_glance/KeyTelecom.html, April
10 2013.

http://www.itu.int/ITU-D/ict/statistics/at_glance/KeyTelecom.html
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is based on the Apache Cocoon framework (XMLUI). Modifying the JSP in-
terface is difficult and expensive. However, Manakin (XMLUI) uses a modular
interface layer to enable institutions an easy customization of the DL interfaces
according to their own needs and requirements. The DSpace theme for mobile
devices released in 2012, took advantage of this Manakin’s modular interface.

What is presented in this paper however, is not another DSpace theme for
mobile devices, but a mobile application which enables search over one or several
existing DSpace-based digital libraries at the same time and from a single point.
The core idea is bringing the possibility of performing offline reading of DSpace
resources on mobile devices (which is only possible with a native application
and not with a mobile theme for DSpace), receiving reading suggestions, apart
from searching several libraries at the same time. As mentioned above, such
application can be valuable for users in developing countries in their struggles
to access library materials in a digital divide context, and can also bring value
added to the users in places where such challenges are not a major concern.

3 Mobile Access to Digital Libraries

There has been some researches on making digital libraries available on mobile
devices [1], [9], [10]. A good number of such researches have focused on extending
the existing traditional libraries, by making additional services available on mo-
bile devices. An analysis of such researches enables us to understand some best
practices regarding to developing a mobile interface to digital libraries. Thus,
before venturing into making a digital library available on these devices, it is
important to consider some relevant questions: what are the lessons previously
learned from these experiences? What could be done in a better way? The anal-
ysis of such experiences enabled the identification of some key learnings [10]:

– The project should be kept as simple as possible;
– A specific web service should be created to provide data to the application
instead of bundling images and metadata with the application; When the
application is to be downloaded by third parties (such as App Store), it is
important to take into consideration the corresponding requirements and
processes [10] [11].

– It is imperative to understand the potential users beforehand, and therefore
to know who they are, what their needs are, what functionalities they want,
which mobile devices they use, etc.

– The full desktop site should not necessarily be made available to mobile users.
Typically only a subset of functionalities is made available according to user’s
needs. However, the response they get from the mobile site or application
should not be incomplete when compared to the desktop version.

– When offline access is an important prerequisite or some mobile specific
features are needed (such as camera, user location, offline reading, etc.),
building a mobile application is recommended in detriment of a mobile
Web site.
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– Considering the specificities of mobile environments and equipments, a very
special attention should be given to the usability and interaction design.

As previously mentioned, some traditional libraries have made part of their ser-
vices available to users via mobile web sites, aiming at bringing added value to
the users of these libraries. Apart from these initiatives, there are also some exist-
ing artifacts, not necessarily developed by traditional libraries, that allow users
to access publications, references and other resources on their mobile phones.
Some of these artifacts are [14]:

– Mendeley - enables users to manage their references and to carry their per-
sonal digital library on mobile devices. It can synchronize with the web
version as well as desktop version of the application. Among other function-
alities, users are able to see the metadata and to read publications on mobile
devices.

– Papers - this commercial system allows users to manage references, to search
papers on major databases such as ACM, IEEE Xplore, Google Scholar, etc.
Downloading and offline reading possibility are also available along with
other functionalities.

There are also other initiatives aiming at making library resources available
over mobile phones: the development of a version of the Greenstone digital li-
brary system for iPod-Linux and Android powered mobile phones, enabling the
installation of the entire digital library on these devices which might work as
a server for the DL over a local area network; the release in 2012 of a mobile
theme for DSpace-based digital libraries, enabling a better access to this system,
when using mobile devices. However, it is important to highlight a big difference
between Greenstone, DSpace and the above mentioned tools (Mendeley and
Papers): while Greenstone and DSpace are digital library systems and therefore
library-side tools, Papers and Mendely are user-side tools, used for searching,
references management, etc.

These and other existing mobile artifacts are not directed towards profiting
from popular open source-based digital library systems such as Fedora, ePrints,
etc. Apart from Greenstone (and lately, DSpace), they do not provide mobile in-
terfaces to any digital library based on these open source systems which are very
popular all over the world. The majority of such digital libraries make contents
available according to the Open Access Philosophy which advocates free access
to scientific publications for all. Given the developing countries context of short-
age of financial resources and difficulties in accessing printed-based publications,
such resources are particularly relevant for them [2]. Therefore, considering that
the usage of open source digital library systems is a must in developing countries
[15] and taking into account the great advantage brought by the Open Access
resources in these regions [2], facilitating the access to such DLs seems to be
really important. Mobile access can bring such contribution.

With the release of a mobile theme for DSpace a few months ago, mobile
access to this digital library system becomes much easier since users can use
their mobile phone browsers to access papers and other materials available, in
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a more user friendly manner then when using the desktop web version of these
libraries on their mobile devices. However, an eventual native application would
provide a different set of advantages that cannot be found in mobile web. For
example, such applications would be installed on the mobile phone or tablet,
enabling offline reading of downloaded materials and the usage of specific device
features such as camera and user location. This offline reading possibility is
particularly relevant in developing countries where Internet access is often a real
challenge.

Thus, this paper presents a design of a native mobile phone application (for
Adroid and IOS devices) that enables on one hand, a mobile access to the digital
libraries that are based on a popular open source system (DSpace), and on
the other, provides several additional functionalities, such as offline reading,
automatic reading suggestions according to user’s profile, sharing of resources
among users, etc. With this application, users have the possibility of potentially
using all the existing DSpace-based digital libraries at the same time, from a
single point and perform searches on one as well as on all of them simultaniously.

4 Designing the Mobile Application

In order to design this application, a specific set of procedures was followed
so that the result could be valuable to the users and reflect their needs and
expectations. Thus, a loop of 4 stages of design research activities was carried
out, as advocated by [8]:

1. Contextual Inquiry - defines the context and the preliminary design chal-
lenges. It involves interacting with different representatives of potential users
groups and writing fictional narrative descriptions about them. These narra-
tives, called “personas”, contain detailed typical characteristics, representing
distinct grouping of behavior that were identified during the research [5].

2. Participatory Design - defines the context and the preliminary design chal-
lenges. Stories or scenarios are defined in order to imagine ideal user/system
interaction. These scenarios are used for defining system requirements.

3. Product Design - defines the use cases and basic interaction. User stories on
the usage of the system are created, as well as a prototype.

4. Software prototype - At this stage, a number of prototypes are delivered
until a feature-rich application.

The following subsections describe the stages followed in this design process.

4.1 Contextual Inquiry

The core idea related to the development of this application is making library
resources (that are available in DSpace-based digital libraries) more accessible
to users, especially in a digital divide higher education context, where there
are challenges on accessing printed publications as well as ICT resources. Thus,
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a user study was carried out in a developing country scenario characterized by
difficulties in accessing printed publications as well as low Internet and computer
penetration rates. This study was carried out at the University Jean Piaget in
Cape Verde, and aimed at understanding who the users were, what their needs
were, which functionalities they would like to see available, etc.

Cape Verde is a 10 islands archipelago with 491875 inhabitants, 17,2% illiter-
acy rate and a US$3737 GDP per capita2. 32% of the Cape Verdean population
has regular Internet access and 79.2% own a mobile phone. However, computers
are only available at 12.3% of homes [6]. The country faces serious problems in
accessing both printed and digital publications. There is no national network for
book trade and the first digital library in the country was built at the University
Jean Piaget of Cape Verde in 2008, using DSpace.

For collecting information on user requirements, devices and needs, a survey
was conducted among the potential users at the University Jean Piaget, where
there was already a DSpace-based digital library available with the members of
the University’s academic community as the main target public.

The survey took place between January and February 2012, and involved 312
potential users among the University’s 2100 students and 180 lecturers. People
from all areas responded to the questionnaire which was divided into four main
parts: (1) ICT access; (2) usage of mobile devices; (3) accessing online academic
materials; (4) expectations. Some key findings of the survey are summarized
below:

– In general, users did have access to computer (86.5%) and Internet (69.7%),
at least at the University; almost all of them (97.4%) owned a mobile phone;
iPhone was the most popular smartphone among them, and was owned by
16% of the respondents to the survey.

– The majority of users (75%) did not own a smartphone, but within 6 months
time, about 69% of them would probably own a smartphone, an iPod touch
or a tablet, since they had the intention of acquiring at least one of these
devices.

– 78% of the users did not have the habit of reading academic materials on
their mobile phones due mainly to unavailability of WiFi/mobile network,
slow connection speed, application unavailability and small screen size.

– 73.7% of the users would use a digital library on a mobile device. They would
like the materials to be available in PDF, text, and HTML formats, with the
possibility of performing offline content reading.

4.2 Personas

Apart from this survey, additional information on the DL usage was also taken
into consideration so that a better understanding of the potential users could
be reached: a previous user study on the existing DSpace-based digital library
at the University [13], the updated DSpace usage statistics, the updated Google

2 http://www.ine.cv/censo/censo2010.aspx , April 23 2013.

http://www.ine.cv/censo/censo2010.aspx
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Analytics statistics on the DL, ICT usage indicators in the country [6], etc.
Such user study and information enabled a better understanding of the potential
users. Therefore, after analyzing all these studies and data, 4 groups of users were
identified and 4 personas were created (two primary personas and two secondary
personas) along with their corresponding descriptions. Persona descriptions are
used mainly to contextualize the usage scenario and to narrow down the scope
of the solution which is proposed [7]. Some key characteristics and requirements
of these personas are:

1. Bachelor student 1 - 21 years old; does not have Internet access at home;
owns a smartphone; wants to search the DL and download materials for
offline reading.

2. University lecturer - 34 years old; has computer and Internet access at
home as well as an Internet connected smartphone; wants mainly to perform
searches on a single as well on several DSpace-based DL at the same time
(federated search); is interested in receiving automatic reading suggestions
and on indicating reading materials to students.

3. Bachelor student 2 - 24 years old; has computer and Internet access at home
as well as smartphone; is mainly interested in searching thesis and disserta-
tions for reading.

4. Foreign user - 24 years old; regular smartphone user for searching and reading
materials on the go; wants a reading list of downloaded materials and the
possibility highlighting texts and taking notes for each material that has
downloaded.

4.3 Scenarios and User Stories

After creating the personas, and following up with the design methodology ad-
vocated by [8] and [5], persona-based scenarios were created to describe how
users would interact with the system. Such scenarios are in fact brief narratives
of one or more personas using the system to achieve a certain specific goals [5].
For this purpose, the characteristics and requirements of the personas are the
main constraints. Three usage scenarios were created:

– Pedro is currently working on his Bachelor thesis. The libraries he knows
are very limited on sources and he does not have Internet access at home
so that he can search and download materials online. Since he is now at the
University where there is free WiFi Internet access, he wants to search for
such materials and to download them for offline reading at home, so that he
can work on his thesis.

– Antonio is a University lecturer. There are not many printed sources at the
University where he works and his students have difficulties on accessing
Internet at home. He needs to search good articles, thesis and other publi-
cations on several digital libraries, take some notes and recommend some
reading materials to his students along with his notes for each resource.

– Manuela enjoys using her smartphone even for reading. She has even sub-
scribed the Internet access service on her mobile phone. She was given an
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assignment at the University where she studies and she wants to search for
credible materials in Portuguese but across several digital libraries while she
is traveling home in the bus. She wants to read some materials download
them for further readings, take notes and share these resources along with
the corresponding notes, with other colleagues.

These scenarios along with the aforementioned personas, were then validated
through interviews with potential users. After that, possible user stories were
created. A user story contains a written description of what is necessary to
have in a system, that might represent a user need or a description of sys-
tem functionalities [4]. User stories are usually written from the user’s point of
view. A possible format is describing the user needs in a format such as: “As
as [role] I want [goal/desire] so that [benefit]”. The user stories identified in this
project are:

1. As a user I want to search digital library materials so that I can download
them and do offline reading when no Internet connection is available.

2. As a lecturer I want to search digital library materials on the topics I’m
supervising so that I can suggest trustable sources to my students.

3. As lecturer, I want to receive automatic reading suggestions so that I can be
aware of interesting materials in my area of expertise.

4. As a user I want to see citation information so that I can properly cite the
resources I read, on my thesis and academic assignments.

5. As a lecturer I want to send lists of reading suggestions to my students so
that they can read them for their thesis and assignments.

6. As a user want to search and read digital library materials on the go, so that
I can save time.

7. As a user I want to search information on several digital libraries at the
same time in Portuguese language, so that I can find more resources.

8. As a user, I want to share my reading notes with others, so that they can
know my impressions about the corresponding resource.

5 The Mobile Application

Given the personas, scenarios and users stories, a set of functionalities was de-
fined, and sketches, wireframes and mockups were created. A number of proto-
types were then developed, formative evaluation sessions were conducted with
expert users, including a librarian, and adjustments were made according to
the results of these evaluations. The key functionalities of the application were
therefore defined during the design process and then implemented:

– Search for resources. m-DSpace allows users to search either in a single
DSpace-based digital library or in several libraries at the same time. There-
fore, from this single application, users can access resources available in sev-
eral DSpace-based digital library, without the need of accessing each one’s
web site individually.
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– Download materials for offline reading. When searching for sources, users
can access the metadata about these resources, and eventually download
the full materials for further reading. The downloaded materials and the
corresponding metadata are stored in a database on the mobile device.

– Manage the reading list of downloaded materials, including rating, flagging
and deleting. While reading offline, users are able to highlight texts, and
take notes. The reading list should be organized by users and in this process
they can insert the downloaded materials into the collections they create on
their devices.

– Send reading suggestions to others users. Users can share one or several re-
sources with others by sending emails containing links to the resources. They
have the option of sharing their notes on the resources. Social networks such
as Facebook and Twitter can also be used for this purpose. Users also have
the possibility of sharing their reading list items with neighboring friends
over a WiFi network. Therefore, if one user has a certain resource on his
device, there is no need for his neighboring friend to go online, spend band-
width and download the same material. He can simply make this material
available to his friends over a WiFi network.

– Export resources. Users can export their reading list items to other applica-
tions (Kindle, Evernote, Dropbox, etc.) they might have in their devices.

– Receive automatic reading suggestions provided by the back-end service, ac-
cording to the user profile and the usage statistics of available materials.
Since when signing up users provide the system with fields of interest, and
other profile information, m-DSpace back-end service can send regular read-
ing suggestions according to their needs and taking into consideration other
indicators such as ratings, usage statistics, etc.

Apart from facilitating the process of finding and sharing resources, these rec-
ommendations and reading suggestions can also encourage more trust on the
system. The absence of trust (untrustworthy systems) can induce inefficiencies,
encourage protective and unproductive actions and complicate interactions [3].
Users sometimes miss important system features which might prove useful to
them, because they tend to protect themselves from software that seem ineffi-
cient, that are untrustworthy or from unsafe information sources. By including
these two functionalities in the system design, we also intend to explore this
trustful feature in supporting users interactions (either interpersonal or system
based relationships). From our perspective, these functionalities address the in-
terpersonal relation perspective and the system user relation perspective: from
the interpersonal relation side, users can select the resources they find important
and share them with others; from the system side, the recommendations will be
based on user profile, access statistics and others user’s inputs on a particular
resource.

The application was initially developed for iPhone, since this was the most
used smartphone among the personas. However, the dynamic of Android pow-
ered devices are undeniable: in 2011 for example, the Android powered mobile
phones had a 244% annual growth and represented 48,8% of global smartphone
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shipments3. Taking this factor into consideration, an Android version of m-
DSpace was also developed. Figure 1, shows two views of the application (reading
list view and metadata view), for Android and IOS.

When building a mobile application, a specific web service should be created
to provide data to the application instead of bundling images and metadata with
the application [10]. Thus, for building m-DSpace, a back-end application was
developed. This service receives connections from the user’s device, performs the
requested operations and sends the results back. Some of the key functionalities
of this back-end application are: (1) searching one or several Dspace-based DLs;
(2) creating automatic reading suggestions according to the user profile and
usage statistics; (3) creating the usage log which is then used for producing the
usage statistics and reading suggestions, etc. Therefore, the architecture of m-
DSpace includes three main levels: mobile application level, back-end application
level and DSpace level (figure 2). The mobile interface interacts with the back-
end service and the back-end service interacts with the DSpace-based digital
libraries.

Fig. 1. IOS and Android versions of m-DSpace

In order to enable the interaction between the user’s devices and the back-
end application, a XML-RPC API was developed. Thus, the services provided
by the back-end application can also be used by any other application through
the usage of this API which includes functions for creating accounts, logging on,
searching, managing reading list, receiving reading suggestions, etc. The entire
back-end server was implemented in Python3 using postgreesql database.

3 http://www.canalys.com/newsroom/smart-phones-overtake-client-pcs-2011,
April 29, 2013.

http://www.canalys.com/newsroom/smart-phones-overtake-client-pcs-2011
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The database of the back-end application was initially populated with the
names and URLs of all the DSpace-based digital libraries that were published in
the dspace.org web site. After that, the metadata of each one of these libraries
were automatically harvested by the back-end application and inserted into the
database. This process was accomplished using two different approaches: for all
those libraries where the OAI-PMH was enabled, the metadata were fetched
using this protocol. But for those where OAI-PMH was not enabled, HTML
parsing was used for metadata harvesting. The DSpace’s browsing functionality
over the web interface was used and the results were automatically parsed using
the XPathQuery library.

The different libraries are regularly scanned for new records and eventual
changes on the existing records. The back-end system’s database is updated reg-
ularly using either the OAI-PMH or HTML parsing. Detecting the records that
were changed in a library since the last update, using OAI-PMH is a relatively
easy process. However, performing such task using the DSpace browsing interface
over the web along with HTML parsing is more time consuming.

The user has the possibility of searching for resources in a single library or
in all libraries at the same time. When a single library is chosen, the back-end
application performs the search using the regular DSpace web search functional-
ity for the selected library. Thus, in this case, the search is performed according
to the indexes of that library and a full-text search might be performed (if the
library is full-text indexable). However, when the user chooses to search over all
the libraries at the same time, such search is performed on the metadata that
were indexed by the application, the repetitions are eliminated, the results are
sorted and sent to the user’s device.

Apart from being available as native application for Android and IOS, a web
version of m-DSpace was also developed, enabling the user to perform the same
type of operations available on mobile devices, on any Internet connected ma-
chine with a web browser. This web version contains all the materials that are

Fig. 2. System Architecture
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available on the mobile device. Therefore, all the items that are available in the
reading list (including the collections that the user can create to organize his
reading list), can also be accessed and managed by the user on the web version.
These materials are accessible for reading and management on the mobile device
when the user is offline and when he gets connected to the Internet, any eventual
change to this reading list is then synchronized with the one which is also stored
by the back-end application. However, the files of each one of these resources
are only stored on the mobile devices. The back-end application contains the
metadata and a link to the original source, i.e. to the library where they were
originally found. If the user wants to read the resource over the web, he will
have to access it through that link. This approach helps saving bandwidth and
storage space. Figure 3 shows the output of a search performed over the web
Interface.

As previously mentioned, the core idea of this project is bringing a contri-
bution to minimizing the issues of accessing library materials in digital divide
contexts, especially in developing countries where there are problems, on one
hand, related to the failure of the traditional mechanisms for distributing printed
publications [15], and on the other, there are challenges related to accessing ICT
resources. However, this system can also be used in regions where these issues
are not a major concern. Thus, some improvements to this system are currently
being implemented: a version specifically designed for tablets (Android and IOS)
as well as a desktop version. This desktop version which is being developed in
Java, will be able to provide all the functionalities that are available on the mo-
bile version. Therefore, the reading list (including metadata and full-text files)
will also be available on the user’s computer, apart from the web and mobile de-
vices. But the desktop user will also be able to benefit from other functionalities
such as exporting metadata to reference management systems. The m-DSpace’s

Fig. 3. m-DSpace Web
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architecture (figure 2) with a back-end application and an API for performing all
the most relevant operations, accelerates tremendously the process of developing
new interfaces and functionalities.

6 Conclusion

This paper has presented an alternative way of accessing DSpace-based digital
libraries, using mobile devices. Such access mechanism seems to be relevant for
both, developing and developed world. The possibility of downloading resources
for reading on mobile devices, the federated search over distinct digital libraries,
the possibility of sharing resources among users, the possibility of receiving au-
tomatic reading suggestions, are some of the functionalities of this system. The
next stages of this project include an evaluation on the level of acceptance and
usage of this solution in a higher education context of a developing country
scenario. Therefore, important aspects that should be taken into consideration
when making digital libraries available in mobile devices should be unveiled,
including the way users perceive and accept such alternative access mechanism.

References

[1] Bainbridge, D., Jones, S., McIntosh, S., Jones, M., Witten, I.H.: Portable digital
libraries on an ipod (2008)

[2] Chan, L., Costa, S.: Participation in the global knowledge commons: Challenges
and opportunities for research dissemination in developing countries. New Library
World 106(1210-1), 141–163 (2004)

[3] Constantine, L., Dubois, E., Pohl, K.: CAiSE 2006. LNCS, vol. 4001. Springer,
Heidelberg (2006)

[4] Cooper, A.: An Insurgency of Quality. Code Freeze (2009)
[5] Cooper, A., Reimann, R., Cronin, D.: About Face 2.0: The essentials of interaction

design, vol. 3. Wiley Publishing, Inc., Indianapolis (2007)
[6] ITU: Measuring the Information Society. International Telecommunication Union,

Geneva (2012)
[7] Laanpere, M., Tammsaar, K., Sousa, S.: A Case Study on Using Social Media for

e-Participation: Design of Initiative Mapper Web Service. In: Proceedings of the
5th International Conference on Theory and Practice of Electronic Governance,
pp. 289–292. ACM, Tallinn (2011)

[8] Leinonen, T., Toikkanen, T., Silfvast, K.: Software as hypothesis: research-based
design methodology. In: PDC 2008 Proceedings of the Tenth Anniversary Con-
ference on Participatory Design 2008, pp. 61–70. Indiana University, Indianapolis
(2008)

[9] Marsden, G., Cherry, R., Haefele, A.: Small screen access to digital libraries (2002)
[10] Mitchell, C., Suchy, D.: Developing Mobile Access to Digital Collections. D-Lib

Magazine 18(1/2) (2012)
[11] Nielsen, J.: Usability of Mobile Websites and Applications - Design Guidelines for

Improving the User Experience of Mobile Sites and Apps (2011)
[12] Rosa, I., Lamas, D.: Digital Libraries in the developing countries. In: Kommers,

P. (ed.) Proceedings of IADIS International Conference on e-Society, pp. 502–504.
IADIS, Libon (2007)



Mobile and Federated Access to DSpace-Based Digital Libraries 287

[13] da Rosa, I.B., Lamas, D.R.: Uso de Bibliotecas digitais versus tradicionais em
contextos de info-exclusão. In: Sistemas e Tecnologias de Informação. Actas da 4
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Abstract. The wide spread of mobile platforms has brought a wide
range of applications for the nomadic user addressing different domains.
Universities constitute an ideal environment for the creation and intro-
duction of novel applications that can facilitate the interaction among
the members of the university community. In this demo we introduce
a context-aware mobile solution that addresses the communication be-
tween academic faculty members or research associates and their super-
vised students. Professor2Student integrates a number of tools that allow
an easier and closer collaboration between supervisors or academic ad-
visors and students building on widely adopted protocols and a context-
aware middleware for the Android platform.

Keywords: Mobile applications, Context, Location-awareness.

1 Introduction

The wide spread of mobile platforms (e.g., Android, iOS, Windows Mobile) has
shifted the interest of providers at offering nomadic users with a wide range of
applications. A significant portion of the created market offers location-based or
context-aware applications [1] exploiting the sensors embedded on mobile ter-
minals (e.g., accelerometer) [2]. At the same time, different communities can
profit from specialized applications for their members. The university commu-
nity with the interactions among different groups is an ideal environment for
this kind of specialized mobile applications. In this framework initiatives from
different universities around the globe can be found, such as the mobile ap-
plications offered by the University of Alabama, the Texas A&M University,
the Ohio State University and the Massachusetts Institute of Technology. These
applications cover different aspects of the university life: information for the uni-
versity, registration to courses, information and notifications on bus schedules.
In the same spirit as the aforementioned applications - but for a different aim
- we have created the application Professor2Student for the Android platform

F. Daniel, G.A. Papadopoulos, P. Thiran (Eds.): MobiWIS 2013, LNCS 8093, pp. 288–291, 2013.
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targeting the communication between specific groups: students and professors
(or research associates acting as thesis supervisors or academic advisors). The ap-
plication contains useful tools that render the communication between users fast
and reliable by building on existing protocols, whereas it exploits the following
context information for its use: professor/supervisor location and student aca-
demic status. In this demo we will showcase different uses of Professor2Student
and allow users to interact with the application.

2 Professor2Student and Demonstration Example

Professor2Student is composed of a number of modules with each module offer-
ing a specific application functionality. Module interconnection is depicted in the
architectural diagram of Fig. 1. Really Simple Context Middleware (RSCM) [3]
offers an extensible abstraction layer for accessing context resources while also
providing a mechanism for context-based reasoning. It consists of the RSCM
library which is used at development time, and the RSCM runtime which is in-
stalled alongside the application. The RSCM runtime consists of a service that
runs in the background and manages the activation and communication between
the context producers (plugins) and the context consumers (applications). Con-
text plugins are individual, reusable components used to produce context data
directly from underlying sensors or by reasoning on existing, primitive data. In
Professor2Student, RSCM is used to provide the position of the professor. Exten-
sible Messaging and Presence Protocol (XMPP) [4], also referred to as Jabber, is
a protocol for real-time communication. XMPP is mainly used for instant mes-
saging but offers also presence detection and data transfer. Professor2Student
uses XMPP for instant messaging between professors and students, as well as in
the sharing presence information (chat module). In order to store and retrieve
data to and from our server’s database an implemented RESTful web service
is used (database connector module). Encoded SQL queries are sent through
HTTP POST requests, whereas the results are returned serialized to JavaScript
Object Notation (JSON) format.

In the demonstration of Professor2Student we will present different cases of
interaction between a supervisor and a student. Consider for instance Kostas
supervised for his diploma thesis by Prof. Andreou. Fig. 2 shows the use of the
system by the supervisor for the following actions: creation of thesis completion
stages, meeting arrangement and location detection. Viewing the application use
from the professors perspective, Prof. Andreou selects initially the Stages tab.
Stages functionality gives the supervisor the possibility to define thesis stages
that the student needs to complete in specified time intervals in order to follow
the student progress. In order to create a new stage Prof. Andreou chooses from
the contact list the student he wishes to create the thesis step for, selects the date
of the thesis step, writes a brief description and submits the step. To arrange
a first meeting with his student, Prof. Andreou uses the functionality Arrange
meeting of the Meeting tab. Prof. Andreou would like his supervised students
to know when he is available at his office, so he decides to set his office position
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Fig. 1. Professor2Student architecture

by using the Set office position button. That position is saved and used later
for comparison with the actual professor’s position. For further guidelines Prof.
Andreou can exchange instant messages with Kostas from the Chat tab. Viewing
Professor2Student from the students perspective, as soon as Kostas opens the
application he notices in the notification bar notifications about a new meeting
proposal and a new thesis stage (Fig. 3). Kostas can click in the notifications to
see more details and respond to meeting proposals or be redirected to the chat
room with the supervisor. Although not visible in the figure, Kostas can also
click the position button in the action bar to view whether or not the professor
is in his office.

Fig. 2. Professor2Student scenario from the supervisors perspective
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Fig. 3. Professor2Student scenario from the student’s perspective

3 Conclusions

In this demo paper we have presented the Professor2Student application target-
ing the interaction between supervisors or academic advisors and students. The
application consists of a number of tools, such as instant messaging and resource
sharing that are built by the integration of widely employed protocols and mid-
dleware, namely XMPP for messaging and RSCM for context abstraction. The
demo aims at demonstrating the usefulness of Professor2Student that is cur-
rently being used and assessed by the community of the University of Cyprus,
whereas it is also available on Google Play.
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Abstract. We demonstrate Proximity, a real time social web application built 
with avant-garde open source tools that make true real-time web communica-
tions, cross-platform compatibility, rapid development and service efficiency, 
possible. 
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1 Introduction 

People nowadays communicate and interact online through social media and  
web enabled devices are becoming extremely commonplace, with mobile devices 
leading the way [1]. This makes it easier for one to keep in touch with acquaintances 
and follow interesting content. However, this perspective is not the most suitable  
for meeting people one doesn't already know, or attract attention without perpetual 
content input. We observed a lack of simplicity and of forthwith communication  
features in current social applications, as they tend to be bloated with features and 
content. 

The Social web depends on mobile and web-based technologies, to create highly 
interactive platforms through which, individuals and communities share, co-create, 
discuss and modify user-generated content [2]. Two of the most successful examples 
of the real-time web are Facebook's newsfeed and Twitter. They both achieve a real-
time effect by utilizing HTTP polling techniques [3,4]. A closely related revolution 
has been the emergence of websockets as part of web standards [5], which demon-
strate superior efficiency compared to any HTTP polling techniques [6]. 

Proximity is a social web application for meeting new people, close to the user, in 
real-time, utilizing websockets. It just uses the current user location as input, as well 
as a picture the user chooses to represent himself/herself. It was designed to be  
swiftly developed, modular and offer high performance and interoperability across 
devices. It utilizes modern concepts that could benefit current and future social  
applications. These design aspects are presented in this paper, followed by simulation 
benchmarks. 
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2 System Architecture and Measurements 

Fig.1. provides a schematic representation of the system architecture. The front end is 
structured with AngularJS [7]. Video calls are established using webRTC, which 
enables peer-to-peer connections behind NAT/firewalls without plugins [8]. At the 
back end, which is powered by the node.js framework [9], socket.io and express.js 
provide socket and web services functionality, respectively [10-11]. The entire  
network traffic is relayed through an instance of HAProxy [12], for security and  
throttling reasons. 

 

Fig. 1. System architecture 

A series of tests were performed to evaluate server response time, resource utiliza-
tion and stability under different load scenarios. The testbed is based on Intel Core i7 
920 @ 2.6GHz with 4GB DDR3 @ 1066 MHz, Ubuntu 12.10 kernel 3.5.0-17-
generic, while jpeg images used, were 431.1KB @ 1280x1024. The test module 
creates a client pool, simulates the login procedure and a messenger session. A 
launcher spawns test processes recursively, with the number of concurrent connec-
tions and the arrival rate of new users’ connections fluctuating as parameters. 

Concurrency was evaluated for up to 1300 concurrent connections, with new con-
nection interval set to 500ms. As depicted in Fig.2, the memory required for new 
connections drops almost exponentially, proving node.js can easily scale. 

 

 

Fig. 2. Required Memory per connection vs. Concurrent connections 
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For connection rate measurements, new connection interval ranged from 500 (2 
new connections/sec) to 90ms (11 new connections/sec), with a fixed pool of 500 
concurrent existing connections. Login process time took values between 204 and 217 
ms during the whole range of concurrency tests, but increased significantly, when the 
interarrival time between new connections, crossed the threshold of 150 ms (Fig.3). 

 

Fig. 3. Login delay vs. interarrival time between new connections 

3 Demonstration 

Attendees will be asked to participate at the demonstration. The application flow 
breaks down into three states, i.e. login, online and busy, respectively. 
 

 

Fig. 4. Proximity screenshots 
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During login state (Fig.4.a-c) the users are prompted to enter a name, a picture, 
which can be cropped, or enhanced with effects, and give access to geolocation API. 
The users are then presented in online state, with a list containing other people sorted 
by distance proximity. Thereafter they can select, or be selected by other online users 
(Fig.4.d). When a two-sided selection occurs, the users are displayed in busy state; 
they are transferred to a private room and can either send text messages to each other 
(Fig.4.e), or start a video call (Fig.4.f). When a messenger or video session gets ter-
minated, both users go back to online state. 

4 Conclusions/Future Work 

Writing in JavaScript at both the front and back ends, enables the porting of client 
side modules to the server side and vice versa. Socket.io’s event driven approach and 
AngularJS’ two-way data binding, reduce significantly the SLOC. Although WebRTC 
is still under heavy development and not fully standardized at the time, it’s features 
surpass the implementation difficulties. The result is a modular, easy to debug and 
maintain, real-time web application featuring great performance, as presented. 

Future work will include clustering support, in order to apply stress tests and eva-
luate Proximity, in a more reliable and also realistic environment. Finally, our future 
plans include further improvements on technicalities, such as to use Redis key-value 
store for session storage and expose an API, rendering Proximity as efficient as  
possible. 
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Abstract. Service technicians in the Technical Customer Service (TCS) domain 
have to deal with different duties at the point of service in a short time. To 
tackle these challenges, information systems have to be developed to support 
their everyday work. In the joint project EMOTEC we aim to improve the  
efficiency of service technicians by intelligent mobile assistant systems. Key 
component of our system is an integration platform for effective data storage 
and -integration that facilitates repair processes. The platform under develop-
ment provides flexible support and has the potential to both increase the  
productivity and the empowerment of the service technician.  

1 Introduction 

For many manufacturers the TCS became a major value-adding resource. Each and 
every service technician is the cornerstone of this value delivery. They have to go 
beyond just complex technical issues but also need to deal with business aspects of 
spare parts logistics, guarantees and billing as well as financing and efficiency analys-
es. For customer loyalty their competence is of vital importance. At the mobile “Point 
of Service”, case-related expert and context information is needed immediately [3]. 
Thus, implicit expertise and individual experience need to get externalized and con-
nected with recorded service information. The increasing importance of servicing 
makes its engineering and management to a necessity for staying competitive in the 
service industry. To manage these services, the right information systems need to be 
developed and have to be adopted since the adoption of information technology has 
an impact on the productivity of enterprises [4]. In this way, the EMOTEC-
demonstrator offers professional support via intelligent mobile assistant systems in-
tended to increase efficiency and empowerment. By the latter, we mean the degree of 
autonomy and self-determination of the service personnel to plan and perform tasks. 
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2 Use Cases of the Platform 

Towards the more empowered and productive 
service technician an appropriate mobile assis-
tance system is needed to support the various 
TCS processes. Unfortunately, the development 
of such systems is a complex and complicated 
task since diverse requirements have to be  
considered spanning technical aspects such as 
interfaces or integration technology [2]. In order 
to reduce the complexity of the system design 
task, we have identified 16 use cases as the nexus 
of our development effort (cf. Fig. 1). The use 
cases have been identified (a) by observing the 
daily work of service technicians and their usage 
of mobile TCS support systems during 77  
complete service process executions and (b) by 
examining the results of a structured literature 
review on requirements for and applications of 
mobile systems in the TCS domain. The use cas-
es have been documented using the template 
provided by Cockburn [1]. As it can be seen from 
Fig. 1, the system has to serve three distinct 
stakeholders: The Management, the Service  
Center and the Service Technician. Some of the 

use cases make use of other use cases indicated by an <<uses>>-relation, whereas 
others are specialized variants indicated by <<extends>>. In the remainder, we focus 
on the description of the architecture and features of the platform developed to sup-
port the use cases. 

3 Architecture of the System 

The EMOTEC-architecture (cf. Fig. 2) consists of three parts: the Application Envi-
ronment, the Integration Platform and both Mobile and Stationary Clients. In the 
application environment, different enterprise application systems could be used as a 
source, e.g. Enterprise Resource Planning Systems, Customer Relationship Manage-
ment Systems, Product Lifecycle Management Systems, Business Intelligence Systems 
or Condition Monitoring Systems. The Integration Platform plays a central role in the 
underlying architecture since it integrates the data from the different applications. 
Also, it provides functions for the analysis of data, proactive functions for the intelli-
gent use of data over the whole service process as well as collaborative functions to 
easily collaborate with other service technicians. The integration platform has a Prod-
uctivity Measurement module, which measures Key Performance Indicators (KPI) for 
every service process. Furthermore, an Application Programming Interface (API) 
 

 

Fig. 1. Use Cases 
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provides the possi- 
bility to communicate 
with other software 
components. As a 
unique characteristic, 
the integration plat-
form can be used as a 
cloud service over the 
internet. The third part 
of the architecture is 
the presentation layer. 

Both service technicians and the back office could use services from the integration 
platform over a dedicated Graphical User Interface (GUI). At the “Point of Service”, 
the service technician could use a Mobile Client or a Stationary Client to interact with 
the integration platform. All information the service technician needs for his/her every 
day work can be provided by that application. On the opposite side the back office 
works with the same application, but with different permissions. 

4 Technical Customer Support Features  

In order to achieve an intuitive and flexible access and usage of the platform, a  
“Mobile App” on a tablet computer for mobile access or a web application on the 
laptop for stationary access can be used. The mobile client supports online/offline use 
and runs on top of Android or iOS thereby re-using features such as GPS, navigation, 
camera and address book. The web application has been developed using the modular 
framework “RedPanda” that integrates with ERP-systems via a REST-API or Web 
Services. Fig. 3 shows several combined screen shots of sample applications. 

 

 

Fig. 3. Stationary Web-based Client (Back) and Mobile Application Screens (Front) 

 

Fig. 2. EMOTEC-Architecture
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In the following, we briefly describe a quick tour through our platform touching 
on selected use cases. The service technician can create a new request or he can be 
assigned to an order by another service technician. If a service order is assigned to a 
service technician, he can access the order on his mobile client where the relevant 
information for the service process is displayed according to the use case Proactive 
Information Provision. The service technician has the option to accept or reject the 
service order. By doing so, he changes the processing status from “assigned” to “ac-
cept” or “reject”. The application corresponding to the use case Feedback captures 
feedback data to be processed in the service center. This gives the service technicians 
the opportunity to send the service center important information concerning the  
service process, the service object or the customer. When the service technician has 
finished his work, a service report can be created which is highly automated with 
predefined information in conjunction with context-sensitive fill-out-assistants for 
forms (cf. Fig. 3 bottom right mobile application screen) which implements the use 
case Documentation Creation.  

5 Future Work 

Currently, the EMOTEC-platform is thoroughly evaluated within the joint project and 
its value partners belonging to the domain of industrial trucks. Moreover, it has been 
presented at the well-known fair “Hannover Messe” in Germany in April 2013 to gain 
insights from potential stakeholders within the technical customer service area (e.g. 
technicians, managers, etc.). This feedback which has been quite positive will be in-
corporated into the further development of the platform. To validate the usability of 
the system which is important for technology adoption, eye-tracking tests are planned. 
Moreover, show cases of using the platform are planned by the end of 2013. This will 
enhance the understanding of how to purposefully apply the platform. 
 
Acknowledgement. This contribution originates from the research project EMOTEC 
(Empower Mobile Technical Customer Services), funded by the German Federal 
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Abstract. The semester enrollment is one of the most important uni-
versity processes. The students submit an enrollment application with a
selection of courses, that goes under review by the academic advisers. The
introduced virtual academic adviser aims to alleviate typical problems in
the process and enables the student to make an informed choice, aided
by measures of success and social navigation towards more streamlined
selection. An estimated future study plan until graduation is given to the
student, based on the average speed of studying. The adviser enables the
student to perform what-if analysis, change the load, switch to another
program, even try a migration to a new institution. The application was
tailored to the requirements of students while mobile, which is of special
importance due to the existance of concurrent administrative processes
happening at various locations even outside of campus.

Keywords: course enrollments, academic performance, student infor-
mation systems, course recommendations.

1 Introduction

One of the major administrative processes at universities – the semester enroll-
ment, starts few weeks before the start of each following semester and usually
ends a week after the start of the courses. In this short period all the students
have to submit an enrollment application for the next academic semester with
a selection of courses. The application is then reviewed by the academic adviser
and approved for enrollment. Each student can choose a list of courses to enroll
and is free to decide on the number of courses and thus, on the total work load
for the following semester.

Ever changing requirements, mandate more and more free choice in the study
programs. Currently, we have study programs where only 50% of the courses
are obligatory, while the rest may be chosen from other programs in the same
institution or even from any program active at the university. More choice means
more directions where a successful career could lead. On the other hand the
choice introduces an important side-effect – more responsibility at the hands of
the student, on making a wiser choice. In a country where the unemployment
rate is more than 30%, and where one is never sure if he will be able to have
a successful start of the career and earn his living, such choices can make a
significant psychological burden.
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2 The Role of the Academic Adviser and Introduction of
the Virtual Adviser

The role of the academic adviser is to help and guide the students towards their
interests, by making the most adequate course selections and in that way leading
the students to a successful completion of their studies. The academic advisers
have an important place in the process, and they cannot be appointed from all of
the staff, since offering a relevant guidance to the student requires having a more
extensive academic and professional background.The main reason for this is the
knowledge about the study matter and the intricacies and interdependencies. Fig.
1 presents a graph of dependencies between courses, showing only two types of
interdependencies, and for only one study program, whereas many departments
can have even 10 or more different study programs. Also there can be other types
of prerequisites for the courses. The full graph of associations between courses
at our faculty has more than 8000 edges.

Fig. 1. Two types of dependencies in a 3 year study program

An academic adviser will have to know and understand the reasons for the
complexities and what kind of effect they have on the choices of each student.
To ease the whole process of enrollment we have built an Integrated Studies
Information System (ISIS) [1]. In this system the students send their enrollment
applications online, and they are immediately given an analysis of satisfied and
unsatisfied course interdependencies. Still this left much room for improvement.
In a previous study we explained the full background behind the need of a
true academic adviser that will be able to help each and every student and we
proposed the introduction of virtual academic adviser [2] in the ISIS system.
Despite being only a simple component in the online system that would count
and sum credits, and let the student make his decisions, it would still be able to
give the student more personal guidance in the process, than any real adviser.
In the first iteration it gave the student a dashboard for monitoring his own
succes, showing a map of all of the previously enrolled semesters and the courses
selections in each semester – visually distinguishing the successful courses from
unsuccessful ones. It also offered a view into the future, a forecast of semesters to
come and a proposed plan of studying until the graduation, taking into account
all the necessary prerequisites.
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The latest version of the virtual academic adviser can be seen in Fig. 2. The
lower part represents the past and the upper part gives the student an estimate
of the future until graduation. The semesters in the future are mapped according
to the average speed of studying of all students. Each row represents a semester,
and each box in the row is a course enrolled in that semester.

The semesters are ordered from recent to historical in downwards direction.
Each box shows: the name of the course, certification that the student was
present at lecture hours, final grade of the student, and ECTS credits per course.
The boxes are colour coded: green boxes represent currently active courses (in
the on-going semester), orange boxes are courses where the lectures have finished
but the student did not have a chance to take an exam yet, white boxes represent
courses that were finished successfully, and red boxes represent courses that the
student has failed.

Fig. 2. The latest version of the Virtual Academic Adviser

The system takes into account all interdependencies and course prerequisites
and will propose a realistic plan. Whether this plan will succeed depends only
on the ability of the student to follow and stay through with the plan.

This dashboard gives the student measures of his success in comparison to
other students. The student can compare the speed in acquiring credits to aver-
ages of per generation. The system also visually indicates courses that are critical
– where there was a significant amount of failing grades and where students had
to re-enroll a course after failing. The virtual academic adviser also gives some
controls to the student to run what-if analysis and see a new plan according to
a change of program, or speed of studying. The system immediately computes
the new forecast and stores it so the student can discuss it with the adviser.

The mobile access is crucial feature of the system, because the enrollment
process coincides with the exam period for the previous semester. The students
need to have access to the plans when they are on the go, so they can discuss the
proposal with their colleagues and advisers. The system needs to be completely
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online due to the large database of course associations that requires massive
computational power to process and everyday changes in grades and measure of
success (since the process coincides with the end of exam period). Custom built
applications are not suitable since this system is not used everyday, only in three
week long periods, two times a year. Several features have been implemented to
enable the usage when mobile and improve the performance:

– Single GUI for mobile, tablet and desktop users. Many students have old
devices with only a simple browser

– The layout is computed dynamically per user – it resizes according to browser
type, resolution, portrait/landscape. The figure shows the layout prepared
for a 7” tablet in 800x480 resolution (bottom of Fig.2 is visible after scrolling)

– The plans can be precomputed and stored. So repeated execution does not
affect performace unless the parameters have changed. Students may start
the planning on a desktop, and later they can see the plan and discuss it
with colleagues, while on the go.

3 Work towards a Socially Adaptive Virtual Adviser

Still, the process is not more personalized than before. The students’ applications
are again processed automatically without regards to personal requests. The sys-
tem gives more tools at the hands of the students, increasing their responsibility
of a smart decision. We have already started work towards introduction of a rec-
ommendations systems [3], based on general recommendations algorithms (such
as [4]) but integrated with ACM and AIS curriculum guidelines [5] in order to
lead the student to better accomplishment of his career goals.
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