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Preface

The 9th International Conference on Mobile and Ubiquitous Systems: Com-
puting, Networking and Services (Mobiquitous 2012) was successfully held in
Beijing, during December 12–14, 2012. It brought together the world’s leading
researchers from academia and industry working in areas of systems, applica-
tions, social networks, middleware, networking, data management and service.
The keynote speeches presented new ideas to the attendees. Researchers, devel-
opers, practitioners, and business executives from all over the world had intensive
discussions on the new topics during the conference, generating fruitful results.

Kan Zheng
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Traffic Density Estimation Protocol

Using Vehicular Networks

Adnan Noor Mian1, Ishrat Fatima1, and Roberto Beraldi2

1 National University of Computer and Emerging Sciences,
Block-B, Faisal Town, Lahore, Pakistan
{adnan.noor,ishrat.fatima}@nu.edu.pk
2 DIS, Università di Roma “La Sapienza”

via Ariosto, 25, Roma, 00185, Italy
beraldi@dis.uniroma1.it

Abstract. Traffic density estimates on maps not only assist drivers to
decide routes that are time and fuel economical due to less congestions
and but also help in preventing accidents that may occur due to the
lack of not being able to see far ahead. In this paper, we propose a
protocol that exploit vehicle-to-vehicle ad hoc communication for the
estimation of vehicular density and the amount of congestion on roads.
The protocol forms cluster heads by a voting algorithm. These cluster
heads aggregate density information and spread it to the network via few
selected forwarding vehicles. The protocol does not assume all vehicles
to be equipped with Global Positioning System. We analytically study
the cluster head formation part of the protocol and then simulate the
proposed protocol using network simulator NS2 to understand different
characteristics of the protocol.

Keywords: Vehicular networks, traffic congestion, wireless ad hoc
networks.

1 Introduction

Congestion estimation can be used in providing the efficient route information
to the drivers. Generally two approaches can be employed for getting traffic
congestion information using vehicular network. The first approach uses road
side infrastructure in addition to the vehicles and the second only exploit the
vehicles on the road and uses only vehicle-to-Vehicle (V2V) communication for
estimating traffic congestion. In this paper we focus on the second approach.

There are many protocols available for collecting road traffic information using
V2V communication, however, most of them work by generating large amount of
network traffic [6][12][9]. Huge network traffic adversely effects the performance
of the protocol in many ways. Firstly, large network traffic results in collisions
of packets which may eventually lead to loss of information[17], [5], such as
dropping of critical messages generated by emergency and safety services [2].
Secondly, security is another reason to avoid higher network traffic generation

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 1–12, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



2 A.N. Mian, I. Fatima, and R. Beraldi

in case of vehicular networks. Each packet in the network is digitally signed and
checked using its digital signature to ensure that it was received from legitimate
sender. This security clearance takes some milliseconds for each packet thus
introducing large delays in the processing which in turn affects processing real
time capabilities of vehicular networks [7]. Lastly, due to large network traffic
the CSMA/CA mechanism of IEEE 802.11p, which is now a widely adapted
standard for vehicular communication, a node has to wait before being able to
send its information. This becomes a serious issue when vehicular density is high,
resulting in large latencies in broadcasts.

Moreover the existing road traffic estimation protocols depend on the GPS
readings and assume that all the vehicles have GPS installed. Their performance
will be drastically affected in scenarios where the number of GPS equipped
vehicles are less. For example, mostly in the developing countries small number
of vehicles may have GPS installed. Even if the GPS is installed, the GPS outages
can occur in different areas like tunnels and hilly areas[4]. There are techniques
like dead reckoning [13] and infrastructure assisted localization [10] that aim to
find the position during GPS outages but these solutions are computationally
intensive. Such reasons motivates for a protocol that can work fairly even when
the GPS availability is not 100% in the vehicular network.

In this paper, we present a Traffic Density Estimation Protocol (TDEP) which
utilizes minimum bandwidth by generating minimum network traffic. The pro-
tocol works by electing cluster heads. These cluster heads gather the road traffic
information for a certain period of time and then broadcast this information.
Only the vehicles decided by the cluster heads rebroadcast this information.
The protocol does not require every vehicle to have GPS. The vehicles that do
not have GPS can only transmit their ids to cluster heads to inform about their
presence. We show by our simulations that the proposed protocol works well
even if there are only 50% of the vehicles have GPS. We not only do simula-
tions to analyze the behavior of the protocol under different traffic scenarios but
also provide a mathematical analysis of the cluster head formation part of the
protocol, which forms the core of the protocol.

2 Related Work

Our approach is based on cluster head formation but is different from the Con-
nected Dominating Set (CDS) approach[3]. In this approach the vehicles in the
virtual backbone of CDS may become congested with network traffic and may
drop packets whereas in the proposed protocol each cluster head will select
few vehicles for forwarding packets thus distributing the load. Also it incurs no
cost for maintaining the virtual backbone, which is otherwise expensive in such
scenarios [15].

Porikli and Li [14] propose an algorithm that exploit traffic videos for the
estimation of congestion. In [16], Singh and Gupta assume that the vehicles in
proximity contribute more for congestion. Pattara et. al. [18] exploit the cellular
technology and use Cell Dwell Time (CDT) to determine the congestion. If a
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mobile cell has larger CDT the longer the vehicle remains in contact with one
base station and the higher is the probability of congestion. Hang et. al. [8] use
shockwaves to identify congestion on a road. Shockwave is produced when an
unusual event e.g., an accident occurs at the road. In Padron [12] approach when
a vehicle considers its speed to be smaller than a threshold, it votes for their
own speed to be lower. If a certain number of vehicles around this vehicle also
vote for the same, the congestion is supposed to occur and the information is
then flooded to the network. The CASCADE protocol [9] aggregate data and
rebroadcast the aggregated data for the purpose of developing a position map of
vehicles. It divides the area in front of a vehicle into 12 clusters and aim to display
the exact position of vehicle on the map. TrafficView [11] protocol display the
traffic scenario to the driver by aggregating a vehicle’s neighborhood information
and flooding it to other vehicles. Chang et. al. [6] Trafficgather protocol forms
cluster of vehicles and finds cluster heads but there is no criteria for becoming a
cluster head. A node that wishes to collect information declares itself as cluster
head. Furthermore Trafficgather use TDMA to avoid collision whereas TDEP
use widely proposed IEEE 802.11p CSMA protocol.

The research works presented so far is different in many ways from the work
proposed in this paper. We assume that each vehicle has only IEEE 802.11p
protocol wireless support and do not use any other devices like directional an-
tenna, camera or support from cellular network. The proposed protocol does
not explicitly declare the presence of congestion, instead it displays approximate
vehicle density road ahead to the drivers from which they can judge the amount
of congestion at different places. Besides, we have done a mathematical analysis
on the expected number of cluster heads, which lacks in the previously proposed
protocols.

3 Proposed Protocol

The proposed protocol is given by algorithm 1. The protocol runs on each vehicle
i in the network. Its different phases run asynchronously and concurrently as
described below.

Cluster Head Selection. Cluster head is selected on the basis of the number of
neighbors d, i.e., the number of vehicles in the transmission range. The vehicle
which has more d has more chance of being selected as a cluster head. The
cluster head aggregate information about its neighbor vehicles and then forward
this information to other vehicles and cluster heads. The timer vehInfoTimer
on each vehicle expires periodically after a specified time interval (line 1-3) to
broadcasts VehInfoPkt packet. This packet contains the id of the vehicle, its GPS
position if available and its no. of neighbors d. Each vehicle receiving VehInfoPkt
stores the packet to its VehInfo cache (line 34-35).

The election of cluster head is done periodically, triggered by timer voteCast-
Timer. In this phase, each vehicle determines its d and adds this information
to the VehInfo cache. The VehInfo cache is periodically searched to find the id
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Algorithm 1. Protocol running on a vehicle i

1: ScheduleEvent(vehInfoTimer)
2: d ← number of vehicles in Location cache
3: bcast VehInfoPkt.i.d
4:
5: ScheduleEvent(voteCastTimer)
6: elected vehicle ← vehicles with max d in VehInfo Cache
7: if elected vehicle > 1 then
8: elected vehicle ← random selection from elected vehicle
9: bcast VotePkt.elected vehicle
10: end if
11:
12: ScheduleEvent(locationUpdateTimer)
13: location ← ∅
14: if GPS is avaliable then
15: location ← coordinates of vehicle i from GPS
16: bcast LocationPkt.i.location
17: end if
18:
19: ScheduleEvent(clusterHeadInfoTimer)
20: if clusterhead = 1 then
21: d ← number of vehicles in Location cache
22: Fnodes ← forwardingNodes()
23: location ← coordinates of vehicle i from GPS
24: bcast ClusterHeadInfoPkt.i.d.Fnodes.location
25: end if
26:
27: ScheduleEvent(mapDisplayUpdateTimer)
28: for all records in ClusterHeadInfo cache do
29: display point at record.location
30: compute rectangular area A = 2rb

mapScale
with its center positioned at location

31: display record.d uniformly distributed points in A
32: end for
33:
34: OnReceive(VehInfoPkt)
35: save VehInfoPkt in VehInfo cache
36:
37: OnReceive(LocationPkt)
38: save LocationPkt in Location cache
39:
40: OnReceive(VotePkt)
41: if VotePkt.elected vehicle = i then
42: vote← vote+ 1
43: end if
44: if vote ≥ tf × d then
45: clusterhead← 1
46: else
47: clusterhead← 0
48: end if
49:
50: onReceive(ClusterHeadInfoPkt)
51: save ClusterHeadInfoPkt in ClusterHeadInfo cache
52: if ClusterHeadInfoPkt.Fnodes = i then
53: if ClusterHeadInfoPkt.ttl > 0 then
54: ClusterHeadInfoPkt.ttl ← ClusterHeadInfoPkt.ttl - 1
55: Fnodes ← forwardingNodes()
56: bcast ClusterHeadInfoPkt.Fnodes
57: else
58: drop ClusterHeadInfoPkt
59: end if
60: end if
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of the vehicle which has a maximum value of d. If the found id is not the id of
vehicle itself, then a VotePkt packet is formed which has the id having maximum
d in the vote field. The packet is then broadcasted (line 5-10). When a vehicle
receives a VotePkt packet, it checks if the packet has its id in the vote field. If
this is the case, then the number of vote of the vehicle is incremented by one. A
vehicle is decided to be the cluster head when vote ≥ tf × d where 0 ≤ tf ≤ 1 is
the threshold fraction (line 40-48). This is further explained in section 4.

Density Calculation around Cluster Heads. Each vehicle periodically broadcasts
a Location packet after a time interval Lt given by locationUpdateTimer. This
Location Packet contains id of the vehicle and its location taken from the GPS
(lines 12-17). When a vehicle receives a Location Packet, it saves this informa-
tion in its Location Cache (lines 37-38). This Location Cache is maintained till
the timer clusterHeadInfoTimer expires after interval Ct on the cluster head.
The expiry intervals of locationUpdateTimer and clusterHeadInfoTimer follows
the following condition Ct ≥ 2 × Lt to refrain from redundant traffic. On ex-
piry of clusterHeadInfoTimer timer, Location cache is traversed to calculate the
number of vehicles within the range (we assume 250m) of cluster heads. The
cluster head also calculates the forwarding vehicles which will be responsible for
rebroadcasting the ClusterInfo packets. Cluster head broadcasts a ClusterInfo
packet and initializes it with its current GPS coordinates, number of vehicles
around and list of ids of forwarding vehicles (lines 19-25).

Density Estimation Propagation. When a vehicle receives a ClusterHeadInfoPkt
packet, it saves the location of the cluster head and its neighbor ids into its
ClusterHeadInfo Cache. It then checks the list of forwarding vehicles inside Clus-
terHeadInfoPkt to find out if this vehicle is the forwarding vehicle and if this is
so then the packet is accepted otherwise discarded. After accepting the Cluster-
HeadInfoPkt, the vehicle calculates its own forwarding vehicles and replaces the
list of ids of these forwarding nodes with the previous one in the ClusterHead-
InfoPkt packet. The packet is then broadcasted (lines 50-60).

Map Display. The map display on each vehicle is refreshed after a certain time
period. The protocol (line 27-32) identifies a rectangular area A = r × b on
the map where r is the length of transmission range r and b is the breadth
of road and the center of the rectangle being positioned at the cluster head.
The number of neighbors of each cluster head is read from the ClusterHeadInfo
cache and corresponding to each cluster head, location points are uniformly
distributes points in A. We take 250m as the range for both calculating the
information about cluster and then distributing its information on the map. If
we increase this range then it would mean that we are aggregating information
from a larger area at just one cluster head resulting in more error between the
actual road scenario and the estimated map. If we decrease this range, the error
again increases as we will be aggregating information of very small area at one
cluster head resulting in large number of cluster heads. This will again lead to the
flooding scenario, requiring too many vehicles to generate information packets
and broadcast them.
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Forwarding Vehicles Selection. Cluster heads and forwarding vehicles compute
their forwarding vehicles for forwarding information packets to the network.
The basic idea is to divide the communication range of 250m around the cluster
head into equal sectors and then choose one farthest vehicle from each sector.
We choose one vehicle from each sector so that we can cover most of the area
around the cluster head and information can propagate in all the directions with
minimum redundant packets. The number of sectors can vary. Here we have set
the number of sectors equal to 4.

4 Analysis of Expected Number of Cluster Heads

We know that the number of cluster heads effect the performance of the protocol.
The expected number of cluster heads, in turn depends on the value of the
threshold in the protocol. In this section we shall derive an analytical expression
for the expected number of cluster heads when the threshold is varied. Let us
take a snap short of an urban congested scenario. In such a case vehicles are
positioned such that we can assume each vehicle to have approximately the
same number of neighbor vehicle d. For such a case we present the result as
follows.

Result: Let the protocol given by algorithm 1 be running onN vehicles forming
a connected network such that each vehicle has the same number of neighbor
vehicles d with which it can communicate. The expected number of cluster heads
Htf formed by the protocol at a threshold tf where 0 ≤ tf ≤ 1, is given by

Htf = N

⎡⎣1− �t�−1∑
v=0

(
d+ 1

v

)
pv(1− p)d+1−v

⎤⎦ (1)

where p = 1/(d+ 1) and t = tf × (d+ 1)

Proof. The protocol in the algorithm 1 makes a vehicle cluster head when the
vehicle gets votes from its neighbor greater than or equal to a threshold t. A ve-
hicle B votes for a vehicle A if vehicle A has the maximum contacts (neighbors)
in B. If there are two or more vehicles in B neighbor list with the same number
of maximum contacts then a vehicle is chosen randomly for casting the vote. A
vehicle can also vote for itself. If d is the number of neighbor vehicles of a vehicle
then a vehicle can get maximum of (d+1) votes. The total possibilities of votes
are thus (d+ 2) i.e., 0 vote, 1 vote, ..., d votes, (d+ 1) votes.

Let p be the probability that a specific vehicle A is voted by one of it neighbor
vehicle B. Since B has d+1 options to cast its vote out of which voting to A is
one of them, we thus have p = 1/(d+ 1). As we have assumed that all vehicles
have the same number of neighbor vehicles d, p is same for all vehicles. It is thus
easy to see that the probability that a vehicle i is voted exactly v times by any
one of its d neighbors and also by itself, is given by

P [votei = v] =

(
d+ 1

v

)
pv(1− p)d+1−v (2)
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The probability that the vehicle i becomes a cluster head iH is the probability
that the vehicle is voted at least t times i.e.,

P [i = iH ] = P [votei ≥ t]

= 1− P [votei ≤ (t− 1)]

The second term on the right hand side is cumulative probability of P [votei = v].
We can thus write

P [i = iH ] = 1−
t−1∑
v=0

P [votei = v] (3)

Let the threshold t be written in terms of threshold fraction tf given by t =
tf × (d + 1) where 0 ≤ tf ≤ 1, as in the line 44 of algorithm. In such a case t
will be a real number. The probability P [i = iH ] = 1 for tf = 0 since due to
0 threshold t each vehicle i will be a cluster head. The P [i = iH ] for tf > 0
remains same for t intervals ]0, 1], ]1, 2], ... which is same as taking ceiling of t
i.e., �t�.

From above and equations 2 and 3 the probability that any vehicle i is a
cluster head can thus be written as

P [i = iH ] = 1−
�t�−1∑
v=0

(
d+ 1

v

)
pv(1− p)d+1−v (4)

Since the probability of being a cluster head H is same for all vehicles since we
have assumed that d is same for vehicles, the expected number of cluster heads
Htf at a threshold tf is given by

Htf = N × P [i = iH ]

From equation 4, the above equation leads to equation 1.

To validate the analytical result we developed a simulator for the cluster head
formation part of the protocol. To have a topology in which all vehicles have the
same number of neighbors, we placed the vehicle in a grid in such way that edge
vehicles are neighbors of opposite edge vehicles thus forming a closed grid. Such
a topology is far from real but nevertheless, since all vehicles have the same num-
bers of neighbors, it helped to do the analysis. Moreover generalization of the
analysis to a case where d is variable can be done following the same approach.
Each value of Htf is calculated by taking an average of 1000 iterations. Fig.
1(a) shows six plots, analytical and simulation for d = 4, d = 8 and d = 12 for
100 vehicles. We see that the analytical and simulated plots completely overlap,
thus validating the analysis. We note that the plots are step function. This is
because the probability given by equation 2 is a step function depending on d.



8 A.N. Mian, I. Fatima, and R. Beraldi

 0

 20

 40

 60

 80

 100

 0  0.2  0.4  0.6  0.8  1

E
xp

ec
te

d 
no

. o
f c

lu
st

er
 h

ea
ds

 (H t f) 

threshold (tf)

d=4

d=8

d=12

Analytical d=4 
Simulations d=4 

Analytical d=8 
Simulations d=8
Analytical d=12 

Simulations d=12

(a) Vehicles with constant no. of neigh-
bors validating analysis

 0

 5

 10

 15

 20

 25

 30

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

E
xp

ec
te

d 
nu

m
be

r o
f c

lu
st

er
 h

ea
ds

 (H t f)

threshold (tf)

mean d=10.04

mean d=15.5

mean d=27.5

mean d=10.4
mean d=15.5
mean d=27.5

(b) Vehicle at uniform random locations

Fig. 1. Expected number of cluster heads as a function of threshold for 100 vehicles

The number of steps in the plots are (d+2), as discussed in the proof. These steps
are quite notable from the data but not much visible from the plots since the
steps are very close to each near higher values of tf . We also note that for higher
d the plot is shifted left. This can be understood from equation t = tf × (d+1).
As d increases, tf should decrease to have same t and Htf .

The importance of the analysis is that it gives us an insight about the cluster
head selection algorithm and how the number of cluster heads vary with the
threshold. This understanding can help us to understand the protocol behavior
in more realistic topologies, which are otherwise difficult to model. Fig 1(b)
shows simulation plots of the expected number of cluster heads formed in a real
scenario by randomly placing 100 vehicles on a 1000x1000 area. Each point was
plotted after 1000 iterations. We had 3 plots for 0 < tf ≤ 1, with a mean d by
changing the transmission radius. Note that for tf = 0 the number of cluster
heads will be N . For threshold tf > 0 the step size in the plots is very small. This
can be explained by considering the analysis done before. As we know that the
number of steps and hence step size in the plots depend on d, in randomly placed
vehicles the neighbor distribution d has a wide range of values thus increasing
wider range of possibilities of Htf . Similarly the shifting of plots to left for higher
values of mean d can be explained due to the reason described earlier for the
plots in Figure 1(a). The result obtained for the random placement of vehicles
can be used to tune the protocol in a real scenario to get the best compromise
between number of cluster heads and accuracy of display of traffic congestion by
setting the parameter tf .

5 Simulation Setup

We have simulated the proposed protocol using network simulator NS2 version
2.35 [1]. We have used IEEE 802.11p protocol for V2V communication. The
transmission range of each vehicle is 250m. For each packet, we set ttl = 30
hops. We have done simulations for a straight road of 5 km and with different
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Fig. 2. Display of actual 100 vehicle positions and positions computed from TDEP as
seen by a vehicle at x = 0

traffic densities scenarios. The vehicles have different velocities ranging from
15 km/hr to 60 km/hr and can overtake each other, thus may form clusters.
We allow simulations to take place for 2 minutes and then measure the actual
positions of the vehicles in the network. To analyze the accuracy of the protocols
we divide the road into segments and measure the root mean square error of all
segments. Formally if dAj is density of jth slot in the actual network and dEj is
the estimated density of jth slot, we define mean square error erms of difference
of densities of all the slots as follows

erms =

√∑
∀j

(dAj − dEj)2 (5)

6 TDEP Characteristics

In the following we describes some of the important characteristics of the protocol
obtained from the simulations.

Visualization of the Vehicle Density. The proposed protocol aims to display
a map of traffic density to the driver. The purpose is to give driver a close
approximation of the actual situation and not to display the exact position of
vehicles since the drivers are not interested in the actual position of the vehicles.
They are only interested in knowing where there is likely to be more traffic
in real time. Each vehicle is shown by a point. More traffic is represented by
more points per unit area on the map. When drawing map, the protocol takes
the accurate positions of the cluster heads. The position of all other vehicles is
approximated with respect to their nearest cluster heads. Figure 2 shows the
positions of vehicles as calculated by TDEP. These positions are seen from a
vehicle at zero x-axis. We see that the results produced by TDEP are good
enough to give a good estimate of the traffic density. The actual error in the
representation is calculated by equation 5. This error in display under different
conditions is discussed as follows.
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Fig. 3. TDEP performance characteristics

Number of Packets Generated. Figure 3(a) shows the number of packet gener-
ated per second per vehicle for different vehicular densities. The plots show a
comparison between a flood based protocol, in which each node forwards pack-
ets and TDEP. We see that TDEP generates far less number of packets. This
is clearly due to the aggregation property of the cluster based protocol. The
interesting fact is that the number of packets generated by TDEP are not much
effected by higher vehicular densities. This can be explained with the help of the
analysis done in section 4. In the plots of Figure 1(b) we see that for tf = 0.5,
when d = 10.4, Htf = 3.4, when d = 15.5, Htf = 2.2, and when d = 27.5,
Htf = 1.2 that is, the increase in the vehicular density d is compensated by a
decrease in the expected number of cluster heads consequently resulting a less
increase in the rate at which packets are generated.

Effect of the Varying Protocol Timers. Figure 3(b) shows the error for TDEP
protocol for different values of the timer and densities. We note that the error
is higher in case of high or low values of the timers. This is due to the fact
that for small time intervals the information is updated more frequently thus
generating large number of packets which result in collisions and drop of packets
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and thus loss of information. On the other hand, when timer values are large the
current positions of the vehicles are not updated timely thus introducing error
and displaying a density map to the user which is far from real. We see that the
best is obtained when Lt = 5 and Ct = 10.

Effect of Decrease in GPS Information. Figure 3(c) shows the plot when GPS
information decreases from 100% to 10%. For the simulations we selected the
timer values that gave comparatively better results as discussed previously, that
is, Lt = 5s and Ct = 10s. The plots of Figure 3(c) shows that the accuracy of
the protocol is reduced when the GPS information becomes less available. The
interesting point is that the accuracy is not much effected until the GPS en-
abled vehicles reduce to 50%. This can be explained by considering the fact that
cluster head not only aggregate number of neighbor vehicles but also their GPS
information. When cluster head or any one its neighbors have GPS information,
then during aggregation this can compensate for all those neighbors who do not
have GPS. Thus even if 50% of vehicles do not have GPS, their positions can still
be approximated with the help of neighboring vehicles and error in displaying
the position of cluster head is not much effected.

7 Conclusion and Future Work

In this paper, we have proposed a Traffic Density Estimation Protocol using
Vehicular Networks which first selects some vehicles as the cluster heads by a
voting mechanism. These cluster heads aggregate the information about the ve-
hicles in their transmission range and then select few vehicles for forwarding this
information to the rest of the network. We have simulated our proposed proto-
col using NS2 network simulator. Simulations shown that the proposed protocol
give fairly accurate results under different road traffic scenarios. The proposed
protocol is better able to take advantage of GPS enable vehicles. As the number
of GPS enabled vehicles increases, the accuracy of the the proposed protocol
is also increased. We have also done mathematical analysis of the cluster head
selection part of the protocol and have analytically determined the estimated
number of cluster head formed.

In future we plan to simulate the protocol on curved roads also having mul-
tiple road crossings and in real map scenarios. We also plan to see the effect of
changing the transmission range on the accuracy of the protocol.
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Abstract. Mobile device users can now easily capture and socially share video
clips in a timely manner by uploading them wirelessly to a server. When attend-
ing crowded events, however, timely sharing of videos becomes difficult due to
choking bandwidth in the network infrastructure, preventing like-minded atten-
dees from easily sharing videos with each other through a server. One solution
to alleviate this problem is to use direct device-to-device communication to share
videos among nearby attendees. Contact capacity between two devices, however,
is limited, and thus a recommendation algorithm is needed to select and trans-
mit only videos of potential interest to an attendee. In this paper, we address the
question: which video clip should be transmitted to which user. We proposed
an video transmission scheduling algorithm, called CoFiGel, that runs in a dis-
tributed manner and aims to improve both the prediction coverage and preci-
sion of the recommendation algorithm. At each device, CoFiGel transmits the
video that would increase the estimated number of positive user-video ratings the
most if this video is transferred to the destination device. We evaluated CoFiGel
using real-world traces and show that substantial improvement can be achieved
compared to baseline schemes that do not consider rating or contact history.

Keywords: mobile-to-mobile communication, memory based collaborative
filtering, coverage.

1 Introduction

Mobile devices are increasingly capable in their abilities to sense, capture, and store
rich multimedia data. Multiple wireless interfaces facilitate users to upload and share
their experience with friends and public. In this work, we are interested in mobile video
sharing among attendees of an event. As an example, consider product exhibitions,
malls, museums, game events such as the Olympics, where people have to move around
in a large area and could benefit from receiving video clips of a small portion of the
event so that they can decide whether to attend it.

This information sharing paradigm emphasizes both spatial locality and timeliness
and is different from archived video sharing services such as those provided by
YouTube. A straight forward approach to enable such video sharing is to have users
upload the videos captured to a central server through 3G/HSPA networks. Users can
then search for or browse through the uploaded videos through the server. While this
approach can provide good performance in terms of delivering the right videos to the
right users, it has obvious drawbacks. First, when user density is high, there is likely to
be insufficient aggregate upload bandwidth for the combination of large amount of data

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 13–24, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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and large number of users. Next, the use of 3G/HSPA network for upload is relatively
inefficient, since the network is optimized for download. Finally, videos stored in the
central server have to be downloaded to individual mobile phone for viewing and rating,
further straining the 3G/HSPA network.

The approach adopted in this work is to circumvent the cellular network infrastruc-
ture and transfer videos directly, from one mobile device to another mobile device, via
short range connection such as WiFi or Bluetooth. A user captures a video and indicates
the mobile application to share it. The video is pushed to nearby devices when connec-
tions to these devices becomes available. A user can choose to watch and rate videos
accumulated in the video inbox of the device. The device can also forward the videos
through a mobile-to-mobile network.

Besides alleviating the network infrastructure bottleneck, direct mobile-to-mobile
communication may also reduce power consumption [9]. In addition, the much shorter
RTT for direct mobile-to-mobile transfer allows significantly higher throughput com-
pared to transferring large amount of data over the Internet through the 3G/HSPA
network, where the median ping latency has been observed to be almost 200ms [2].

The use of short range communication among mobile devices results in intermittent
connectivity. These devices, in essence, form a delay-tolerant network (DTN). As mo-
bile devices have limited contact time, pushing the right video to a neighboring device
is especially important. Ideally, we want videos that a user is interested in to end up in
its inbox within a given time period. As such, our system uses a collaborative filtering
(CF) based recommender system to predict the user preference. The use of this algo-
rithm, however, requires collection of sufficient number of user-item ratings to work. In
other words, pushing a video to a user now has two purposes: for the user to watch and
for the user to rate. The decision to select which video to transfer should thus consider
the needs of the CF algorithm as well.

To address this challenge, we propose CoFiGel, a video transfer scheduler in the
DTN context that integrates CF-based recommender system. CoFiGel effectively uti-
lizes the limited contact capacity among mobile devices to filter and disseminate user-
generated videos published by mobile users to other mobile users. CoFiGel is designed
to (i) increase the prediction coverage, which is the ability of the algorithm to predict
ratings for items, and (ii) route videos in such a way that increases the item precision,
i.e., the percentage of items recommended to users that are rated positively.

We evaluate CoFiGel through trace-based simulation using RollerNet human mobil-
ity trace [6] and an user rating data set from MovieLens1. Our evaluation shows that
CoFiGel can provide 80% more prediction coverage in comparison to the baseline al-
gorithms, detecting at least 74% of positive ratings in the process, and delivers at least
59% more positive (liked by user) items in comparison to the baseline algorithms that
do not take into account either ratings or contact history.

The rest of the paper is organized as follow. Section 2 discusses related work. Sec-
tion 3 describes our mobile-to-mobile video transfer application and motivates the need
for CoFiGel. CoFiGel is presented in Section 4 and is evaluated in Section 5. Finally,
Section 6 concludes.

1 MovieLens Dataset, http://www.grouplens.org/node/73

http://www.grouplens.org/node/73
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2 Related Work

Collaborative Filtering (CF). The most prominent and popular recommendation tech-
nique that has seen extensive research and wide deployment is collaborative filtering
(CF) [3]. CF techniques can be broadly categorized into memory-based or model-based.
Memory-based CF (MCF) utilizes rating history of users to identify neighbourhood
patterns among users or items. This pattern facilitates the prediction of ratings for hith-
erto unrated user-item pairs. Model-based CF uses the user ratings in conjunction with
standard statistical models such as Bayesian belief nets and latent semantic model to
identify patterns in the ratings of user-item pairs. The resultant model is then used to
make predictions for future ratings. There exists much research on using CF on peer-to-
peer (P2P) systems. PocketLens [14] is a recommender system for portable devices that
uses item-item collaborative filtering for making recommendations. It proposes a rating
exchange protocol for both distributed P2P architecture and centralized server architec-
ture, where nodes rely on a central server for storing rating information. A probabilistic
model-based CF is proposed by Wang et al. [8] for a P2P network. Other related work
focuses on the security and privacy aspect, including providing user incentive [5], trust
of rating protocol and privacy [7].

DTN Content Dissemination. There are many unicast DTN routing schemes designed
to improve point-to-point delivery probability and/or minimize delay [15]. These pro-
tocols, however, do not address the issue of information dissemination. A common
problem studied in DTN content dissemination is how to maximize the freshness of
dynamic content [10]. A subset of mobile devices download internet content and ex-
change among themselves so as to maximize freshness. Caching schemes where nodes
refresh/reshuffle their cached content based on a voting process can also be exploited,
as done by Ioannidis et al. [10]. In [11], predefined preferences are used to route items
to users. However, preferences are static and not predicted. Another approach for con-
tent discovery and dissemination in DTN uses tags [12]. Tag metadata is propagated in
the network and user interest is determined by matching tags.

Unlike previous work, CoFiGel provides a framework to integrate MCF and DTN
routing, focusing on utilizing limited contact capacities in DTN to improve rating cov-
erage and item recall. CoFiGel does not assume any specific MCF algorithm. Instead,
it defines an abstract model of how MCF works and how the MCF should interact with
the DTN routing protocol. We are not aware of any MCF that specifically takes into ac-
count the intermittent contact capacities of mobile nodes, nor any DTN mechanism that
takes into account usefulness of item transferred to improve coverage and item recall of
the MCF algorithm.

3 Mobile-to-Mobile Video Sharing

Motivation. We now motivate our work by demonstrating the efficacy and advantages
of mobile-to-mobile video transfer.
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Mobile data usage has outgrown available bandwidth in 3G/HSPA network, resulting
in severe congestion in the cellular network in some cases2. A popular approach to
reduce such congestion is to offload data traffic to the WiFi network whenever possible3.
Communication over WiFi also consumes less power than 3G/HSPA network (four to
six times less power for file transfer [9]). We further measure the performance of file
transfer between a mobile device and a central server using 3G/HSPA network and
between two mobile devices directly using WiFi.

To quantify the performance of mobile-to-server transfer, we upload and then down-
load a 14.3 MB video clip to YouTube using a HSPA network, which provides a max-
imum download and upload rate of 7.2 Mbps and 1.9 Mbps respectively. The average
download and upload throughputs measured (average of 5 trials) are 1125.2 kbps and
57 kbps respectively. To quantify the performance of mobile-to-mobile transfer, we use
two Samsung Nexus S phones that support IEEE 802.11n (link rate is 72.2 Mbps) to
exchange the same video file directly over a TCP connection. The measured through-
put is 22.6Mbps (average of 5 trials). The 20-fold difference in measured throughput
can be attributed to the differences in link rate and RTT observed (70ms for mobile-to-
server and 5.5ms for mobile-to-mobile). This superior throughput motivates our study
on mobile-to-mobile video sharing.

Mobile-to-Mobile Video Sharing. A user of mobile-to-mobile video sharing can share
video content either generated or already available on the mobile device through a video
outbox and watch and/or rate video available in a video inbox. When a device is within
communication range through WiFi or Bluetooth, the scheduler uses the MCF to choose
the subset of videos (interesting to the user) in the inbox to transfer within the limited
contact time. The scheduler also manages the limited inbox space. Each device main-
tains a user-video rating matrix, which is updated either when a video is rated on the
device, or when the device receives a rating matrix from another device. The rating
matrix is one of the two meta-data (the other is contact history among devices) be-
ing exchanged between two devices when devices make contact with each other. Upon
update of the matrix, predictions of interest-level of videos are recomputed and video
transfers are rescheduled accordingly.

Memory-Based Collaborative Filtering. We now detail how MCF works. MCF is a
class of recommender algorithms that is model independent and is able to capture the
abstract user preference on a set of items. Typical MCF techniques have the following
structure. A training data set is used to build a rating matrix consisting of ratings given
for items by users. The rating matrix is used to identify the similarities between users-
items and to predict the ratings of hitherto unrated items by a given user. Items that
are predicted to have high ratings are shown to the user; Feedback from the user on
these items is then used to update the rating matrix. The assumption is that users tend
to behave in the same way as they behaved in the past.

2 http://www.fiercewireless.com/europe/story/o2-germany-admits-
network-meltdown-smartphones-blamed/2011-11-23

3 http://www.telecomasia.net/content/3g-wifi-offload-pipes-
singapore

http://www.fiercewireless.com/europe/story/o2-germany-admits-network-meltdown-smartphones-blamed/2011-11-23
http://www.fiercewireless.com/europe/story/o2-germany-admits-network-meltdown-smartphones-blamed/2011-11-23
http://www.telecomasia.net/content/3g-wifi-offload-pipes-singapore
http://www.telecomasia.net/content/3g-wifi-offload-pipes-singapore
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Table 1. Rating matrix for Cosine-based similarity metric, � denotes ratings that could be pre-
dicted and � denotes unknown ratings

Users i1 i2 i3 i4 i5 i6
u1 1 � � � � �
u2 1 � � � � �
u3 1 1 � � � 1
u4 � 1 � 1 1 1
u5 � � 1 1 � �
u6 1 � � � 1 1
u7 1 0 � � 0 1

For concreteness, we will use the Cosine-based similarity metric ([13]) in the rest
of this paper to illustrate how CoFiGel works. Cosine-based similarity is a popular
item-based MCF and has been used in large scale real-world applications such as the
recommendation system used by Amazon.com. Note that CoFiGel can also work with
other MCF algorithms, such as Slope One [3]. Since MCF works for recommendation
of any kind of items, we will use the term items in the rest of the discussions to refer to
videos in our application.

In general, ratings can be represented as integer values. For simplicity, we as-
sume that ratings are binary and are expressed as either 1 (positive/like) or 0 (nega-
tive/dislike). In computing Cosine-based similarity, unrated items are assigned ratings
of 0. After a user has rated an item, the item will not be recommended to the user again.

Let U and I be the set of all users and items respectively and I+u and I?u be the set
of items that are rated positive and unrated by a user u ∈ U respectively. Let the actual
rating of an item i ∈ I for user u be ru,i. Cosine-based similarity metric computesRu,i,
the rank of an unrated user-item pair (u, i), in the following way. First, the similarity

between two items i and j is computed using Sim(i, j) =

( ∑
u∈U ru,i·ru,j√∑

u∈U r2u,i·
√∑

u∈U r2u,j

)
and Ru,i =

∑
j∈I+

u
Sim(i, j) Obviously, the rank of item i for user u can be computed

only if there is at least one user who has rated both i and another item that user u has
rated positively. If the rank cannot be computed, then we say that the particular user-
item pair is unpredictable.

Table 1 shows a rating matrix with items that are rated (positively and negatively),
predicted and unpredictable. Typically, the top-k items i ∈ I?u with highest rank are
recommended to user u. We say that the prediction of i is positive for u if i is among
the top-k items in I?u, and negative otherwise. A prediction of i is said to be correct, if
the predicted rating is consistent with the user rating eventually. Note that the notion of
whether a prediction is positive or not changes over time (and thus whether it is correct
or not changes over time as well).

The performance of MCF algorithm is measured by several standard metrics [3]. For
instance, precision and recall are used to measure the classification performance of a
MCF algorithm. Precision is a measure of recommended items that are relevant to the
users, and recall is a measure of the number of relevant items that are recommended to the
users. Another common performance measure used is prediction coverage, (or coverage
for short), defined as the percentage of the number of predictable user-item pair.
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MCF for Mobile-to-Mobile Recommendation. When two mobile devices meet, they
need to select which items to be transmitted over the intermittent contacts based on the
meta-data information available. As mentioned, since contact capacity is precious, items
that are likely to be liked by other users should be transfer and propagated with higher
priorities. Running MCF in the context of mobile-to-mobile video sharing, however,
leads to another issue: since each user is likely get a chance to rate only a small subset
of all videos available, selecting which items for users to rate is also important, to
increase the coverage.

For the rating matrix shown in Table 1, item i1 has three common user ratings
with items i2, i5 and i6. i3 has only one common user rating with i4. Using Equa-
tions for Sim(i, j) and Ru,i, we can compute Ru4,i1 and Ru4,i3 as follows: Ru4,i1 =
Sim(1, 2)+Sim(1, 4)+Sim(1, 5)+Sim(1, 6) = 1√

5
√
2
+0+ 1√

5
√
2
+ 3√

5
√
4
≈ 1.30

and Ru4,i3 = Sim(3, 2)+Sim(3, 4)+Sim(3, 5)+Sim(3, 6) = 0+ 1√
1
√
2
+0+0 ≈

0.71. i1 has a higher rating than i3 with respect to u4.
The coverage consideration, however, is different. It can be observed from Table 1

that all users except u4 and u5 have already rated i1. Knowing the value of ru4,i1 , allows
only at most one more rating, Ru5,i1 , to be computed. The gain in rated and predictable
items is 2. On the other hand, i3 has been rated only by u5. Knowing the value of ru4,i3 ,
allows the rating of 3 users (u3, u6 and u7) for item i3 to be computed. The gain in rated
and predictable items is 4. Therefore, the rating of i3 by u4 has a higher gain in rated
and predictable items than rating i1.

This example illustrates the trade-off between improving user satisfaction and im-
proving coverage when not all data transfer can be completed within a contact. If user
satisfaction is more important, then i1 will be chosen for transfer. If coverage has higher
priority, then i3 should be chosen. Note that when there is a centralized server with con-
tinuous connectivity to users and has access to all rating information and data items, the
impact of this trade-off is not significant. Such a trade-off, however, plays an important
role in a resource constraint environment where the contacts between mobile devices
are intermittent, contact capacities are limited and only subsets of data items can be
stored in the local buffers. The execution of MCF on mobile devices with intermittent
contacts presents a new challenge that is not present in traditional application of MCF
in a centralized or peer-to-peer environment where connectivities are not intermittent.

4 CoFiGel

The MCF algorithm runs locally on each mobile device based on available meta-data
information, which consists of the user-item rating matrix and contact history. We de-
note the element mu,i as the rating of item i by user u at any given time. The status of
mu,i can be either rated, predicted or unpredictable. A rating mu,i is rated if i has
be transferred to and rated by u, and the rating can be either 1 or 0. A rating mu,i is
predicted if it has not been rated yet, but the rank Ru,i (see section 3) can be computed.
The predicted rating is 1 if i is among the top-k item according to Ru,i for user u, and
0 otherwise. A rating mu,i is said to be correct if the predicted rating matches the user
rating eventually.
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Recall that there are two naive methods to pick an item to transfer to another device.
The first method, considering only item recall, picks a predicted item that gives the
highest rank Ru,i to maximize the probability that the rating mu,i is correct and posi-
tive. The second method considers only the prediction coverage, and picks a predicted
item such that if the item is rated, then the number of unpredictable items becoming
predictable is maximal. To consider both recall and coverage, we consider the follow-
ing metric: for an item i, we are interested in the number of correct positive prediction
for i eventually, i.e., when i has been rated by all users. Before i is rated by all users,
this quantity is considered as a random variable, denoted as Ωi. At any round t, we
know the current number of correct positive rating for i, denoted r+i . We also know is
the number of positive predictions for item i, g+i . Ideally, we would like the following
inequality to be true: Ωi > r+i + g+i , i.e., all the positive predictions for i are correct,
and there are additional new positive ratings for i. The key question is thus to estimate
the probability that the above condition is true if i is transferred.

In the following, we present approximations on the potential positive ratings for an
item and the probability of delivery of items with positive ratings to the users. The goal
is to derive approximations that can be used as input to guide and motivate the design
of CoFiGel.

Let, n be number of users, g+i number of positive prediction for item i currently, r+i
number of correctly predicted positive ratings for item i currently, Ωi random variable
for number of correct positive ratings for item i when all users have rated i, σq(i) the
queue position of item i at node q, B average device contact capacity, λ average device
contact rate, Hi set of devices with item i.

First, we present an equation to bound P{Ωi > g+i + r+i }, the probability that the
number of correct positive predictions for item i would increase if i is transferred, is
given as follows:

Pr{Ωi > r+i + g+i } ≤ min

{
1, e

r
+
i

E[Ωi]

n−r
+
i

(
1− r+i

n

)r+i +g+
i
}

(1)

For the ratings and items to be useful, the item should reach a user before some time
deadline. Estimated probability of delivery an item i late after the time deadline t is:

Pr{Yi ≥ t} > 1−min{1, |Ni|
Bλt|Hi|

∑
v∈Hi

σi,v} (2)

The proofs and discussions of Equations 1 and 2 are available in [1].
We now present the workings of CoFiGel based on Equation 1 and 2. At each device,

CoFiGel decides which item to transmit by computing a utility Ui, which incorporates
the number of positive ratings (rated or predicted) for i, the probability of gain in rat-
ings, and the probability of delivery within the deadline: Ui = (g+i + r+i ) · Gi · Di,
where Gi is the right-hand-side of Equation 1, and Di is the right-hand-side of Equa-
tion 2. The utility increases if either (i) the total number of correctly predicted positive
ratings we get eventually (g+i + r+i ), increases (ii) the likelihood of the number of cor-
rect predictions increases (Gi), or (iii) the likelihood of delivering an item within the
deadline t increases. Note that since the bounds provided are very loose, we do not ex-
pect these computed utilities to reflect the true value of the rating gain. For scheduling,
only relative ordering is important and we transfer items in decreasing order of utility.
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Table 2. Simulation Parameters

Parameter RollerNet
Number of Publisher and Subscriber Nodes 10 and 30
(Item publisher rate)/publisher and item lifetime 40 items/Hr and 1 hour 15 min
Simulation duration, warmup and cool down time Approx.3 Hrs, 1 Hr and 0.5 Hr
Item size and Buffer size 15MB and 1GB
Default contact bandwidth 3Mbps

5 Simulation Evaluation
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Fig. 1. RollerNet trace (total ratings = 11536)
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Fig. 2. RollerNet trace (total positive ratings = 6400)

5.1 Simulation Setting

To evaluate CoFiGel, we use the MovieLens data set4 as the underlying user ratings. The
data set chosen has 100,000 ratings, 943 users and 1,682 items. We use the RollerNet
trace ([6]) as the human mobility traces. It consists of about 60 Bluetooth devices carried

4 http://movielens.umn.edu

http://movielens.umn.edu
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by groups of roller bladers in a roller tour over three hours. The average contact duration
is 22 seconds, with an average of 501 contacts made per node over 3 hours.

Video size of user generated content such as those found in popular sites like
YouTube is 25MB or less (98% of videos are 25MB or less [4]). We choose data size of
15MB. The buffer size and item generation rate are similarly adjusted to ensure suffi-
cient loading in the system. As some nodes in the trace have very limited contacts with
the rest of the trace, we avoid selecting these nodes as the publisher or subscriber nodes
(though they can still act as relay nodes). These nodes are identified as nodes which do
not have sufficient number of node contacts and contact bandwidth to support meaning-
ful data exchange. After removing these nodes, 10 publishers and 30 subscribers were
chosen. In order to reduce simulation time, we reduce the MovieLens data set selected
by randomly choosing 900 items (movies) and 500 users from the original data set. All
user-item ratings associated with these chosen user-item pairs from the original dataset
are also included. Finally, as the rating data set and the mobility trace are generated
independently, we map the rating data to the mobility trace in the following way: Every
item in the reduced data set is randomly assigned to a publisher node in the mobility
trace. This node will act as the publisher for the item. Every user in the reduced data
set is randomly mapped onto a mobile subscriber node. The actual user-item rating is
known only when the item reaches the given mobile node where the user is located.

Table 2 are used as default unless otherwise specified. Each simulation point is run at
least 3 times with different random seeds. The performance objectives used are predic-
tion coverage, precision, recall and number of satisfied users and latency, as described
in Section 3.

We compare the performance of CoFiGel with four other algorithms, namely: (1)
A scheme that knows the ground-truth of data available. The ground-truth is available
from the MovieLens data set. This scheme provides the actual rating coverage and gives
an upper bound on the system performance. This scheme is used only in the coverage
comparison since ground-truth is not applicable in the user satisfaction evaluation. (2)
An epidemic-based algorithm that is similar to CoFiGel except that it does not take into
account contact history and time constraints. We called this algorithm NoDelivery-
Time. The performance difference between NoDeliveryTime and CoFiGel indicates
the improvement provided by exploiting contact history. (3) An algorithm that uses
only the rating information available. This is referred to as NoCoverage. The ratings of
the items are predicted using the MCF, but the rating update and the potential coverage
increase is not considered. By using only limited rating information, NoCoverage is
expected to perform the worst. (4) An algorithm which tries to schedule an item so as to
acquire prediction coverage of hitherto unrated users and to satisfy as many more users
as possible. This is called the NoItemRecall. While this approach also uses contact
history, it does not perform multi-round predictions as in the case of CoFiGel. It only
acts using the current rating information. (5) CoFiGel3G is a modification of CoFiGel
such that it uses the cellular network to upload/download ratings and a central server to
run the MCF. However, the data are still sent over the DTN. By exploiting the cellular
network as control channel, ratings information propagate quickly among the nodes and
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Fig. 3. RollerNet trace

is always up-to-date. However, it is important to note that faster rating propagation does
not always translate to higher rating coverage. This is because an actual rating can only
be discovered after an user has access to the actual video and provides the rating.

5.2 Coverage

We now evaluate the performance of CoFiGel and the other algorithms in terms of
prediction coverage, a commonly used metric for MCF. In addition, we also measured
the fraction of correctly predicted positive (or FCPP) items, which measure the ratio of
correctly predicted positive item to the total of number of positive ratings rather over
all ratings. Given that we are simulating a DTN environment, FCPP provides a better
gauge for what is achievable by good algorithms in more challenging environments.

Figures 1(a) and 2(a) show how positive ratings increase over time. The ac-
tual number of ratings for the items published so far (Ground-Truth) are shown
to illustrate the best possible outcomes. In terms of overall ratings, CoFiGel dis-
covers 45% of the ratings. In terms of FCPP, CoFiGel discovers 84% of the
positive ratings. In fact, the performance of CoFiGel measured using FCPP closely
matches the actual ratings in the first 15 minutes and the gap remains small throughout
the simulation. The results shows that CoFiGel has the best performance, followed by
CoFiGel3G.

This result can be somewhat surprising since CoFiGel3G uses the same algorithm
as CoFiGel but uses the control (3G) channel for centralized rating computation and
sharing. We explain the result as follows. Since CoFiGel3G performs centralized rating,
the rating matrix gets updated much faster. This fast rating update has the (unintended)
consequence that the variable Gi in utility function approaches the value of 1.0 much
faster than the case for CoFiGel. As the value of Gi gets close to 1 and saturates around
this value, this variable becomes useless in term of providing information for relative
ranking to decide which video data item is more important. However, since propagation
of video data item lags behind rating data, the loss of this rating information results in
CoFiGel3G performing worse than CoFiGel.
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The higher contact rate and capacity turn out to have adverse effect on NoDeliv-
eryTime, NoCoverage and NoItemRecall, since each algorithm only looks at one as-
pect of the problem. In terms of FCPP, NoDeliveryTime discovers 13% of the positive
ratings, while NoCoverage discovers 0.6% or less of the positive ratings and NoItem-
Recall discovers around 1%.

The coverage for the NoCoverage is very low, showing that it is important to take
into account additional information beyond ratings. Figures 1(b) and 2(b) show how
coverage varies with transmission rate. While increase in contact capacity results in in-
creased coverage because more items get rated, CoFiGel is able to exploit the increase
in transmission rate much better than NoDeliveryTime, NoCoverage and NoItemRe-
call. In the results shown, CoFiGel performs better than NoDeliveryTime by up to
105% and discovers at least 50 times more ratings than NoCoverage and NoItemRe-
call consistently. In general, more improvement comes from taking into account rating
coverage gain (from NoCoverage to NoDeliveryTime) than taking into account con-
tact history. The effort by NoItemRecall to increase the number of user ratings is also
ineffective due to the absence of rating gain which is capitalized by CoFiGel. Neverthe-
less, substantial improvement is still observed between NoDeliveryTime and CoFiGel.
The performance with respect to different buffer sizes is shown in Figures 1(c), 2(c).
There are two observations. First, for very small buffer size of less than 150MB, very
few items make it to the next hop and hence, the FCPP remains same for CoFiGel and
NoDeliveryTime. For larger buffer sizes, FCPP of CoFiGel is higher than NoDelivery-
Time by up to 36% and for NoCoverage by 50 to 60 times.

5.3 User Satisfaction

While coverage indicates the predictive power of the system, the actual user satisfac-
tion has to be measured by looking at how many items reach users that like them. In
order to ensure that the nodes have accumulated enough training data before making the
measurement, we consider items generated after first 1.5 hours and before the last half
hour. The first 1.5 hours serve as the training phase, while the last half hour is ignored
to make sure that items generated later in the trace do not bias the measurement.

Figure 3(a) shows the results for precision of items reaching the users. It is clear
that CoFiGel performs very well, except for one case (350K), it has the highest pre-
cision. In addition, note that even though NoItemRecall has a higher precision, from
the results in the previous section, it has very low coverage. Due to the disconnected
nature of DTN and the large number of data items and users available, it is also useful
to look user utility in two other ways. First, we look at the average number of positively
rated items that reach any user. The result is shown in figure 3(b). CoFiGel clearly out-
performs the other two algorithms by a very large margin once the bandwidth exceeds
some threshold required for data dissemination. At the highest transmission rate experi-
mented, improvements are 117% compared to NoDeliveryTime and 225% more useful
items than NoCoverage. Another way we measure recall is to look at the number of
users who have received at least one useful item. The result is shown in figure 3(c).
Again, CoFiGel performs well, in particular, at higher bandwidth. At 4Mbps, CoFiGel
delivers twice as many useful items to users than NoCoverage and NoDeliveryTime.
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6 Conclusion

We have presented CoFiGel, a novel approach that combines collaborative filtering and
DTN routing in a distributed environment with intermittent connectivity. It is designed
for sharing of locally stored contents that have spatial and temporal relationships. Re-
sults show CoFiGel ensures timely deliver of items with higher prediction coverage
gain, discovers more ratings and delivers more items that are rated positively by users,
than baseline strategies.
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Abstract. Matrix codes enable a coupling between virtual and physi-
cal worlds for ubiquitous computing applications. With this paper, we
propose a technique, which can be used to increase the amount of in-
formation contained in a matrix barcode in a backward compatible way.
This enables applications to fully utilize the wide spread of QR Codes or
Data Matrix Codes for service discovery or basic service, while being able
to transmit much more information during one scan for advanced appli-
cations. We present the approach, explain difficulties in decoding typical
camera images, a simulatory evaluation of decoding performance, and
application examples.

Keywords: Matrix code, Two-Dimensional barcode, Pervasive systems,
Ubiquitous computing.

1 Introduction

Matrix barcodes play an important role in ubiquitous computing applications
due to various reasons: Matrix codes enable a deep integration of physical and
virtual worlds without advanced infrastructure components for localization. Ma-
trix codes can be printed, can be shown on displays, can be read from larger
distances as compared to RFID or NFC, and are well-known. For all major
smartphone platforms, there are free high-quality barcode reading applications
available. One of the most widely known matrix barcodes is the Quick Response
Code (QR Code).

In 2000, the International Organization for Standardization (ISO) published
a specification of the QR Code, which has been initially developed by Denso
Wave in 1994 [1]. The most important invention are the finder patterns, which
allow for a simple, fast, and rotation-invariant registration of QR Codes inside
camera images. Meanwhile, the QR Code was widely adopted. In June 2011,
for example, 14 Million American users of mobile camera phones scanned QR
Codes. These are 6.2% of the mobile audience [2]. A Japanese survey conducted
in 2005 revealed that nearly 90% of the mobile users younger than 20 years have
had experience with QR Codes [3].
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However, QR Code readability with camera phones is limited by the effec-
tive resolution of the camera, such that decoding becomes more difficult with
increasing information content. For simple Internet applications, there are URL
shortening services, which can be used to increase readability of QR Codes. But
for pervasive computing applications, it is important to include the complete
service information inside QR Codes, because Internet access is often limited
inside buildings and privacy concerns restrict a central communication given by
an Internet link.

Consequently, there are many approaches, which try to increase the informa-
tion capacity of a matrix code while keeping a comparable scanning performance
in terms of scanning speed and robustness. One common idea is to use multiple
different colors [4–8]. While this clearly increases information density as com-
pared to black-and-white codes, it is not clear, whether common smartphone
cameras have sufficient color reproduction capabilities. Another drawback of us-
ing colors is an increased complexity in normalization and the need for color
printing.

Unfortunately, these approaches did not yet converge to standards nor found
wide adoption. One exception might be Microsoft Tag, a limited, cloud-based
color tagging system using HCCB [5, 9]. However, Microsoft Tag does not al-
low the dissemination of information without interacting with a cloud service.
Therefore, it is not well-suited for pervasive computing applications.

With this paper, we want to bring together the wide-spread QR Code as
a publicly standardized basis with an extending technique increasing informa-
tion density. Therefore, we introduce the so called dual coding technique, which
provides two main advantages over using classical matrix codes: First of all,
a higher spatial information density can be achieved using modified scanning
software without locking out classical barcode scanners from basic functionality.
Second of all, hybrid applications are possible, where the service for classical
scanning software is different from the service for informed readers and special
applications, which make use of the second layer of information.

The next Section 2 introduces the dual coding scheme in general and defines
requirements for the underlying matrix code encoding functions. Section 3 de-
scribes an enhanced decoding algorithm for dual matrix codes, which explains
upcoming challenges in real world scanning situations and gives solutions to
them. This Section is followed by an evaluation of the dual QR Code decoding
performance with respect to perspective correction, image noise, and blur. Sec-
tion 5 explains applications, which show the strengths of using a dual encoding
scheme. Section 6 concludes this paper.

2 The Dual Coding Scheme

Let Em(s) denote the encoding function of some matrix barcode m, which takes
a string s as an argument and generates a complete matrix barcode including
finder patterns. Let Dm(I) denote the corresponding decoding function, which
takes an image I given as an intensity distribution and returns the content of the
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(a) QR Code Layer 1: Em(s) (b) QR Code Layer 2: Em(t) (c) Dual QR Code Ed(s, t)
with α = 0.7

Fig. 1. Example of the dual QR Code for s = NTKDLTMMBYAXOGSZEMIHKHTUM and t =
DHEVRZOTMRLNXIELEBJUSNDYM

matrix barcode, which is allowed to be contained somewhere inside the possibly
noisy image. There is no assumption made about possible perspective distortion,
noise, and blur. Consequently, the decoding might fail returning an empty string.

A matrix encoding function Em is called DC-compatible, if it has the following
properties:

– It is left-unique: For two equal strings s = t, the encoding is also equal:
E(s) = E(t). Note, that typically left-uniquess is part of the mathematical
definition of a function. But there are code systems where the encoding is
not left-unique such that two different codewords have the same preimage
under the encoding relation.

– The functional properties (i.e., finder patterns for registration, version codes)
are kept intact under addition and scalar multiplication of images.

An example for a DC-compatible encoding function is given by the widely
adopted QR Code [1, 10], when the version, redundancy level, encoding and
block size are chosen the same and the string argument is limited to strings of a
fixed length.

The encoding function Ed(s, t) of dual codes is given as a linear interpolation
of two DC-compatible encoding functions applied to the arguments s and t.

Ed(s, t) = αEm(s) + (1− α)Em(t) (1)

When choosing α significantly larger than 0.5, such that the first code is suffi-
ciently stronger than the second code, compatibility implies, that the result can
be decoded by the matrix code decoder:

Dm(Ed(s, t)) = s, if α large enough.

This fact can be used in two ways: First of all, the dual code can be decoded by
any decoder software, which can handle noise. In this way, the first information
layer s in the dual code Ed(s, t) can be used compatibly with the basic versions
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(a) Data-Matrix Layer 1:
Em(s)

(b) Data-Matrix Layer 2:
Em(t)

(c) Dual Data-Matrix Code
Ed(s, t) with α = 0.7

Fig. 2. Example of the dual Data-Matrix Code for s = NTKDLTMMBYAXOGSZEMIHKHTUM
and t = DHEVRZOTMRLNXIELEBJUSNDYM

of the matrix code. The second use enables decoding of the second layer of
information. This can be achieved by encoding the decoded result again leading
to a noiseless coding of the first information layer and removing this layer. Let
I be the intensity distribution of a dual code. Then the following three-step
algorithm decodes both information layers:

s = Dm(I)

I2 =
1

1− α

(
I − αEm(s)

)
t = Dm(I2)

This coding scheme has been implemented in a simulation environment for the
case of QR Codes generated by the open source software qrencode [11] and
decoding provided by ZXing barcode scanning software [12]. Without any image
noise and disturbances, the ZXing QR code scanning software was able to decode
the stronger part s for 0.67 ≤ α and the weaker part t for 0.67 ≤ α ≤ 1 − ε,
where ε is a small positive value large enough, such that I −αEm(s) is non-zero
for non-zero pixels in Em(t). It might seem a bit odd, that there is a lower bound
on α, but no (real) upper bound. But as we are working in a perfect environment
without noise or amplitude degradation, a successful decoding of the stronger
code leads to a 100% correct reconstruction of the weaker code, i.e. I2 is actually
identical to Em(t), as long as alpha is strictly smaller than 1. An example with
two random strings of length 25 is given in Figure 1.

Basically, this coding scheme allows for embedding a second layer of infor-
mation keeping the first layer of information intact and decodable by software,
which is not informed about the existence of the second layer. Furthermore, a
given amount of information (s concatenated with t) can be transmitted with
less spatial resolution. On the other hand, the image intensity has to be mea-
sured in more detail. While the basic QR Code is a binary code, the DQR Code
contains four levels of intensity, namely 0, α, 1 − α, and 1 which have to be
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(a) Layer 1: Em(s1, s2, s3) (b) Layer 2: Em(t1, t2, t3) (c) Dual Code Ed(si, ti)
with α = 0.7

Fig. 3. Example of the dual Color Superposition Code for six random strings of length
25 assigned to the six color components of two independet RGB images

distinguishable. In summary, the dual coding scheme allows for a flexible payoff
between spatial resolution and color space resolution.

The same coding scheme is also applicable to the well-known Data-Matrix
Code [13]. Figure 2(c) depicts an example. The stronger symbol also decoded
correctly for α ≥ 0.67. The reason for this equal value is the binary nature of the
code and the fact, that the threshold settings in the local histogram binarizer
giving the first common stage of decoding are the same. The weaker code could
then again be reconstructed for 0.67 ≤ α ≤ 1 − ε. Even a superposition code in
the color domain (compare [7, 14, 15]) is suitable for this framework.

For a very simple color coding scheme, where three independent QR Codes
are put into the three color components of an RGB image, the framework works
well. See Figure 3 for an example of such a code. However, for real world ap-
plications one should keep in mind, that the detecting camera has to be able
to correctly distinguish all three color channels in high quality making decoding
under changing light conditions much harder.

In the following section, we explain in more detail, how this theoretical frame-
work was applied for the case of the Quick Response matrix code. The dual
version of this code, encoded as above, is called DQR Code.

3 DQR Codes in Real-World Scanning Situations

Figure 4(a) shows a typical smartphone camera image containing a DQR Code.
The first step in decoding is the localization of the three position patterns inside
the picture. This is classically done using a scanline algorithm searching for the
characteristic 1-1-3-1-1 pattern in a binarized version of the camera image. Af-
terwards, the smaller alignment patterns are localized at the expected positions.
This results in at least four locations inside the image.

These define the perspective transformation of the code in the camera image,
which is used to reproject the code to known dimension and orientation. Now,
this code I can be decoded as usual, as we have taken care that the combined
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(a) Camera image (b) Reprojected and com-
bined image Norm(I − αJ)

(c) Binarized second layer

Fig. 4. Real-world scanning situation and artefacts

code decodes to layer 1. The result of this decoding step s = Dm(I) is then
re-encoded to J = Em(Dm(I)), hence correcting possible bit errors. After nor-
malizing both codes, the reprojected code portion of the camera image and the
freshly generated code for layer 1, we can substract and decode layer 2:

t = Dm(Norm(I − αJ))

In these equations Norm denotes a normalization of the resulting image with
respect to intensity. This step is needed, because the second step of the algorithm,
I − αEm(s), results in (1− α)Em(t) under ideal conditions and normalization is
given by multiplication with 1/(1 − α) in this case. But in reality, the image I
consists of the encoded data and a noise term as in

I = Ed(s, t) + V

such that the normalization factor is unknown.
Due to the high noise level after substracting the re-encoded QR Code J and

due to inaccuracies in the locations of the finder patterns, the image Norm(I −
αJ) suffers from the following problems prohibiting a naive decoding. Figure
4(b) shows an example.

– Finder patterns can be corrupted by addition of neighbouring pixels due to
numerical problems with perspective correction.

– Small high intensity edges appear between the matrix blocks, again due to
inaccuracies of perspective correction, which heavily influence binarization.

– A higher bit error rate while binarizing is to be expected, as the signal energy
of the second code is significantly lower as compared to the signal energy of
the first code.

As a countermeasure for the first problem, one can simply correct the corrupted
structural elements of the code. For the second problem, one can use a Gaussian
filter centered at the known locations of the matrix blocks emphasizing their
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Fig. 5. Decoding performance of DQR Codes compared to classical QR Codes with
respect to perspective distortion

center intensity and weakening the effects between adjacent blocks. To deal with
the higher bit error rate, the redundancy level of the barcode should be chosen
high enough. To further enhance the decoding performance for the second layer,
it is advisable to try different binarization methods and thresholds in a loop,
Figure 4(c) shows the resulting binary code for the second layer of the example
image.

4 Evaluation

A first consideration with respect to evaluation of the dual coding system is the
robustness concerning perspective distortion. For pervasive computing applica-
tions, it is to be expected that the barcode is scanned from different viewing
angles and distances. For comparision of classical QR Codes with dual codes, we
conducted a complex evaluation experiment, where the matrix code is rendered
rotating around its three axis using the technique described in [16]. Figure 6(a)
shows an example of a QR Code rotated around its three axis. Figure 5 de-
picts the results of this experiment, where the y-axis shows the decoding success
rate for images rotated around the pitch axis and the yaw axis from [−π

2 , π
2 ].

The decoding sucess rate is defined to be the fraction of the sucessfully decoded
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(a) Three degrees of freedom
rotation of a QR Code

(b) A white image contain-
ing 10% of random image
noise

(c) A DQR Code containing
blur with σ = 0.3 matrix
blocks

Fig. 6. The effects of perspective distortion, Gaussian noise, and blur

images out of all rotated images. The x-axis gives the rotation around the ro-
tational axis, which does not affect the spatial extensions of each matrix block.
For comparision, the basic QR Code contains a string, which is twice as long as
each individual string of the DQR Code, such that it contains the same amount
of information. One can clearly see, that the DQR Code performs better with
respect to perspective distortion as compared to the basic QR Code. This is due
to the fact, that the blocks inside the basic QR Code are smaller due to the
longer content.

With smartphone cameras, another source of problems is image noise. To
evaluate the effect of image noise, a random image (White Gaussian Noise) was
generated and used to create sequences of blendings with clean QR and DQR
codes for varying noise amounts. The basic QR Code is able to deal with a
noise amount of less than 48%. The dual code, of course, is more sensitive with
respect to image noise, as it has to distinguish between more intensities. The
message in layer 1 decodes for a noise amount of less than 33% and both layers
decode successfully for a noise amount of less than 10%. This is slightly below
the theoretically achievable value of 14.4% (i.e., 48% of 30%, for α = 0.7), which
is due to the fact, that image binarization is more difficult due to the artefacts
coming from inaccurate projection. Nevertheless, 10% of image noise is quite a
high amount of noise, as one can see in picture 6(b).

Another important effect affecting image quality is blur. For evaluation pur-
poses, we apply a Gaussian blur filter to the matrix code image with varying
standard deviation σ and radius 3σ. The block size of the source image is ten
pixels and the standard deviations in the following are relative to the pixel do-
main and not relative to the matrix code blocks. For the DQR Code, a Gaussian
blur with σ up to 2.4 pixel (i.e., 0.24 blocks) did not affect the decoding. For
σ ∈ [2.4 . . . 4.2], only the stronger layer 1 was decoded sucessfully. For σ > 4.2
pixel, the system is unable to decode any of the two layers. The classic QR Code,
containing the same amount of information, is decoded for σ < 1.7 pixel. The big
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difference is partly induced by a reduced block size of 8 pixel, which is needed,
as the QR Code contains the concatenation of the strings of both layers of the
dual code. Figure 6(c) shows the effect of blur applied to a DQR Code.

Furthermore, the system has been implemented for Android smartphones and
been thoroughly tested in two use-cases: Scanning dual codes from paper and
from screens. Both cases worked well, however accuracy problems with per-
spective correction before substracting a freshly generated code and a scanned
code led to some interesting artefacts, which needed a Gaussian filtering step as
already described in Section 3.

5 Applications

Dual matrix codes can be used to increase information density in matrix codes.
But they also allow for advanced applications, where the individual layers of
the dual matrix code have different functionality. In the following, we explain
one application, which increases privacy for matrix code based positioning in a
location based service scenario. The second application below explains, how DQR
codes can be used to provide a higher security level for the adoption of matrix
code technology in business environments, where some functions (e.g., adding a
contact) can be limited to properly signed barcodes on informed devices, while
a non-informed device can still be used with the same matrix code without this
security enhancement.

5.1 Privacy-Enabled Location Based Services Using Matrix Codes
for Positioning

Due to the tremendous growth of location based services, as for example forecast
to grow to US10.4 billions in 2015 [17], the interest in reducing the barriers for
large-scale, local provisioning of location based services is growing. However,
location based services are nowaday typically provided outdoors, where GPS
positioning is available. Inside buildings, however, there is no cheap positioning
technology available. To solve this problem, there have been proposals to use
barcode technology for location tagging. That is, to bring out different barcodes
in the surroundings and to infer the position of a mobile device by scanning a
barcode [18]. Unfortunately, Internet access is not available in many buildings
and, from a privacy perspective, it is not a good idea to let barcodes point
to Internet addresses providing location information. Because then, the time
and position of each user can be independently tracked by the location based
service platform. Furthermore, the presentation quality is limited by current web
technology and a deep integration with smartphone content, such as contacts and
calendar, is impossible.

Therefore, future location based services for navigation inside buildings should
rely on mobile applications, which hold maps and navigation information on the
smartphone. But then, the provisioning of location based services becomes a
problem: On the one hand, the barcode could contain an Internet address, which
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could give hints on how to get the application. But then, location information has
to be encoded into this Internet address with one severe implication: The location
information is sent over the Internet and the location based service platform
could collect this information. On the other hand, the distributed tags could
contain only location information. But then, a user, which does not yet have the
application, will have difficulties to locate and install the needed software.

With the framework of dual codes, however, one can integrate both approaches
and let the stronger barcode point to an Internet address, where the user can
download the application and let the weak barcode provide location information.
In this way, a user, which does not yet have the application, can use any barcode
reading software to locate and install the location based service application,
while a user, which already has got the software, will directly get the location
based service as provided by the mobile application.

For buildings, where mobile Internet access via a cellular network is problem-
atic, the stronger code could also contain information for authenticating with
a wireless local area network, which could provide information and Internet
access to the user, while the second layer again contains location information
which is not automatically transmitted, as common barcode readers only read
the stronger part.

To summarize, with dual matrix codes it is possible to decouple location
information from service and application discovery information and hence to
realize privacy-friendly location based services with matrix codes.

As a side effect, depending on the information encoded in each barcode, the
size of the the matrix code will be smaller than if both types of informations
would have to be encoded in one layer.

5.2 Digitally Signed Matrix Codes

Scanning matrix codes, in general, raises some security risks. The reader software
could be vulnerable to various attacks, which could lead to system intrusion.
Furthermore, the content of the Internet address specified inside the matrix
code could exploit flaws in the mobile device browser or simply trick the user
to download malware [19–21]. Another risk is that users could be provided with
wrong contact information inside modified barcodes enabling man-in-the-middle
attacks.

For a company, the dual coding technique allows for a transparent, flexible
matrix barcode authentication scheme, where smartphones are equipped with a
special matrix code reader, which only allows the user to follow a QR Code, if
the second layer in the dual coding scheme is a qualified digital signature over
the first layer using a predefined certificate chain. These restrictions can flexibly
depend on the actual content of the matrix code, such that risky operations
like modifying contact information or adding WiFi credentials are impossible
without a correctly signed dual matrix code, while the display of the content of
the matrix code might always be allowed.
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In this way, smartphones and paper documents can be easily integrated in
a working environment without the risk of drive-by infection by unauthorized
matrix codes.

6 Conclusion

In this paper, we have proposed a general technique, which enables the encoding
of multiple information layers for most matrix codes. With this general approach,
backward compatibility is combined with advanced service capabilities, such as
a higher spatial information density and advanced applications using for exam-
ple optional signatures. The dual encoding scheme was evaluated against the
most important image distortions for smartphone cameras and a prototypical
smartphone implementation based on ZXing barcode scanning library [12] was
implemented. The presented dual encoding technique showed good results in
simulation and practical experiments.
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Abstract. Cloud Computing attracts much attention in the community of 
computer science and information technology because of resource efficiency 
and cost-effectiveness. It is also evolved to Mobile Cloud Computing to serve 
nomadic people. However, any service in Cloud Computing System inevitably 
experiences a network delay to access the computing resource or the data from 
the system, and entrusting the Cloud server with the entire task makes mobile 
devices idle. In order to mitigate the deterioration of network performance and 
improve the overall system performance, we propose a collaborative framework 
that lets the mobile device participate in the computation of Cloud Computing 
system by dynamically partitioning the workload across the device and the 
system. The proposed framework is based on it that the computing capability of 
the current mobile device is significantly enhanced in recent years and its multi-
core CPU can employ threads to process the data in parallel. The empirical 
experimentation presents that it can be a promising approach to use the 
computing resource of the mobile device for executing computation-intensive 
tasks in Cloud Computing system. 

Keywords: Mobile Cloud Computing, Multi-Thread, Parallel Computing. 

1 Introduction 

Cloud Computing is the technology, the service or the system for serving computing 
and storage capacity to the end-recipient [1]. One of important usage scenarios for 
Cloud Computing system is that the system executes computation-intensive tasks 
instead of the mobile device with the data which a user provides. This scenario 
assumes that the Cloud server has very high computational power and it produces the 
required results in a shorter time1. Mobile Cloud Computing (MCC) is the system 
concept added the mobility feature to Cloud Computing, where the transmission 
involves to wireless connectivity [2]. Therefore, the transmission delay becomes an 
additional important factor determining the overall system performance. 

On the other hand, the hardware and the software of mobile devices have been 
developed significantly in recent years. For example, the smart-phone equipped with 

                                                           
* Corresponding author. 
1 Note that we focus on this scenario in this paper. 
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quard-core-CPU and 2GB RAM has been released recently. The enhanced mobile 
device can do multitasking -- it can run several programs at the same time such as 
surfing the Internet with listening to music -- and it can process the data in parallel 
with the multi-thread. Users can thus exert high performance and the latest mobile 
device can handle much higher computation than those of the past. Therefore, the 
MCC system should pay attention to this development at the mobile device side in 
order to overcome the current limitations that (i) the network delay may negatively 
affect the overall performance when the entire user data is transferred back and forth 
between the Cloud server and the mobile device and (ii) the mobile device wastes its 
computing cycles till it receives any response from the server. 

These observations motivate us to devise a collaborative framework on 
computation for MCC, which exploits the mobile device as an additional computing 
element of MCC. Thus, we propose in this paper a collaboration framework of using 
the computational power of the mobile device as an additional resource of MCC in 
order to improve the system performance by using the mobile device’s resource to the 
fullest. We constructed an empirical test-bed to present that the proposed framework 
can outperform the traditional computing framework for Cloud Computing. The 
experimentation results indicate that the proposed framework can enhance the 
performance of most Cloud Computing system. Note that the proposed framework 
can be applied to computation-intensive services, not simple browsing or accessing 
data services. 

The remaining part of this paper is organized as follows. We briefly explain the 
MCC system and the related works in Section 2. We then present the proposed 
framework and detail the process of framework in Section 3. We evaluate the 
proposed framework and also state a brief scheduling scheme in Section 4. We 
conclude the paper with Section 5. 

2 Preliminary 

In this section we describe some features of Mobile Cloud Computing system, remind 
that the fundamental strength of parallel computing for computation-intensive tasks, 
even in the mobile device, and summarize the relevant work that are used in 
subsequent sections. 

2.1 Computation-Intensive Service at Mobile Cloud Computing 

The MCC is the newest mobile computing technology for overcoming the limitation 
of resource shortcomings at the mobile device [3]. As for the computation intensive 
services at MCC, the entire data is transferred to the Cloud server from the mobile 
device, the server then processes it with its own resources, and finally the device 
receives the processed data. In this procedure, MCC has the following features: 

1. Network environment dependency: MCC is a concept that the wireless feature is 
added to Cloud Computing, so that the data transmission involves to the wireless 
medium. Therefore, the transmission delay dependent on underlying network 
conditions becomes a more important element of MCC. Note that the wireless 
network condition is time-varying and hard to estimate [4]. 

2. Cloud server dependency: To overcome the limitation of the mobile device such as 
processing and memory capabilities, almost the whole data processing is 
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performed on the Cloud server, so that the entire processing performance relies on 
Cloud server’s capability. However, the capability may dynamically change with 
several reasons such as the difference in number of users, which also cannot be 
controlled and managed by the end mobile device. 

3. Service availability: The Cloud server is responsible for responding to millions of 
user’s requests with processing the massive data simultaneously. It is an essential 
prerequisite to continuously support the MCC services even when the number of 
users exceeds the maximum allowable limit, which should be possible with 
acceptable performance degradation [5]. 

We can discover additional features derived from the above main features. (i) We 
cannot expect the constant service turn-around time because the number of service 
users and the amount of resources for each user request are dynamically changing. (ii) 
Computing resources of the mobile device may be wasted till any response from the 
Cloud server arrives even though it can be used and more productive in the service 
provisioning. (iii) The communication procedure between the MCC system and the 
user is fixed, regardless of the device capability, the service type, the network 
condition, and the current usage of the Cloud server. 

2.2 Parallel Processing Schemes for Mobile Device 

We briefly explain the current state of the art of parallel processing that we would like 
to apply to the proposed framework. 

Threads. Due to the development of software and hardware, the average size of data 
is bigger than before and a number of computation-intensive processes appear. 
Especially, any work that deals with images or videos such as the digital image 
processing needs many arithmetic operations in handling big data and furthermore 
requires real-time processing. Therefore, it is possible to process the data using multi-
core or multi-thread owing to improvement in hardware like CPU and memory. 
Parallel computing using multi-thread to process the work divided up into small 
segments is suitable for computation-intensive processes and it has become the 
essential method for improving the computing performance [6]. 

Simultaneous Processing and Transmission. We conducted a simple experiment for 
processing and transmission using multi-thread simultaneously before we propose a 
collaborative framework. There are the sender and the receiver in the experiment. The 
sender starts the process with setting to work. The sender does processing and sends 
some parts of the processed data at the same time, and then the receiver receives them 
from the sender and simultaneously does other processing with the received data. All 
processes are performed by using multi-thread. 

2.3 Edge Detection and Discrete Cosine Transform 

We used two tasks in our empirical studies in order to demonstrate the benefit of the 
proposed collaborative framework. One is Edge Detection and the other is Discrete 
Cosine Transform (DCT). Edge Detection is a fundamental tool in the computer 
vision and image processing and it is a process for extracting the significant properties 
of objects in the image. It can be used to do feature detection, feature extraction and 
identification of the physical phenomena, and therefore it can be employed by any 
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application in 3D reconstruction, motion recognition, image enhancement, image 
restoration, image compression and so on [7]. DCT is a mathematical tool to express a 
sequence of finite data using the combination of cosine functions. It is very important 
in science and engineering such as image processing and compression of audio/image 
data [8]. 

Both tasks are widely used for image processing and image compression. Image 
processing on mobile devices is a new field because the latest phones are equipped 
with camera, and high performance CPU [9]. Additionally, in terms of the wireless 
network, image compression is an essential process. Therefore, we choose them as 
feasible tasks in mobile devices. However, the proposed framework can be applied to 
any other task in mobile computing environment in order to achieve performance 
improvement. 

2.4 Advantages of Parallel Processing 

In order to present the advantages of the proposed framework of letting the mobile 
device participate in computation in Mobile Cloud Computing environment, we 
conducted an empirical test with two scenarios. In case A, Sending/receiving are 
performed after processing is complete, and in case B, they are performed 
simultaneously. Each of the sender and the receiver has the 4 threads for processing 
and 1 thread for sending/receiving in case B. As for the task, we use the Discrete 
Cosine Transform. The DCT for image is generally performed for the block resulted 
from splitting the image. The block is a square 8 pixels on a side. The sender 
performed 2D-DCT using 4 threads in parallel and sent the processed blocks, and then 
the receiver received the processed blocks and performed 2D inverse DCT using 4 
threads in parallel. This experimentation was performed in a single PC using two 
terminals for the sender and the receiver. 

We present the empirical result in Table 1. The total processing time of Case B is 
much shorter than that of Case A. These results show that it is very efficient to do 
processing image blocks and sending/receiving them simultaneously. 

Table 1. The result for processing and sending/receiving simultaneously 

 A B 

Sender Receiver Sender Receiver 

1 240 253 42 69 
2 237 257 42 59 
3 240 253 52 75 
4 239 257 54 61 
5 237 253 53 77 
6 238 257 56 56 
7 241 248 46 61 
8 242 260 46 70 
9 246 263 54 73 

10 238 254 49 67 

mean 239.8 ms 255.5 ms 49.4 ms 66.8 ms 
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Since the latest mobile devices are able to deliver high performance and to use 
multi-thread like PCs, we were motivated to use the computation capability of the 
mobile device to improve the overall performance of MCC. 

3 Collaborative Framework 

As shown in Section 2.4, we have got a hint that we could improve the service 
performance by letting the mobile device take some parts of the high computational 
processes. 

3.1 Assumed Configuration 

It is fundamental to employ threads for all processing in the proposed framework. 
There are two thread types. One is the task thread for processing the data and the 
other is the transmission thread for sending/receiving the data. We just use one thread 
for transmission thread, but one or more number of task threads for processing the 
data. Even though the processing performance is generally increased with the number 
of threads, the improvement becomes stalled and then degraded after reaching a 
threshold. The main reasons of such the degradation are stretching the CPU to handle 
too many threads and managing the memory access [6]. We found through much 
experimentation that the optimum number of threads is in the range between 3 and 5 
in our experiments. Naturally, the tasks (edge detection and DCT) that we have 
chosen for the experimentation are processed in parallel. 

There is a pair of the server and the client, the server takes the role of MCC and the 
client takes the role of user’s mobile device. The server is a virtual server whose 
capability represents the overall capability of the Mobile Cloud Computing infra. The 
total processing starts if the client initiates the processing and it ends when the client 
has total processed data. The overall performance means the turn-around time, 
meaning the time required for finishing all processes. The overall performance is 
influenced by network conditions because MCC is running in wireless network 
environment in which there are many unpredictable variables. Note that the 
underlying network is assumed to have a wireless connectivity. 

The client can choose the amount of data to process at the client and the rest of data 
is processed at the server. Therefore, the amount of data to be processed at the client 
varies depending on the situation: network conditions, the mobile device’s 
performance, and the server’s state. 

3.2 Operational Procedure 

The procedure of the proposed framework is described in what follows. (i) First of all, 
the client partitions the task into two parts (where the one is to be processed in the 
server and the other is to be done at the mobile device). The ratio varies depending on 
factors influencing the performance of the system such as the capability of the client 
and the server, and network situations. It is the most important stage for improving 
the efficiency for the client to decide the optimal ratio. (ii) After the ratio has been 
chosen, the client transfers the server part of data to the server via the transmission 
thread and starts processing the rest of data with the task threads simultaneously.  
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Fig. 1. An execution flow of the proposed framework 

(iii) The server starts the work with received data. Once all the data is processed, the 
transmission thread sends the data back to the client. (iv) The client receives the 
server data from the server. When all processes of both sides are finished, the client 
converges the two parts from different locations into the final data. After that, all of 
the processes are done. Figure 1 shows the procedure briefly. 

The pseudo code of the proposed framework is presented in the Algorithm 1. 

4 Performance Evaluation 

We employed two evaluation scenarios according to the amount of data processing in 
order to evaluate the proposed framework. One is the low computational task (Task 
A) and the other is the high computational task (Task B). Edge detection is used for 
the low computational task, and DCT is added to the low computational task for the 
high computational task. Edge Detection mainly consists of integer computations and 
has few processes, whereas DCT is composed mainly of real number computations 
and has a large amount of processes. The PC is equipped with ‘Intel core i5-2410M’, 
DDR3 4GB RAM,  and the mobile device runs Google Android OS version 4.03 in 
the platform of ‘Qualcomm 1.5GHz dual-core MSM8660 Snapdragon’, 1GB DDR2 
SDRAM. Table 2 shows the approximate average run-time difference between the PC 
and the mobile device used in the experiment. 
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Table 2. The average run-time in diverse cases 

 Task A Task B 

Mobile device 1000 ms 12600 ms 
PC 80 ms (x 12.5) 280 ms (x 45) 

 
 Algorithm 1. Pseudo code of the framework 
 Server Client 
A = The data assigned to the server; 
B = The data assigned to the client; 
byte buf[]; // buffer array for receiving the data 
byte Dprocess[]; //array for the processed data 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

class ProcessThread{ 
P = first position; 
while (true){ 

if(P >= size of A)then 
break; 
if(buf[P] != null)then 
do processing buf[P]; 
save the processed 
 data to Dprocess[P]; 
P += next position; 

} 
} 
class TransThread{ 

connect to client; 
receive the A; 
while(true){ 
if(Dprocess != null)then 
send Dprocess to Client; 
break; 

} 

class ProcessThread{ 
do processing B; 
P = first position; 
while(true){ 

if(P >= size of A)then 
break; 
if(buf[P] != null)then 
move the data in 
 place; 
P += next position; 

} 
} 
class TransThread{ 

connect to server 
send the A; 
T = 0; 
while(true){ 

if(T >= size of A)then 
break; 
receive the data; 

21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 

} 
class Mainclass{ 

void main(){ 
 ProcessThread Pthread; 
 TransThread Tthread; 
 Pthread.start(); 
 Tthread.start(); 
 Pthread.join(); 
 Tthread.join(); 
} 

} 

T += received data; 
} 

} 
class Mainclass{ 

void main(){ 
 ProcessThread Pthread; 
 TransThread Tthread; 
 Pthread.start(); 
 Tthread.start(); 
 Pthread.join(); 
 Tthread.join(); 
} 

} 
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PC’s performance is much better than that of the mobile device. In comparison 
with the run-time, the PC shows better computation capability in Task B (45 times) 
than in Task A (12.5 times). It means high computational processes such as real 
number computations overhead much upon the mobile device and processing the high 
computational operations at the server is more desirable. As mentioned in Section 3, 
there are the server and the client in our experiments. The PC takes the role of the 
server and the mobile device takes the other.  

Performance Evaluation w.r.t. Low Computational Task. First experiment is 
performed with 7 configurations in each of which the ratio of data partitioning is 
changed by 1/6. Both the server and the client have 3 threads for processing. We 
conducted 5 experimentation runs for each configuration, and so the experimentation 
results in subsequent explanation are average values. Connectivity between the server 
and the mobile device is established through Wi-Fi. 
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Fig. 2. Turn-around time for each configuration of task partition for Task A 

Figure 2 presents the turn-around time of the whole task for each configuration. As 
shown in the figure, the case 1 (where the entire data is processed at the mobile 
device) took shorter time than case 7 (where the server is entitled to process the total 
data). This is because the transmission part took more time than the processing part 
due to wireless environment; in other words, the delay in the transmission part 
became the dominating value because of the short processing time. 

Additionally, we observed that the time required for sending/receiving total data is 
over 1 second and the time required for processing total data at mobile device took 1 
second approximately, and so it looks inefficient using Mobile Cloud Computing. 
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Fig. 3. An execution procedure at case 2 for Task A  

However, the computational power of the PC (Server) is much better than mobile 
devices as shown Table 2, so that it could improve the overall efficiency of processing 
if the proper allocation of data processing is made for the server. It is shown in the 
case 2 where one sixth of the data is processed at the server and results in the shortest 
total processing time. The turn-around time of case 2 is shorter than that of the case 1 
by about 150ms. It means one sixth of the data is the best allocation between 
processing and sending/receiving in this experiment. Figure 3 shows the execution 
procedure for the case 2 of task A. 

Performance Evaluation w.r.t. High Computational Task. The next 
experimentation is done with the high computational Task. Figure 4 shows the result 
of the experiment in this case. The experiment was conducted in the similar way to 
the previous one. As shown in the figure, the case 7 where the entire data is processed 
at the server took shorter time than the case 1 where the data is processed only at the 
mobile device. This comparison shows that mobile device’s computational capability 
could be overwhelmed by the plenty of computation such as DCT. It is more efficient 
to exploit server computation facility to the fullest. It looks like the advantage 
assumed in general Cloud Computing system. However, it is not quite the same with 
that. Even though the case 7 has to show the most efficient result (according to the 
intention of the current Cloud Computing system), the case 6 (where the mobile 
device took part in the required computation) shows the shortest time in this 
experiment. Thus, the ratio of data in case 6 is most pertinent. 
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Fig. 4. Turn-around time for each configuration of task partition for Task B 

Remarks on Advantages. Recall the issues of existing Mobile Cloud Computing 
presented in Section 2. The proposed framework can alleviate those issues as follows.  

• Low network dependency: The mobile network environment is relatively unstable 
so its quality cannot be guaranteed. As the occasion, transmission time can be a 
more dominant factor deciding the overall performance than processing time as 
shown above. When the network state is stable, sending more data to the server is 
reasonable. If not, processing more data at the mobile device improves the overall 
system performance. Also, it can be entirely processed by the mobile device in the 
extreme case that any connection is not feasible.  

• Low Cloud server dependency: Cloud Computing aims at improving the overall 
performance of processing using the server’s computation capability and resources 
but it is useless if the server could not provide those sufficiently. In this case, it is 
better to use more resources of the mobile device. Mobile device’s resource can be 
controlled by users and its state is easily ascertainable than that of the server. 
Processing the data at the mobile device reduces the Cloud server dependency.  

• Maximization of mobile device’s resources: Entrusting the server with the entire 
task causes mobile devices idle. Processing some parts of data at the mobile device 
is one of the ways that optimize the resource usage at the device. 

• High flexibility: Factors influencing the performance of Cloud Computing are 
various. The fixed way for providing services to users is one of causes degrading 
the overall stability of the service. Users can choose the degree of participation of 
the user’s device in computation in the light of the mobile network condition, 
device’s and server’s performance, characteristics of processing. Therefore, these 
make system flexible and stable, which allows the Cloud server to provide more 
guaranteed services for users. 

• Optimization of Efficiency: It is most important to determine the optimal workload 
partitioning as shown above, and the efficiency can be achieved by changing the 



 A Collaborative Framework of Enabling Device Participation in MCC 47 

 

ratio. The empirical results show that the optimal ratio can be determined and to 
what extent the optimization is possible. 

• Reducing the burden of the server: Distributing the workload across the server and 
the mobile device can save the server capacity, so that the server is able to serve 
other users’ requests and thus it achieves higher service availability. 

A Sketch on Scheduling Algorithm. There are several factors that influence on the 
proposed framework: the processing capability of the mobile device and the server, 
network conditions, and characteristics of processing. By considering those factors, 
we can present a sketch on how to partition workload across the device and the Cloud 
server based upon the premise that the server maintains steady-state. 

Firstly, we determine scheduling parameters as specified in Table 3, which can be 
estimated by the current network conditions and the computational capability of the 
server and the device, and then we decide the optimal ratio with those parameters as 
follows. 

Table 3. Scheduling parameters 

Notation Description 

Td The time required for processing the entire data at the device 
Ts The time required for processing the entire data at the server 
Tt The time required for sending the entire data between the server and the device 
Tc The time required for converging the two parts from different locations. 
X The ratio of work for processing at the server ( 0 ≤ X ≤ 1 ) 

 
The total time required at the server is shown in equation (1), whereas the total 

time required at the device is shown in (2).  

2XTt + XTs . 

(1-X)Td +XTc . 

(1)

(2)

If the work of the server is finished earlier than that of the device, it means that we do 
not utilize the server’s resource efficiently. On the other hand, if the work of the 
device is finished earlier than that of the server, it means that the more work can be 
processed at the device. Therefore, the work can be done most efficiently when either 
the server or the device is not idle. The optimal ratio X is obtained by using (4). 

2XTt + XTs = (1-X)Td +XTc . 

X = Td / ( 2Tt + Ts + Td - Tc ) . 

(3)

(4)

In Eq. (4), 2Tt + Ts means that the time required in case 7, and Td stands for the time 
required in case 1. Tc can be negligible for obtaining the X approximately in (4) 
because Tc is much smaller compared to Td, Ts, Tt. Therefore, we disregarded Tc to 
obtain the X more easily. The ratio X is roughly 0.29 in the experimentation for low 
computational Task and it is between 1/6 and 2/6. Additionally, The X is roughly 0.75 
in the experimentation for high computational Task and it is between 4/6 and 5/6. 
Therefore, the optimal ratio obtained by using (4) accords closely with results of our 
experiment. 
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Figure 5 shows the change of X depending on the alteration of Tt, Ts, and Td.  
The bigger Td/Ts means that the Cloud server has more computational power than the 
device and the smaller Tt/Ts means that the network condition is better. Therefore,  
the bigger Td/Ts or the smaller Tt/Ts is, the more data can be processed at the Cloud 
server more efficiently. 
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Fig. 5. The change of X depending on the alteration of factors 

5 Conclusion 

Based on the observation that there are several disadvantages of existing Cloud 
Computing such as high network environment dependency, high Cloud server 
dependency, idle mobile devices, low flexibility, and large burden of the server, we 
proposed a new collaborative framework of letting the mobile device participate in 
computation-intensive tasks in Mobile Cloud Computing environment. The 
participation ratio is determined depending on the factors of the system capability, the 
mobile device’s performance, the network state, and characteristics of processing. We 
ascertained with empirical studies that the proposed framework makes the system 
achieve better performance and more flexible. It can also alleviate the server 
workload by using the device capability. 

We have several directions as future work. We will elaborate the scheduling 
algorithm for the proposed framework. We plan to implement the proposed 
framework in the specific Mobile Cloud Computing infra such as Hadoop-based 
Cloud Computing system. We also would like to implement the proposed framework 
in various mobile device platforms such as iPhone and Windows phone. 
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Abstract. This paper describes the design and evaluation of a novel
publish/subscribe communication framework for ubiquitous systems and
applications. The motivation of this work is the realization of the fact
that the publish/subscribe communication model has several features
that make it suitable to serve as a communication substrate for ubiq-
uitous systems. In particular, we argue that a publish/subscribe frame-
work that is scalable and supports client mobility is a valuable asset
for the development of ubiquitous applications. We present a reference
implementation, Phoenix, that supports the deployment of publish/sub-
scribe components in mobile devices such as smartphones. In addition,
we evaluate the functionality of Phoenix and its performance, in order
to determine its operational constraints for server and mobile platforms.

Keywords: publish/subscribe, client mobility, ubiquitous environments,
software implementation, empirical validation, performance evaluation.

1 Introduction

The client/server model has played a foundational role in the ongoing success
of distributed systems and the Internet. However, distributed systems that are
based on the traditional client/server model exhibit a tight coupling of compo-
nents. Consequently, the deployment and maintenance of large-scale distributed
systems based on the client/server model is a complex task. This becomes even
more evident when the distributed systems are composed of heterogeneous ser-
vices, devices and flows of information, as is the case with ubiquitous systems.

The publish/subscribe communication model or interaction paradigm over-
comes this limitation by introducing an indirection layer that decouples com-
ponents, i.e., producers and consumers of information [21]. This enables the
creation of flexible and robust distributed systems that exploit the benefits of
space, time and synchronization decoupling of components. The decoupling of
components increases scalability by removing all explicit dependencies between
the interacting participants [7]. Removing these dependencies reduces coordina-
tion and synchronization requirements and makes the publish/subscribe com-
munication model suitable for distributed environments that are asynchronous
by nature, such as ubiquitous systems that seek to integrate mobile devices [10].

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 50–63, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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In publish/subscribe systems, information producers are known as publishers
and information consumers are referred to as subscribers. Publishers generate in-
formation in the form of events while an independent Event Notification Service
handles the task of delivering those events to a subset of the subscribers. The
use of an explicit layer of indirection provides an overall separation of concerns
and is what makes publish/subscribe systems inherently flexible and scalable.

Publish/subscribe applications are the result of using a publish/subscribe
communication model to orchestrate distributed application components. In
essence, publish/subscribe applications employ publishers and subscribers to im-
plement a series of information flows or content streams [30]. Content streams
are continuous flows of information that are transported from a publisher com-
ponent to subscriber components by the publish/subscribe infrastructure. In
order to shape the content streams of a publish/subscribe system, the use of
content-based filtering mechanisms can be requested by subscriber components.

Publish/subscribe applications are characterized by the number of client com-
ponents they employ and the content streams or events they exchange. Assuming
the availability of a broker infrastructure, a minimal application can be created
with a publisher, a subscriber and a single content stream. However, real appli-
cations exhibit a higher cardinality with regards to both the number of client
components and the volume of content streams they employ. Depending on the
application domain, the amount of publish/subscribe components can range from
a handful to tens of thousands. This is often the case with ubiquitous systems
and their applications, where having a large number of components is expected.

In general, the decoupled and data-centric nature of the publish/subscribe
interaction paradigm makes it a suitable foundation for a wide variety of ap-
plications. In particular, the most suitable applications for this communication
model are the ones that require the timely, efficient and scalable dissemination
of information between large numbers of components [16]. Note that large-scale
systems can result either from the geographic distribution of nodes or from the
concentration of nodes on a relatively small area [23]. Examples of publish/
subscribe application domains include network monitoring, financial services,
mobile computing, industrial automation, social networks, smart environments,
scientific computation, content distribution and sensor networks [13] [23] [29].

Taking into account that the software architecture of a ubiquitous system
has to overcome a series of specific issues and challenges [6], we argue that the
underlying communication infrastructure of a ubiquitous system should provide:

– Heterogeneity: allowing a variety of devices and services to operate.

– Dependability: avoiding severe failures that happen frequently.

– Scalability: enabling the deployment of large-scale systems.

– Mobility: enabling the users to roam the environment.

The publish/subscribe communication model not only provides these features
but also supports relevant concepts such as localised scalability [27] and content-
centric networking [11]. As a consequence, we conclude that ubiquitous systems
and applications can benefit from the use of content-based publish/subscribe [7].
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The present work documents a foray into this idea, with the objective of
validating the applications of our previous work in the field [25]. To that end,
we introduce Phoenix, a novel publish/subscribe communication framework for
ubiquitous systems, and illustrate the empirical evaluation process and first-hand
experimentation that has been carried out in order to validate our approach.

The remainder of this paper is structured as follows: in Section 2 we describe
the context and features of our publish/subscribe implementation. In Section 3
we present the process that has been carried out to validate the implementation
with a ubiquitous application that includes mobile clients. In Section 4 we in-
troduce a timeliness model for our framework and measure the performance of
the system. Finally, Section 5 outlines our findings and concludes the paper.

2 The Phoenix Publish/Subscribe Framework

In this section we describe our approach to publish/subscribe and client mobility.
We also cover the reference implementation, Phoenix, and key related work.

2.1 Service Interface

Publish/subscribe is a communication model where information producers (pub-
lishers) and information consumers (subscribers) exchange information (events)
by means of an Event Notification Service that is composed of a set of brokers.
Publishers publish events and subscribers make use of predicate-based filters to
subscribe to specific kinds of events. The distributed network of brokers matches
published events and subscriptions, routing them as required. Figure 1 shows the
interface provided to the clients of a content-based publish/subscribe system.

public void publish(Event notification);

public void subscribe(Filter subscription);

public void unsubscribe(Filter subscription);

Fig. 1. Interface for publish/subscribe applications

2.2 Client Mobility

Publish/subscribe clients have a reference broker that mediates between them
and the rest of the system. When a client is hosted in a mobile device, sudden
disconnections can take place as a result of limited wireless coverage. As a result,
the link between a client and its reference broker will break and publish/subscribe
service will be disrupted. Upon the recovery of wireless connectivity, clients may
connect to the same reference broker and resume their operation. However, the
physical mobility of a device may prevent this and a client could be required to
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migrate to a new reference broker. In order to cope with these situations, the
Event Notification Service needs to handle client mobility and disconnections.

To that end, we propose the use of a publish/subscribe routing algorithm that
warrants the transparent reconnection of clients [25]. Based on a Simple Routing
strategy [1] our custom routing algorithm ensures that the routing tables of bro-
kers are updated to reflect the mobility of their clients. In addition, our routing
algorithm can optionally replay published events that may be pending delivery
as a result of a disconnection. A detailed description of the contributed routing
algorithm and its correctness proof can be found in [26]. Figure 2 shows the
mobility related interface provided to subscribers. Note that publisher mobility
is transparent to the system as a result of extending a Simple Routing strategy.

public void migrate(boolean replay);

public void resume(boolean replay);

Fig. 2. Interface for migration and resumption operations

2.3 Design and Implementation

In order to evaluate our approach, we have implemented a reference content-
based publish/subscribe framework known as Phoenix [24]. The main objective
of Phoenix is to provide a robust and scalable communication infrastructure
for ubiquitous systems where mobility plays a key role. Therefore, it takes into
account the requirements that have already been outlined and implements a
custom routing algorithm that supports communication efficient client mobility.

Phoenix has been implemented in Java in order to enable the use of publish/
subscribe application components in a wide variety of devices and platforms.
In particular, Phoenix supports the deployment of publishers and subscribers
in Android devices. Phoenix makes use of the Apache MINA network appli-
cation framework to provide asynchronous communication capabilities to both
the publish/subscribe components and, by extension, the high-level services and
applications that are built on top of them. Internally, the publish/subscribe com-
ponents of the framework communicate by means of JSON formatted message
passing over TCP/IP streams. Other noteworthy features of Phoenix include:

– Optimal routing of events and communication efficient client hand-offs.
– Automatic discovery of brokers by means of multicast and unicast.
– Interoperable message serialization/deserialization mechanism.
– Graphical user interface for the management of brokers.

The middleware layer of the Phoenix framework incorporates over 7,000 lines of
code and provides developers with simple interfaces such as the ones depicted in
Figures 1 and 2. Note that Phoenix has been released1 under the MIT license.

1 ThePhoenix source code repository ishttps://github.com/zigorsalvador/phoenix

https://github.com/zigorsalvador/phoenix
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Indeed, a key motivation behind the development of Phoenix stems from the fact
that although several academic contributions have been published in the field,
few open source implementations are available and none of them provides key
features such as client mobility support and/or full integration with Android.

2.4 Related Work

JEDI was the first publish/subscribe system to support client mobility [5]. In
particular, JEDI implements a client hand-off or migration protocol that requires
clients to proactively inform the middleware before moving away from a broker.
This initial move out operation must then be followed by a move in operation
that triggers the reconfiguration of the system. As a consequence, the client
mobility protocol of JEDI is not suitable for situations where clients suffer sudden
disconnections from the infrastructure [29]. Additionally, it must be noted that in
order to support migrations, JEDI requires the reissuing of subscriptions and the
availability of out-of-band communication between the pair of brokers involved
in the migration. Furthermore, migrations in JEDI often result in the delivery
of duplicate events due to the coexistence of old and new delivery routes.

The Siena publish/subscribe system was also among the first to support client
mobility [3]. In particular, a generic Mobility Service was implemented in order
to validate a client hand-off protocol that could be used with any publish/sub-
scribe system or implementation. The Mobility Service relies in client proxies and
explicit move in and move out operations and due to its generic nature requires
no changes to the application programming interface of the system. On the other
hand, the use of the Mobility Service results in a high messaging overhead, due to
the fact that it has to rely on message flooding to locate source and destination
brokers. Indeed, the high signalling cost of this approach was modelled and found
to be excessive [29], which severely limits its value for ubiquitous systems.

The REBECA publish/subscribe system was eventually extended to cope with
client mobility [8] [9] [17] [32]. In particular, an algorithm for Roaming Clients
was proposed in the context of a publish/subscribe system based on an acyclic
graph topology with advertisement semantics. Note that REBECA does not
support publisher mobility, due to the choice of advertisement semantics and the
lack of a specific publisher mobility protocol. Moreover, the REBECA algorithm
relies in the reissue of subscriptions upon migration, which is inefficient.

Client mobility support has also been an active research topic in the context
of the PADRES publish/subscribe system. In particular, several contributions
were targeted at publisher mobility and represent the first foray into this relevant
aspect of client mobility support [18] [19] [20] [22]. Additionally, several perfor-
mance evaluations were carried out regarding publish/subscribe scenarios where
client mobility is generalized. One of the most interesting findings is that in most
mobile scenarios the replay of buffered events dominates the signalling cost of
subscriber hand-off protocols in real-world deployments of client mobility [2].

All in all, Phoenix builds upon previous contributions introduced by the afore-
mentioned systems. However, the custom routing algorithm [25] employed by
Phoenix has some advantages with respect to the preceding systems. For one,
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Phoenix supports both publisher and subscriber mobility. For another, Phoenix
implements a client hand-off protocol that is communication efficient, i.e., mini-
mizes the amount of traffic generated as a result of client mobility. Furthermore,
the formal correctness of our custom routing algorithm has been established and
therefore Phoenix provides a solid foundation for incremental work in the field.

3 Validation

In this section we describe the empirical validation of the new communication
framework with a combination of synthetic tests and application prototypes.

3.1 Synthetic Tests

Resumption and migration mechanisms have been validated using mobile de-
vices. Figure 3 illustrates the Android application that has been developed to
conduct the validation. The Mobility application is composed of a subscriber
component and a user interface that enables researchers to request subscrip-
tions, resumptions and migrations. Normally, the user launches the application
and enables the wireless communication interface of the mobile device. Once the
network interface is up, the user triggers the discovery of a broker in the local
area network. If a broker has been found, the user can request the submission
of a subscription to that broker, initiating the delivery of events. After an ar-
bitrary amount of time, the user will disable the network interface, disrupting
the communication channel between the subscriber and the broker. Then, the
user will have to re-enable the network interface, and repeat the discovery pro-
cedure. When the identity of the broker that is discovered matches that of the
broker that was available before the disconnection, the application will request
a resumption. If, on the other hand, a new broker is discovered after the discon-
nection period, the application will issue a migration request. In either case, the
broker will resume the delivery of new events and will replay any events that
were not delivered during the disconnection. The Mobility application will check
that all expected messages were successfully delivered. Figure 4 illustrates the
traffic profiles of source and destination brokers during an example migration.

3.2 Functional Prototypes

The overall functionality and performance of the framework have been vali-
dated using realistic publish/subscribe application prototypes. Figure 5 shows a
screenshot of a prototype developed for that purpose: the Tracker application.
The idea behind the Tracker application is to implement a real-time visitor track-
ing system using the Phoenix communication framework. The web application
is composed of a single subscriber component and a user interface that enables
researchers to visually manage subscriptions and track the location of visitors
on a map. In the figure, the red circles represent location-based subscriptions,
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Fig. 3. Screenshot sequence of the Mobility application during a migration test

Fig. 4. Traffic profiles of source and destination brokers during a migration test

Fig. 5. Screenshot of a web browser rendering the Tracker application
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while the small dots represent the real-time location of visitors. In order to
generate location data, the mobile devices of visitors are equipped with publisher
components that periodically publish the GPS location of these mobile devices
and their owners. Using the web application, users can generate fine-grained
location-based subscriptions which enable the system to filter incoming events
and only deliver those that match a given subscription. The Tracker application
has been tested with real subjects using Android devices. However, in order to
validate the scalability of the application, virtual visitors can be created by the
system and instructed to update their location with an arbitrary periodicity.

4 Performance

In this section we analyse the performance of Phoenix from three perspectives.
First, we adopt a theoretical approach and perform an analysis of content-based
publish/subscribe performance. Then, we present the results obtained in a series
of experimental tests. Finally, we evaluate performance using Android devices.

4.1 Timeliness Model

We assume that the number of brokers is finite and their connection graph G is
acyclic and static. Therefore, we can define the diameter of the broker graph as:

d = diameter(G)

We assume that the communication links in the system are timely, i.e., message
transmission delays are bounded. As a result, we can model the communication
times involved in the operation of the system and combine them with several
assumptions regarding the processing times for different messages in order to
model the performance or average message dispatching times of a our system.
Let δc be the average time required for a message to traverse a link that connects
a broker and one of its local clients and let δb be the average time required for
a message to traverse a link that connects a broker and one of its neighbour
brokers. If we assume that brokers will benefit from high capacity network links:

δc 	 δb

Once a given message reaches a process, the message has to be processed, involv-
ing changes to data structures and/or event matching calculations. Consequently,
we can define the average processing time for each publish/subscribe primitive:

– σSUB : average time required for a broker to process a subscription message
– σUNS : average time required for a broker to process a unsubscription message
– σPUB : average time required for a broker to process a publication message

Based on the fact that the event matching problem is regarded as the main
potential bottleneck of a publish/subscribe system [12] [13] [15], we assume that:

σPUB 	 σSUB 
 σUNS
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And based on the previous, we can model average message dispatching times for
subscription, unsubscription and publication messages, respectively, as follows:

ΔSUB 
 δc + σSUB + d(δb + σSUB)

ΔUNS 
 δc + σUNS + d(δb + σUNS)

ΔPUB ≤ δc + σPUB + d(δb + σPUB) + δc

Finally, based on the assumptions that have been noted, we can now assert that:

ΔPUB 	 ΔSUB 
 ΔUNS

This realization underlines the importance of the matching process in publish/
subscribe systems. Furthermore, it motivates us to conduct a performance analy-
sis that is focused in ΔPUB scalability and the impact of different optimizations.

4.2 Empirical Evaluation

In order to measure the performance of Phoenix, we have deployed our publish/
subscribe system in a dedicated cluster composed of eight server nodes running
Ubuntu 11.10 with dual 2.4 GHz Xeon CPUs and 24 GBytes of RAM. Six of the
nodes are exclusively dedicated to the execution of a broker overlay with a star
topology. The two remaining nodes are dedicated to the execution of a bench-
marking application and a workload generator. The benchmarking application is
composed of a publisher and a subscriber component that exchange probe mes-
sages which traverse the broker overlay. Probe messages are time-stamped and
enable the benchmarking application to measure two performance metrics: probe
latency and probe throughput. The workload generator orchestrates the execution
of synthetic clients and generates arbitrary amounts of background traffic. Probe
messages and workload messages are, respectively, 286 and 886 bytes long.

In its basic, non-optimized form, the algorithm in [25] makes heavy use of event
matching, which limits the scalability of the system. As a result, two optimiza-
tions have been implemented in Phoenix and considered in the experiments. The
first optimization, Filter Poset, aims at reducing the number of filters that are
involved in the matching operation of a given event. To do so, it exploits the rela-
tionship among the filters stored in the routing tables by maintaining a partially
ordered set of filters [4] [31]. The second optimization, Single Matching, aims at
reducing the number of matching operations that are involved in the delivery
of a given event. To do so, it exploits global knowledge by having the front-end
broker of each publisher compute the set of matching subscriptions on behalf
of the rest of the brokers. This optimization is similar to the approach followed
in [13] [14] [28]. The combination of the two optimizations results in four bench-
marking configurations: C1 (no optimization), C2 (Single Matching), C3 (Filter
Poset) and C4 (both optimizations). The workload consists of a set of publish/
subscribe clients that generate various degrees of synthetic background traffic,
in the form of spurious events that need to be dispatched. The performance fac-
tors that dimension workloads are: Rp: the rate of background publications in the
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Table 1. Average probe throughput (events/second)

Workload (Rp, Ns) C1 C2 C3 C4

W 1 (0, 0) 24,687 20,626 23,955 21,421
W 2 (0, 250) 10,089 11,639 17,522 20,557
W 3 (0, 500) 6,843 8,631 18,158 17,050
W 4 (5,000, 0) 25,198 22,506 22,197 21,806
W 5 (5,000, 250) 7,324 11,305 15,942 18,394
W 6 (5,000, 500) 3,905 8,365 14,327 15,996
W 7 (10,000, 0) 22,848 21,843 21,693 21,788
W 8 (10,000, 250) 5,448 11,474 15,031 16,597
W 9 (10,000, 500) 2,746 8,071 11,956 15,221

Table 2. Average probe latency (milliseconds)

Workload (Rp, Ns) C1 C2 C3 C4

W 1 (0, 0) 1.002 1.118 1.079 1.137
W 2 (0, 250) 1.247 1.109 1.060 1.175
W 3 (0, 500) 1.451 1.168 1.030 1.144
W 4 (5,000, 0) 1.063 1.079 1.022 1.229
W 5 (5,000, 250) 1.827 1.462 1.583 1.634
W 6 (5,000, 500) 2.873 1.630 1.764 1.573
W 7 (10,000, 0) 1.048 1.092 1.063 1.047
W 8 (10,000, 250) 3.121 1.749 1.926 1.556
W 9 (10,000, 500) 38.891 1.740 2.108 1.649

Table 3. Average smartphone throughput (events/second) and latency (miliseconds)

Interface Throughput Latency

WIFI 148 11
UMTS 185 151

Table 4. Average smartphone battery life (minutes)

Scenario Duration Percentage

Baseline 582 100%
Publisher 252 43%
Subscriber 267 46%

Combination 215 37%
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system and, Ns: the amount of global subscriptions in the system. Note that
three discrete levels have been considered for each of the two cited performance
factors. In particular, Rp can be one of 0, 1,000 or 2,000 events/second and Ns

can be one of 0, 50 or 100 subscribers for each of the five border brokers. This
translates into a global publication rate of 0, 5,000 or 10,000 events/second and
a total of 0, 250 or 500 concurrent subscribers in the system. Note that two
metrics, four configurations and nine workloads require 72 unique experiments.

Tables 1 and 2 show average probe throughputs and average probe latencies,
respectively. Throughput measurements involve the publication of 50,000 events
and were repeated 10 times. Latency measurements require a single event and
were repeated 10, 000 times. Based on these results, we can highlight that the per-
formance of the non-optimized configuration (C1) stalls under load (W9). How-
ever, in the highly-optimized configuration (C4), Phoenix manages to dispatch
over 15,000 messages per second with an average latency of under 2 milliseconds,
which represents a significant improvement and a good degree of scalability.

4.3 Android Performance

In order to complete the performance analysis of the Phoenix communication
framework, we have conducted additional experiments using Android mobile
devices. In particular, we have used a Google Nexus S smartphone as a reference,
running Android 4.1.1 with a 1 GHz ARM CPU and 512 MBytes of RAM.

The first set of experiments was aimed at measuring the performance of the
Phoenix communication framework when using wireless communication inter-
faces. Table 3 illustrates the average probe throughput and average probe latency
that were measured using both WIFI and UMTS hardware interfaces. Note that
probe messages were 280 bytes in size, throughput tests were repeated 25 times
and the latency values represent the averages out of 100 measurements. Based
on the results, we can assert that our Phoenix cluster is well capable of serving
hundreds, if not thousands, of mobile devices running Phoenix clients.

The second set of experiments analysed the energy consumption derived from
the use of the Phoenix in a mobile device. In particular, we conducted several
experiments where the battery level of the smartphone was monitored during
the execution of different communication routines. Table 4 shows the average
duration of the battery under four different scenarios. In the first scenario, the
device is in standby mode with the screen set to 5% brightness. In the second
scenario, a publisher component generates 100 events/second while in the third
scenario a subscriber receives 100 events/second. Finally, the fourth scenario
combines the publication and the reception of 100 events/second. Based on the
results, the impact of using Phoenix is moderate and its energy efficiency is fair.

5 Conclusion

In this paper, we have described the overall design and evaluation of a novel
communication framework for ubiquitous systems. The framework is based on
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the publish/subscribe communication model and has taken into account the
requirements of ubiquitous systems. In particular, we have tried to design a
communication framework that supports client mobility and provides a good
degree of scalability. To that end, we have leveraged a routing algorithm [25]
that provides optimal event routing and communication efficient client mobility.

The implementation of the Phoenix publish/subscribe framework has been
motivated by the lack of suitable open source implementations that provide what
we believe are key features of a communication infrastructure for ubiquitous sys-
tems, namely client mobility support and full integration with mobile devices.
The reference implementation of Phoenix enables researchers and application
developers to create ubiquitous systems and applications using wireless commu-
nication interfaces and nowadays common devices such as Android smartphones.

In addition, we have conducted both an empirical validation process and a
thorough performance analysis and, based on the results, can assert that Phoenix
is a valid and fairly scalable communication framework for ubiquitous systems.
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9. Fiege, L., Zeidler, A., Gärtner, F.C., Handurukande, S.B.: Dealing with Uncertainty
in Mobile Publish/Subscribe Middleware. In: Middleware Workshops, pp. 60–67.
PUC-Rio (2003)

10. Huang, Y., Garcia-Molina, H.: Publish/Subscribe in a Mobile Enviroment. In: Mo-
biDE, pp. 27–34. ACM (2001)

11. Jacobson, V., Smetters, D.K., Thornton, J.D., Plass, M., Briggs, N., Braynard, R.:
Networking Named Content. Communications of the ACM 55(1), 117–124 (2012)

12. Jayram, T.S., Khot, S., Kumar, R., Rabani, Y.: Cell-Probe Lower Bounds for the
Partial Match Problem. Journal of Computer and System Sciences 69(3), 435–447
(2004)

13. Jerzak, Z.: XSiena: The Content-Based Publish/Subscribe System. PhD thesis,
Technische Universität Dresden, Germany (2009)

14. Jerzak, Z., Fetzer, C.: Prefix Forwarding for Publish/Subscribe. In: Jacobsen, H.-
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Abstract. We use mobile sensor data to predict a mobile phone user’s
semantic place, e.g. at home, at work, in a restaurant etc. Such informa-
tion can be used to feed context-aware systems, that adapt for instance
mobile phone settings like energy saving, connection to Internet, volume
of ringtones etc. We consider the task of semantic place prediction as
classification problem. In this paper we exploit five feature groups: (i)
daily patterns, (ii) weekly patterns, (iii) WLAN information, (iv) battery
charging state and (v) accelerometer data. We compare the performance
of a Random Forest algorithm and two Support Vector Machines, one
with an RBF kernel and one with a Pearson VII function based kernel, on
a labelled dataset, and analyse the separate performances of the feature
groups as well as promising combinations of feature groups. The win-
ning combination of feature groups achieves an accuracy of 0.871 using
a Random Forest algorithm on daily patterns and accelerometer data.

A detailed analysis reveals that daily patterns are the most discrimi-
native feature group for the given semantic place labels. Combining daily
patterns with WLAN information, battery charging state or accelerom-
eter data further improves the performance. The classifiers using these
selected combinations perform better than the classifiers using all feature
groups. This is especially encouraging for mobile computing, as fewer fea-
tures mean that less computational power is required for classification.

1 Introduction

Smartphones currently hold a handheld market share of over 30% - and this
market share is rising1. Because of their built-in sensors, smartphones are a
particularly suitable tool for capturing people’s activities in a physical environ-
ment as opposed to people’s interactions with electronic devices or interactions
within virtual environments. Such mobile sensor data can be used to analyse
behavioural patterns, or within user- and context-adaptive systems. Given the
wide spread of smartphones, such systems have the potential to reach an incred-
ible amount of users. In this paper, we describe how to use mobile sensor data
to predict a mobile phone user’s semantic place, i.e. home, work, restaurant etc.

1 http://mobithinking.com/mobile-marketing-tools/latest-mobile-stats/

a#smartphone-shipments

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 64–75, 2013.
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Semantic place information exceeds geographic location information in that
it gives a meaning to a user’s location. Location-aware systems that exploit the
geographic location or just the uniqueness of places (e.g., based on WLAN IDs)
are state-of-the-art. Recommender systems like Yelp for restaurants or Friends
for finding friends in the vicinity use geographic location information. The Llama
App executes location-specific rules w.r.t. device system settings, and uses cell
tower information to identify locations. In such Apps, semantic categories are as-
signed to places by users, but not exploited by the system. Systems that exploit
place semantics are now cutting edge. Only recently, a recommender system for
advertisements has been described that depends on geographic locations, identi-
fied via WLAN ID, but distinguishes places also via their semantics, e.g., fashion
shop, restaurant, cinema etc. [8]. The mapping between geographic location and
place semantics is not automated, but used by the system.

2 Dataset

The work described in this paper was carried out in the context of the Nokia Mo-
bile Data Challenge 2012. The challenge provided a data set, the MDC dataset,
collected by the NRC/Lausanne Data Collection Campaign 2009-2010 [9]. Smart-
phone data has been collected by almost 200 participants in the course of at least
one year [10]. For each user, data about telephone usage, media usage, motion
(accelerometer data), telephone status (bluetooth, battery charging) etc. has
been collected [9].
In the MDC dataset, each data record contains the data of a sensor (e.g., battery
charging status) and a timestamp. Each record has been collected by a single
user, and is assigned to a place ID pID that defines a geographic location. How-
ever, it cannot be related back to geographic coordinates, and it corresponds to
a circle of 100m radius. Each place ID pID is associated to a single user. Since
geographic coordinates of place IDs pID are unknown, it is unknown whether
place IDs pIDs from different users correspond to the same geographic location.
A subset of records in the MDC dataset has been labelled with one of the prede-
fined semantic place labels as ground truth. The full list of predefined semantic
place labels is given below in Table 1.

Discussion. The MDC dataset is very unbalanced, in that much more labelled
records exist for instance for the semantic place label Home than for Holiday
resort or vacation spot. We do not know whether the distribution of labels is
representative, and as we will discuss below, labelling behaviour may have influ-
enced the classification results.

The classification problem that we tackle based on the MDC dataset is based
on unique, but in terms of geographic location, unknown place IDs which define
circles of 100m radius. Such an accuracy is plausible, if for instance cell tower
triangulation is used, whilst with GPS or assisted GPS the location information
should be more accurate 2. However, in a scenario of real application, any seman-
tic place prediction algorithm would probably have access to geographic location

2 http://technowizz.wordpress.com/2010/01/03/lbs-technologies-part-1/

http://technowizz.wordpress.com/2010/01/03/lbs-technologies-part-1/
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Table 1. Semantic place labels

1 Home

2 Home of a friend, relative or colleague

3 My workplace or school

4 Location related to transportation
(e.g., bus stop, metro stop, train station, parking lot, airport)

5 Workplace or school of a friend, relative or colleague

6 Place for outdoor sports (e.g., walking, hiking, skiing)

7 Place for indoor sports (e.g., gym)

8 Restaurant or bar

9 Shop or shopping center

10 Holiday resort or vacation spot

information. This would be an important piece of complementary information
that could be used for instance in map lookups.

3 Problem Statement

In this work, we tackle the following problem:

Given an unlabeled place pID that has a number of features (computed
from the data records associated with pID), predict the semantics of pID
out of a list of predefined semantic place labels.

We consider this task as a supervised classification problem in combination with
resampling to address the unbalanced nature of the dataset, and feature selec-
tion. As classifier, we used the Weka [5] implementation of a Random Forest
algorithm [1] and of a Support Vector Machine (SVM) with the Pearson VII
function (PuK) kernel [15] and as well as of an SVM with an Radial Basis Func-
tion (RBF) kernel.

4 Features

We used five feature groups: (i) daily patterns, (ii) weekly patterns, (iii) WLAN
information, (iv) battery charging state, and (v) accelerometer information. Each
feature group consists of multiple features described in more detail below.

4.1 Daily and Weekly Patterns

A daily pattern is a behavioural pattern that changes with the time of the day.
We use the term “weekly pattern” in analogy to denote patterns of behaviour
that change with the day of the week.

In the MDC dataset, we found strong evidence for daily and weekly patterns of
users. The strongest evidence exists for the semantic place labels “Home”, “Home
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of a friend, relative or colleague”, “My workplace or school” and “Workplace
or school of a friend, relative or colleague” for daily patterns and “Place for
outdoor sports” and “Place for indoor sports” for weekly patterns. Based on
these insights, we used daily and weekly patterns as features.

For instance, between 1am and 4am, people are most often at home or at the
home of a friend, relative or colleague (cf. Fig. 1 for “Home”). Figure 1 depicts
the probability that the visited place is “Home” or “My workplace or school”
on the time of the day. The probability is calculated as follows:

ps = (
#records(s, t1)

#records(t1)
. . . ,

#records(s, t24)

#records(t24)
) (1)

where s is a semantic place label, ti with i = 0 . . . 23 is the timespan of an hour
starting at the time denoted by ti, #records(s, t1) is the number of records in
the timespan ti that are labelled with the semantic place label s in the MDC
dataset and #records(t1) is the number of records in the timespan t1 for which
a semantic place label exists in the MDC dataset.

Fig. 1. Daily pattern for the semantic place label “Home” (left) and “My Workplace
or school” (right)

Given a place ID pID and all data records associated with pID, the daily pat-
tern feature group consists of 24 features, each for a timespan ti, i = 0 . . . 23 such
that t0 corresponds to the interval between midnight and 1am, t1 corresponds
to the interval between 1am and 2am etc. Each of the 24 features is computed
as follows:

#records(pID , ti)

#records(ti)
(2)

where #records(pID , ti) is the number of records at place pID in the timespan
ti, and #records(ti) is the number of records taken in the timespan ti by the
user associated with pID.
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The weekly pattern feature group consists of 3 features: The number of records
taken at place ID pID on weekdays (wd), the number of records taken at place
ID pID on weekend days (we), and the ratio we

we+wd .

4.2 Accelerometer Data

We hypothesized that information about users’ movements would be discrimina-
tive for the given semantic place labels, e.g., to identify sports and transportation
related places. In the MDC dataset, such information could be derived from ac-
celerometer data.

The MDC dataset was collected from Nokia N95 phones which have an ac-
celerometer with a sensitivity of ± 2G and a bandwidth of 35Hz [17]. The
main challenge for using accelerometer data from the MDC dataset was how
to compute velocity information without orientation and position information.
In smartphones newer than the N95, a gyroscope is used to deliver orientation
information. With accelerometer data from N95 smartphones, a normalization of
the coordinate system is necessary to calculate average velocity given accelerom-
eter data only. However, in [16], it has been shown that such a normalization is
subject to errors which lead to an inaccurately computed direction of velocity.
Therefore we do not normalize accelerometer data w.r.t. gravity at all, but sim-
ply integrate acceleration information to get average, approximate, velocity. We
hypothesized that for the very short time intervals over which we integrate this
approximation is sufficient to distinguish between semantic place labels.

In the MDC dataset, an accelerometer record is an array that consists of single
accelerometer measurements within a timeframe. Each accelerometer measure-
ment consists of the x, y, z acceleration in mG (10−3G) and the time difference
to the start of the timeframe. Each accelerometer record is also associated with
a unique place ID pID.

We computed the average velocity within a time frame (i.e. for one record)
by first integrating the x, y, z values separately. This gives us the velocity in the
x, y, z direction of the accelerometer within the time frame of the record:

vx(record) =

∫
x

record ∗ dt (3)

vy(record) =

∫
y

record ∗ dt (4)

vz(record) =

∫
z

record ∗ dt (5)

The Euclidean distance gives the velocity within the timeframe of the record:

v(record) = 2

√
vx(record)2 + vy(record)2 + vz(record)2 (6)
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All velocities, computed over timeframes, are aggregated to give the average
velocity and its standard deviation at a unique place pID. Both values are nor-
malised to values between 0 and 1 with a min-max normalization.

av(pID) =

∑
i v(recordi(pID))

#records(pID)
(7)

is the average velocity at place pID, and i = 1 . . .#records(pID).

stdv(pID) =

√
1

#records(pID)

∑
i

(v(recordi(pID))− av(pID))2 (8)

is the standard deviation of the average velocity with i = 1 . . .#records(pID).
The accelerometer data feature group for pID consists of two features, namely

the min-max normalised average velocity (min-max normalised Eq. 7) and the
min-max normalised standard deviation of velocity (min-max normalised Eq. 8).

4.3 WLAN Information

We assumed that users connect to WLAN more frequently at some semantic
places than at others. We therefore defined a feature that indicates the frequency
of WLAN usage at a unique place pID:

→
fvpk

=
#connections(placek)
n∑

i=0

#connections(placei)
(9)

Given the fact that the N55 mobile phones that have been used to record the
dataset, deactivate the WLAN connection when not currently used [12], the
number of connections resembles the intensity of the WLAN usage.

The WLAN feature group consists of this single feature.

4.4 Battery Charging State

We assume that users charge their phones at selected semantic places. The MDC
dataset provides four different charging states: (i) charger not connected (s0), (ii)
device is charging (s1), (iii) charging completed (s2), and (iv) charging continued
after brief interruption (s3). The feature vector for a unique place ID pID has
four dimensions, i.e. one dimension for each charging state. Each dimension has
a value between 0 and 1, denoting the number of records with the corresponding
charging state at pID divided by the number of all charging state records of the
user associated with pID:

|{records(pID)|record(pID) = si}|
|{records(pID)}| (10)

for i = 0 . . . 3 where record(pID) is a charging state record at place pID.
The battery charging state feature group thus consists of four features.
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5 Experiments and Results

The Random Forest (RF) algorithm is an ensemble classifier consisting of mul-
tiple randomized decision trees that are combined using bagging [14]. We used
it since it is known to be a highly accurate and fast classification algorithm [2].
Besides, the algorithm is not very sensitive to outliers, is able to deal with miss-
ing values, and, as stated in [1], avoids overfitting. Due to their wide use for
classification problems we also evaluated the performance of Support Vector
Machines on the problem at hand. We used two Support Vector Machines with
two different kernels. Both SVMs implement John C. Platt’s sequential minimal
optimization algorithm for training a support vector classifier using polynomial
or RBF kernels3. The first SVM has a Radial Basis Function kernel (RBF-SVM).
The second SVM has an SVM with the Pearson VII [15] function as a universal
kernel function (PuK-SVM). The Pearson VII function is an alternative to the
standard SVM kernels for which studies in the field of remote sensing suggest
that it outperforms standard kernels [13].

To extract the best performing features from each feature group, we applied
feature selection with a CfsSubsetEval4 filter from Weka. This filter evaluates
features with respect to their individual predictive ability along with the degree
of redundancy between the features [6]. Since the training data is unbalanced,
we applied a resampling filter from Weka to introduce a bias towards a uniform
class distribution. If features, for instance WLAN information, are not available,
we treat them as missing values. All evaluation results have been computed with
a 10-fold cross validation on the MDC dataset.

5.1 All Feature Groups for All Semantic Place Labels

We evaluated the performance of the Random Forest algorithm and both types
of Support Vector Machines, the SVM with an RBF kernel and the SVM with
the PuK kernel with all feature groups for all semantic place labels, which gives
a 10 class multi-class problem with 5 feature groups and 32 single features. This
experiment resulted in an average f-measure of 0.854 for the Random Forest,
an average f-measure of 0.764 for the SVM with PuK kernel, and an average f-
measure of 0.366 for the SVM with RBF kernel. Detailed results for each semantic
place label are given in the next section.

5.2 All Feature Groups for Each Semantic Place Label

We evaluated both the Random Forest algorithm and the SVM with all features
for each semantic place label separately. Their performances are given in terms
of the F-Measure in Table 2 next to each other.

3 http://weka.sourceforge.net/doc/weka/classifiers/SMO.html
4 http://wiki.pentaho.com/display/DATAMINING/CfsSubsetEval

http://weka.sourceforge.net/doc/weka/classifiers/SMO.html
http://wiki.pentaho.com/display/DATAMINING/CfsSubsetEval
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Table 2. F-measure of the Random Forest (RF) algorithm and the SVM using the
Pearson VII function kernel (PuK-SVM) and the SVM using the RBF kernel (RBF-
SVM). All three algorithms used all feature groups and classified each semantic place
label separately.

Semantic Place Label RF PuK-SVM RBF-SVM

1: Home .766 .714 .769

2: Home of friend, relative or colleague .566 .638 .364

3: My workplace or school .8 .659 .737

4: Place related to transportation .825 .538 .105

5: Workplace or school of a
friend, relative or colleague .875 .793 .305

6: Place related to outdoor sports .871 .712 .061

7: Place related to indoor sports .866 .788 .103

8: Restaurant or bar .962 .938 .354

9: Shop or shopping center .918 .857 .449

10: Holiday resort or vacation spot .966 .894 .425

Discussion. The SVMs underperformed the Random Forest algorithm for all
semantic place labels except Home of a friend, relative or colleague. Therefore
we carry out further analyses only with the Random Forest algorithm. The per-
formance of the last three classes (8-10) is deceivingly high. This is an artefact of
the MDC dataset, which contains only few examples for these classes. Therefore
we cannot assume a good generalisation ability of the classifiers for these classes
(semantic place labels). This also holds true for all experiments below.

5.3 Single Feature Groups for Each Semantic Place Label

Next, we created Random Forest classifiers such that each classifier detects only
one semantic place label and uses only one feature group (results shown in Ta-
ble 3 on the next page). Such experiments lead to insights on the relevance of a
particular feature group for different semantic places.

Discussion From Table 3 we can see that daily patterns perform very well on
nearly all semantic place labels, except Home of a friend, relative or colleague
and Place related to transportation. Especially the latter is surprising. One might
assume that people travel very regularly for instance to and from work. In [3,4],
strong daily patterns have been found in transportation networks. One possible
solution for this discrepancy of results lies in the unknown labelling behaviour
of the study participants who created the MDC labels within the MDC dataset.
Did they tend to label places related to transportation maybe rather for unusual
transportation paths and not for their daily routes to and from work, to and
from supermarkets etc? The confusion matrix supports this interpretation as it
shows that based on daily patterns, the class Place related to transportation is
often confused with the class Holiday resort or vacation spot. We also expected
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Table 3. F-measure of Random Forest classifiers that detect a single semantic place
label using a single feature group. In the table below, Daily P. abbreviates Daily Pat-
terns, Weekly P. abbreviates Weekly Patterns, Charging abbreviates Battery Charging
State, and Accel. abbreviates Accelerometer Data.

Semantic Place Label Daily P. Weekly P. Charging WLAN Accel.

1: Home 0.776 0.826 0.72 0.627 0.4

2: Home of a friend,
relative or colleague 0.536 0.68 0.582 0.593 0.431

3: My workplace
or school 0.836 0.737 0.698 0.485 0.426

4: Place related to
transportation 0.646 0.468 0.794 0.806 0.889

5: Workplace or school of a
friend, relative or colleague 0.966 0.655 0.889 0.918 0.903

6: Place related to
outdoor sports 0.862 0.566 0.867 0.746 0.813

7: Place related to
indoor sports 0.875 0.787 0.866 0.828 0.907

8: Restaurant or bar 0.883 0.763 0.949 0.95 0.884

9: Shop or
shopping center 0.881 0.75 0.897 0.833 0.907

10: Holiday resort or
vacation spot 0.785 0.672 0.977 0.966 0.966

the daily pattern feature group to perform better on the class Home. The main
class of confusion is Home of a friend, relative or collague.

Weekly patterns perform worse overall compared to daily patterns. However,
they outperform all feature groups with respect to the Home and the Home of
a friend, relative or colleague class.

The typical mobile sensor data, i.e. battery charging state, WLAN information
and accelerometer data serve very well to predict the semantic place labels 4-10.
The battery charging state feature group for instance performs exceptionally
well on the classes Restaurant or bar and Holiday resort or vacation spot.

5.4 Feature Group Combinations for Each Semantic Place Label

We evaluated combinations of the winning feature group of daily patterns with
the battery charging state, WLAN information and accelerometer data feature
groups. The results are shown in Table 4, next to the results of the daily pattern
feature group.

Discussion. Combining the daily pattern feature group with other feature groups
improves the classification performance, except for the classes My workplace or
school and Workplace or school of a friend, relative or colleague. However, even
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Table 4. F-measure of the Random Forest classifiers that detect a single semantic
place label using a combination of feature groups. In the table below, DP abbreviates
Daily Patterns, Charging abbreviates Battery Charging State, and Accel. abbreviates
Accelerometer Data. The last column repeats the results when using only the daily
pattern feature group.

Semantic Place Label DP + Charging DP + WLAN DP + Accel. DP

1: Home .826 .783 .8 .776

2: Home of a friend,
relative or colleague .667 .604 .667 .536

3: My workplace
or school .75 .825 .743 .836

4: Place related to
transportation .836 .794 .844 .646

5: Workplace or school of a
friend, relative or colleague .935 .889 .935 .966

6: Place related to
outdoor sports .867 .844 .871 .862

7: Place related to
indoor sports .862 .892 .879 .875

8: Restaurant or bar .916 .962 .962 .883

9: Shop or
shopping center .93 .876 .941 .881

10: Holiday resort or
vacation spot .988 .966 .955 .785

here, the differences in performance are very small. The different combinations of
feature groups perform approximately equally well, with the combination “Daily
Patterns and Accelerometer” slightly in the lead. The results shown in Table 4
for combinations of the daily pattern feature group with the battery charging
state, WLAN or accelerometer feature group are even better than when using
all feature groups (results shown in Table 2).

6 Comparison with Other Work on the MDC Dataset

Other authors, such as [7,11,18] have also worked on the MDC dataset but used
different machine-learning approaches.

In [11], the authors develop one binary classifier for each semantic place label,
and binary classifiers are either k-Nearest Neighbour or Support Vector Ma-
chines, using very similar features than the ones used within this paper. Results
given within the paper are derived using a 2-fold cross-validation. The relevance
of this paper lies in a newly developed multi-coded class based multiclass eval-
uation rule that combines classification results of the binary classifiers. However,
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the overall accuracy of the developed multi-class classifier is, with 73.26% sig-
nificantly lower than what we show can be achieved within this paper.

In [7], the authors use a multi-level classification approach to address the
fact that the dataset is unbalanced, and that the semantic place labels form
sub-groups of semantic places that are distinguishable by different features. The
authors use multiple classification algorithms like SVM, J48, etc. and combine
diverging results of different algorithms by a fusion model. The authors have
evaluated a very broad range of features (54) and identified movement behaviour,
phone usage behaviour, communication behaviour as well as temporal behaviour
of users and WLAN- and bluetooth information as good features. Using a 10-fold
cross-validation, the authors reach an accuracy of 65.77%.

In [18], the authors compare the performance of Logistic Regression, SVMs,
Gradient Boosted Trees, and Random Forests; the latter corresponds to our ap-
proach. The authors selected features automatically from the space of all com-
binations of all possible features. While many features correspond to raw sensor
data, some are also preprocessed sensor data such as variance of accelerometer
data etc. The best achieved result, with 10-fold cross validation, lies at 65.3%,
achieved with the gradient boosted tree algorithm.

In terms of accuracy, our approach thus compares extremely favourable with
algorithmically more complex approaches.

7 Conclusion

We have shown that for the problem of predicting semantic places based on
mobile sensor data, a Random Forest algorithm outperforms both an SVM with
an RBF kernel and an SVM with a Pearson VII function kernel, as well as other
algorithmically more complex approaches. The performance of different feature
groups, daily patterns, weekly patterns, WLAN information, battery charging
state and accelerometer data, was analysed for the Random Forest algorithm.
The single best performing feature group however was the daily pattern feature
group. Its performance could be further improved by combining it with WLAN,
battery charging state or accelerometer data. These combined feature groups
result in a better performing classifier than even the classifier that uses all feature
groups. This is highly encouraging for mobile computing, as fewer features mean
that less computational power is needed to perform the classification.
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Abstract. A mobile phone is getting smarter by employing a sensor and
awareness of various contexts about a user and the terminal itself. In this
paper, we deal with 9 storing positions of a smartphone on the body as
a context of a device itself and a user: 1) around the neck (hanging), 2)
chest pocket, 3) jacket pocket (side), 4) front pocket of trousers, 5) back
pocket of trousers, 6) backpack, 7) handbag, 8) messenger bag, and 9)
shoulder bag. We propose a method of recognizing the 9 positions by
machine learning algorithms with 60 features that characterize specific
movements of a terminal at the position during walking. The result of
offline experiment showed that an overall accuracy was 74.6% in a strict
condition of Leave-One-Subject-Out (LOSO) test, where a support vector
machine (SVM) classifier was trained with dataset from other subjects.

1 Introduction

A mobile phone terminal is getting smarter due to the advancement of tech-
nologies such as Micro Electro Mechanical Systems (MEMS), high performance
and low power computation. Various sensors are embedded into or attached to
a mobile phone terminal and a wide variety of contextual information can be
extracted, which is about a user, a device and/or environment. These sensors
are (or will) not only utilized for explicit usage of the terminal’s functionalities
like user authentication [17], display orientation change and backlight intensity
control [7], but also for activitiy recognition [18], indoor location [2], the state of
a device [8], pedestrian identification [21], environment [20], etc. In this paper,
we focus on the position of a smartphone on the human body as a context. The
position is not an exact 3D coordinate, but parts of our body or clothes such as
“hanging from the neck” and “inside a chest pocket”.

According to a study of phone carrying, 17% of people determine the position
of storing a smartphone based on contextual restrictions, e.g. no pocket in the
T-shirt, too large phone size for a pants pocket, comfort for an ongoing activity
[5]. These factors are variable throughout the day, and thus smartphone users
change their positions in a day. This suggests that a context, on-body placement,
has great potentials in improving the usability of a terminal and the quality of
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sensor-dependent services, facilitating human-human communication, and the
reduction of unnecessary energy consumption.

On-body position sensing is getting attention to researchers in machine learn-
ing and ubiquitous computing communities [6][19][22], which starts from the
work of Kunze et al. [11]. Vahdatpour et al. recently proposed a method to
identify 6 regions on the body, e.g. head, upper arm, for health and medical
monitoring systems [22]. In their case, a sensor was attached directly on the skin
or on the clothes, and the recognition process were conducted in an offline man-
ner. A preliminary work by Shi et al. seeks a method of on-body positioning of a
mobile device into typical containers such as a trousers’ pocket. Inertial sensors,
i.e. accelerometer and gyroscope, are utilized in these work. By contrast, Miluzzo
et al. proposes a framework of recognizing the position of a mobile phone on the
body using multiple sensors [15]. In their initial stage, a simple placement, i.e.
inside or outside pocket, is subject to detect using an embedded microphone.
In this paper, we deal with nine storing positions including bags. Recognizing
a situation in which a terminal is in a bag is challenging because of the diverse
shape of a container and the carrying style. We attempt to find a set of features
that can characterize and discriminate the motion of a smartphone terminal in
a periodic motion, e.g. walking, using an embedded accelerometer. To the best
of our knowledge, this is the first attempt to recognize a wide variety of a bag
as a storing position.

The rest of the paper is organized as follows: Section 2 describes our approach.
The performance of the algorithm is evaluated in Section 3. Then, the results
are analyzed in Section 4. Section 5 describes implementation on an Android
platform as a shareable component. Possible application scenarios are presented
in Section 6 with validation of the results. Finally, Section 7 concludes the paper
with future work.

2 On-Body Placement Detection Method

We describe the approach of the placement-detection and recognition features.

2.1 Target Positions and Sensing Modality

Nine popular positions shown in Fig. 1 are selected as the targets of recogni-
tion: 1) around the neck (hanging), 2) chest pocket, 3) jacket pocket (side), 4)
front pocket of trousers, 5) back pocket of trousers, 6) backpack, 7) handbag, 8)
messenger bag, and 9) shoulder bag.

Including a bag as a storing position is technically challenging due to its
diverse shape of a container, e.g. a side pocket, and carrying style; however, as
the survey [5] shows, a bag is a major location for storing a mobile phone for
especially women (about 60%), and about 50% of them do not notice incoming
call/message in their bags, which motivated us to detect a situation of carrying
a mobile phone in a bag. If a mobile phone knows that it is inside a bag, it may
ring louder or respond to the caller that the callee may take some time to answer
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the call [7]. Although Kawahara et al. utilized a heuristic that the variance of
acceleration signals in a certain window is nearly zero when a mobile phone is in
a bag [10], it is obviously not applicable while a person is moving. The four types
of bags were specified as popular ones based on a pilot study on the street. We
determined to recognize these types separately, rather than handle as one single
type bag. This is because the movement patterns that we utilize in recognizing
a storing position are so different from each other. Note that the type of a bag
is not determined by the name and the shape, but by the relationship with the
body, as shown in Table 1. So, a mobile phone inside a “handbag” (upper-right
corner of Fig. 1) that is being slung like a shoulder bag (lower-right corner) is
classified into “shoulder bag”.

We have adopted an accelerometer to obtain signals that can characterize
movement patterns generated by dedicated storing positions while a person is in
a periodic motion, e.g. walking. The utilization of an accelerometer makes the
placement detection feasible on today’s smartphones because of the popularity.
A feature vector is obtained from three-axes accelerometer readings, and our
system classifies it into one of the nine positions.
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Fig. 1. Target Storing Positions

Table 1. Characteristics of the four types of bags

Type Way of sling Relationship with body

backpack over both shoulders on the back
handbag holding with hand in the hand
messenger bag on the shoulder opposite to the bag around the waist
shoulder bag on the same side of the shoulder as the bag side of the body
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2.2 Storing Position Recognition Process

Fig. 2 illustrates a flow of data processing from sensor readings to an event of
placement change. A data processing (recognition) window is generated every 8
samples, i.e. the length of sliding from raw acceleration signals sampled at 25Hz.
The effect of the window size on the recognition performance is discussed later.

As described above, the recognition is carried out while a person is in a pe-
riodic motion, e.g. walking, in which specific periodic movement patterns of a
phone terminal are subject to recognize. Non-periodic motions such as jumping
and sitting can be included in a stream of acceleration signal. So, a period of
walking needs to be determined prior to position recognition, which is based on
the constancy of acceleration signal proposed in [16]. Note that a person may
change the storing position of a phone terminal while she is standing still. An
action of storing(removing) a mobile phone terminal into(from) a certain stor-
age position, e.g. a chest pocket, is also considered as a non-periodic motion.
In [6], we proposed a method to recognize a specific gesture for each position.
In the future, the result of the constancy decision is utilized to call appropriate
recognition process: periodic movement patterns or storing gestures.
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Fig. 2. Position Recognition Process

In the next stage, the acceleration of gravity is removed from the sensor read-
ings and obtain force component for each axis. We adopted a method proposed
by Cho et al. [4], in which the gravity components are approximately removed by
subtracting the mean of accelerations at each time. Here, the mean is obtained
per window. The approximate movement force is then normalized by the mean
of the norm of three-axes components. A window of acceleration signal that is
determined as what is obtained during walking in the previous stage is then
given to a nine-class classifier. Since an output of the classifier is window-basis,
temporal smoothing is carried out to reject a pulsed different output. Here, a ma-
jority voting is applied among successive 11 outputs. In this way, one position
recognition is performed. In case of a change in the storing position, an event is
generated so that an application could adapt to the change.

2.3 Recognition Features

Initially, we listed candidates of features by taking into account the independency
on the direction of a terminal and the complexity of calculation, which was 130
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features in total. Then, a machine learning-based feature selection (a forward
searching) is applied to collected dataset using Weka [13]. Table 2 shows the
selected 60 features for window size of 256. Note that x, y, and z axes of the
accelerometer of NexusOne are set to the direction of width, height and thickness
in a portrait mode, respectively.

Table 2. Selected Features (window size = 256; 60 features in total)

No. Description axis

1 S.D of amplitude y, z
2 Max. amplitude of frequency spectrum z
3 Frequency that gives the max. frequency amplitude x, y
4 Max. of S.Ds of amplitude in frequency-windows (Max SDF) y, z
5 Index in a frequency-window that gives the Max SDF y
6 Max. amplitude in the low-frequency range x, y, z
7 Max. amplitude in the mid-frequency range y
8 Max. amplitude in the high-frequency range y
9 S.D of amplitude in the mid-frequency range y

10 S.D of amplitude in the high-frequency range x, y
11 Min. amplitude of absolute value x, y
12 Max. amplitude of absolute value y, z
13 Inter-quartile range of amplitude in the time domain z
14 Correlation coefficient between two axes x-y, x-z
15 2nd max amplitude in the frequency domain x, y, z
16 Frequency that gives the 2nd max amplitude x, y
17 75 percentile of frequency amplitude x, y, z
18 Inter-quartile range of amplitude in the frequency domain y
19 Correlation coefficient in the entire frequency range x-y, x-z, y-z
20 Correlation coefficient in the low-frequency range x-y, x-z, y-z
21 Correlation coefficient in the mid-frequency range x-y
22 FFT entropy in the entire range x, y, z
23 FFT entropy in the low-range x, y, z
24 FFT energy in the mid-range x, y, z
25 FFT entropy in the mid-range z
26 FFT energy in the high-range x, y, z
27 Binned distribution of time domain values x2, x6, x9, y4, y9

z4, z5, z6

S.D.: Standard Deviation, axisi: i-th bin of binned distribution (i = 1..10)

The term “frequency-window” is a 2.93Hz window slid by 0.1Hz in frequency
spectra. These window size and sliding-width were heuristically determined.
The frequency spectra are divided into three “frequency ranges”, in which low,
medium, and high correspond to 0-4.2Hz, 4.2-8.4Hz and 8.4-12.5Hz, respectively.
The FFT energy is calculated as the sum of squared values of frequency compo-
nents, which is normalized by dividing by the window size [1]. The FFT entropy
is then calculated as the normalized information entropy of FFT component
values of acceleration signals, which represents the distribution of frequency
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components in the frequency domain [1]. The Binned Distribution is defined as
follows: 1) the range of values for each axis is determined by subtracting mini-
mum value from maximum one; 2) the range is equally divided into 10 bins; and
3) the number of values that fell within each of the bins is counted [12].

3 Evaluation on the Basic Performance of the Classifier

We describe the experiments on the classifier from the aspects of 1) window
size, 2) types of classifier, 3) generalization, and 4) specialization. Note that
smoothing process is not applied to the decisions of the classifiers.

3.1 Data Collection

Data were collected from 20 graduate/undergraduate students (2 females). They
were asked to walk about 5 minutes (30 seconds x 10 times) for each storing
position. To collect data from naturalistic condition, we asked participants to
walk as usual, and there was no special instruction about the orientation of the
device. Also, they wore their own clothes; we only lent them clothes in case that
they did not have clothes with pockets. As for bags, we utilized one particular
bag for each type of the category of a bag, and we asked the participants to
carry bags as designed. That is, for example, carrying handbag with one hand,
not slinging over a shoulder like a “shoulder bag”. Totally, we obtained about
150,000 samples per position.

3.2 Experiment 1: The Effect of Window Size and Classifiers

As a first step, we evaluated the effect of the window size for feature calculation
and various classifiers. We tested with three classes of window size, i.e. 128, 256
and 512 (5.12, 10.24 and 20.48 seconds, respectively). The categories of classifiers
that we compared with are 1) an ensemble leaning method (Random Subspace
method [9]), 2) a decision tree method (J48), 3) a Bayes method (Naive Bayes),
4) a support vector machine (SVM) classifier and 5) an artificial neural network-
based method (Multilayer Perceptron (MLP)). After recognition features were
calculated for each window size and stored in text files, we ran 10-fold cross
validation (CV) tests on the Weka machine learning toolkit[13].

Fig. 3 shows the relationship between the window size and the accuracy of
10-fold CV, in which SVM performed best with all size of the windows (98.6,
99.4 and 99.7 %, respectively). We determined to utilize the size of 256 for
the upcoming experiments although the accuracies increase as the size of the
window grows. This is because a window of 512 samples takes 20.48 seconds
to be available, which indicates that a window is usable only if a person is
walking for more than 20.48 seconds, otherwise a window might be rejected at
the constancy decision phase or lead to incorrect recognition. Additionally, the
accuracy is being saturated with the size of 256.
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Fig. 3. Accuracy with different size of win-
dow and classifiers (10-folds CV)
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Fig. 4. Mean accuracy with different clas-
sifiers in LOSO and Self-CV test (window
size = 256, average number of instances
per person = 701)

3.3 Experiment 2: Leave-One-Subject-Out Test

To see the capability of the generalization of the recognition system, we carried
out Leave-One-Subject-Out (LOSO) test with the same dataset as Experiment
1. In a LOSO test, dataset from one person is utilized as a test set, while the
others are utilized as training sets. A LOSO test can measure the performance on
a realistic situation such that a person purchases an on-body placement-aware
functionality from a third-party, because the data from a particular person are
not utilized to train a classifier. Here, we iterated one test process for all (20)
the persons in the dataset and calculated statistics.

In Fig. 4, the mean accuracies for various classifiers is presented as the bar
on the left. The accuracies degraded 8 (Naive Bayes) to 32 (J48) points from
CV-test. SVM also performed best, where the mean, the lowest and the highest
accuracy are 74.6 %, 55.9 % and 89.8 %, respectively.

3.4 Experiment 3: Self-Cross Validation Test

Finally, a self-cross validation (Self-CV) was carried out to investigate the capa-
bility of specialization. Here, a 10-folds CV was conducted with dataset obtained
from a particular person. On the right bar in Fig. 4, the mean accuracies were
presented. All the mean accuracies were more than 97.0 % with small standard
deviations, in which MLP performed best (99.7 %).

4 Analysis

The 10-folds CV (experiment 1) showed high accuracy (99.4 % with SVM);
however, the performance in the LOSO test (experiment 2) was degraded and
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diverse in individuals ranging from 55.9 % to 89.8 %. Table 3 shows an aggregated
confusion matrix of the LOSO test, in which each person’s confusion matrix was
accumulated to see the overall mis-recognition.

The recognition of “neck” performed very well in both recall (97.3 %) and
precision (94.2 %). We consider that the moving pattern of an object hanging
from the neck is quite different from the others. This might be applicable for a
class of applications that monitor environmental conditions such as temperature
and humidity since the measurement from the neck often differs from trousers
pockets due to the effect of body heat and sweat [24]. An application can take
an appropriate action, e.g. correction to the value measured outside and alerting
a user, when a monitoring device (smartphone) is inside a trousers’ pocket.

The low recall (65.1%) and precision (57.0%) of the recognition of “jacket’s
pocket” was due to relatively high heterogeneity of the shape of the pocket. The
mis-recognitions of “jacket’s pocket” from “shoulder bag” (192), “chest pocket”
(186) and “messenger bag” (157) are reasonable because the three positions also
have the diversity compared to the other positions. Also, the carrying positions
of “shoulder bag” and “messenger bag” are close to a “jacket’s pocket”, which
generate similar movement patterns. The data that belong to “messenger bag”
are often mis-classified into “trousers’ back pocket” (187), “backpack” (160)
and “jacket’s pocket” (157). We consider that this is because “messenger bag”,
“backpack” and “jacket’s pocket” have enough room to move around. Also, the
relationships with the body are similar in “messenger bag”, “trousers’ pocket”
and “backpack” as shown in Table 1.

Table 3. Aggregated Confusion Matrix of LOSO test

1 2 3 4 5 6 7 8 9 Recall

1 1504 4 14 1 2 0 1 0 20 97.3%
2 4 1183 186 4 13 0 16 81 36 77.7%
3 53 143 985 39 24 53 21 66 129 65.1%
4 7 1 93 1042 156 0 13 181 35 68.2%
5 1 49 34 92 1311 0 4 57 20 83.6%
6 0 44 17 0 0 1281 118 41 74 81.3%
7 2 58 51 0 0 95 1304 0 76 82.2%
8 9 94 157 95 187 160 51 706 143 44.1%
9 17 13 192 1 2 10 140 37 1168 73.9%

Precision 94.2% 74.4% 57.0% 81.8% 77.3% 80.1% 78.2% 60.4% 68.7% 74.8%

Row: original class, Column: predicted class.
Class label: 1=neck ,2=chest, 3=jacket’s pocket, 4=trousers’ front pocket,
5=trousers’ back pocket, 6=backpack, 7=handbag, 8=messenger bag, 9=shoulder bag

Table 4. Recall and Precision with Aggregated Positions

1 2 3 4+5 6+7+8+9

Recall 97.3% 77.7% 65.1% 84.0% 87.8%
Precision 94.2% 74.4% 57.0% 93.6% 88.1%

Class labels are the same as in Table 3.
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By taking into account the semantic similarity of trousers’ front and back
pockets, they can be merged into one class “trousers’ pocket”. Similarly, the
four types of bags can be considered as “bag”. Table 4 shows the recall and the
precision of the merged classes, in which the new classes are recognized well.

The accuracies in Self-CV were high (more than 97.0 %) because the com-
plexity in the operating environment decreases. Even the worst classifier in the
LOSO test (J48) got the accuracy of 97.5 %. We consider that it is necessary
to investigate not only stronger features or classifiers but also a mechanism to
adjust to an individual user in a post hoc manner. This can be addressed by inte-
grating a sophisticated HCI technique with a semi-supervised machine learning
technique. The method should be designed to motivate a user to make a personal
belongings smarter by herself, which we are currently under investigation.

5 Implementation

The storing position recognition should be provided as a shareable component
to allow application developers to focus on the application logic development as
well as to maintain the consistency of various applications’ behavior. Thus, we
have selected the Google’s Android platform because it allows an application
to run background. We developed a software framework to bridge the proposed
functionality with user applications, which is realized by Android inter-process
communication (IPC) framework and our original Java interfaces and classes.

A compact version of Weka [14] and a support vector machine library (LIB-
SVM [3]) are utilized to run a SVM model trained by Weka on a PC. The elapsed
times of the feature calculation and the net classification on Samsung Galaxy
Nexus platform (OS: Android 4.0.4, CPU: Texas Instruments OMAP4460 1.2GHz
Dual Core, RAM: 1 GB) are about 100 msec and 7 msec, respectively. As de-
scribed in Section 2.2, a window is generated every 8 samples (= 320 msec). So,
we consider that the current processing speed is enough for completing one cycle
of recognition until the next window creation.

6 Applications of On-Body Position Recognition

We discuss applications to emphasize the relevance of the placement-awareness
of a mobile device, which is classified into three categories: smart notification,
annotation for sensor readings and functionality control.

6.1 Smart Call/Message Notification

In our preliminary study, we found that the ease of perceiving an audio alarm
and vibration of a mobile phone differs among the storing positions: “hanging
from the neck” allowed notification with significantly smaller audio volume than
the others. Moreover, “inside a chest pocket” and “hanging from the neck” were
the fastest and the latest in the notification with the vibration, respectively [23].
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This suggests that the notification should be adaptive to the storing position
to save energy while allowing prompt and effective communication. The current
high recognition performance of “hanging from the neck” might at least allow
notification to a user with minimal audio volume when a terminal is there. Also,
a caller can be notified of the possible delay in case a terminal is “not hanging
from the neck”, which is suggested by Cui et al. [5] and Gellersen et al. [7] to
make communication smoother.

6.2 Assuring Sensor-Dependent System’s Behavior

A sensor-augmented mobile phone is suitable for recognizing activity and physi-
ological states of a user as well as monitoring environmental states around her in
an implicit and continuous manner [12,15]. An issue is that people may change
the storing position for some reasons as described before. This implies that an
application would not perform as designed if the prerequisite is not upheld. We
propose to utilize the storing position as meta-data that are attached to primary
information processed by an application to assure reliable application’s behavior.

In the activity recognition using wearable sensors, the sensors are basically
assumed to be at an intended position [1,18]. In [18], an accelerometer hanging
from the neck contributed to capture certain kind of movement of the upper
body. In this case, our method can ask a user to keep hanging a mobile phone
from the neck or turn the sensing component off to avoid noisy measurement
based on application requirements.

In the paradigm of human-centric sensing, where a sensor-augmented mobile
phone is utilized to capture environmental information throughout daily lives,
the storing position of a mobile phone terminal is considered as a key element of
reliable measurement because the measurements is affected by storing positions
[15,20], especially “outside a container”. We actually found a difference in the
readings from a relative humidity sensor and a thermometer due to the effect
of body heat propagation [24]. The fact not only has an impact on the correct-
ness of environmental data collection, but also on the estimation of a risk from
an environmental state such as heatstroke and influenza. The correctness of the
risk estimation relates to the physiological condition of a user and the trust of
a user on the device due to under- and over-estimation, respectively. We have
developed a placement-aware heatstroke alert device that provides a message of
possible under- (over-) estimate of the estimated risk level based on the rela-
tionship between the data from outside, i.e. “hanging from neck”, and that of
other positions [24]. We consider that the aggregated performance (Table 4) is
promising for this application.

6.3 On-Body Placement-Aware Functionality Control

A mobile phone can control its functionality based on the placement. Harrison
et al. specify a couple of application in this category: screen component would
be switched off when a mobile phone is not visible, and keypads would be locked
to avoid accidental input, e.g. in a pocket with keys [8]. These applications just
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like to know if a device is inside a storage container such as a pocket and a bag,
which is not hanging from the neck (=outside) in our system’s sense. As shown
in Table 3, both the recall and the precision of “neck” are high (97.3 % and 94.2
%, respectively), which makes the scenario practical with our system.

In terms of functionality controlling for energy saving of a device itself, a
mechanism of handling inaccurate placement of a mobile phone, suspending, can
be classified into this category; an application would turn itself off to save energy
after alerting to a user for a while without response from her.

7 Conclusion and Future Work

In this paper, we proposed a method to recognize a storing position of a mobile
phone while it is being carried. To recognize nine positions, we specified sixty
features obtained from a 3-axes accelerometer. The processing window size of
256 were chosen by taking into account the continuity of motion, i.e. walking,
as well as the accuracy of recognition. Five types of classifiers were tested.

The results of offline experiment showed that an overall accuracy of identi-
fying the nine positions with SVM classifier was 74.6% in a strict condition of
LOSO test, which was the best in the other classifiers. Aggregations of posi-
tions (trousers’ pockets and bags) showed better and promising performance in
recall and precision. The results of Self-CV showed almost perfect recognition
performance, which implies the necessity of on-the-fly or post-hoc personaliza-
tion of a classifier for practical use. The proposed method was implemented on
an Android platform as a shareable service, and we confirmed that one cycle of
recognition finishes within sliding interval (320 msec).

We will incorporate a method of detecting the change of a storing position
while a person is not walking, which is under investigation, in order to keep track
of the position of a mobile phone all the time. Currently, the recognition process
is repeated every 320 msec, which we consider can be optimized by changing
the duty cycle while taking into account the delay to wake-up acceptable for an
application. An application case study with a heatstroke alert is also planned to
have deep understanding of the new idea of on-body placement-awareness of a
smartphone from the perspective of human-sensor interaction.
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Abstract. Mobile users can obtain a wide range of services by maintaining 
associations, and sharing location and social context, with service providers. 
But multiple associations are cumbersome to maintain, and sharing private 
information with untrusted providers is risky. Using a trusted broker to mediate 
interactions by managing interfaces, user identities, context, social network 
links, policies, and enabling cross-domain associations, results in more privacy 
and reduced management burden for users, as we show in this paper. We also 
describe the prototype implementations of two practically useful applications 
that require awareness of participants’ location and social context: (i) targeted 
advertising, and (ii) social network-assisted online purchases. 

Keywords: Privacy, Multi-Domain, Social Network, Policy Management, 
Middleware, Identity Management, Online Advertising, Online Payment. 

1 Introduction 

Ubiquitous data communication infrastructure enables mobile device users to access 
web services on the go. It is common for users to maintain long term associations 
with multiple service providers, such as online merchants. These providers attempt to 
customize their services to be relevant to a user’s context, which primarily includes 
location and social associations. The active involvement of a user’s social network 
often results in applications that provide benefits to a service consumer, his social 
network friends, and service providers. With social networks like Facebook and 
Google+ being always available to a connected user, richer application scenarios can 
be realized [22]. We refer to these applications as social mobile applications, and they 
have the following in common: (i) remote service providers, (ii) mobile users, and 
(iii) social networks. Take online shopping for example, in which relevance of 
product information and advertisements plays a huge part. Service providers can send 
more relevant advertisements to a mobile user if that user’s context and activities are 
known to them. In addition, a user’s social network links can be used to determine 
shared interests, and to send relevant ads to multiple people. Mobile shoppers will 
benefit from this, as will providers who get to expand their target advertisement base. 
A different example involves payments using mobile devices, either at Point-of-Sale 
terminals or to online service providers.  Though multiple payment systems have been 
devised in recent years [1][5][7], they force the payer to rely on his personal financial 
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accounts, which may occasionally run out of funds. It would be useful to offer the 
payer a backup option of obtaining money from his social network friends as part of 
the payment protocol. These advertising and payment examples seem straightforward 
on their own, yet they face common issues that must be resolved before practical 
applications can be realized. First is the issue of privacy. Though the mobile device 
must itself possess location and social awareness, a user may feel uncomfortable 
sharing such private information with untrusted service providers for fear of misuse, 
and also for fear of violating his social network friends’ privacy [12]. To realize the 
payment scenario, the payer may need to know his friends’ financial state and 
willingness to pay, which those friends would justifiably like to keep private. The 
second major issue is the fact that it may become cumbersome for both users and 
service providers to maintain long term associations in the face of change and 
heterogeneity. The provider’s service interface may change over time, and so may a 
user’s domain affiliations (e.g., social network account, financial account, etc.).  

In this paper, we present the design of infrastructure to handle the common 
requirements of such social mobile applications, thereby making it easier to build and 
maintain them. Our system (i) protects users’ privacy from each other, and from 
service providers, and (ii) manages changes in user identities, affiliations, and service 
characteristics, which would otherwise be a burden on users and service providers. 
The fulcrum of our system is a broker that mediates interactions amongst users and 
providers. This broker is hosted by a trustworthy infrastructure provider with a large 
subscriber base, like a telecom operator or Google, and is relied upon by providers 
and consumers to relay messages without leaking a user’s private information. It is 
aware of the identities a user assumes with service providers and in domains like 
social networks and financial organizations. The broker associates a unique mobile 
identity with every user, and maintains links among social network members. It 
discovers and updates user context, and uses it to guide interactions and information 
flow. Using a third party authorization framework such as OAuth [10], it can obtain 
limited user identity and context information from another domain. Users can register 
with it through a web service interface, and providers can register their service 
descriptions. The broker implements generic and pluggable functions to parse and 
redirect messages in the course of an interaction. The broker also has a role in policy 
management. It maintains policies specified by users that govern message delivery 
and disclosure or manipulation of user information. Since policies governing such 
behavior might also be set by other domains a user belongs to, and which are involved 
in the interaction (e.g., social network), the broker must resolve these different sets of 
policies. It does so by dynamically configuring a multi-domain policy enforcement 
workflow based on the assumption that all participating domains manage policies 
using the standard policy management architecture consisting of decision and 
enforcement points [21]. Individual domains may keep their autonomy by revoking 
the broker’s access to them at any time. To summarize, our original contribution in 
this paper is a centralized architecture that enables a large number of users with 
possible social network links to obtain services from each other and from untrusted 
providers without violating their privacy and their desired behavioral policies. 
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We describe motivating examples in Section 2, and present our solution 
architecture in Section 3. In Section 4 we describe prototype implementations of two 
applications, and analyze our system in Section 5. We conclude the paper with a 
related work survey in Section 6, and thoughts on future work in Section 7. 

2 Motivating Scenarios 

Described below are two idealized scenarios from a mobile user’s perspective.  

2.1 Social- and Location-Aware Advertising  

Alice enters a My Style store in a shopping mall and makes purchases. At checkout, 
she registers herself with the store using her mobile device, which uses the MyTel 
telecom data network, and opts to receive product updates. Subsequently, she receives 
an option to sign up for reward points in exchange for sharing and/or recommending 
relevant store advertisements and product information with her Facebook friends. 
When Alice receives an ad on her mobile phone, she indicates the names of friends 
who may find it interesting and relevant. One of those friends, Bob, who happens to 
be in the mall premises, receives a text message (and a graphical notification, if he 
possesses a smart phone.) and walks toward the My Style store to examine its wares. 
Jack, who is sitting in a book store in the mall, does not receive a notification as his 
phone has a ‘Do Not Disturb’ policy applied to incoming messages. Another friend, 
Carol, is not in the vicinity, and therefore receives an email instead of a text message. 

2.2 Social Network-Assisted Shared Payments 

Alice uses her mobile phone to make a purchase at a store where she has an account, 
and subsequently receives the purchase details. Next, the phone prompts her to pay 
using one of her credit cards. Payment attempts fail because of insufficient card 
balances, and Alice is presented with an option to request money from her social 
network friends (including relatives). Some of these friends hold joint accounts with 
her, and withdrawals require multiple authorization. Others may be willing to loan 
money from their accounts to Alice’s. Friends likely to agree to payment requests 
from Alice receive query messages if their phones are turned on, and if they possess 
sufficient funds to make the payment. If one or more friends see the message and 
agree to pay, the store receives the payment, and the purchase completes. 

2.3 Discussion 

The above applications involve interactions among mobile users, their social network 
friends, and service providers. Users have multiple affiliations, and messages are sent 
based on relevance and context. Similar characteristics are desirable in other settings, 
like (i) a museum that could serve its patrons and their friends better with more 
contextual knowledge, and (ii) a traffic monitoring and guidance service that could 
make better decisions with inputs from more commuters (i.e., by including social 
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network friends). These scenarios can be generalized to a larger class of social mobile 
applications, which give mobile users access to context-sensitive services and enable 
them to perform useful tasks using their mobile devices. If users’ identities, context, 
and social network associations were made publicly available to each other and to 
service providers, such applications could be built easily as the users and providers 
would have the information to make optimal decisions. Yet exposing location and 
social network relationships would be a violation of privacy, and subject users to 
undue risks [12]. A social network member with a lax privacy standard (e.g., Alice) 
may inadvertently compromise the privacy of a user with a stricter standard (e.g., 
Bob) by revealing their association to an untrusted service provider (e.g., advertiser). 
Such a provider may use this information for spam, or something more nefarious. 
Building applications with privacy protection is possible, but only if a trusted broker 
or mediator is employed, as we will see in the following section. 

3 Social Mobile Application Middleware 

We model social mobile applications using service providers, consumers, social 
networks, resources or accounts owned by consumers, and data communication 
infrastructure. Every consumer/user has a mobile device that is capable of data 
communication, and stores its owner’s personal data, preferences, and credentials to 
access the domains a user belongs to. (Here we define a domain, or a security domain, 
as a group of computing entities that are centrally managed and which enforces 
desired behavior within its boundaries through policies. E.g., social network, financial 
organization, professional group, etc.) Providers offer web services through which 
other entities can interact with them. Telecom and wireless networks are used for data 
communication. To support these applications, we design infrastructure that will (i) 
mediate provider-consumer interactions, (ii) offer interfaces for users and providers to 
register and send messages, (iii) manage user identities and associations, (iv) maintain 
user context, (v) access resources across domain boundaries, and (vi) manage 
policies. Figure 1 illustrates the functional diagram of the infrastructure. 

 

Fig. 1. Platform Architecture and Functions 
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Building an application that relies on the services provided by the broker involves 
creating client applications for mobile devices, creating web services a provider will 
offer, user-provider protocols, and policy rules. In some cases, new third party 
delegation mechanisms may be plugged into the broker. Messages among providers 
and users are processed and relayed by the broker, and are based on HTTP. 

3.1 Interaction Mediation through a Trusted Broker 

The infrastructure we envision is managed by a single entity to which multiple mobile 
users and service providers are subscribed. This entity mediates (or brokers) 
interactions amongst users, and between users and service providers, and is trusted to 
relay messages while maintaining integrity and confidentiality. Users trust the broker 
with the knowledge of their multiple identities and affiliations with various service 
providers and domains, and to protect their privacy. The broker itself interacts with 
users and providers through web services. It offers a service-based interface for users 
to subscribe and for providers to register their service offerings (e.g., using WSDL). 
Users register their affiliations with various service providers. They also register their 
identities as members of other domains (e.g., social network, a bank account holder, a 
professional organization). To realize a new application scenario, we must devise a 
new protocol, or a sequence of messages. These messages include service invocations 
(from user to provider), information requests and resource requests (user to another 
user or provider), or information dissemination (provider to users: e.g., ads). Every 
message is relayed by the broker as is, or after some semantically meaningful 
processing. If the message target is a group whose individuals are identified not 
through names but through attributes, it is the broker’s function to determine the 
appropriate destinations and convey suitable messages to them. In the remainder of 
this section, we will discuss what information the broker needs to maintain in order to 
make suitable decisions in a given application and in a particular context.  

In practice, the role of a broker can be played by a large trusted infrastructure 
provider, like a telecom/cellular network operator (e.g., Airtel, AT&T) or an IT 
services provider like Google or PayPal. Such providers may already have access to 
users’ location context, and are reputed enough to be entrusted with other private 
information, especially if it makes applications easy to design and use. Telecom 
operators may be particularly suited to play this role in emerging markets as they are 
prominent entities with large subscriber volumes. Reputed cloud infrastructure 
providers like Amazon may also feasibly offer brokerage services. 

3.2 Identity Management and Inter-domain Associations 

The broker plays the role of an identity manager for mobile users. In this capacity, it 
maintains associations among multiple identities belonging to the same user (at 
multiple service providers, and in multiple domains) as well as associations among 
users with social network links. We refer to this unified, or federated [14], view as the 
mobile identity of the user. The mobile identity is used in conjunction with consent 
management protocols like OAuth [10] that provide web-based workflows for 
temporarily delegating privileges of a user account to the broker without explicitly 
sharing login credentials. Privileges could mean access to friend lists, contact 
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information, or other private attributes. This enables the broker to act on behalf of the 
user and to acquire information from the user’s account in another domain, such as a 
social network. Major social network providers like Facebook, Google and Twitter 
provide support for delegating privileges to third parties using OAuth. 

3.3 Context Manager 

The broker must be aware of a mobile user’s contextual attributes for the purpose of 
guiding messages to appropriate entities. Users share their context with the broker and 
not with service providers (or even friends) because they trust the former to keep the 
information private. E.g., advertisements tagged with a certain location (“in the mall”) 
in the scenario in Section 2.1 are relayed by the broker to only those users who are 
determined to be present at that location. The service provider need not know the 
identities or locations of the friends, but relevant ads must be sent only to the right 
people. Context includes location, information about a user’s current activities, his 
organizational affiliations, his financial state, etc. Location can be detected using 
sensors on the mobile device or through cellular network triangulation by a telecom 
operator (if it plays the role of the broker). A user can set filter policies to prevent 
revelation of context information even to the broker based on his level of trust in it. 

3.4 Multi-domain Policy Management 

In our architecture, we assume that every domain enforces its policies in a centralized 
manner using a PAP, PIPs, PDPs, and PEPs [21]. But our scenarios involve the 
intersection of a user’s multiple domains, which have policies framed independent of 
each other (e.g., the broker and the social network have different policies governing 
who may send messages to a user and at what times); hence a different workflow is 
necessary to resolve and apply the right policies. Inter-domain negotiation protocols 
are plausible candidates, but infeasible as they may run to arbitrary lengths [17]. 

 

Fig. 2. Two-Domain Policy Management Dynamics using a Shared PEP and a Policy Broker 
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Instead, we extend the centralized policy management architecture to handle multi-
domain intersections where a PEP (Policy Enforcement Point), represented by a 
user’s mobile device, is shared by all the domains. To avoid changing the core nature 
of the PEP, our trusted broker also runs a module that we refer to as a Policy Broker 
(PB); this is similar though not identical to the Policy Negotiation Point that has been 
proposed as a standard [9]. The PB can query the PAP and PIP modules, and mediates 
the PEP-PDP query-response protocol. It can work in either of two modes, illustrated 
in Figure 2 for a two-domain scenario. In the first mode, the PDPs of both domains 
are consulted independently by the PB, which obtains multiple decisions in response. 
The PB runs a reconciliation algorithm, which by default (but not mandated) is the 
Boolean AND (conjunction) and returns a final access decision to the PEP (Figure 
2a). In the second mode, the PB selects a PDP from one of the domains and 
dynamically configures it to access policies and state information from the PAPs and 
PIPs of both domains. The PDP, having all the required information, now makes an 
access decision which is relayed by the PB to the PEP (Figure 2b). 

4 Implementation: System and Application 

We have implemented the core broker functions of identity, context and policy 
management, and built prototypes of the applications described in Sections 2.1 and 
2.2 to demonstrate the utility and necessity of using a trusted broker. Users in our 
implementations were represented by Samsung Galaxy Ace S5830 phones running 
Android Linux v2.2 and v2.3. The broker was built as a Java application deployed on 
an IBM WebSphere Application Server 7.0 instance running on a SuSE Enterprise 
Linux 11 server. The IBM Tivoli Directory Server v6.3, which offers an LDAP User 
Registry and a DB2 database, was used to store user data. Services offered by 
providers were also implemented as Java applications exposing REST APIs that ran 
on similar WebSphere configurations. Mobile devices communicated with servers 
using WiFi. IBM Tivoli Security Policy Manager (TSPM) [3] instances were 
configured to protect the WebSphere applications, and used to store users’ policies. 
For a social network, we used Facebook, as it provides an HTTP-based Graph API 
and delegation using OAuth, enabling us to build rapid prototypes. On the downside, 
Facebook does not run a policy manager based on our specification (or allows us to 
control its policies), thereby limiting the nature of applications we could build.  

4.1 Social- and Location-Aware Advertising 

An Android app enables a user representing Alice to register with a merchant, 
represented by a remote web service, and establish a customer account after providing 
identity and phone number and agreeing to the presented terms (Figures 3a and 3b). 
The merchant makes an offer to give reward points in exchange for allowing targeted 
ads to Alice’s Facebook friends to the broker, which is hosted by the MyTel operator. 
MyTel can identify Alice by her phone number and associates it with her mobile 
identity (established earlier through a protocol that is out of scope of this paper). The  
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Fig. 3. Targeted Advertising Application Screenshots on an Android Device 

broker, co-located with MyTel, relays the offer to Alice, who accepts the offer (Figure 
3c). Under the covers, the OAuth protocol ensues among the client, broker and 
Facebook (through its Graph API) [18]. Using a Facebook app created for and hosted 
by the broker, a time-limited token to access Alice’s friend list and post messages on 
her behalf is delegated to the broker after Alice signs in using her Facebook identity. 
The merchant is notified when this protocol completes. 

Ads from the merchant are relayed by the broker to Alice’s device (Figure 3d), 
who chooses to recommend it to her friends. The broker uses the Facebook access 
token to determine that Bob and Carol (who also have mobile identities) are on her 
friends’ list. Based on its knowledge of their location contexts (which we simulated), 
the broker sends a text message to Bob’s phone, as Bob is in the vicinity; whereas 
Carol, who is in a different location, gets a Facebook notification, which she sees the 
next time she logs into her Facebook account. 

(a) 

(b) 

(d) 
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4.2 Social Network-Assisted Shared Payments 

Our prototype of this scenario uses the relationship established among the parties in 
the advertising app. When Alice receives an ad notification, she has the option to 
‘Buy’ a product (Figure 4a) using a mobile wallet (money account) [5] she maintains 
with the broker. (Money can be credited to the wallet of a client from her bank 
accounts or credit cards using standard payment gateway protocols.) The broker is at 
first unable to authorize the purchase as the wallet has insufficient funds. Therefore it 
presents Alice with a list of payment options (Figure 4b). Alice selects the ‘Facebook’ 
option, indicating that she wants to request her friends for money. The broker 
determines the list of her Facebook friends using its OAuth access token. This list is 
filtered through a variety of criteria. Alice may have specified a candidate list using a 
policy rule. The broker, using its delegated permissions, can mine Facebook 
information and activity to determine how close the friends are, whether they reside in 
the same city, etc. Knowing the mobile identities of the friends also helps the broker 
 

 

Fig. 4. Social Network-Assisted Payment Application Screenshots on an Android Device 
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determine whether they have sufficient funds in their wallets. Finally, a small (5-10) 
number of friends are selected, and query messages are sent to their personal devices 
in turn (Figure 4c). If a friend accepts, money is transferred from one wallet to 
another. If the requisite amount is collected, a payment is made to the merchant 
(Figure 4d). 

4.3 Controlling Behavior through Policies 

We show examples here of how different policy configurations can result in different 
behavior in our two scenarios. The policy rules are framed in XACML [20], but we 
describe them in plain English owing to lack of space.  

1. In the advertising scenario, the user Bob frames a policy with the broker that has 
the effect of allowing advertisement notifications to be delivered to him only 
between 12 pm and 9 pm. Under normal operation, the ads will be displayed only if 
sent during that period. Subsequently, he adds a policy within his social network 
domain indicating that no more than 10 advertisements recommended by Alice 
should be displayed within a calendar day. The policy broker resolves the two 
policy rules, resulting in the blocking of ads recommended by Alice (even between 
12 pm and 9 pm) when the count exceeds 10. 

2. In the payment scenario, the default policy allows requests from one user to be sent 
to another user. But if Bob, as a social network member, frames a policy rule 
blocking payment requests from Alice, the broker will keep him off its list. In 
another variation, Bob frames a policy allowing any payment request of $50 or less 
to be automatically approved. In this case, the payment is automatically processed. 
Subsequently an email containing details of the payment is sent to Bob as per 
obligations associated with the policy. 

5 Analysis 

We analyze the security and privacy characteristics of our platform, using examples 
from the two applications. First, we want to ensure that participating entities are not 
susceptible to attacks by external entities. We do this by restricting all interactions to 
a service oriented model. Service providers, mobile users, and the broker interact 
through remote web service invocations. The broker itself does not allow direct access 
to its internal resources and offers a web service interface. Web services are secure to 
the extent that they are implemented according to specification; hence the security of 
the broker, service providers, or clients cannot be compromised through any process 
introduced by our platform. The broker’s access to a user’s domains is likewise 
service-oriented, limited in privilege, and can be revoked at any time. E.g., access to 
Facebook is limited by its Graph API. Getting a Facebook access token using OAuth 
is provably secure [10], and therefore does not create a new attack vector. 

We examine our system based on two modes of privacy: 
 



 Privacy Preserving Social Mobile Applications 99 

i. Entity privacy: entity A is considered to keep its privacy from entity B if B cannot 
identify A or communicate directly with A using any available mechanism. 

ii. Information privacy: entity A keeps information X private from entity B if B cannot 
determine X through any communication channel with A, and cannot link X with A 
if it were to determine X through some other available mechanism. 

We assert that these properties are maintained if the broker does not abuse the trust 
invested in it. In our two applications, only one mobile user (Alice) can be explicitly 
identified by a service provider, and this association was explicitly made by Alice. 
The identities of her friends remain unknown to the service provider even though they 
receive ads and payment requests; this is because the broker acts as a relay. Hence our 
system ensures entity privacy. Information privacy is also ensured by our system as 
follows. Bob’s location is known to and used by the broker, and remains unknown to 
the service provider. Similarly, only the identity of the final payer is revealed to Alice, 
who does not get to know which of her friends rejected her request and how much 
money they have in their wallets. Also, allowing clients to set, enforce, and 
dynamically change policies within their domains allows them to keep control of their 
privacy irrespective of the motivations and actions of the service providers or the 
broker. Resolving policies on the basis of least privilege ensures that clients’ wishes 
are respected in the most privacy-preserving manner. For example, if a client, or the 
social network she belongs to, chooses not to reveal friends’ lists, the broker will be 
unable to obtain that information even if it possesses a valid access token. 

The caveat is that an untrustworthy and unreliable broker could harm users by 
using delegated permissions to access user accounts for nefarious purposes, or collude 
with service providers to reveal private client information. Our entire system is based 
on the premise that the broker is a large and public entity that cannot escape legal 
bounds and obligations, and can be held accountable for any transgressions. In the 
future, we will attempt to increase the trustworthiness of this entity, by using 
frameworks like the Open ID Trust Framework [23]. We will also investigate the 
feasibility of distributing broker functionality among multiple agencies to limit the 
potential harm caused by a single centralized broker that abuses its power. 

6 Related Work 

To the best of our knowledge, no existing system mediates service interactions while 
protecting user privacy. The integration of identity, context, and policy management 
into a unified brokerage service that enables a range of social mobile applications is 
our original contribution. Research relevant to our work has focused exclusively on (i) 
areas like identity management or policy resolution, (ii) social network privacy [12], 
(iii) applications: e.g., targeted advertising, online payments, (iv) service composition. 

Google is the closest approximation of our trusted broker in practice. It provides 
social networking services through Google+, mobile payment services using Google 
Wallet [7], and tracks user movements through Google Latitude. Possessing a Google 
account is very similar to possessing a mobile identity. Yet, though Google could 
plausibly play the role of a mediator, its primary aim is to be a service provider itself 
and provide better search results by gathering and mining data. 
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The MobiSoC middleware manages location and social context, and provides a 
development platform for mobile social applications [22]. It supports a different set of 
applications than our system does; also, it focuses only on interactions among users 
and does not consider service providers. MobiSoC enforces privacy constraints using 
policies, and the authors assert that a trusted centralized middleware provides better 
privacy guarantees than a distributed middleware. Related to this is a distributed 
privacy-conscious data sharing model of personal networks and agents, proposed by 
Connect.Me [24], though no working system has yet been produced.  

Mediating access to heterogeneous web services in a Service-Oriented Architecture 
(SOA) is also a well-researched subject. Mediators can dynamically discover and 
compose web services [4], or match and translate data flowing from one web service 
to another [6].  Mashup services can be realized using a location service broker that 
enables service providers to access user context through lightweight APIs [13]. The 
Open Group’s SOA specification [11] uses an integration layer to mediate interactions 
by relaying and routing messages. All these solutions conceive of the mediator as just 
a layer of indirection, whereas our design adds privacy protection, identity 
management, and policy management to the functions performed by the broker. 

Research in the area of online advertising is relevant, but cannot be generalized to 
other application scenarios. The Privad system uses a mediator to convey ads from 
publishers to clients and to report click feedback to the publishers [8]. The mediator 
itself is not privy to much information about the client, and offers a higher level of 
privacy than our system does, but it does not handle social network associations. In 
the social networking world, advertising strategy is often ad hoc, such as Facebook 
allowing a user’s activities on an external website to be displayed to his friends 
without their consent via the Beacon app. Needless to say, Facebook was forced to 
add stringent controls to Beacon following a popular outburst1. In contrast, our 
advertising app allows users to frame policies, which the broker must enforce. 

Much research has been done to enable mobile financial transactions, both in 
academia [5] and industry. A number of solutions have sprung up in both developed 
and emerging markets to enable a user to make cardless payments at a PoS terminal 
using his mobile device. Boku [2], Airtel Money [1], and M-PESA [15] are based on 
mobile wallets maintained by the telecom operator who provides the data 
communication channel, whereas Google Wallet [7], Square [19], and Mobile Pay 
USA [16] rely on a user’s existing bank and credit card accounts. All of these systems 
rely on mediation or infrastructure provided by an IT giant like Google (or Amazon or 
PayPal) or telecom operators like Airtel or Verizon. Yet these solutions focus only on 
ease of use, and do not provide privacy preservation or social awareness. 

7 Conclusion and Future Work 

Though increased physical and social awareness in mobile applications benefit 
service providers and consumers, the latter have legitimate concerns about untrusted 

                                                           
1 Thoughts on Beacon, http://blog.facebook.com/blog.php?post=7584397130 
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providers misusing their private information. In this paper, we have presented a 
solution architecture based on a trusted broker that manages user identity, context, 
and policy. Interaction mediation by this broker enables mobile users to keep their 
privacy while interacting with other users and service providers. Relying on the 
broker to associate identities, manage context and policies, relay messages, and access 
cross-domain information using authorization delegation enables the rapid creation 
and deployment of a variety of social mobile applications, like targeted advertising 
and collaborative online payment. In the future, we intend to conduct user studies and 
run large scale experiments with our system. We will measure the broker’s scaling 
properties with respect to the number of clients, and make suitable improvements. 
Enhancing the broker’s functionality to support service discovery is another 
promising line of research. Also, our assumption of a single broker who is trusted by 
all mobile users and service providers must be tested in the real world. We may 
instead employ multiple brokers to serve disjoint sets of users, and configure these 
brokers to interoperate and establish trust relationships. We will also investigate and 
build more application scenarios that rely on our system. Lastly, we will explore ways 
to prevent the broker from abusing user trust and becoming a single point of failure. 
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Abstract. Transportation or travel mode recognition plays an important role in 
enabling us to derive transportation profiles, e.g., to assess how eco-friendly our 
travel is, and to adapt travel information services such as maps to the travel mode. 
However, current methods have two key limitations: low transportation mode 
recognition accuracy and coarse-grained transportation mode recognition 
capability. In this paper, we propose a new method which leverages a set of 
wearable foot force sensors in combination with the use of a mobile phone’s GPS 
(FF+GPS) to address these limitations. The transportation modes recognised 
include walking, cycling, bus passenger, car passenger, and car driver. The 
novelty of our approach is that it provides a more fine-grained transportation 
mode recognition capability in terms of reliably differentiating bus passenger, car 
passenger and car driver for the first time. Result shows that compared to a 
typical accelerometer-based method with an average accuracy of 70%, the 
FF+GPS based method achieves a substantial improvement with an average 
accuracy of 95% when evaluated using ten individuals. 

Keywords: Transportation Mode Recognition, Foot force sensor, GPS, 
Accelerometer. 

1 Introduction 

According to a survey of world urbanization, 80% of the EU population lives in cities 
and this number is still rising [1]. Transportation mode is an important type of urban 
user context that facilitates several transport context adaptation applications such as 
maps and navigation that adapt to travel modes and user mobility profiling [2]. 
Transportation mode recognition in people’s daily life can contribute to implicit human 
computer interaction in terms of reducing the user cognitive load when interacting with 
services during travel, and can help to enable the hidden computer part of the vision of 
ubiquitous computing. Automatic transportation mode recognition could also facilitate 
a range of applications as follows: 

 Physical Activity Monitoring: The transportation modes of individuals are logged 
and mapped to locations to enable individuals to plan travel based on physical 
activity goals and health monitoring [3]. In addition to health-related applications, 
activity-profiling systems can play a fundamental role in ubiquitous computing 
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scenarios [4]. In such applications, information from a variety of sensors is used to 
determine a mobility context for possible information service adaptation. For 
example, a mobile phone can detect when a person is driving or involved in vigorous 
physical activity, and automatically divert a call for safety consideration [5]. 

 Individual Environmental Impact Monitoring: Inferences of the transportation 
mode and location of an individual are used to provide a personalized 
environmental scorecard for tracking the hazard exposure and environmental 
impact of one’s activities. Examples include Personal Environment Impact Report 
(PEIR) and UbiGreen [6, 7] along with commercial offerings such as Ecorio and 
Carbon Diem [8, 9]. 

 User Mobility Profiling: Transportation annotated mobility profiles (time, 
location, transportation mode traces) are created for profile based recruitment for 
gathering distributed user context and for group context awareness [10]. 

 
The confluence of advanced wearable sensor technology and widely available portable 
computing devices offers the opportunity for automatic recognition of a person’s 
activities and transportation modes in daily living [11]. A mobile phone with integrated 
GPS can provide user spatial contexts (e.g. speed) in an outdoor environment [12, 13]. 
Wearable foot force (FF) sensors can capture a person’s foot force variations from 
different postures (e.g. between standing and sitting) and activities (e.g. between 
cycling and driving) in real time [14]. Different transportation modes differ in terms of 
both the average movement speed (e.g. between walking and taking a bus) and foot 
activities (e.g. between cycling and driving). The combination of foot force sensors and 
mobile phone GPS could potentially be useful in enabling more fine-grained 
transportation mode recognition such as subdividing motorized transportation modes 
into bus-passenger, car-passenger and car-driver.  

The primary aim of this pilot study is to assess how well a combination of mobile 
phone GPS and wearable foot force sensors can be used to recognise different 
transportation modes, compared with a more typical accelerometer-based method, i.e., 
as used in [15].  

The main contributions of this paper are: i) we conducted a thorough survey of 
transportation mode recognition, which exposes two main limitations of current work; ii) 
we proposed a novel method combining foot force sensors and mobile phone GPS for 
improved transportation mode recognition; iii) we illustrated substantial improvements of 
our method through comparing it with an accelerometer-based method. 

2 Related Work 

Much related work exists to recognise transportation mode by sensing modalities that 
are viable or available to be used on mobile phones. The related work can be grouped 
based upon the type of sensors used, mainly the accelerometer and GPS. 

-Accelerometer 
In [16], Mizzel and his colleagues showed that the accelerometer signal can produce a 
good estimate of its vertical and horizontal components. The vector in turn holds an 
estimation of the magnitude of the dynamic acceleration caused by the phone carrying 
user.  
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Different human-powered transportation modes, such as walking and cycling, can 
generate different acceleration components. Dynamic acceleration patterns can be 
sensed by an accelerometer. A 3D-accelerometer can be used to classify different 
human daily activities. In [17], Juha utilised a wireless motion band attached to the user 
ankle to sense the acceleration generated by the ankle. This work has successfully 
differentiated different human-powered transportation modes such as walking, running 
and cycling through using a binary decision tree classification method. A personalised 
classification method also increases the accuracy of detection. In [18], Ravi also found 
that activities can be recognised with a fairly high accuracy through wearing a single 
3D-accelerometer near the pelvic region. The results also showed that the pelvic region 
placement can recognise everyday activities with an overall accuracy rate of 84%. 
Similar work has also been done by Brezmes [19].  

Accelerometer-based methods can achieve an increased accuracy when people 
carry their smart phones in a fixed place. However, many people tend to carry their 
mobile phones more freely, such as near the waist, in a front pocket, in a knee-high 
pocket, by hand, and so on. These on-body placement variations greatly change the 
nature of the acceleration signal (which is also impacted by different body motions such 
as bending, swaying and twitching) during user movement [2]. In [15], Wang et al. 
have also considered this issue and attempted to differentiate transportation modes 
without any placement restrictions for accelerometers. They used a smart phone 
embedded accelerometer to recognise six kinds of transportation modes, but the 
accuracy is relatively low (at 62% on average). 

-GPS 
GPS, as a global-wide positioning system, has already been integrated into mobile 
phones. The potential usability of GPS in profiling user daily outdoor activities has 
been widely presented, such as in [20] and [21]. 

In [20], Lin Liao et al. have developed a probabilistic temporal model that can 
extract high-level human activities from a sequence of GPS readings. Two main types 
of transportation mode (human powered and motorised) are inferred, based on the 
Conditional Random Fields model. Though they achieved over an 80% in accuracy, the 
range of the transportation modes is coarse, as it can only detect two main types of 
transportation modes: human powered and motorised.  

In contrast to [20], Zheng et al. used a supervised learning based approach to infer 
more fine-grained transportation modes using the raw GPS data [21]. They proposed a 
change point (between different transportation modes) based upon a segmentation 
method. The results show that change point based segmentation achieved a better 
accuracy compared with uniform-duration based segmentation and uniform-length 
based segmentation. However, GPS information alone cannot detect change points 
precisely, since on many occasions, a person could take a taxi immediately after he/she 
gets off a bus and this very short change segment between two transportation modes is 
easy to be neglected using GPS.  

The existing GPS work exposes an inherent limitation. GPS information alone is 
too coarse to enable fine-grained transport recognition with a good accuracy. For 
example, GPS performs poorly in the recognition of different transportation modes 
with similar speeds, e.g., with fast walking, cycling, and slow motorized traveling.  



106 Z. Zhang and S. Poslad 

 

T
ab

le
 1

. R
el

at
ed

 w
or

k 
fo

r 
tr

an
sp

or
ta

ti
on

 m
od

e 
re

co
gn

it
io

n 

A
cc

ur
ac

y 

60
%

 

 

62
%

 

78
%

 

83
%

 

76
%

 

 

M
ob

ile
 

P
la

ce
m

en
t 

Ja
ck

et
, c

he
st

, a
nd

 

tr
ou

se
rs

, 
 

Po
ck

et
s 

 

Fr
ee

 

Po
ck

et
 

In
-H

an
d 

In
-H

an
d 

T
ra

ns
po

rt
at

io
n 

M
od

e 

St
at

io
na

ry
, W

al
k,

 R
un

 

 

St
at

io
na

ry
, W

al
k,

 B
ik

e,
 

B
us

, C
ar

 

St
at

io
na

ry
, W

al
k,

 R
un

 

St
at

io
na

ry
, W

al
k,

 

M
ot

or
is

ed
 M

od
es

 

St
at

io
na

ry
, W

al
k,

 B
ik

e,
 

M
ot

or
is

ed
 M

od
es

 

F
ea

tu
re

 U
se

d 

R
aw

 th
re

e-
ax

is
 v

ec
to

r 
re

ad
in

gs
 f

ro
m

 th
e 

A
cc

el
er

om
et

er
 

M
ea

n,
 s

ta
nd

ar
d 

de
vi

at
io

n,
 m

ea
n-

cr
os

si
ng

 r
at

e,
 

th
ir

d-
qu

ar
til

e,
 s

um
 a

nd
 s

ta
nd

ar
d 

de
vi

at
io

n 
of

 

fr
eq

ue
nc

y 
co

m
po

ne
nt

s 
be

tw
ee

n 
0~

4 
H

Z
, r

at
io

 o
f 

fr
eq

ue
nc

y 
co

m
po

ne
nt

s 
(0

~4
 H

z)
 to

 a
ll 

co
m

po
ne

nt
s,

sp
ec

tr
um

 p
ea

k 
po

si
tio

n.
 

M
ea

n,
 s

ta
nd

ar
d 

de
vi

at
io

n,
 a

nd
 n

um
be

r 
of

 p
ea

ks
 o

f 

th
e 

ac
ce

le
ro

m
et

er
 r

ea
di

ng
s 

; m
ea

n 
an

d 
st

an
da

rd
 

de
vi

at
io

n 
of

 th
e 

D
FT

 p
ow

er
 o

f 
au

di
o 

se
ns

or
 

re
ad

in
gs

 

M
ea

n 
G

PS
 s

pe
ed

, T
em

po
ra

l i
nf

or
m

at
io

n 
(t

im
e 

of
 

th
e 

da
y)

, 

M
ea

n,
 m

ax
im

um
, a

nd
 s

ta
nd

ar
d 

de
vi

at
io

n 
of

 th
e 

ve
lo

ci
ty

, L
en

gt
h 

of
 tr

ip
s 

C
la

ss
if

ie
rs

 

K
-N

ea
re

st
 

N
ei

gh
bo

ur
s 

D
ec

is
io

n 
tr

ee
 (

J4
8)

, 

K
-N

ea
re

st
 

N
ei

gh
bo

ur
, S

V
M

 

D
ec

is
io

n 
T

re
e 

(J
48

) 

H
ie

ra
rc

hi
ca

l 

C
on

di
tio

na
l R

an
do

m
 

Fi
el

ds
 

B
ay

es
ia

n 
N

et
, 

D
ec

is
io

n 
T

re
e,

 

C
on

di
tio

na
l R

an
do

m
 

Fi
el

d,
 S

V
M

 

Se
ns

or
 T

yp
e 

A
cc

el
er

om
et

er
 

A
cc

el
er

om
et

er
 

A
cc

el
er

om
et

er
, G

PS
, 

an
d 

A
ud

io
 S

en
so

r 

G
PS

 

G
PS

 

R
ef

 N
o.

 

[1
9]

 

[1
5]

 

[2
2]

 

[2
0]

 

[2
1]

 



 Fine-Grained Transportation Mode Recognition Using Mobile Phones 107 

 

Table 1 shows that the average accuracy for current transportation mode recognition 
methods is comparatively low, 70%, i.e., only a little over 2/3 of trips are recognised 
correctly. In addition, most current methods have restrictions with respect to how users 
should carry their mobile devices, except [15]. Moreover, much of the surveyed work 
does not support differentiating sub-motorised transportation modes, i.e., into car 
passenger, bus passenger, and driver. Only [15] has more sub-classes of motorised 
transportation modes (bus passenger, car passenger) and is closest to one of our aims in 
this paper - more fine-grained transportation mode recognition. Hence, we decide to 
reproduce the accelerometer-based method used in [15] as a baseline to evaluate our 
new method. 

3 Method Design and System Overview 

In order to solve the limitations of both low accuracy and coarse-grained recognition 
capability, we propose a novel method that leverages both mobile phone GPS and a set 
of foot force sensors. The rationale for choosing these two types of sensors is because 
of the obvious variations in GPS speed and foot force pattern in different transportation 
modes. Based on our observations (as table 2 shows), given different transportation 
modes, when the GPS mean speed is similar, the foot force patterns are different, and 
vice versa.  

Table 2. Variations in GPS speed (mean ± standard deviation) and foot force patterns for 
different transportation modes 

 Walking Cycling Bus Passenger Car Passenger Car Driver 

GPS Speed (m/s) 1.3±0.2 2.5±1.2 5.2±2.0 8.5±5.2 7.8±4.9 
Left Foot Force 
(Percentage of 
user weight) 

67%±51% 18%±11% 53%±5% 21%±3% 35%±12% 

 
Left Foot Force 
Patterns  
in Time  
Domain  
(5 min duration for 
each mode) 

± 

 
Based on table 2, we hypothesise that our new method should be able to achieve 

more fine-grained transportation mode recognition with a higher accuracy compared 
with a typical accelerometer-based method. In addition, to variations in mean and 
variance, our new method also relies on basic time-domain features such as mean and 
standard deviation for transportation mode recognition. Time-domain features tend to 
consume less computational resources compared with frequency-domain features [23], 
e.g. those used in [15]. 

To the best of our knowledge, the potential benefits of using mobile phone GPS in 
combination with foot force sensors to improve transportation recognition has not been 
proposed or examined to date. Therefore, we propose the following system architecture 
to examine whether or not foot force sensors combined with mobile phone GPS can  
 



108 Z. Zhang and S. Poslad 

 

 

Fig. 1. Architecture of the FF+GPS transportation mode (TM) recognition system 

discriminate between the five different transportation modes (walking, cycling, 
bus-passenger, car-passenger, and car-driver) that are most often used for commute 
purpose. The following system may answer our primary research question: does the 
addition of foot force monitoring to GPS improve the recognition of transportation 
mode beyond which is achieved by using accelerometer data alone. 

In order to show the usefulness of our new method, we designed our new 
transportation modes recognition system using both foot force sensors and GPS as 
shown in figure 1. In order to evaluate our new FF+GPS based method and to compare 
it with the accelerometer-based method used in [15], our new transportation mode 
recognition system also collects the accelerometer data simultaneously with foot force 
sensor data and GPS data. This simultaneous sensor data collection scheme can 
minimize the effect of variability from different instances of sample which may affect 
the comparison results. No noise filtering is carried out on the raw sensor data. Any 
sensor errors arising via typical daily living environment, e.g., occasional GPS data 
interruption, are presented to the feature computation phase. 

In the feature computation phase, the data window segmentation method used in 
[15] is applied to both the accelerometer-based and FF+GPS based methods. Eleven 
different features are extracted from our accelerometer data as used in [15]. For the 
FF+GPS based method, the following time-domain features are extracted: mean, max 
and standard deviation of GPS speed; mean, max and standard deviation of foot force 
readings from both feet. 

In the transportation mode recognition phase, three commonly used machine 
learning schemes: Naïve Bayes (NB), Decision Tree (DT) J48, and Decision Table 
provided by WEKA toolkit [24] are used to compare the performance of these two 
methods. A 10-fold cross validation mechanism is used for evaluation.  

4 Experiments and Results Evaluation 

4.1 Participants 

All study procedures were approved by the Research Ethics Committee at Queen Mary, 
University of London, and all participants signed a written informed consent form. 
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 A true negative occurs when a sample from one other kind of transportation 
mode is classified as not in this particular kind of transportation mode. For 
example, a sample from cycling classified as not walking is a true negative for 
walking. 

 A false positive occurs when a sample from other kinds of transportation mode is 
classified as this particular kind of transportation mode. For example, a sample 
from cycling classified as walking is a false positive for walking. 

 A false negative occurs when a sample from a particular kind of transportation 
mode is classified as other kind of transportation mode. For example, a sample 
from walking classified as cycling is a false negative for walking. 

 
We present the accuracy for each classifier we chose in figure 3 and figure 4. The 
accuracy is the sum of true positives and true negatives over the total number of 
classifications. The accuracy tells us overall how good a method is at classifying 
different kinds of transportation mode.    
 

 

Fig. 3. Comparison of Recognition Results for
All Five Transportation Modes 

  Fig. 4. Comparison of Recognition Results 
for Three Motorized Modes 

The experimental results for all five transportation modes recognition using the 
different classifiers are listed in figure 3. It is noted that the FF+GPS based method 
obtains a much higher recognition accuracy than the accelerometer-based method as 
used in [15]. On average, FF+GPS based method achieves 95% which is 33% higher 
than that of [15]. In addition, the use of a decision tree (J48) classifier obtains the 
highest recognition accuracy for both methods. 

The experimental results for more fine-grained recognition of three motorized 
transportation modes (bus passenger, car passenger, and car driver) using different 
classifiers are listed in figure 4. The FF+GPS based method obtains a substantially 
higher accuracy than the accelerometer-based method used in [15]. On average, our 
method achieves an accuracy of 84% which is 28% higher than [15]. This result 
illustrates that the FF+GPS based method compared to an accelerometer-based method 
can provide more fine-grained transportation mode recognition in terms of reliably 
differentiating bus passenger, car passenger, and car drivers.  
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Since the decision tree (J48) classifier outperforms other classifiers, the precision 
and recall for each transportation mode from the decision tree classifier are presented in 
figure 5 and figure 6. Precision is the number of true positives over the total number of 
true positives and false positives and tells us how well a method is able to discriminate 
between true and false positives. Recall is the number of true positives over the sum of 
true positives and false negatives and tells us how well a method is able to recognise 
one particular transportation mode given all samples from this kind of transportation 
mode.  

 

 

Fig. 5. Precision Results from the Decision Tree
Classifier 

  Fig. 6. Recall Results from Decision Tree
Classifier 

With respect to the precision and recall results, the FF+GPS based method 
outperforms the typical accelerometer-based method in all aspects, especially in 
recognising cycling and in sub-differentiating motorised transportation modes into 
car-passenger, bus-passenger, and car-driver.  

It is also noted that both methods perform equally well in detecting walking. This is 
because there are three stances in a normal human walking motion: which are heel 
strike, mid-stance, and toe-off [26]. Accelerometer-based method can detect the 
acceleration generated from these three stances, which differs from other transportation 
modes in terms of variance. The FF+GPS based method can also detect foot force 
patterns variations generated when walking, the patterns of which are quite unique in 
terms of both mean and variance as table 2 shows.  

From figure 5 and figure 6, it is also found that our new FF+GPS based method can 
detect cycling to a very high accuracy (99%) compared with accelerometer-based 
method (65%). This is because the cycling apparently differs from other transportation 
modes in terms of both mean GPS speed and foot force patterns. The average speed for 
cycling is about 2.5m/s which is quite different from both walking (about 1.3 m/s) and 
motorised transportation modes (about 6.8m/s), see table 2. Besides, as people need to 
power the bike by pedalling regularly when cycling, the foot force patterns generated 
are also distinct from other transportation modes (as shown in table 2). For the case of 
accelerometer, the acceleration during cycling is mainly affected by the road conditions 
and is sometimes quite similar to those of motorised transportation instances. This 
introduces errors from false negatives for a typical accelerometer-based method.  
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For the case of sub-classifying motorised transportation modes using accelerometer, 
it is noted that the instances from one particular motorised mode are easily 
misclassified as those of other motorised mode, or even as cycling, using a typical 
accelerometer-based method. These motorised modes were mistaken as cycling since 
coasting on a bike is similar with low speed vehicles in terms of acceleration. 
Moreover, since the acceleration mainly depends on the vehicle and road conditions, 
the acceleration patterns of the samples from car-driver and car-passenger are almost 
identical, which can hardly be differentiated by any typical classifiers. 

Our new FF+GPS based method in this case achieved an overall 84% accuracy on 
average. This is mainly because foot force patterns in different sub motorised modes 
tend to be very different. As in the driving case, people need to step on both the 
accelerator pedal and the brake pedal regularly in order to control the car. In the 
bus-passenger case, people may stand and move inside the bus, which would never 
happen when being a car passenger. Moreover, the GPS speed patterns from bus is also 
different from samples of private car, since buses need to stop more regularly at bus 
stops and move slower than private cars for safety consideration. 

It is also noted that some instances of driving from the FF+GPS based method have 
been mistaken as being bus-passenger. This is because in some cases, when passengers 
move around in a bus, foot force patterns tend to be similar to the patterns of stepping 
on pedals when driving. Some instances from driving have also been mistaken as being 
car-passenger. These errors occurred during slow speeds or after stopping for a period 
of time. In these cases, foot force patterns tend to be similar as drivers were stationary 
and were not operating the vehicle foot control pedals.  

5 Discussion and Future Work 

Use of the FF+GPS based method achieves a substantial accuracy improvement and a 
more fine-grained transportation recognition capability, compared with a typical 
accelerometer-based method. In a practical system, one must also consider 
computational and energy costs. A mobile devices cannot dedicate its full computing 
resources to such (location-based) auxiliary applications given its primary roles are 
more for user interaction and communication. The FF+GPS transportation recognition 
method is only based upon an analysis of time-domain features. It can achieve an 
improved transportation mode recognition capability at a relatively low computation 
cost (compared to frequency-domain based methods). More specific testing involving 
computational load analysis will be included in a future study.  

With regard to energy efficiency, the FF+GPS based method also showed that foot 
force sensors also perform very well in recognising human powered transportation 
modes (such as walking and cycling) without GPS. This means that foot force sensors 
can be used to reduce the usage of GPS (the most energy consuming sensor in most 
location determination systems) and its consequent energy consumption. We leave 
exploring the delicate balance between extendability, computability, and energy 
efficiency as future work. 
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6 Conclusion 

In this work, the potential benefits of using mobile phone GPS in combination with a 
set foot force sensors to improve transportation mode recognition have been examined 
for the first time. Five fine-grained transportation modes, including walking, cycling, 
bus passenger, car passenger, and car driver, have been performed by ten different 
users. The results have been investigated in detail, evaluated (by comparing with a 
more typical accelerometer-based method in [15]), and fully discussed.  

Given the sample size of this pilot, and based on the classification algorithms 
employed, our new FF+GPS based method has improved the transportation mode 
recognition accuracy from 62% to 95% on average. The key contribution of our work is 
that the FF+GPS based method provides more fine-grained transportation mode 
recognition capability in terms of differentiating between bus passenger, car passenger 
and car driver with an accuracy of 84% on average.  
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Abstract. Technological advances in the smartphone sector give rise
to people-centric sensing that uses the sensing capabilities of mobile de-
vices and the movement of their human carriers to satisfy the ever in-
creasing demand for context information. The quick adoption of such
pervasive and mobile services, however, increases the number of con-
tributors, strains the device-to-server connections, and challenges the
system’s scalability. Strategies that postpone load balancing to fixed in-
frastructure nodes miss the potential of mobile devices interconnecting to
preprocess sensor data. This paper explores opportunistic service compo-
sition to coordinate in-network aggregation among autonomous mobile
data providers. The composition protocol defers interaction with peers to
the latest possible moment to accommodate for the dynamics in the ope-
rating environment. In simulations such an approach achieves a higher
composition success ratio at similar or less delay and communication
effort than an existing conventional composition solution.

1 Introduction

Mobile devices have evolved from special purpose equipment to smart entities
that can sense their environment and communicate with servers on the Inter-
net. People-centric sensing projects, as presented in [8], use these technologi-
cal advances and the movement of human carriers to improve the micro- and
macroscopic view on today’s and future cities. Bubble-sensing [10], for exam-
ple, affixes a sensing task to a certain location and entrusts mobile devices in
vicinity to upload sensor data to a server as a basis for deriving higher level
context-information.

However, for sensing tasks that require multiple independent readings from
different sensors, the number of individual data uploads increases. In addition,
the growing demand for context information creates many of such complex sens-
ing tasks that further strain the device-to-server connection. Targeting the scal-
ability issues of such centralised architectures, research has recently explored
ways to balance the load for data processing [2,12].
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Fig. 1. In-network aggregation request phrased as service composite

In line with these efforts, this work investigates the application of service-
oriented principles, namely dynamic service composition, to support in-network
aggregation among mobile devices. In-network aggregation is well-studied in
wireless sensor networks [1], however, people-centric sensing introduces partic-
ipation autonomy and mobility that, traditionally not part of those networks,
changes the system topology frequently. Dynamic service composition creates
new value-added services from existing ones by discovering, allocating, and in-
voking service providers only at runtime to accommodate for the dynamics in
the operating environment. Imagine, for example, a cloud service that provides a
noise map of the city. For each geographic area it requires multiple independent
audio samples to improve its quality. Instead of transmitting small data packets
via multiple individual connections, co-located mobile devices collaborate to ag-
gregate their recordings, add noise classifications and geo-tags, and upload one
big data packet from one device. The cloud service posts its complex query and
leaves the management of such a service composite (Figure 1) entirely to the
ad hoc network of mobile nodes. This way, the query flexibly adjusts to cur-
rently available providers, their interconnections and localised knowledge about
classification patterns.

This paper proposes opportunistic service composition, a composition pro-
tocol that defers all interactions with peers to the latest possible moment. In
contrast to our previous work [3,4], it explores service composition from the per-
spective of autonomous service providers and how on-demand discovery, just in
time release, and observation of the composition progress enables them to co-
operatively control their availability. Focusing on the composition management
within the ad hoc network, the paper leaves the integration with the cloud ser-
vice to future work. With the analysis of dynamic service composition in mobile
ad hoc environments, we hope to contribute to a better understanding of how
complex tasks, such as in-network data aggregation, can be coordinated among
autonomous and transiently available providers of sensor data.

2 Related Work

Scalability issues of centralised, single-server systems have led to alternative ar-
chitectures that support load balancing in people-centric sensing. In G-sense [12],
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Internet servers create a peer-to-peer sensing overlay to manage the distributed
collection and aggregation of sensor data. An alternative approach [2] leverages
existing cluster or cloud infrastructure to evaluate different tree-based aggre-
gation strategies. Sensor and context cloudlets [9] use computers with Internet
connection, deployed on local business premises and in the vicinity of mobile
device to pool sensory data and to provide data fusion and context reasoning.
Mobile devices in these solutions are sole data sources that connect to fixed in-
frastructure to trigger data processing there. In contrast, this work investigates
the possibility of mobile devices interconnecting to process complex data queries
within their ad hoc network.

CountTorrent [6] devises aggregation techniques for sensor networks whose
topology, in contrast to traditional wireless sensor networks, is continuously
evolving. While efficient and accurate, the solution assumes simple queries that
include all currently available nodes. Queries phrased as abstract service com-
posites, on the other hand, allow for more complex and selective specifications.
However, their enactment, in particular the discovery and allocation of resources,
remains challenging in mobile ad hoc environments [9].

The willingness of service providers to participate in sensing compositions de-
pends on local resources, their current load, and individual objectives. Probing
techniques [5,11], primarily used for optimal provider selection, enable service
providers to actively commit to a composition rather than allocating them with-
out their confirmation and risking their later refusal. Alternatively, proactive
discovery solutions explicitly ask for participation [14]. Both such approaches,
however, require additional communication on top of establishing knowledge
about available services. Binding and releasing services just in time is crucial to
maintain good service availability and to mitigate overload situations. Compo-
sition approaches that start the execution only after the selection is complete
[15][14][5][16], allocate all required services even those that do not get executed
due to conditional paths or premature termination. They block providers unnec-
essarily and possibly make them unavailable for other compositions. Timeouts
are a way to release those providers [5] but are difficult to configure. Further, the
time a service must be blocked depends on its position in the request because
it must wait on its predecessors to execute. Execution solutions that allow for
interleaving selection and execution [17][18], as proposed in this work, do not
target mobile ad hoc environments and the need for reducing communication
over an unreliable network.

3 On-Demand and Just in Time Service Composition

Mobile ad hoc networks come with their own set of challenges, namely unre-
liable communication links, autonomous providers, and loalised service bottle-
necks. Wireless communication in mobile environments is prone to interference,
collision, and topology changes that can cause the composition to fail. Reducing
network traffic is key to utilise scarce bandwidth effectively. Further, potential
providers may hesitate to announce their services if they have little knowledge
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Fig. 2. Composition request with parallel execution paths

about the composition and the extent to which they will be involved. One could
argue that service providers are still in full control after they have announced
themselves because they can always refuse to deliver their services or simply drop
out. A composition, however, will notice such unexpected behaviour only after
it invokes the service and used up scarce bandwidth. In addition, compositions
seek providers that are in close proximity to satisfy locality needs of their clients.
Where there is high demand in one location, however, compositions compete for
the same services because the resource-constraints of mobile devices limit the
number of requests they can process simultaneously. A complex service request
can be modelled as an abstract directed graph that defines the nature and order
of required services. A request for in-network aggregation may contain parallel
execution paths that deliver data from different sensors and merge for aggre-
gation before the result reaches the client c (cp. Figure 2). For the request to
become executable, suitable service providers must be discovered and selected.

3.1 Design Decisions

The service composition remains more flexible towards changes if it postpones
the discovery and allocation of service providers to the time when the composite
is actually invoked because then it has the most up to date view of available
services. Further, due to the lack of a centralised composition entity with global
system view, we choose a decentralised approach similar to a product line in
which service providers receive a composite description, execute part of it, and
forward it to the next provider. In the proposed composition protocol, assigned
service providers act in a decentralised interleaved manner: They search, allo-
cate, and invoke their successors after they executed their own service1. Such
hop-by-hop processing pursues only paths that are actually required and reduces
the time a provider is blocked. The composition request contains the entire com-
posite including its current status to facilitate a provider’s decision whether to
block local resources and to announce its participation. Despite its high effort
for finding distant services, we choose request-based service discovery because
it creates network traffic only on demand, localises the use of bandwidth to the

1 Typically, all providers get allocated before the execution of the composite starts.
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area where the request is issued, and permits providers to voice their commit-
ment selectively per composition request. Blocking local resources already when
responding to a discovery request avoids overload but at the same time locks
more providers than needed because only one of them will get the service as-
signed. For this reason, all known candidates receive a release message as soon
as an allocation decision has been made to free them just in time for other re-
quests. In wireless multihop networks, messages rely on being forwarded until
they reach their destination and can be received by anyone who is in range of
the forwarding node. Service providers thus receive messages for which they may
not be the primary addressee. Instead of dropping these messages unseen, they
infer what progress a composition has made and whether they should act. Lis-
tening to by-passing traffic allows for proactive behaviour and complementary
to targeted messaging may reduce the composite’s communication overhead.

3.2 Protocol

The protocol for opportunistic service composition runs on each service provider
and is modelled as a finite state machine (cp. Figure 3). The following description
refers to providers that have only enough resources to handle one composition
at a time. Transitions between protocol states occur upon the arrival of a com-
position message. A composite request contains the composite description and
shows with the service that is required next which parts of the request still need
to be allocated and executed. A token message transfers the composition control
and indicates which service and corresponding provider execute next.

Each provider is initially in the listening state. If a listener receives a com-
position request and offers a service that is immediately required, it responds
with an advertisement and changes its state to applying (A). Otherwise, if it
provides any other required service, the provider remains silent and switches to
observing (B). Checking for local objectives is not explicitly modelled, however,
the protocol defines state transitions only on basis of a positive attitude towards
participating in a composition.

An observing provider infers from an arriving token message and the request
message heard earlier whether to announce its services to the token’s primary
recipient (C1) or to transition to pre-finish (D1). The choice depends on the
conditions stated in Table 3b. Upon receiving a composition request it either
keeps observing (D2) or switches composites and applies for a different one (C2).

A provider in applying state derives from a token whether it got selected to
execute a service (E). If not, the applicant can decide to immediately apply for
the next required service (G1), observe the composite further to issue a new
application at a later stage (F1), or to finish its participation (H1). In terms of
a composite request, applicants generally do not respond except from two cases:
First, if the request searches for a service for which the provider has already
applied, then the provider resends the ad as the earlier one must have gotten
lost (G2). Second, the composition has made progress and the request reveals
that all applications of the applicant are obsolete. then the applicant is free to
apply (G3), observe (F2), or pre-finish (H2).
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¬offer(snxt+1) ∧ offer(snxt+1+?)
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Fig. 3. Protocol for on-demand and just in time service composition
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In the controlling state the service provider executes its assigned service,
searches for a successor and when both these tasks are completed hands over the
composition control to its successor. Controllers generate composition requests,
token messages, and release redundant resources. Once done with controlling,
the provider knows the composite status first hand and has again the choice to
apply (J), observe (K), or pre-finish (I).

Pre-finishing determines whether the provider is a service router. The role of
a service router was introduced by our synchronisation protocol [4] to handle
requests with parallel execution paths. Service routers use the structure of the
composite and the observed allocation history to route synchronisation messages
between mutually unknown synchronisation partners that must agree on a com-
mon provider for the merge service. For example in Figure 2, the provider for SB

is a service router for SE and SF to route their synchronisation messages and
help them decide on a common provider for SG. If the provider is not a service
router, it returns to listening (M), otherwise to service-routing (L). A provider
exits service routing on receiving a release or sync message that indicates all
routing responsibilities have been completed (N1, N2).

In the protocol, observers, applicants, and service routers block local resources
and must be released in time to increase service availability. Observers may un-
block any time to respond to more urgent service demand in different composite
requests (C2). Applicants are free as soon as they have no pending ads and are
not assigned to provide a service. The list of pending ads is updated each time
a token message or composite request signals that the relevant service has been
allocated elsewhere. The allocator sends the token to all known advertisers. If
the unreliable network looses ads, the allocator is not aware of these blocked
candidates and does not release them. By-passing composition messages may
indicate the progress of the composition. If this fails, too, a timeout is the last
resort to unblock these resources. Service routers analyse all synchronisation
messages which they forward to update and reduce their services-to-route list.
Synchronisation messages, however, may find shortcuts in the network and do
not follow the exact composite structure to reach their destination. In this case,
a service router sends a release message back in its branch to enable other service
routers to unblock.

3.3 Implementation

We implemented the opportunistic composition protocol on the discrete event
simulator Jist/SWANS Ulm edition2 by extending ducks.driver.GenericNode

with a composite initiator and a composite provider. Both these types of com-
position entities require messages to be observable such that they receive and
analyse any message issued in their transmission range. Lower layer network pro-
tocols typically discard messages if the node is not the primary addressee and
let only broadcasts pass. Ordinary broadcasts, however, are not recovered and
solely used imply high composite failure in unreliable networks. As a solution the

2 http://vanet.info/jist-swans/download.html

http://vanet.info/jist-swans/download.html
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protocol sends all composition messages as directed broadcasts, i.e., broadcasts
with a primary addressee who acknowledges the receipt to ensure recovery and
which can be received without acknowledgement by any other node in range.
Further, a composition message may have multiple recipients. For example, a
token message must be delivered to the next controller and all redundant ap-
plicants to unblock them. Instead of sending multiple messages, the directed
broadcast includes a list of primary addressees and specifies for each destination
the next hop. This way a single message is sufficient to inform all next hops.
The management of directed broadcasts currently resides on the simulator’s ap-
plication layer to ensure the network layer passes messages directly to the MAC
layer without consulting the routing protocols implemented in the simulator.

4 Simulation-Based Evaluation

The following study explores the impact of on-demand and just in time compo-
sition on the success and communication effort of complex service requests in
multi-client scenarios.

4.1 Experimental Setup

The Jist/SWANS simulator configuration (Table 1) reflects a medium dense net-
work of walking service providers. This setup was chosen based on the analysis
in [7] to ensure zero percent partition and short routes (three hops on average)
to reduce the effect of the particular routing protocol. The ratio of clients de-
termines the number of composite requests that, scattered in the network, are
issued at the same time. The study uses CiAN*, an adapted version of CiAN [15],
as baseline that dispatches all messages with AODV [13] instead of the original
publish-subscribe mechanism because of its otherwise higher message overhead.
Just like the original, CiAN* implements ad-based discovery, client-controlled
all-at-once service allocation, and decentralised service invocation. Opportunistic
service composition implements on-demand request-based discovery with situa-
tional advertising, interleaved hop-by-hop allocation and invocation of services,
and directed broadcasting. Any options for route repair and collision avoidance
are disabled to analyse the failure probability of service composition prior to
any recovery measures. Both composition models use the same non-standard
description of the test composite in Figure 2 and select most recent neighbours
first for required services. For each client ratio and composition model the sim-
ulation repeates 100 times with different randomised initial settings. Each such
setting is used in both models. We test the most dynamic behaviour in which
each required service must be bound to a unique provider. Autonomous node
movement and the restriction to one composite at a time per node provides
enough variance such that the willingness to participate is not modelled and
assumed to be positive at all times.
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Table 1. Simulation configuration

General Random

Simulation type terminating Node movement Random Waypoint
Field (m×m) 500×500 Node speed (m/s) 1-2
Radio range (m) 100 Service exec time (ms) 10-100
Nodes in total 150 Controlled
MAC 802.11 non-promisc Clients from total (%) 1, 5, 10, 15, 20

4.2 Results

Composition Success. A composition request is successful if all required services
have executed and the client receives the final composition result.The left graph
in figure 4 depicts the number of successful clients relative to the total number
of clients in the simulation study. Opportunistic service composition achieves a
higher success ratio than CiAN*, most notably, for five percent clients where the
difference is 45 percent points. The success ratio degrades in both approaches
as the demand for complex services increases. Opportunistic service composition
grows more prone to service allocation failure because an increasing number of
clients competes for the same service providers and soon reaches the maximum
search radius unable to find unblocked resources. Blocking service routers con-
tribute substantially to provider depletion in a search area. In the test composite
(cp. Figure 2), service routers SA, SB, SC , and SD do not respond to other com-
posites until they can be sure the synchronisation partners SE and SF know
each other. In the worst case (when no by-passing traffic accidentally introduces
parallel branch providers) all these six services block. CiAN* fails mainly due to
provider overload since clients allocate services in isolation and providers handle
only one composite at a time, silently dropping any other allocation. A service
provider may resolve this conflict but only after it has detected the overload.
Recovery strategies are out of scope and not implemented in either of the two
approaches to study the original composition behaviour. Network failure due to
collision and stale routes occur in both approaches, but at a lower percentage
than their main failure source.

Response Time. The response time is the delay on the client from sending the
first allocation or composition request to receiving the final result. The right
graph in figure 4 depicts the average response time of compositions that com-
pleted successfully. CiAN* takes around four seconds to respond and is less
affected by number of clients. The opportunistic approach responds in scenarios
with one and five percent clients quicker than CiAN* because services and rout-
ing information is available in close proximity. Completing a composite quickly,
releases bound service providers early and make them available for other re-
quests. With an increase in clients, however, opportunistic composition faces
service discovery delays as well as the same route finding problems as CiAN*
such that both approaches respond after similar time.
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Fig. 5. Communication effort

Communication Effort. Composition and routing messages sent from the MAC
layer determine the communication effort for handling complex service requests.
Thesemessages are counteduntil each of the started compositions either completes
successfully or stops due to failure. Figure 5 shows the network load regardless of
the final composition status. Starting with fewer messages, the opportunistic ap-
proach gradually exceeds CiAN*’s communication effort mainly because it com-
pletes more composite requests successfully than the baseline for which message
counting stops early after a failure. In particular, the test cases with one and five
percent clients indicate that opportunistic composition reduces network traffic. In
contrast to CiAN*, routing layer messages in the opportunistic approach are rare
demonstrating the benefit of directed broadcast. Service discoverymessages dom-
inate the message exchange and their increasing proportion with the increasing
number of clients shows again the difficulty of finding unblocked service providers.
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5 Discussion

The simulation study shows that opportunistic service composition is more suc-
cessful at less or similar communication effort and delay than a conventional
composition solution. In particular, for moderate client densities it outperforms
the baseline. Stress testing the approach with many clients that issue the exact
same request and the exact same time, the requests compete for the same service
providers and extent their search for alternatives. Thereby they consume more
time and bandwidth, and eventually fail due to provider depletion in the search
area, making recovery strategies (that have not been considered in this study)
indispensable for actual deployments.

The strength of opportunistic service composition is at the same time its
weakness: Immediately executing partial composites reduces the impact of sys-
tem changes but also leads to inconsistency if required services are not available
in the network. The notion of standard services hosted on every mobile device
would ease the problem as the existence of an ad hoc network would then imply
the availability of such services. In comparison, composition approaches like the
baseline that verify availability in advance, may fail nonetheless as the dynamics
of the environment render earlier verifications invalid.

Opportunistic service composition is a promising approach toward in-network
aggregation for participatory sensing as it overall shows an advantage over con-
ventional composition approaches when it comes to managing complex service
requests in unreliable networks. This work focused on how service composition
could be used to coordinate the collective effort of autonomous mobile nodes to
achieve a complex task. It did not touch on the technical realisation of ad hoc
communication and radio broadcast with state-of-the-art smartphones as well
as related security and routing issues. Future work will also have to investigate
how the composition effort in an ad hoc network compares to the overhead of
uploading sensor data individually. Each device may experience delays, losses,
and energy costs when transferring small data packets to the distant cloud or to
consecutive service providers.
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Abstract. With increasing reliance on the location and orientation sen-
sors in smartphones for not only augmented reality applications, but also
for meeting government-mandated emergency response requirements, the
reliability of these sensors is a matter of great importance. Previous
studies measure the accuracy of the location sensing, typically GPS, in
handheld devices including smartphones, but few studies do the same
for the compass or gyroscope (gyro) sensors, especially in real-world
augmented reality situations. In this study, we measure the reliability
of both the location and orientation capabilities of three current gener-
ation smartphones: Apple iPhone 4 and iPhone 4s (iOS) phones, as well
as a Samsung Galaxy Nexus (Android). Each is tested in three different
orientation/body position combinations, and in varying environmental
conditions, in order to obtain quantifiable information useful for under-
standing the practical limits of these sensors when designing applications
that rely on them. Results show mean location errors of 10–30 m and
mean compass errors around 10–30◦, but with high standard deviations
for both making them unreliable in many settings.

Keywords: GPS, location, compass, magnetometer, augmented reality,
sensor fusion, smartphones.

1 Introduction

Smartphone augmented reality applications typically require the user’s location
(latitude, longitude) and orientation (relative to north) within certain bounds of
accuracy. Some applications may require only relative device orientation, such
as that produced by a gyroscope, which can determine changes in device ori-
entation, albeit not relative to north. For example, our In Situ Audio Services
application [2], which renders points of interest via spatialized audio to blind
users, relies on both the location of the device and its orientation relative to
north. Due to the unreliability of the sensors, the scene was frequently mis-
rendered, with points of interest in the wrong direction and/or at the incorrect
distance. The study described in this paper was motivated by these issues arising
from smartphone sensor unreliability. Specifically, we needed to determine when
and by how much these sensors failed to provide accurate GPS, orientation, and
gyro data. To do so, we walked two separate areas in Montreal 18 times each,

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 127–138, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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with three smartphones in different body position and device orientation combi-
nations, resulting in a total of 108 device logs for analysis. Based on the results,
we are able to offer several recommendations for designers of other augmented
reality smartphone applications. By way of example, we describe how we revised
one of the rendering techniques of our application to take into account the high
degree of sensor unreliability.

2 Previous Work

Accuracy has significant impact on real-world usability of mobile devices, e.g.,
for transit tracking systems [12], and there has thus been considerable work in
evaluating the accuracy of smartphone sensors. Most such studies find that the
GPS accuracy of a smartphone is considerably less than that of a dedicated
GPS device designed solely for navigation purposes. These findings hold true for
devices such as the Apple iPhone, which augments the standard GPS with WiFi
and cellular tower information, as well as an online database of satellite locations,
to implement augmented GPS (A-GPS) [16]. Accuracy is often measured by
maintaining the device in a stationary position over a given sampling duration.
This scenario is common in domains such as forestry, where the GPS unit can
be left in position for an extended period to obtain a better fix, but is of limited
relevance to an augmented reality application. For such tests in ideal open-sky
conditions in a forest, even the best consumer-grade dedicated GPS systems
yield average errors on the order of 2 m [15]. In more typical augmented reality
application conditions, on-body location of the GPS receiver has been found to
impact accuracy [13], as does the manner in which a smartphone is held [3].
Studies that examine the accuracy of various location sensors while the device is
in motion often use one, presumably more accurate, device, such as a higher-end
GPS unit, as the reference, although this can only establish relative error. This
may be a reasonable approach in areas without tall buildings in good weather
conditions, and when evaluating devices and approaches that are expected to
have significantly higher error than the “reference” unit [4]. Other reports do not
appear to use ground truth measurements, but instead rely solely on location
accuracy estimates reported by the device itself [14]. To save power, the GPS
sensor can be turned off between readings, although this may further decrease
accuracy [7].

A tradeoff between cost of components, power and accuracy is also evident
for the three-axis magnetometers, commonly used to determine the orientation
of a device relative to north [6]. Again, the often poor accuracy of the compass
headings produced by the magnetometer can be a critical issue for augmented re-
ality (AR) applications [1]. Body position, how the phone is held, and the effects
of device movement when carried while walking can all impact compass read-
ings [4]. Filtering the raw magnetometer data in order to remove sensor noise has
been proposed [5,8], but such solutions do not measure or improve the accuracy
of the compass when it is subjected to distortions of the local magnetic field.
One measure of the compass accuracy of a Nokia phone, taken while walking in
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an indoor corridor, found a mean error of 18.1◦, with a standard deviation of
12.3◦ [10]. In such indoor spaces, attempts to use a built-in smartphone camera
to better detect motion or location have been tried, coupled with sensor fusion
via a Kalman filter [11]. However, such camera-based solutions have the practical
problem of greatly reduced battery life due to their power requirements. In ad-
dition, they require maintaining the device in a position that provides sufficient
viewing area to compute optical flow, which is impossible, for example, if the
smartphone is kept in a pocket. Another effort to overcome limitations of the
compass sensor involves indoor uses of ultrasound signals with multiple receivers
on the device to determine orientation. However, this solution requires the intro-
duction of new infrastructure in the environment [9], which may be impractical
for general deployment.

The results of the previous studies notwithstanding, there exists very limited
quantitative data on the performance of current smartphone location and ori-
entation sensors. In particular, there is a notable lack of such data for dynamic
urban environments and under realistic conditions relevant to augmented reality
applications. For these reasons, we undertook the experiment described in the
remainder of this paper.

3 Experiment Design

An undergraduate student (the walker) walked the same path repeatedly under
different conditions to log compass, orientation (particularly yaw) and location
data under a variety of conditions. Each of two different paths, termed Down-
town and Commercial, was walked half the time in a clockwise (CW) direction,
and half in a counterclockwise (CCW) direction. Three smartphones (iPhone 4,
iPhone 4s and Google Galaxy Nexus) were carried on each walk, each in one of
three body positions: attached to a belt, hanging on the chest, or resting flat on
the head, as shown in Figure 1. Each combination was repeated three times. This
resulted in 2 walking locations × 2 directions × 3 carrying positions/orientations
× 3 repetitions = 36 data logs for each of the three devices.

The first two body positions were chosen to test the devices in the most
practical carrying positions in real-world situations. The head position was in-
cluded, regardless of practicality, since this exposes the device maximally to the
sky, which we expected to result in the best location performance. In this case,
we could determine whether the other two body positions further compromise
location accuracy.

3.1 Walking Locations

The two areas walked are described in Figure 2. Each leg of each walk is analyzed
independently in Section 4 to provide a comparison of the different conditions.
Before each walk, the walker noted the weather conditions for the upcoming walk,
shut down and restarted the application, and recalibrated the system to start
with reasonably good initial sensor readings. Data plans and WiFi were enabled
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(a) Walker with
three phones

(b) Chest position (c) Belt position (d) Head position,
under hat

Fig. 1. The three device positions/orientations. To avoid magnetic interference, the
only metal used in the carriers was a belt buckle on the opposite side of the waist from
the belt position.

(a) Reported data from one down-
town walk, including McGill campus
and downtown skyscrapers. Error es-
timates are shown in purple.

(b) Commercial walk, outside downtown
Montreal, with mostly with mostly sub-
three story buildings nearby. Orange circles
are ground truth points.

Fig. 2. The two areas walked during testing

on all phones used in this study, and were thus using A-GPS and potentially
WiFi triangulation. This implies that we were not testing the GPS in isolation,
but rather, the full location hardware and software stack of each device.

3.2 Ground Truth

To facilitate data analysis, the walker clicked a button on the headphone ca-
ble upon reaching each of the location ground truth waypoints, and at the start
and end of each leg. This helped exclude corners and intersections, which require
head movement to cross safely. All three device clocks were tightly synchronized,
which allows us to capture these clicks on one device as an accurate timestamp
reference for all three. With the system’s clock synchronization setting enabled
on each device, the log files generated during a laboratory test indicated that
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the timestamps associated with simultaneous button presses on the two iPhones
occurred within 250 ms. When verifying manually before each walk in the Com-
mercial set, we did not see differences greater than 1 s between any of the devices.

Compass ground truth was established by using a map screenshot of the area
being walked and measuring the angle of each straight-line leg relative to north.
For all of the data gathering and analysis, true north, as corrected from magnetic
north via the magnetic declination, was used.

Distance error was calculated by comparing the most recently reported GPS
location to the ground truth value at each waypoint. We used commercial online
mapping systems to determine the ground truth waypoint locations along the
path. Comparison against known survey points yielded accuracy for the manually
selected map locations of within 1 m. This avoids experimental bias that could
be introduced by comparing one GPS against another, especially knowing that
even high-end units can have difficulty with limited view of the sky.

3.3 Sources of Error

There are several sources of potential error that result from our choice of us-
ing real-world conditions for these tests. First, the walker could not hit every
waypoint exactly, but reported being within approximately 1 m of the ground
truth targets. Second, as the walker moves, he sways from side-to-side. Simi-
larly, to avoid other pedestrians and maintain his safety around traffic, some
changes in direction were inevitable, although he endeavoured to keep his body
as straight as possible. Judging from the local minimum and maximum gyro
values manually measured from the graphs of several iPhone walks, it appears
that the walker typically swayed by roughly 8-17◦to each side for the Belt and
Chest positions, but only roughly 5◦for the Head position. Third, especially in
the chest position, where the phone is hanging in a pouch around the neck, we
expect more motion due to the device swaying on its lanyard. In the Head and
Belt positions as well, we expect some error in the manual alignment process
at the beginning of the walk. A cursory examination of the data indicated that
compass error can be consistently positive in one leg, and consistently negative
in the next. This precludes the possibility of estimating device alignment error
from an assumption of a zero-mean error distribution. A more rigid apparatus
for holding the devices may reduce these errors, but would also make the test
significantly less realistic.

4 Results

4.1 Individual Log Results

Before discussing the aggregate data across all walks, an explanation of the data
from a single walk, illustrated in Figure 2a, may prove helpful.1

1 Our data, along with additional figures not shown here for space reasons, are available
for review from isas.cim.mcgill.ca/Sensors/.

isas.cim.mcgill.ca/Sensors/
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In addition to the location path, we can also plot various heading values over
time, visualizing where the sensors deteriorate, and how they perform relative
to each other. Figure 3 indicates compass values (cyan) against ground truth
(black), the latter of which is constant (horizontal) for each straight-line leg
of the walk. Actual compass error (red) is calculated as the absolute difference
between these two, whereas reported compass error (grey) is an estimate of error
magnitude by the sensor itself. As can be seen, the actual error fluctuates above
and below the estimate. Gaps in the plot represent transitions between legs of
the walk, during which we have no ground truth heading information.

Yaw (green), obtained from the gyro sensor, is not calibrated to north, so
only represents relative variation. This data is generally expected to be flat,
excepting body sway while walking. Slope in yaw indicates drift, observed in all
legs of this walk. The reported course (purple) is derived from the direction of
travel based on previous location updates. Both the iPhone and Android devices
report course and speed based on location changes, but these appear to be of
limited use even in the constrained straight-line testing we performed.

Fig. 3. Sensor values over time for a single device log file. Values are compass heading
(cyan), heading ground truth (black), compass error estimate reported by the system
(grey), yaw (green), course (purple), and |ground truth - compass reading| (red).

Aggregating the data across walks and segmenting it into the legs (for head-
ings) or individual measured ground truth waypoints (for locations), allows us
to discern general trends in the sensor performance.

4.2 Heading Accuracy

The only sensor on a smartphone with any knowledge of north is the magnetome-
ter. However, large metal objects such as cars, electric power lines, and other
interference can cause distorted readings. In early testing, we noted a 30◦change
in an iPhone 4’s heading information when walking near a large vehicle.

To summarize our data, we pooled all of the values for a given condition,
then calculated the mean and sample standard deviation, shown as error bars.
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For heading data, since the samples did not arrive on a regular period, we re-
sampled the data at 25 samples/sec to make the sets consistently sampled per
unit time. Without this, a single sample, valid for more than a second due to
lack of device motion, would be weighted far less in the analysis than a series of
samples within the same second on another device. Due to differences in walking
speed across walks, we also subsampled the compass updates in order to balance
the number of samples in each set for analysis. On Android, we simply regis-
tered for TYPE ROTATION VECTOR updates, which is north aligned, with
no parameter for their frequency. Separate yaw values are not provided. On both
platforms, compass or yaw changes greater than 0.2◦were logged, which resulted
in anywhere from less than one to over 30 unique samples/s, depending on the
amount of motion. Most notably, the Head position appears to be more stable
than Chest or Belt, and on the iPhone devices has dramatically fewer compass
values, in some cases, well under one sample / second. For the two iPhone de-
vices, the yaw value was updated on a timer, at a maximum of 10 samples/s in
the Downtown walks, and 20 samples/s in the Commercial walks.

Aggregate data for the Downtown walks (omitted for space) indicate compass
errors with a mean near 10◦in the open area in the middle of McGill’s campus,
rising to nearly 30◦near large skyscrapers. Compass errors in the Commercial
walk (Figure 4) had means more consistently around or below 15◦.

Fig. 4. Commercial walks compass error

Given natural body sway and alignment deviations from a straight-line path,
these error means may seem tolerable for many purposes. However, the standard
deviations raise questions as to their reliability. Thus, it is useful to determine
whether the devices’ estimates of their own accuracy are generally correct, as
this would allow us to warn the user when values should not be trusted.

Reported Error Estimate Accuracy. iPhone devices provide an estimate of
compass error in degrees, whereas Android devices only provide coarse levels of
sensor reliability and are thus excluded from this evaluation. Figure 5 allows us
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to comment on the accuracy of the error estimates, e.g., if the compass indicates
it is within 30◦of the actual value, is the reading actually within 30◦? If not,
how often does this happen, and how far off is it? Bar values represent the
mean number of degrees by which the actual error exceeds (positive bars) or is
within (negative bars) the estimated error. The numbers below each set of bars
represent the percentage of samples within the reported error. For example, in
the first bar, 83% of the samples were within the reported error estimate, and
under that estimated error by a mean of approximately 13◦. The remaining 17%
of the samples exceeded the estimated error by a mean of approximately 9◦.

Fig. 5. Commercial walks: compass ground truth accuracy vs. reported error estimates

Although the 10-20◦by which the actual error is seen to exceed the estimates
may well be within the achievable tolerance of our experimental setup, the large
standard deviations in some areas imply that there will be frequent cases with
larger errors. Note that in some legs (e.g., leg 3), the compass error exceeds its
estimate 25% or more of the time. The Downtown walks (not shown for reasons
of space) performed more poorly outside of the central campus location, with
periods where less than 50% of the samples were within the reported error, as
well as error exceeding the estimate by more than 50◦in some cases.

Yaw Drift. We had originally hoped that we could use the orientation sensors,
primarily the gyro, to obtain better heading estimates by fusing them with the
compass (magnetometer) data. We thus implemented a sensor fusion algorithm
that recalibrated the gyro to north whenever a compass update was received with
reported accuracy at 30◦or less. When the compass error exceeded this threshold,
we simply ignored further compass readings until the reported error returned
below 30◦. The hope was that the gyro would be sufficiently accurate to provide
interim values. However, the observed yaw drift, which seems to accelerate in
each leg, as seen in Figure 6, makes this futile. Downtown drifts range up to
almost 3◦/s, and up to over 4◦in the Commercial walks. Downtown walks were
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roughly 6.5 minutes each, and Commercial walks were approximately 9 minutes
from the time the walker clicked the button to begin the walk, up until the
final click at the end. Due to initial calibration time, the sensors may have been
started earlier. Even worse, Figure 7a illustrates that gyro drift progressively
increases with time. At least on iPhone, shutting down the application allows
the gyro to be turned off, and we speculate that it recalibrates on restart. We
believe that as a result, yaw drift is typically minimal in the first leg.

(a) Downtown (b) Commercial

Fig. 6. Histogram of yaw drifts for the two iPhone devices, calculated by a linear
regression of the yaw values within each leg. If the yaw sensor behaved perfectly, the
drift would always be zero. Note that in both sets, drifts tend to be biased in a clockwise
direction (to the right of zero), for which we have no explanation.

We suspect that Google’s Android API only provides device orientation data
fused with the magnetometer to better correct for gyro drift. Since the Nexus
heading does not seem to perform appreciably better than the iPhones, the
benefit of this fusion may be marginal when trying to find a north-calibrated
reading. However, such fusion may indeed stabilize the gyro values significantly,
useful for applications where only a relative yaw value is needed, not calibrated to
north. Apple offers the same option of a fused gyro/compass orientation relative
to north starting in iOS5, possibly because they came to the same realization.

4.3 Location Accuracy

Unlike heading, location data (Figure 8) was only sampled at 11 and 15 specific
ground truth locations for the Downtown and Commercial walks respectively.
In good conditions, we generally received updates separated by 1–3 m once
the values had stabilized, although they sometimes rise higher. We also noted
a “caterpillaring” effect in which an iPhone device would deliver a series of
sparser location updates, then cluster a number more closely together, despite
the walker moving at a consistent speed. These may be due to some sort of
smoothing algorithm, with the system giving a series of more sparse points as
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(a) Downtown (b) Commercial

Fig. 7. Yaw drift for the two iPhones. Note that these graphs are arranged by leg
in the order walked instead of by physical location, since the primary effect of yaw
drift is associated with time rather than location. Thus, leg 1 is the first location
walked in either CW or CCW direction, with the results averaged over the different
corresponding segments. Interestingly, head position performs worse than the other
positions/orientations, for which we do not have an explanation.

Fig. 8. Downtown walks: location ground truth errors

it tries to “catch up” to a new position, since we see this frequently with the
reported location often lagging behind the walker’s actual position.

As with heading, areas with taller buildings unsurprisingly cause the most
difficulty for location accuracy. In these cases, locations may exhibit mean errors
in the 30 m range, with maximum error values beyond 60 m in the vicinity
of tall skyscrapers. The Commercial walks (not shown for reasons of space),
with buildings generally no taller than three stories, exhibit mean error more
consistently around 10–15 m, apart from location 10, which was particularly
troublesome for all of the devices. As expected, the Head position tended to
outperform the Chest and Belt positions.

Given the relatively large standard deviations, it is crucial to inform the user
when the location sensors are having difficulty. Alternatively, such knowledge
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would allow the application to render information in a more appropriate man-
ner. As before, we evaluate reliability of the location sensing by comparing actual
ground truth error with the reported error estimate from the device. Disappoint-
ingly, the actual error frequently exceeds the estimated error. For the Downtown
walks, the location was within the reported error only 20.4% of the time, and
still less than half the time at 46.3% for the Commercial walks.

5 Conclusions

The results of our experiment demonstrate important accuracy issues for the
location and orientation sensors found in current smartphones. Their location
sensors (using A-GPS) exhibit errors with means of 10–30 m, depending on the
surrounding buildings. Compass error frequently exhibits a mean around 10◦of
ground truth, which is quite good given the other sources of error in our exper-
iment, but in some areas, increases to approximately 30◦. The relatively large
standard deviations around these means will result in frequently poorer perfor-
mance experienced by users, e.g., with location errors of 60 m within the stan-
dard deviation when walking near skyscrapers. Compounding these problems,
reported error is frequently underestimated, reducing trustworthiness. Improving
the results with sensor fusion, e.g., by leveraging the gyro to improve heading es-
timates, is problematic due to difficulty in determining a “good” initial compass
reading. In addition, we observed significant gyro drift over time, accelerating
to over 4◦/s in some cases. Practically, we conclude that augmented reality ap-
plications that rely on better location or heading accuracy than indicated by
these results will be difficult at best to realize on current smartphone hardware
if relying on raw sensor values. Further mining across our data set may also
reveal additional correlations that would help point to the specific conditions
under which the sensors are inaccurate.

Until smartphone sensors improve, we are exploring alternative rendering
methods that can cope with poor accuracy and error estimation, as well as
algorithms such as “snapping” the user to a nearest street to overcome location
errors. In many cases, these subjectively appear to improve accuracy, but formal
testing is required. Although such methods show promise, they also generate new
failure cases, such as worsening the location error by snapping to an incorrect
street when nearing an intersection. Snapping can be effective for those location
errors lateral to the street, but not for errors in the direction of travel, which
appear to occur more frequently, often with the reported location lagging the
user’s actual position. In terms of implications to our own research we are now
aware of the importance of carefully picking the areas in which we test our ap-
plication, and treat the error estimates for both orientation and location sensors
with a dose of skepticism.
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Abstract. We propose a novel technique to ensure location privacy for
mobility data using differential privacy. Privacy is guaranteed through
path perturbation by injecting noise to both the space and time domain
of a spatio-temporal data. In addition, we present to the best of our
knowledge, the first context aware differential private algorithm. We con-
ducted numerous experiments on real and synthetic datasets, and show
that our approach produces superior privacy results when compared to
state-of-the-art techniques.
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1 Introduction

The widespread usage of pervasive devices has made it easier to track humans
and moving objects. This has garnered huge research interest on how to ensure lo-
cation privacy when storing mobility data into Moving Object Databases (MOD)
or Location Based Services (LBS). Recent revelation that an A-list company like
Apple stored location information without its smart phone customers’ knowledge
highlights the elevated and immediate need to address mobility privacy. Gart-
ner Research and its Research VP William Clark1 are heralding Context Aware
Computing as the future of computing. Sophisticated context aware data mining
techniques without strong privacy guarantees will scare users from using location
aware applications. The situation gets even grimmer, because some extremely
good existing privacy solutions[2], [5] did not take into consideration the context
of the location when anonymizing or obfuscation data. New location privacy
research has the obligations to address and ensure privacy without losing the
context of the original location. As a result of this, in this paper, we employ
a privacy paradigm called differential privacy [3] and introduce a new privacy
notion called context aware differential privacy. Providing privacy with a very
strong privacy paradigm like differential privacy in context aware applications
will have a profound impact w.r.t. user acceptance, or usage of context aware
systems in areas such as mobile social networking, national security and trend
analysis. To the best of our knowledge, this is the first location privacy work
that provides a context aware location privacy using differential privacy.

1 http://www.gartner.com/technology/research/context-aware-computing/

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 139–151, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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1.1 Our Contributions

Although the theoretical strength of differential privacy has been highly and
widely applauded, it is quite difficult and challenging to practically apply it in
different domains as mentioned in [4], partly due to the problems that might
be encountered during the derivation of the sensitivity of a metric space. In
this paper, we address this challenge, and provide a differential private solution
for location privacy using the exponential mechanism. In addition, we present a
differential private context aware location privacy technique for moving objects.
Here is a summary of our contributions:

– we derive the sensitivity of a trajectory metric space by introducing notions
like Burst and Obfuscation Region (OBRegions).

– we propose a novel technique to achieve differential privacy for
spatio-temporal trajectory data.

– we present to the best of our knowledge the first differential private context
aware location privacy technique.

1.2 System Setup

The setup consists of a single user or multiple users carrying a GPS-enabled
device and a central server that performs data perturbation. As a user or object
moves, its current spatio-temporal location data is perturbed and sent to the
MOD or LBS via a randomization mechanism located at the central server.
Our system employs non-interactive data publishing. That is, the data is first
perturbed and then published, so that any data miner can have a copy of the
published perturbed data. Throughout this work, we utilize the term Trace to
refer to a single spatio-temporal GPS point.

In many trajectory models [1], [14] significant or important locations are ex-
tracted from raw GPS data by considering only locations where an object stays
for at least a given threshold time (usually termed ”Stay Time”). Stay Time is
the time interval between two successive traces of an object’s trajectory. In this
paper, any location where an object stays above a threshold stay time is called
a stay point. Formally,

Definition 1. (Stay Point): is the spatio-temporal data point of an object at a
given location when its duration at that location is greater or equal to a Threshold
Stay Time Tst.

Definition 2. (Differential Private Context Aware Location (DP-

CAL) ): is an obfuscated location that fulfills differential privacy and has a
similar semantic location context as the true location from which it was derived
from.

Definition 3. (Problem Definition 1): Given that an (outlier) object M
sends raw spatio-temporal GPS data which consists of a sequence of stay points
to an LBS or MOD through a trusted server, obfuscate the significant locations
(stay points) of the GPS data using differential privacy at the trusted server.
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Definition 4. (Problem Definition 2): Given the same object M and the as-
sumptions used in Definition 3, determine a Differential Private Context Aware
obfuscated trace.

As a summary, this paper has two main goals. These include the use of differ-
ential privacy at a central server to ensure: 1) Non-context aware (or Random)
obfuscation and 2) Context aware location obfuscation of the stay points of
outliers or multiple moving objects.

Paper Organization. The rest of this paper is organized as follows. Section 1.3
focuses on relevant related works. In Section 2, some basic concepts of differential
privacy and location obfuscation are explained. Section 3 discusses data pre-
processing for differential privacy. In Section 4, we present our differential private
techniques to ensure non-context and context aware differential privacy.

1.3 Related Works

Trajectory Anonymization and Location Privacy. Techniques such as [5],
[6] use the spatial k -Anonymity paradigm. The topography of this paradigm
typically comprises of users who send their request through a trusted server to
the LBS. Anonymization is accomplished in the trusted server. This is done by
selecting an area called cloaking region (CR) and for a given object’s request, it
ensures that at least k-1 other object requests in that CR are sent to the LBS.
Our approach is similar to these techniques only from the setup point of view.
k -Anonymity is achieved in [7] by suppression, which depends on the probability
of an adversary to correctly determine a trajectory sequence. [2] used inherent
GPS error to propose a (k, δ)-Anonymity algorithm called Never Walk Alone
(NWA) where δ represents the error radius. Our technique differs from [2] since
we utilize the differential privacy paradigm while [2] is based on k -Anonymity.

Differential Privacy. Fundamental theories of differential privacy are provided
in [3], [8]. We also employ some important guidelines and theories from [9] to
derive a sensitivity function for the trajectory metric space which is pivotal
during the derivation of noise. The data access interface of PINQ [10] and [4] are
used for interactive data publishing, while ours is geared towards non-interactive
publishing.

2 Background

2.1 Basics of Differential Privacy

Differential privacy is a privacy paradigm proposed by Dwork [3] that ensures
privacy through data perturbation. It is based on the core principle that for any
two datasets that differ in only one entry, the ratio of the probability of their
outputs generated by a randomized mechanism is bounded. Specifically, this is
formally given as follows.
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Definition 5. (ε-differential privacy [9]): A randomization mechanism A
(x) provides ε-differential privacy if for any two datasets D1 and D2 that differ
on at most one element, and all output S ⊆ Range(A),

Pr[A(D1) ∈ S] ≤ exp(ε) ∗ Pr[A(D2) ∈ S]

where ε is the privacy parameter called privacy budget or privacy level.

Sensitivity. Sensitivity is defined as the maximum change that occurs, if one
record is added or removed from a dataset.

Definition 6. (L1 SENSITIVITY [9]): The L1 sensitivity of a function f :
Dn → R

d is the smallest number S(f) such that for all x and x′ which differ in
a single entry,

‖f(x)− f(x′)‖ ≤ S(f)

Exponential Mechanism. Differential privacy is achieved by adding noise to
data. This study uses the Exponential Mechanism[8] to add noise to data. The
exponential mechanism guarantees differential privacy by approximating the true
value of a data with the help of a quality or utility function . Specifically, it takes
in several input data and maps them to some outputs. It then uses the utility
function to assign scores to all the mappings. The output whose mapping has the
best score is chosen and sampled with a given probability such that differential
privacy is guaranteed. This is formally given as follows.

Theorem 1. [8] For a given input X and a function u : (X × y) → R, an

algorithm that chooses an output y with a probability ∝ exp(−ε
u(X ,y)
2Δu ) is ε-

differential private.

Composition. [10] mentioned that there are basically two types of composi-
tions. These include, Sequential Composition and Parallel Composition. Sequen-
tial composition is exhibited when a sequence of computations provides differ-
ential privacy in isolation. The final privacy guarantee is said to be the sum of
each ε-differential privacy.

2.2 Location Obfuscation

Location obfuscation can be achieved by 1)Hiding Locations 2)Inserting Dummy
Regions 3)Merging Regions 4) Perturbation. In this work, location obfuscation is
accomplished by perturbation (using differential privacy). Location obfuscation
techniques generally ensure privacy by degrading the true geographic location
of an object. Most techniques [11], [12] usually define beforehand a region where
the degraded location can lie on. This is then followed by the distortion of the
true geographic location to any position inside the latter defined region.
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Fig. 1. An OBRegion hosts several candidate traces

3 Pre-processing Data for Privacy

3.1 Burst

The movement of an object is characterized by a sequence of stay points and
points that are not stay points. Since stay points depict interesting and impor-
tant locations, they are naturally the type of locations that are targeted by an
adversary. Hence, they need to be properly protected. In this work, we utilize the
notion of stay points to portray the mobility of an object as differential privacy
problem as follows. A sequence of raw GPS data is partitioned into different
data slots. Each data slot is called a Burst. Each Burst consists of one or more
stay points and a trip entails one or more Bursts.

Definition 7. (Burst): is a data slot that comprises of a finite amount of stay
points.

In terms of differential privacy, the goal is that, for any given Burst which consists
of a sequence of stay points, the removal or addition of a stay point within a
Burst should not reveal any information about another stay point in the Burst.

Notations. Let T be a trajectory or a trip consisting of a set of GPS points. The
GPS points in T are partitioned into several Bursts Bj where j ∈ {1, 2, 3, ...m}.
Let pj denotes a stay point in Bj and each stay point pj given by (xj , yj , tj)
corresponds to a geographic position (xj , yj) at time tj .

3.2 Trajectory Obfuscation

In Section 2.2, we mentioned that in existing location obfuscation techniques,
the region on which the perturbed location can fall must be defined before hand.
In this work, such a region is termed the Obfuscation Region.

Obfuscation Region. [12] used circles to determine obfuscation regions. Our
OBfuscation Region (OBRegion) is a square grid depicted in Figure 1 whose grid
radius is denoted by ro. It is connected to an arm that spans from the latter grid
to the moving object. Moreover, the perpendicular distance between a moving
object and the obfuscation region is called the Orthogonal Proximity (ρ). Using
such a structure ensures higher coverage for small grid radius. The trusted server
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is responsible for the determination of obfuscation regions and the obfuscation
of traces as follows. Once a trace arrives at the trusted server, it uses some user
specified distance parameters (ro and ρ) to determine an obfuscation region.
Then, it populates this region with a finite number of candidate obfuscation
traces. Each of these candidate traces could be chosen to replace the stay point
of the object, thereby ensuring trace obfuscation.

Candidate Trace Generation. There are two ways by which the server can
generate candidate traces. 1) By randomly picking a finite number of locations
within the obfuscation region (non-context aware location obfuscation). 2) By
choosing only locations within the obfuscation region that have the same location
context as the true location of the object. Formally,

Definition 8. (Obfuscation Region (OBRegion)): is a square grid region
that is determined by the trusted server with the use of a user defined radius. It
is also home to the k candidate traces generated by the trusted server. The radius
of the obfuscation region is denoted by ro.

4 Trajectory Differential Privacy

4.1 Linking Differential Privacy to Trajectory

As aforementioned in Section 2, the exponential mechanism requires at its input
among others 1) input dataset 2) output range and 3) utility function.

Input Dataset. The dataset of a Burst is used as the exponential mechanism’s
dataset. For example, assume that the dataset T1 corresponds to a collection of
stay points within a given Burst. Adding or removing one stay point from that
Burst forms a new dataset T2 such that T1 and T2 differ in just one single entry.
T1 and T2 are sent as input dataset to a randomized mechanism A(x).

Output Range. Like other location obfuscation privacy techniques [11], [12],
an obfuscation region that comprises of a set of locations is defined beforehand
as described in Section 3.2. In addition, we indicated that the trusted server
determines an OBRegion and populates it with k finite candidate obfuscation
traces. An obfuscated trace is destined to fall on an OBRegion. Since the theo-
retical concept dictates that an output range has to be made up of a finite set
of elements, we partition the OBRegion into sub regions.

The subdivision of the OBRegion is performed by the central server as follows.
The grid square of an OBRegion is (vertically) divided into N equidistance sub-
regions. Each of the sub-region is called Sub-Obfuscation Region (Sub-OBRegion)
and it is denoted by Si. Intuitively, after this division, the candidate traces are
distributed into the N Sub-OBRegions as illustrated in Figure 2. In this paper,
the output range of the exponential mechanism is given by the finite set of Sub-
OBRegions that contain candidate traces. In order to prevent that no element
in the output range should have a zero probability of being chosen, we have
to ensure that no Sub-OBRegion is empty. Hence, Sub-OBRegions which do
not contain candidate traces are discarded and the size of N is reduced. For
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Fig. 2. Sub-OBRegion formed from an OBRegion

example, the output range R for the OBRegion in Figure 2 is given by R =
{S1, S2, S3, S4, S5}. The k candidate traces are distributed within the different
Sub-OBRegions. The Sub-OBRegion S3 is discarded since no trace is found in
it and N is updated to 4.

Quality or Utility Function. As previously alluded, we intend to make the
stay points private. Intuitively, the closeness between a stay point and a given
Sub-OBRegion of the output range can be used to measure the quality of an
obfuscated trace. Hence, the utility function for our trajectory metric space is
the Euclidean distance between the stay point and the center of a Sub-OBRegion
as formalized in Equation 1.

U = −dist(pj − Sc
i ) (1)

where dist denotes the Euclidean distance, pj the stay point and Sc
i is the center

of the ith Sub-OBRegion. Each Sub-OBRegion is given a score based on its
distance from the stay point by using this utility function. The goal is to obtain
a Sub-OBRegion that is closest to the stay point. Hence, the smaller the distance,
the higher the score.

Exponential Mechanism. The exponential mechanism will now map each stay
point in a Burst (input dataset) to a given Sub-OBRegion (output range) and
use the defined utility function to choose the optimum location which it can
output as a good approximation of the original stay point. We should note that
the input dataset variables (stay points from a GPS Device) are independent
from the output range variables (traces generated by Server) since the former is
retrieved from GPS readers while the latter is generated by the trusted server
without any knowledge of the former.

4.2 Sensitivity Function

The utility function U(pj , f(T1)) reflects how good the output obfuscated trace
pj ∈ Si is w.r.t. a stay point which belongs to a dataset T1 at a given Burst.
The sensitivity of the utility function measures the maximum possible change
that will occur in a trajectory metric space when one GPS stay point is added or
removed from the dataset T1 to form a dataset T2 within a Burst. This sensitivity
is given by :

S(f) = max
p

j
∈Si,T1,T2

|U
(
pj , f(T1)

)
− U

(
pj , f(T2)

)
| (2)
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Since we are dealing with geographical positions, the bounds of the sensitivity
function is finite, and are defined.

4.3 Differential Private Trajectory Algorithm

Noise Addition. Algorithm 1 shows the differential private obfuscation algo-
rithm, including the input parameters. Stay points are separated into Bursts
(Line 1). Besides, the server determines the output range of the exponential
mechanism by populating and computing the Sub-OBRegions with candidate
traces in Line 2. Non-context aware or context aware candidate traces (Section
4.4) can be generated in Line 2 depending on the candidate trace type Ct. Non-
context aware candidate traces are generated by default. The utility function
in Line 3 computes the score of each Sub-OBRegion, and all candidate traces
within a given Sub-OBRegion are assigned the same score.

The most profound step of our algorithm (Line 5) is the selection of a Sub-
OBRegion based on the scores from the utility function. The exponential
mechanism chooses the Sub-OBRegion using the best score with a probabil-

ity proportional to exp
(

ε
2S(f) .U

(
pj , f(T )

))
. Thus, the likelihood for a Sub-

OBRegion with a better score to be selected is of an exponential magnitude.
Finally, a trace within the chosen Sub-OBRegion is sampled and sent to the
MOD or LBS as a differential private obfuscated trace in Line 6.

Analysis of Privacy Guarantee. Differential privacy is guaranteed for all
obfuscated traces emanating from the trusted server.

Theorem 2. Algorithm 1 is ε-differential private.

Proof. In Line 5 of algorithm 1, the probability of the exponential mechanism
to choose a Sub-OBRegion is given by

exp
(

ε
2S(f) .U

(
pj , f(T1)

))
.|Si|∑

i exp
(

ε
2S(f) .U

(
pj , f(T2)

))
dpj .|Si|

where |Si| is the number of Sub-OBRegions. When the best Sub-OBRegion has
been chosen, a trace within the selected Sub-OBRegion is uniformly sampled
with a probability.

∝ exp
(

ε
2S(f) .U

(
pj , f(T )

))
. Since obfuscation occurs within a Burst, we uti-

lize the longitudes, latitudes and time values of points in the Burst to extract
prior knowledge about the lower and upper bounds of the sensitivity function,

this means integrating exp
(

ε
2S(f) .U

(
pj , f(T )

))
delivers finite values. Hence

sampling is being performed such that:
Pr

[
A(T1) = pj

]
=

exp
(

ε
2S(f) .U

(
pj , f(T1)

))
∫
p

j
∈Si

exp
(

ε
2S(f) .U

(
pj , f(T2)

))
dpj
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Line 5 is performed only once for a given Burst. Hence according to Theorem 1,
Line 5 guarantees 1 × α-differential privacy. However, because a stay point is a
spatio-temporal data which contains three dimensions, namely the X-position, Y-
position and the time domain, the privacy budget needs to be carefully managed
to control the cost of privacy. Using the Sequential Composition [10] described
in Section 2, the total cost of privacy within a Burst to obfuscate the different
dimensions is α.|D|, where |D| is the number of dimensions and 2 ≤ |D| ≤ 3.
This means, if all domains of the original stay point are obfuscated (i.e. |D| = 3)
then each Burst is 3α-differential private. On the other hand, if only the spatial
domains of a stay point are obfuscated, then each Burst will be 2α-differential
private. Thus, for a given Burst dataset and its corresponding output range,
each obfuscated trace sent to the MOD or LBS after selection by the exponential
mechanism is α.|D|-differential private.

Therefore, if an overall privacy budget ε is provided by the data miner, for
α = ε

|D| , Algorithm 1 is ε-differential private.

Algorithm 1. Differential Private Trace Obfuscation

Input: Dataset T1, privacy budget ε, size of Burst n, OBRegion Radius ro, N ,
Orthogonal Proximity ρ, Candidate Trace Type Ct

Output: differential private obfuscated Trace
1 Partition: Partition and group n stay points into Bursts
2 Get Output Range: Use ro and ρ to determine the OBRegion. Populate

OBRegion w.r.t. Ct and divide OBRegion into N Sub-OBRegions
3 Utility Function: Allocate scores to each Sub-OBRegion using the stay point

and the utility function in Equation 1
4 Sensitivity: Get the sensitivity S(f) of the trajectory metric space using

Equation 2, T1 and T2; where T2 is formed by adding or removing a stay point
from T1 for each Burst

5 Perturbation: Select an Sub-OBRegion and then choose a candidate trace
within the latter region by sampling with noise whose probability is

∝ exp
(

ε
2S(f)

.U
(
pj , f(T )

))

6 return: the sampled trace and send to MOD or LBS

4.4 Context Aware Location Privacy

Context Aware computing motivations were described in Section 1. The second
problem definition (Definition 4) requires the guarantee of DPCAL. As a recap,
the main goal of DPCAL is to add more contextual meaning to noisy differential
private traces. This is achieved using the notion of Location Privacy Context
Resolution Utility (LPCRU).

LPCRU is a utility found at the trusted server that generates a resource pool
based on the user’s current location. This is used in Algorithm 1 to output
a differential private context aware location. The resource pool generated by
LPCRU is basically a list of location coordinates mapped to some categories.
These categories have similar semantic location context to the original location.
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LPCRU Candidate Traces. The LPCRU is needed to nourish Algorithm 1
with context-aware locations. The latter locations are employed by Algorithm 1
at Line 2 to populate the OBRegion with context aware locations, if the candi-
date trace type Ct is specified as Context Aware Location Privacy. The context-
aware candidate traces generated by the LPCRU are used in the main algorithm
(Algorithm 1 at Line 3 to 6) to produce a context aware differential private trace.
In real life, there are scenarios where by an object can be found in a very sparely
populated area (e.g. a desert) and there is no neighboring location which has
the same location category or semantic context as the object. If LPCRU returns
no candidate context-aware traces, the OBRegion which it has to populate will
be empty, and this will lead to zero probability of chosen elements in the output
range. This violates differential privacy. To address this problem, we stress that
if no location with similar context could be found, the LPCRU will return non-
context aware candidate traces to prevent zero probabilities a the output range.
However, this rarely occurs in urban areas.

5 Case Study and Empirical Evaluation

The implementations were done in Java. We based our evaluations on two cri-
teria. 1) Quantifying Privacy obtained by the user. 2) Quality and Utility of
the obfuscated trace to databases and data mining. In each of these criteria, we
compared our technique with that of two state-of-the-art works. They include
the Never Walk Alone (NWA) algorithm [2] and the Path Confusion (PPC) al-
gorithm [13]. Throughout this section, we will refer to these previous works as
NWA and PPC, respectively.

Experimental Dataset. We conducted our experiments with one synthetic
dataset and two real datasets. The Brinkhoff2 Oldenburg synthetic dataset was
used. We generated 101,070 traces for 19 objects. Besides, we utilized 90,104
traces from the GeoLife [14] real dataset. In addition, the Athens Truck3 real
dataset that entails 276 GPS trajectories of 50 moving trucks in Athens and a
total of 112203 location traces was used.

5.1 Quantifying User’s Privacy

We utilized two location privacy metrics to analyze the privacy obtained by
a user during obfuscation. They include 1) Expectation of Distance Error and
Quality of Service (QoS) 2) Location Entropy.

Expectation of Distance Error and QoS. These privacy metrics were pro-
posed by [13]. Expectation of Distance Error measures the accuracy by which
an adversary can estimate the true position of a moving object. It is given by:

E[d] =
1

NT

T∑
t=1

I∑
i=1

pi(t)di(t) (3)

2 http://iapg.jade-hs.de/personen/brinkhoff/generator/
3 http://www.rtreeportal.org

http://iapg.jade-hs.de/personen/brinkhoff/generator/
http://www.rtreeportal.org
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Fig. 3. Evaluation of differential private trace obfuscation

where N is the number of objects, di denotes the total distance error between
the true and obfuscated location, T the total observation time and pi(t) is the
probability to track a user. On the other hand, QoS is given by:

QoS =
1

NT

N∑
n=1

T∑
t=1

√√√√ J∑
j=1

(ãn(t)− an(t))
2

(4)

where a is the domain, an(t) is the true trace and ãn(t) the obfuscated trace of
user n at step t.

We passed the Geolife dataset which has a GPS sampling rate of 2 to 4
seconds into the randomized mechanism. The stay point GPS data for each
trajectory was partitioned into blocks of 15 stay points per Burst.We considered
the movement of a user with the GeoLife dataset and perturbed the traces using
our technique with an OBRegion radius of 300, 500 and 700. We computed E[d]
and QoS, and compared our results with that of PPC. Figure 3b illustrates these
results; our technique delivers a better QoS than the PPC technique. Figure 3b
orchestrates that for an OBRegion radius of 300, an adversary is expected to
make an additional 18m error when comparing our method with PPC. This error
distance increases as the size of the OBRegion increases.

In [13], Performance is given by the ratio of E[d] to QoS. We analyzed the
interplay between this ratio and ε for OBRegion radius ro ≤ 500. Figure 3c shows
that for a given ro, as ε decreases, the the overall performance increases. This
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can be explained by the fact that for each domain of the trace, smaller values of
ε leads to greater distortion, hence causing the E[d] to increase.

Entropy. Location entropy captures the uncertainty of the adversary during the
inference of the correct location. Location entropy is given by:

Hl = −
∑

P (x, y) log2 (P (x, y)) (5)

where P (x, y) is the probability that an object is located at position (x,y). We
compared our method with the NWA technique for δ = 1000. Since NWA does
not anonymize the time domain, we left out the time domain of traces. We
used the Geolife dataset to determine the uncertainty of the adversary for ro =
1000 and ε = 0.1, 0.5, 1.5. Figure 3a depicts the results of the experiment. Our
technique produced superior entropy results when compared to the NWA, despite
the fact that our technique uses just a single object while NWA uses 20 moving
objects. It is important to point out that our technique insert uncertainty to
each stay point of a trajectory and does not depend on neighboring objects (like
in k -Anonymity). Thus, if stay points of an outlier object are passed through our
randomized mechanism with low ε values, a very strong privacy is guaranteed.

5.2 Quality and Utility of Obfuscated Trace

LPCRU Evaluation. We conducted several experiments to evaluate the
LPCRU. Figure 3d shows the map obtained when LPCRU is used for the Athens
dataset with 9 stay points per Burst. The map shows distortions for ε values
ranging from 0.09 to 2 for two categories (shops and roads). The graphical illus-
tration shows a much larger distortion as ε increases. To evaluate the benefits of
context aware obfuscated traces for data mining, we compared the utility of con-
text aware and non-context aware (or random) obfuscated traces produced by
Algorithm 1. We clustered each set of obfuscated trace separately using KMeans
and evaluated the quality of the cluster. Figure 3e and Figure 3f shows the F1
measure results of the context aware trace and the non-context aware trace,
respectively. It can be seen that the F1 Measure for context aware obfuscated
trace is better.

Runtime. The time required to obfuscate traces depends on the obfuscation
mode. Context aware obfuscation requires a longer time than its counterpart.
For non-stream datasets, the server requires minutes to obfuscate 87K traces.

6 Conclusions

We presented a novel technique to achieve differential privacy for trajectories.
Our technique extracts significant locations called stay points from raw GPS
data and then obfuscates these stay points using a differential private randomized
mechanism. We provide to the best of our knowledge, the first differential private
context aware privacy technique and showed that our technique protects outliers.
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Abstract. The advent of mobile devices, such as smartphones and tablets, and
their integration with cloud computing is turning ubiquitous computing into re-
ality. This ubiquity opens doors to innovative applications, where mobile devices
collaborate on behalf of their users. Applications that leverage this new paradigm,
however, have yet to reach the market. One of the reasons is due to the inherent
complexity of developing such collaborative applications on mobile devices.

In this paper, we present a middleware that enables coordination on mobile
devices. Our middleware frees applications from directly managing the interac-
tion between collaboration partners. It also uses contextual information, such as
location, to dynamically determine possible collaboration partners. We focus on a
particular class of applications in which mobile devices have to collaborate to al-
locate tasks (e.g., picking up passengers) to physically distributed resources (e.g.,
taxis). The technical feasibility of our middleware is shown by the implementa-
tion of our middleware architecture, a deployment of our middleware on a real
cloud environment and operating it with over 800 clients.

1 Introduction

Every day, developers create dozens of new applications for smartphones and other
mobile devices. Two important trends are making mobile devices the platform of the
future. First, they provide a hardware platform, filled with technology, that is getting
cheaper everyday. Modern devices come with communication technologies, like Blue-
tooth, GPRS, EDGE, and WiFi, and an abundance of sensors, such as accelerometers,
compasses, altimeters, and GPS (Global Positioning System). Second, with the advent
of cloud computing, it is possible to create applications that scale to serve hundreds of
thousands of clients, while providing minimum delays, needed for near real-time mo-
bile collaborative applications. In fact, cloud computing is changing the way computing
is offered. Computing power has become a utility that applications can consume at will,
facilitating the deployment of large scale mobile collaborative applications. Ubiqui-
tous computing [17] is finally reality due to the advent of mobile devices and cloud
computing, opening doors to innovative applications.

One particularly promising type of applications, are applications where mobile de-
vices closely collaborate, on behalf of their users. These applications include crowd
sourcing internet connections [9], collaborative traffic routing [1], collaborative
scheduling of resources (e.g., cars) [7, 11], search and rescue systems [8], or allocating

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 152–163, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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taxis to passengers in a dial-a-ride problem [6]. In the resource sharing problem, users
can use the location information from their mobile devices to collaborate with other
users in their vicinity, to organize on-the-spot car pools, for instance. Another very
useful application is for improving public transportation with the use of autonomous
vehicles, that could collaborate to find the best way to pick passengers [11].

Despite today’s pervasiveness of mobile devices and the challenging problems that
could be addressed using collaborations, applications that truly leverage the power of
collaboration on mobile devices are still missing. One of the main reasons for this lack
of applications is due to the inherent complexity of developing such applications. Mo-
bile collaboration may also require users coordination. Existing coordination mecha-
nisms, such as ContractNet [15], or MASCOT [12], require specific interaction flows
involving large amounts of messages between coordination partners. Ensuring the cor-
rect implementation and execution of such mechanisms can be time consuming and
error prone. Another problem is that collaboration partners are often not known in ad-
vance, but have to be determined dynamically, for example, based on their location. In
addition, all these problems take place in a very dynamic environment, where everybody
is moving, and where disconnections and changes in commitment are widespread.

To stimulate the future development of mobile collaborative applications, we need
good middleware support that relieves developers of such complexities. In this paper,
we present CooS1, a middleware that operates providing common-middleware services
[14] that enable the creation of decentralized collaboration of mobile devices. CooS
targets a particular class of applications in which mobile devices have to collaborate
to allocate tasks (e.g., picking up passengers), to physically distributed resources (e.g.,
taxis, autonomous cars). CooS addresses three key challenges:

1. dynamically determining collaboration partners (e.g., based on their location),
2. achieving scalable collaborations,
3. managing the interactions between collaboration partners.

The main contribution of this paper is a middleware to enable the creation of large-
scale mobile collaborative applications. The novelty of our approach is to integrate
location-based participant selection with coordination mechanisms, and offering this
functionality as a reusable middleware service. The middleware service is designed to
be deployed on any cloud computing provider.

Overview. The remainder of this paper is organized as follows: Section 2 describes
the challenges faced to create mobile collaborative applications. Section 3 details the
design goals and Section 4 the architecture of our middleware. We describe experiments
of an application developed on top of CooS, and analyze their results, at Section 5.
Section 6 discusses related work. Finally, in Section 7 we present our conclusions.

2 Problem Statement

Our goal is to provide a middleware that supports the development of collaborative
applications on mobile devices. Such applications typically require coordination of mo-
bile devices to set up and execute the required collaborations. To illustrate the type

1 CooS: Coordination on Clouds.
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of applications we want to address, we focus on the dial-a-ride problem for taxis. In
this problem mobile devices have to collaborate to allocate tasks (i.e., picking up and
dropping off passengers), to physically distributed resources (i.e., taxis).

The dial-a-ride problem has been extensively studied due to its applicability in var-
ious domains. The problem is computationally demanding, even for small scale in-
stances [10], and can involve various stakeholders with opposing goals. In the taxi
problem, for example, taxi companies want to maximize their profit, typically at the
expense of competing companies, and are even willing to compromise their quality of
service (e.g., picking up a passenger on time). Passengers, however, want to be picked
on time and reach their destination as soon as possible. The goal of the dial-a-ride prob-
lem is to pick up passengers in time, while maximizing the profit of all taxi companies.

Resources have a physical location and are mobile. Tasks are also location-based.
Resources can commit to tasks (e.g., a taxi agreeing to pick up a passenger), de-commit
to tasks (e.g., a taxi taking an alternate route), and can break down (e.g., a taxi breaking
down). The number of involved resources and tasks can vary dynamically and scale up
to thousands, for large collaborations.

In the rest of this section, we elaborate some key challenges in building mobile
collaborative applications.

2.1 Key Challenges

Dynamically Determining Collaboration Partners Based on Location. Classic co-
ordination mechanisms, such as ContractNet or auctions, do not take location into ac-
count when determining possible collaboration partners. In our taxi problem, this would
result in mobile devices of passengers interacting with the devices of all taxis in the sys-
tem to find a possible resource. This leads to our first challenge.

Challenge 1. A device should only collaborate with those devices whose loca-
tion fits within the solution space of the underlying problem.

In our taxi problem, the mobile device of a passenger should only collaborate with the
devices of taxis that are within a feasible range to pick up the passenger. Since both
taxis and passengers are mobile, collaboration partners can change dynamically.

Scalable Collaboration. Each mobile device, active in the system, will have a com-
munication overhead. This overhead can be related to the actual collaborations a device
is involved in, but also to the process of finding the right collaboration partners. While
a device may only have to collaborate with a few dozen of other devices, there can be
thousands of devices that are all potential collaboration partners. Finding the relevant
collaboration partners may induce a communication overhead that is disproportionate
to the overhead induced by the actual collaboration. This defines our second challenge.

Challenge 2. The communication overhead of a device in the system, related
to finding relevant collaboration partners, should be independent of the total
number of devices in the system.

The communication overhead of each device in the system is only dependent on the
number of devices it directly collaborates with.
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Managing the Interactions between Collaboration Parters. Coordination mecha-
nisms tend to get complex, requiring asynchronous interactions with complex message
flows. Current technologies, such as GCMA (Google Cloud Messaging for Android)
2, only provide a basic messaging mechanism for the interaction of cloud services
and mobile devices. Managing these interactions can be time consuming and error-
prone. Reuse existing coordination mechanisms could greatly improve these problems.
Achieving such reuse, however, requires a clean separation between application logic
and coordination logic, which poses an even bigger problem. This leads to our final
challenge.

Challenge 3. Coordination mechanisms and their required interactions should
be easy to manage, allowing developers to separate application logic from co-
ordination logic, while promoting reuse of existing coordination mechanisms.

2.2 Requirements for the CooS Middleware

Given the challenges for developing mobile collaborative applications, we can derive a
set of functional and non-functional requirements for the CooS middleware. There are
two main functional requirements for the CooS middleware:

1. Dynamic Partner Selection. The middleware dynamically selects the relevant col-
laboration partners based on their location.

2. Managing Interactions between Collaboration Partners. The middleware en-
forces the coordination mechanisms, chosen by the application developer, ensur-
ing the required interactions take place without violating message flows or timing
constraints.

We can also derive two non-functional requirements for the CooS middleware:

1. Scalable Partner Selection. The middleware ensures that communication over-
head, of each device, related to participant selection is independent of the number
of devices in the system.

2. Encapsulation of Coordination Mechanisms. The middleware encapsulates the
coordination mechanisms and related interactions as reusable middleware services.
The middleware provides an API to application developers that allows to separate
application logic from coordination logic.

3 Design of the CooS Middleware

Before explaining the CooS Middleware architecture in detail, we provide a high-level
overview of its design and motivate the most important design decisions.

2 http://developer.android.com/guide/google/gcm/

http://developer.android.com/guide/google/gcm/
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Providing Coordination Mechanisms as a Reusable Middleware Service. A key re-
quirement of the CooS middleware is to manage the interactions between collaboration
participants, relieving application developers from the related complexities. To do so,
the middleware provides a set of predefined coordination mechanisms as reusable mid-
dleware services. Applications can then choose the proper coordination mechanisms
according to their needs.

Using an Event-Driven Architecture to Enforce Coordination Mechanisms. To
provide the coordination mechanisms, the middleware needs to enforce the required
interactions between the collaboration partners. To do so, the CooS middleware relies
on an event-driven architecture. Each coordination mechanism is defined as a set of
interaction events (i.e., sending and receiving messages) that have to take place in a
specific order and within particular timing constraints.

The event-driven architecture is particularly suited to handle the continuous inter-
net connections and disconnections of mobile devices. It also allows to create a thin
middleware layer to be deployed on mobile devices, which are typically computational
constrained.

Using Location-Based Publish/Subscribe to Select Partners. Another key require-
ment of the CooS middleware is to dynamically select coordination partners based
on their location. This avoids interaction with irrelevant participants, such as taxis in
other cities. To achieve this dynamic partner selection, the CooS middleware employs a
location-based Publish/Subscribe mechanism [2]. The location-based Pub/Sub system
allows to subscribe to events, based on the location or region in which an event occurs.
Every time a new event is created in a location, the subscribers to that location or region
receive a notification. Publishers of events attach location information to their events,
so this information can be used to match interested subscribers.

Using the location-based Pub/Sub system, the middleware notifies the relevant ap-
plications whenever a new collaboration is triggered within their regions of interest. To
do so, the CooS middleware maintains the location of each mobile device active in the
system.

Offloading Coordination-Specific Functionality to Mobile Devices. Providing co-
ordination mechanisms and dynamically selecting coordination partners requires func-
tionality such as determining the location of mobile devices, or calculating the shortest
path from a passenger to a taxi. The CooS middleware relies on the capabilities of mod-
ern devices to offload these tasks to the devices themselves. The CooS middleware uses
the GPS of the device, for example, to determine the location of taxis or passengers,
and the locally available routing software to calculate possible paths.

Using a Cloud-Based Infrastructure. While mobile-devices can be used to offload
some of the coordination-specific functionality, the actual enforcement of coordina-
tion mechanisms and selection of collaboration partners can put a heavy burden on the
mobile devices, if done locally. To relieve the mobile devices, the CooS middleware
relies on a cloud-based infrastructure to enforce the coordination mechanisms and to
determine the possible collaboration participants.
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The cloud-based infrastructure also provides a more uniform communication chan-
nel. Many times, mobile devices cannot communicate directly with each other, because
they are situated behind proxies or firewalls. The cloud, however, is able to provide a
uniform messaging layer to all mobile devices.

To provide additional scalability to applications, middleware services deployed on
the cloud can easily be replicated to more computers. This allows to scale applications
to match the current number of users.

4 CooS Architecture

The runtime architecture of the CooS middleware consists of two main components: the
CooS Client Component, deployed on each mobile device, and the CooS Middleware
Component, deployed on a cloud provider.

The CooS Middleware Component has two main responsibilities: (1) dynamically
selecting relevant collaboration partners based on their location, and (2) enforcing a
particular coordination mechanism, chosen by the application developer, among the
selected partners.

The CooS Client Component serves as a mediator between the CooS Middleware
Component and the application. It provides an API that allows the application use the
coordination mechanisms provided by the CooS Middleware Component. A user has
two possible ways of collaborating with other users, as an initiator, triggering a collab-
oration, or as a participant, waiting for collaboration requests, the CooS Client Compo-
nent allows applications to play two possible roles: the initiator role or the participant
role. In the taxi application, for example, the application plays the initiator role at the
passenger’s device, and the participant role at the taxi driver’s device.

We illustrate the middleware architecture with ContractNet as coordination mech-
anism (Sect. 4.3), and briefly discuss the implementation of the CooS middleware
architecture (Sect. 4.4).

4.1 CooS Middleware Component

The CooS Middleware Component uses an event-driven architecture to enforce its coor-
dination mechanisms, and relies on a location-based Publish/Subscribe mechanism [2]
to dynamically select the collaboration participants. The internal architecture of the
CooS Middleware Component consists of four components: a Coordination Compo-
nent a Location-Based Publish/Subscribe Component, a Location Store, and an Event
Dispatcher (Fig. 1).

The Coordination Component is responsible for enforcing the selected coordination
mechanisms among the active participants. This includes making sure that interaction
events (i.e., sending or receiving message) take place in the right order without vi-
olating any timing constraints. The Coordination Component is also responsible for
maintaining the state the ongoing coordinations. Coordination mechanisms can define
constraints based on location information. The Coordination Component is a publisher
and a subscriber of events from the Location-Based Publish/Subscribe Component.
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Fig. 1. Deployment view of CooS middleware on a cloud provider

The Location-Based Publish/Subscribe Component provides the functionality for
location-based participant selection. Active devices publish their location information
using the CooS Client Component. The location information is processed by the
Location-Based Publish/Subscribe Component and persisted on secondary storage.

The Event Dispatcher is responsible for receiving events and dispatching events from
and to the CooS Client Components. The Event Dispatcher relies on a unique DeviceID
to identify each CooS Client Component, allowing to have asynchronous interactions
between CooS Client Component and CooS Middleware Component. Interaction be-
tween the Event Dispatcher and the CooS Client Components is based on stateless
protocols, such as HTTP.

4.2 CooS Client Component

The CooS Client Component acts as a mediator between the CooS Middleware Com-
ponent and the application. It provides an asynchronous API to applications to use the
coordination mechanisms provided by the CooS Middleware Component. The main
API operations are illustrated below:

requestCollaboration(DeviceID device,
Coordinates location,
Payload payload,
InitiatorCallback cb)

registerAsParticipant(LocationCallback lcb,
ParticipantCallback pcb)

To start a collaboration the application uses the requestCollaboration operation of the
CooS Client Component. The CooS Client Component, in turn, creates an event includ-
ing the DeviceID, the location of the device, and an application-specific payload. The
CooS Client Component then dispatches this event to the CooS Middleware Compo-
nent. When invoking the requestCollaboration, the application needs to pass an Initia-
torCallback. This callback is specific to the coordination mechanism, and provides the
actual functionality of the application to be the initiator of the coordination. For exam-
ple, when using the ContractNet coordination mechanism, the callback should provide
the functionality to inform the application with the outcome of the ContractNet pro-
tocol. The Payload is application specific data not inspected by the middleware. The
middleware only passes this data back to the application.
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To participate in collaborations, applications have to register two callbacks, using
the registerAsParticipant operation of the CooS Client Component. The first callback
is the LocationCallback. This callback is responsible for providing the middleware with
the proper location information, required by the location-based participant selection of
the CooS Middleware Component. The second callback is the ParticipantCallback.
Like the InitiatorCallback, this callback is specific to the coordination mechanism,
and provides the actual functionality of the application to be a participant in the
coordination.

4.3 Illustration of the CooS Middleware Architecture

To illustrate the CooS middleware architecture, we show how applications can register
as participant and how applications can request collaborations. To register as partici-
pant, applications call the registerAsParticipant operation on the CooS Client Compo-
nent (Fig. 2). The local CooS Client Component then starts a process that will retrieve
the application-specific location on regular intervals from the application, and send lo-
cation updates to the CooS Middleware Component. The CooS Middleware Compo-
nent stores these locations in its location store. Once registered as a participant, the
CooS middleware will take these applications into account when selecting the relevant
collaboration partners for each new collaboration.

Mobile DeviceCloud

loop

Key: UML 2.0

CooS 
Middleware
Component

«Participant»
Application

CooS Client
Component

registerAs
Participant(...)

timer

getLocation(...)

Location Update
Event

Fig. 2. A sequence diagram showing how the CooS middleware maintains the location of each
potential collaboration participant

When an application starts a collaboration, it calls the requestCollaboration oper-
ation on the CooS Client Component (Fig. 3). The CooS Client Component sends
this request to the CooS Middleware Component, which selects the relevant partic-
ipants, among the registered applications, based on their stored location. The CooS
Client Component of each selected participant is then informed about the collaboration
request. These CooS Client Components will then start a coordination-specific interac-
tion with their local application (in Fig. 3, this interaction is shown as generic collab-
orationCalls and Coordination Events). All interaction events between participants pass
through the CooS Middleware Component, which uses the context of active
coordination sessions to act as an interaction hub.
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Fig. 3. A sequence diagram showing how an application can initiate a collaboration

4.4 Implementation

The CooS prototype uses off-the-shelf technologies. The CooS Middleware Compo-
nent uses Node.js3, a high-performance event-driven application server for networked
applications. The CooS Middleware Component maintains location and on-going coor-
dination information, which is stored on a mongoDB4 database. MongoDB is a scalable,
high-performance, open-source NoSQL database.

The CooS Client Component and CooS Middleware Component have bi-directional
communication, so that the coordination interactions can happen, with the cloud noti-
fying the mobile devices and vice-versa. The prototype communication is made using
the WebSockets [3] protocol.

5 Evaluation

5.1 Case Study: Using Smartphones for Coordinating Taxis in Brussels

We performed a case study in order to evaluate the technical implications of using our
middleware in a more realistic setting. We implemented a coordination application to
coordinate all the taxis in Brussels on their task of picking passenger and delivering
them at the requested locations.

Our goal with this case study was to check the technical feasibility of using our
middleware for such problem. Coordinating taxis consists in allocating the taxi that can
pick a passenger in the shortest time, that way minimizing the passenger waiting time.
Passengers have the application installed on their mobile phones. When a passenger
wants a ride, he simply indicates when he will need a taxi and where he wants to go. This
information, together with the location information given by the GPS of the passenger’s
mobile device, is sent to all taxis that are interested in picking passenger and delivering
them in a particular region.

3 http://nodejs.org/
4 http://www.mongodb.org/

http://nodejs.org/
http://www.mongodb.org/
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5.2 Evaluation System Model

We have implemented a prototype version of our middleware, and deployed the
EventSignaling part of our middleware on the Heroku5 cloud provider.

We setup 80 computers to participate in the emulation, executing the taxi application.
Every computer having 10 instances of the taxi application running as independent
processes. Besides the taxi applications, we also setup 8 computers to simulate the
passengers. Every computer executing 10 instances of the PassengerApp.

Hence, in our emulation we executed 880 instances of an application using our mid-
dleware. Each instance had a very simple simulator, responsible for issuing commands
to the application. The commands consisted in simulating a taxi driver driving a taxi
following a particular route and in passengers asking rides on their mobile phones.

We developed two simple components to simulate the behavior of a passenger and a
taxi driver using our application. The simulators have the following behavior:

– Passenger Simulator, reads a location from the destinations list and asks a new
ride to the PassengerApp. When the PassengerApp indicates the ride is done, the
Passenger Simulator requests a new ride. Otherwise, if the PassengerApp indicates
there is no taxi available, the Passenger Simulator chooses the following location
from the destinations list and issues a new ride.

– Driver Simulator, simulates a taxi moving into the location of a passenger. It does
this by virtually following a route given by the TaxiApp.

On a real world deployment of our application it would be possible to configure the
location updates issued by the middleware to one update every few seconds, or more.
However in our emulation we configured the middleware to issue a location update
every 100 ms. What in our experiments lead to 8800 requests per second without any
delay due to the number of requests. The application showed delays when handling
more than 14.000 requests per second. The operation of the middleware at the client side
is negligible, while the operations at the CooS Middleware Componentheavily relies on
the performance of the cloud provider. The main shortcoming can be the response time
due to the internet connection of the mobile devices.

Regarding the implementation of the taxi application, we learned that using the GPS
(Global Positioning System) of mobile devices has to be done carefully in order to
avoid draining the device’s battery. Another lesson we learned from implementing the
taxi client application is that delegating the communication complexity to the CooS
middleware facilitated the application development, however it was still complex to
manage all the callback functions needed by CooS.

6 Related Work

Our middleware does not deal with low level communication issues, instead it facili-
tates to coordinate the task allocation between several entities participating in an ap-
plication. [14] proposes a layered view to position the different types of middleware

5 http://www.heroku.com

http://www.heroku.com
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available. Our work fits into the Common Middleware Services layer, since our mid-
dleware provides a higher-level domain-independent component that allows application
developers to concentrate on programming application logic, rather than focusing on
low level hurdles specific to the coordination protocol in use.

The work [5] adds quality-of-service guarantees to middleware which works upon
the elastic resources from cloud computing. It shows a technique to guarantee a spec-
ified quality-of-service even on a changing cloud environment. In our evaluation we
linearly increased the available cloud resources used by our middleware, in order to
guarantee that all messages were properly delivered. Our middleware could integrate
the results from [5] and become apt to work on more dynamic environments with sud-
den changes in usage.

There are several works exploiting middleware as a way mitigate different challenges
associated with the application development for mobile devices [4], [13], [16], to cite
a few.

The work [13] provides a number of abstractions to deal with mobile applications.
The main goal of that work is to encapsulate the protocol behavior on well defined
abstractions and to facilitate group formation of entities whom want to collaborate on
a certain protocol. Our work does not deal with group formation, since we assume that
service requests are sent to any device subscribed to the content of the service request.
Our work focuses on facilitating the allocation of tasks between a number of mobile
devices.

The development of mobile applications that leverage the cloud infrastructure is
explored in [4]. [4] proposes a middleware capable of relocating specific parts of a
application to be executed on the cloud, based on the quality criteria defined by the
application developers. Our work also leverages from cloud computing, but we do not
focus on optimizing the application execution. We focus on allowing the creation of col-
laborative applications on the mobile devices, leveraging the cloud as an infrastructure
to interconnect the mobile devices.

7 Conclusion

In this paper, we presented CooS, a middleware that enables the creation of collabo-
rative applications on mobile devices. CooS targets applications in which mobile de-
vices have to collaborate to allocate tasks (e.g., picking-up passengers) to distributed
physical resources (e.g., taxis). CooS addresses several key challenges for developing
mobile collaborative applications. These challenges include dynamically determining
collaboration partners, achieving scalable collaboration, and managing the interactions
between collaboration partners.

We presented a middleware architecture for CooS that encapsulates coordination
mechanism as a reusable middleware service for applications. This encapsulation pro-
vides a clear separation of concerns, freeing application developers from handling coor-
dination-specific complexities. The evaluation of CooS showed the technical feasibility
and scalability of the presented middleware architecture. As future work, we plan to
perform an empirical study, with real software developers, to assess how CooS impacts
the development of mobile collaborative applications.
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Abstract. Acquiring accurate context information is crucial to mobile
and pervasive computing, and sharing context among nodes enables
unique applications. As context information and the applications that
consume it become increasingly diverse, they will need an efficient means
to indicate tailored interest in this context information. This paper pro-
poses a new probabilistic data structure, spatiotemporal Bloom filters
(SpTBF) or “spitty bifs,” which allow nodes to efficiently store and share
their context interests. SpTBF provide both spatiotemporal locality and
a fine-grained ability to control how context interests are disseminated.
SpTBF are evaluated by modifying the Grapevine context sharing frame-
work to inform its context dissemination capabilities, and the benefits
are characterized in a variety of network scenarios.

Keywords: context awareness, publish/subscribe, mobile computing,
bloom filters.

1 Introduction

Mobile and pervasive computing applications are strongly influenced by their
environments, and this has driven research to seek effective and efficient means
for sensing, characterizing, and acting upon this valuable context information.
Many approaches focus on purely egocentric notions of context, which limit the
information a node can directly collect or otherwise infer about its surroundings.
Mechanisms that allow nodes to efficiently share context information with nearby
nodes enhance local notions of context, enabling applications to better react to
their environments and allowing applications to leverage the shared context of
groups to stretch beyond solely egocentric approaches. For example, a group of
nodes that can individually only sense the direction in which an object of interest
lies can triangulate that information into a shared notion of where the object is.
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Simple context dissemination approaches work well in networks where ev-
ery node is interested in the same context information throughout the system’s
lifetime. Efficiently sharing context becomes challenging when interests are less
static, and scenarios with more diverse and dynamic context needs abound.
Many smart phones run applications that have widely varying interests in avail-
able context information. Even within a single application context needs may
change over time. For example, a vehicular application providing localized traffic
and safety information may find information from cars beside or near the inter-
state of no interest to vehicles speeding by. Furthermore, individual users may
have differing interests. For instance, an application facilitating social interac-
tion among park patrons need not enumerate all the capabilities of a multi-sport
athlete if all nearby patrons are interested in quieter games like chess.

Efforts that ignore these dynamics and heterogeneities will either share too
much context information, resulting in wasted network resources, or share too
little information, missing opportunities for providing valuable context. These
scenarios suffer when distribution relies on the producer of context information to
know what information is desired by nearby nodes, when it is the consumers who
are best suited to provide this information. What is needed is a lightweight means
for nodes to communicate consumers’ context interests to nearby producers.

This paper’s novel contribution is a means for applications to efficiently main-
tain an awareness of what context information is of interest to other nearby nodes
and a demonstration that this awareness improves the use of network resources
significantly. We introduce a Bloom filter variant, spatiotemporal Bloom filters
(SpTBF or “spitty bifs” for short), that allow a node to efficiently communi-
cate, acquire, and maintain information about others’ context interests within
the node’s spatiotemporal region of a mobile network. Our approach is rooted
in the publish/subscribe paradigm, which has demonstrated efficiency improve-
ment in the heterogeneous and dynamic network systems we target. The SpTBF
approach can represent generic types of context and provides consumers the
flexibility to control the scope in space and time within which their individual
interest is distributed. In this paper, we introduce the SpTBF data structure,
demonstrate it in practice by applying it to the Grapevine context dissemination
framework [9], and evaluate its performance.

2 Related Work

Our task is to track context interests within a spatiotemporal region; our ap-
proach is informed by the domain of publish/subscribe (pubsub) mechanisms. We
survey these predecessors, first examining more generic approaches that build an
overlay to aid in the distribution and matching of publications and subscriptions.
We then focus on approaches that leverage spatial and/or temporal properties
for distribution, and discuss how they do not sufficiently address our challenges.

Many approaches provide pubsub capabilities by constructing overlay routing
structures that hierarchically organize the network. The content based approach
of [11] eschews address based routing entirely, opting instead to route only based
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on content and leveraging Bloom filters to compress the routing information re-
quired to inform forwarding decisions. Other efforts maintain traditional address-
ing but cluster nodes in tree structures based on shared interests [2,10,12,18].
These approaches provide interest-based distribution but require a relatively high
communication burden to maintain the overlay, especially in dynamic networks.
We strive to reduce this burden by recognizing that many applications involve
context information that is most useful to nodes that are here and interested
now and thus are served best by pubsub mechanisms that use inherent spatial
and temporal locality to quickly and efficiently identify interested consumers.

Other efforts have investigated pubsub informed by spatial and temporal
properties. TACO-DTN [19], B-SUB [21], and ZigZag [22] subscribe to infor-
mation using specified timing conditions, while [6] enriches subscriptions with
location. These approaches provide improved efficiency through more granular
subscription specifications that prevent unnecessary use of network resources.
Other work leverages location to guide information to “bazaars” [17] or provide
informed guesses as to where in the network information is most likely to be
useful [5,6,14,15,16]. Many of these lessons are synthesized in the abstract con-
text pubsub model in [8], which provides an expressive and generic system for
spatially and temporally guided subscriptions. Our work diverges from these ap-
proaches by leveraging the fact that interest in context information will often
be concentrated near where that information is generated. This allows us to
simplify the distribution of interest information by enabling nodes to indicate
interests that automatically decay over distance and time, i.e., a subscription is
concentrated in space and time around its originator.

As in other approaches [10,11], SpTBF leverage the efficiencies made possible
by probabilistic data structures. We introduce a variant of the Bloom filter [3],
which has enjoyed recent popularity in network-centric applications due to its
ability to encode large amounts of information within very small space require-
ments [4]. The original Bloom filter allows set membership to be encoded in an
array of m bits using k hash functions to transform a potential set member into
addresses within the bit array. To insert an element, each of the k addressed
locations in the array is set to 1. Querying whether or not a value is in the set
involves hashing the value using the same k functions and checking to see if all
the bits addressed by the hash values are set. If any of the bits are 0, then it is
certain that the value was never added to the set. If all the bits are 1, then the
item is probably in the set. Applications use this functionality to solve varying
problems (e.g., quick cached value checks [4], privacy-preserving algorithms [13]).

One downside to Bloom filters is that there is no way to reliably remove an
element from the set. The Counting Bloom Filter (CBF) [7] replaces the array
of bits with an array of counters. Instead of setting a bit to 1 upon insertion,
a CBF increments the k associated counters; removal decrements the counters.
The ability to remove comes at the cost of additional space requirements and in-
troduces the possibility of a false negative (there is a small chance the associated
counters may all have been decremented by unrelated remove operations [4]).
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B-SUB proposes a further extension, the Temporal Counting Bloom Filter
(TCBF) [21,22], which modifies the semantics of the counters in CBF so that
entries are set to a time value representing the length of time the entry should
remain in the structure. As time passes, maintenance operations decrement all
counter values by the amount of time elapsed1. When any of the k counter
values for an entry reaches 0, the entry is no longer in the set. This allows
entries to automatically expire after a given amount of time and thus provides
a subscription mechanism with a temporal component; however, the TCBF has
no notion of spatial proximity.

3 SpittyBifs
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Fig. 1. SpTBF

This paper proposes a Bloom filter variant that provides the
spatial component. We call this variant a spatiotemporal bloom
filter (SpTBF), or “spitty bif” for short. It uses a construction
similar to that found in TCBF involving k hash functions (hi

from 1 ≤ i ≤ k) but replaces the array of timer values with
an array a of m 2-tuples, each containing a hop limiter and a
timer. Fig. 1 shows an example of a small SpTBF populated
with values. The hop limiter is decremented each time the
structure is passed from one node to another2. Timer values
are all relative to a specific point in time, so each SpTBF also
includes a timebase tb that records this time value, allowing
operations to decay values relative to the current time (as
in TCBF). Entries are automatically removed from a SpTBF
when any of the tuple value components reaches zero, indicating that either the
structure has traveled a specified number of hops from its origin or a given
amount of time has elapsed.

Operations

Table 1. Operation signatures

insert (label, hopLimit, timeLimit, currentT ime)

query (label, currentT ime)

merge (currentT ime)

decrementHops ()

adjustT ime (currentT ime)

A SpTBF supports the typical
Bloom filter operations, allowing
insert, query, and merge [3]. Two
housekeeping operations are also
required (decrementHops and ad-
justTime); these decay the tuple
components in space and time.
These operations are similar to those found in TCBF, however the use of a tuple
requires a slightly different approach than that employed when the underlying
array holds a single value.
1 This restores the perfect false negative properties lost in CBF, since counter values

are all decremented simultaneously.
2 For simplicity we use “hops” (number of node traversals) as a spatial metric. Future

work could add additional tuple entries to encode more precise notions of location.
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Fig. 2. SpTBF Operations

Insertion. To insert an item with label l, we use the k hash functions that each
map l into one of the m addresses in the SpTBF’s array a of tuples. The spatial
and temporal components from each tuple are compared with l’s specified limits,
and the maximum of each forms the new tuple, which is returned to the same
location in the array. This results in the following operation:

∀i ∈ {1, . . . , k}
{

a [hi (l)] .hop = max (a [hi (l)] .hop, hopLimit)
a [hi (l)] .time = max (a [hi (l)] .time, timeLimit+ δ)

}
The timeLimit is adjusted by δ, the difference between the current time and the
timebase used for all the temporal components in the SpTBF. Fig. 2(a) shows an
example, where the starting SpTBF is shown on the left (which already contains
context interest elements). The label “ctx” is inserted with a hopLimit of 3, and
a timeLimit of 5, resulting in the updated SpTBF on the right.

Query. Querying whether an item with label l exists in a SpTBF again uses
the k hash functions to retrieve k tuples from the array a. Iterating through
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these tuples, both the spatial and temporal components are checked. If either
component from any of the tuples is zero, l is not in the set—either it was never
inserted in the set or at least one of its components has decayed to zero. If all
the tuples’ components have non-zero values, then the item is likely to be in the
set, and the query result is true. This operation can be expressed as:{

true if for ∀i ∈ {1, . . . k} a [hi (l)] .hop �= 0 ∧ a [hi (l)] .time− δ > 0

false otherwise

Again, the temporal component is adjusted by the difference between the current
time and the structure’s timebase. Fig. 2(b), shows that the newly inserted item
labeled “ctx” will result in an affirmative query because all of the bins chosen by
the hashing functions hold non-zero tuple elements.

Merge. Multiple SpTBF can be merged into a single structure by choosing the
dominant tuple values from each to create a space efficient representation of the
consolidated set memberships. Both structures must have the same underlying
array a size of m; merging involves iterating over all the tuples in each, comparing
their spatial and temporal components and storing the maximum of each in the
new array at the same location. Merging A and B to create C is as follows:

∀i ∈ {1 . . .m}
{

aC [i] .hop = max (aA [i] .hop, aBm [i] .hop)
aC [i] .time = max (aA [i] .time− δA, aB [i] .time− δB)

}
tbC = current time

Each temporal component is adjusted by its timebase’s difference from the cur-
rent time. The temporal components are then relative to the current time, and
as such the new SpTBF uses the current time as its own timebase. Fig. 2(c)
shows an example. The new structure may end up using the spatial component
from one structure and the temporal component from another. For example,
imagine a SpTBF entry has existed locally for long enough that its temporal
component(s) are on the cusp of expiring, but since the structure has stayed
local, its hop count is still strong. If it is merged with a SpTBF with a more
recent entry that shares an array slot, but one that has come from several hops
away, then the resulting array entry would use the first spatial component and
the second temporal component. In these scenarios an entry will persist beyond
its originally intended spatiotemporal components if all of its array entries fall
prey to this situation. The likelihood of these collisions is determined by the un-
derlying array size m and the number of hashing functions used [4]; applications
can control this likelihood by appropriately tuning these parameters.

Housekeeping. Two additional operations support the decay of spatial and
temporal components, facilitating automatic removal of elements.

Spatial. Used whenever the SpTBF travels a network hop (i.e., is transmitted
from one node to another), spatial decay is accomplished by a simple decrement
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of all the non-zero spatial components within each of the m tuples in the array
a, as seen in Fig. 2(d), and defined in the decrementHops operation:

∀i ∈ {1 . . .m} a [i] .hop = max {a [i] .hop− 1, 0}

Temporal. Decay in time involves adjusting the temporal tuple component values
and the timebase to which they are relative to match the current time. Periodi-
cally performing this operation minimizes the amount of space required to repre-
sent the temporal tuple component and is also useful when sharing with external
entities that may not use the same reference clock (e.g., preparing to transmit
a SpTBF over a network connection). This adjustment is accomplished by cal-
culating the difference between each temporal component’s timebase-adjusted
value and the current time, and then subtracting this value from each temporal
entry, as seen in Fig. 2(e). The structure’s timebase is set to the current time:

∀i ∈ {1 . . .m} a [i] .time = max {a [i] .time− δ, 0}

tb = current time

Application
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Fig. 3. Interest Lifecycle

SpTBF allow nodes to maintain an aware-
ness of interest in context information
unique to their location in the network;
nodes can use this awareness to share only
context information known to be of in-
terest to nearby nodes. Tracking this in-
terest requires each node to store a sin-
gle SpTBF, which is initially empty (all
tuple values initialized to zero) and is
populated upon encountering other nodes.
When such an encounter occurs, a node
creates a copy of its SpTBF, adjusts its
timebase to the current time, decrements
the spatial components, and then inserts
labels for each context item it is interested in receiving before sharing the newly
constructed SpTBF with its neighbor. Upon receiving a SpTBF, a node sets
the timebase for the received SpTBF to its current timeand merges the received
SpTBF with its own. The node can then query its SpTBF to determine whether
nearby nodes are interested in receiving context information it has available.
Sharing the context of interest is outside the purview of the SpTBF structure;
it can be handled by a variety of existing techniques [9].

Fig. 3 shows an example of a lifecycle of interest awareness for a single context
interest. In (a), the center node determines that it will be interested in a given
item of context from neighbors up to 2 hops away and for the next 15 seconds.
It informs its neighbors of this interest by inserting the context item’s label into
outgoing SpTBF with a spatial component of 2 hops and a temporal component
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of 15 seconds. Within the next 5 seconds, as seen in (b), the node has shared
this interest with its direct neighbors. After another 5 seconds, each of these
neighbors has shared their interest awareness with their own neighbors and the
central node’s interest has propagated to the limit of its spatial component. After
another 5 seconds, the temporal component has decayed to zero, and the central
node’s interest in the context information will expire from each node’s SpTBF.
The potential consumer of context can specify the spatial and temporal lifetimes
of each of their interests individually, allowing fine grained control over how wide
a net to cast for desired context information on an item-by-item basis.

4 Evaluation
To evaluate the usefulness of SpTBF, we augmented the Grapevine context
dissemination framework [9] to use SpTBF to track interest awareness and to
improve context information sharing efficiency. Grapevine provides programmers
a simple and efficient library for sharing context and collaboratively forming
groups based on that shared context. Grapevine shares context by encoding it
into space-efficient context summaries that are piggybacked onto outgoing traffic.
In Grapevine, the onus of determining what context information to share rests
on the producers of that information. With a few simple modifications to the
existing framework, Grapevine can leverage SpTBF to send an interest summary
in addition to context summaries. Nodes do not include context information in
their context summaries until they know (via a received interest summary) that
a nearby node indicated interest in that context label.

The SpTBF interest summaries pack the spatial and temporal tuple compo-
nents into 1 byte. Each spatial component uses 2 bits, allowing up to 3 hops
to be specified, and each temporal component uses 6 bits, allowing just over a
minute (64 seconds) to elapse3. In total, an interest summary requires one byte
per array entry and an additional four bytes for the baseline timestamp.

We evaluated Grapevine with SpTBF interest summaries using OMNet++ [20]
and INET-MANET [1] to realistically simulate the communications of mobile ad
hoc networks. Our goal is to characterize when an interest-enabled context dis-
semination mechanism outperforms an interest-agnostic approach and gives rise
to two important questions: (1) how heterogeneous does context interest need to
be to benefit from tracking interest; and (2) how much space should be allocated
to the interest summary?
How heterogeneous does context interest need to be to benefit from tracking in-
terest? Interest-based dissemination requires additional bytes to be transmitted;
the goal is that this overhead can be reclaimed in savings from context informa-
tion that does not need to be shared. If all the nodes are interested in all the
available context, then the overhead of the interest communication is wasted.

To examine this question, we used 100 interest tracking Grapevine nodes us-
ing INET-MANET’s IEEE 802.11b network layer and mass mobility profiles to

3 These choices are specific to our particular evaluation and can easily be adapted for
different spatial and temporal scopes.
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simulate nodes traveling at a natural human walking speed and with realistic mo-
bility. We evaluated their network resource use in a variety of scenarios, varying
node density, interest allocation, and the number of hops over which interest and
context information were shared to determine the savings that interest tracking
provided over Grapevine’s previous resource consumption. Each scenario was run
for a simulated period of 20 minutes. We collected data using two different arena
sizes, one which provided a 5 km by 5 km square area, simulating a sparse node
density where nodes would encounter new neighbors relatively infrequently (ap-
proximating a neighborhood), and a smaller arena of 1 km by 1 km, simulating
a more densely populated area (approximating a popular park).

We allocated interests node in two different ways. In the first, each node
randomly selects a percentage of the available context labels for which they
indicate interest. In the second, we divide the context labels among a set of
applications and assign those applications to nodes in equal proportions. These
allocations are evaluated using the sparse and dense configurations and with a
handful of hop limits that determine how many hops both interest and context
summaries are forwarded. For each scenario, we compare the total number of
bytes sent by the nodes; the results are reported as percent savings of the SpTBF
approach over the interest-agnostic approach in the same scenario.

Figs. 4 and 5 show that savings can be significant for sparse networks with
diverse context interests. The savings are strongest in sparse scenarios with more
heterogeneous interest, where each node is interested in only a small portion of
available context (< 30% of the available contexts, as shown in Fig. 4) or when
more applications are present (> 3 applications, as shown in Fig. 5). As the
network density increases, so does the likelihood that a neighbor is interested in
the context a node has to share; it becomes increasingly likely that all context
information is shared from every node. As a result, savings are clearly less com-
pelling in denser networks, but there is very little penalty in adding the SpTBF
interest summaries (averaging at approximately five percent overhead) making
interest dissemination potentially beneficial in networks with varying needs.

How much space should be allocated to the interest summary? The amount of
space allocated to the interest summary can be chosen arbitrarily by using dif-
ferent values of m (the number of bins into which the tuples can be placed).
However, smaller values of m will result in false positive rates that negate the
benefits of interest tracking. To characterize the effects of this choice on false
positive rates, we allocated a variety of sizes for the interest summaries and
measured how much unnecessary context information was shared due to false
positives indicating there was interest when if fact there was not. The results
are reported in additional percentage of savings that could have been achieved
had these false positives not occurred. Fig. 6 shows the savings missed due to
false positives for various percent interest allocations (using the first scheme for
interest allocation in which each node is assigned a random set of the available
context types). We used a hop limit of three for all interest disseminations4.

4 Graphs for other configurations are similar and are omitted for brevity.



Spitty Bifs are Spiffy Bits 173

Fig. 4. Percent Allocation

Fig. 5. Application Allocation

Additional space allocated for interest summaries are important in systems
with heterogeneous interest, where the extra space provides significant benefit.
However, allocating space for bins beyond the number of context items available
(100 in this case) is unlikely to provide additional benefit. Furthermore, systems
with largely homogeneous interest can safely reduce their allocations without
significantly impacting the amount of context sent. This may allow the more
heterogeneous parts of context sharing systems to benefit from interest-based
context dissemination, while minimizing the negative impacts on more clustered
or homogeneous parts of the network.
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Fig. 6. Lost Savings Due to False Positives

5 Reflection

Sharing context information in mobile and pervasive computing environments is
necessary to supporting expressive and flexible application behavior. While many
approaches like the Grapevine context dissemination framework support sharing
context information, they traditionally accomplish context dissemination while
ignoring what interest nearby nodes have in context information. In this paper,
we clearly demonstrated that the efficiency of Grapevine’s context dissemination
can be improved by enabling nodes to share their interests in available context
information. Specifically, we explored using a novel probabilistic data structure
(the spatiotemporal Bloom filter, SpTBF, or “spitty bif”) to provide this interest
awareness with a minimum impact on network resources. The SpTBF ensures
that context information shared among network nodes is useful.

Reflecting on the results in this paper, we have opened several potential av-
enues for future work. First, in situations when nodes’ overlap in context interest
is high (e.g., > 30%), the benefit of the SpTBF data structure is limited. Future
work should investigate how and when the benefits of SpTBF can be achieved in
these additional situations (e.g., in more diverse network scenarios). As described
earlier, incorporating additional definitions of space in addition to network hops
is also an item of future work.

Longer term, the traditional Bloom filter concept as we apply it in SpTBF
is binary—a value is either (probably) in the structure or it is not. The SpTBF
structure contains additional semantic information that could, for example, pro-
vide information about the strength of interest in a particular context label.
Not only could this information be used to influence future context information
dissemination, but applications might use it in other ways as well, for example
influencing node movement (e.g., nodes may move towards where interests lie)
or setting up interest gradients that can direct context information flows.
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The presented SpTBF represents a promising new tool that aids in efficient
and expressive sharing of context information that is relevant locally in space and
time. This has potential to be useful in many application and network scenarios.
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Abstract. Participatory sensing, combining the power of crowd and the
ubiquitously available smart phones, plays an important role to sense the
urban environment and develop many exciting smart city applications to
improve the quality of life and enable sustainability. The knowledge of
the participatory sensing participants’ competence to collect data is vital
for any effective urban data collection campaign and the success of these
applications. In this paper, we present a methodology to compute the
trustworthiness of the participatory sensing participants as the belief on
their competence to collect high quality data. In our experiments, we
evaluate trust on the sensing participants of BusWatch, a participatory
sensing based bus arrival time prediction application. Our results show
that our system effectively computes the sensing participants’ trustwor-
thiness as the belief on their competence to collect high quality data and
detect their dynamically varying sensing behavior.

Keywords: Trust evaluation, participatory sensing, mobile and ubiqui-
tous computing.

1 Introduction

Participatory sensing, a novel sensing technique that enables citizens to use
ubiquitously available smart phones and high speed Internet to share data, is
enabling many exciting applications for transportation and planning, environ-
mental monitoring, and health-care [1,8]. The performance and the efficacy of
these applications is heavily dependent on the quality of data contributed by the
sensing participants [3]. However, the data collection may not be the primary
task of the sensing participants and they may also have different capabilities
to collect data, depending on their context, familiarity with data collection ap-
plication and task, and demographics [9,12]. Consequently, they may submit
low-quality, misleading, or even malicious data that can threaten the usefulness
of the applications [6,12]. Available sensing participants contributing high qual-
ity data may opt out of a sensing campaign due to a lack of motivation [10].
A trust evaluation system that associates a trust score to sensing participants
as the belief on their competence to collect high quality data enables the ap-
plications, using participatory sensing to collect data, to dynamically identify
and select sensing participants contributing high quality data [2,10]. However,

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 176–187, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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existing research work lacks a system that evaluates trust on the participatory
sensing participants using aforementioned criteria.

In this paper we define and evaluate trust in participatory sensing partici-
pants considering their competence to collect high quality data. We use system
predictions derived from contributed data and system user feedback about those
predictions as input to the trust evaluation system to first estimate the quality
of contributed data and later use the data quality score to compute the trust-
worthiness of sensing participants. Our system bootstraps the trust score of the
newly arrived participants, contributing data for the first time and continuously
refines the trust score of the existing participants on every new interaction with
the application. The trust score presents the evidence of the quality of sensing
participants’ contribution to the application.

In our experiments, we compute the trust in the sensing participants of
BusWatch, an application that uses the bus sighting reports from sensing partici-
pants to predict bus arrival times. Our dataset, provided by Dublin Bus, consists
of ten days of bus arrival times. We simulate different user behaviors, such as
trusted users, malicious users, and users changing their behavior from trusted
to malicious and evaluate their trustworthiness. Our results show that the trust
evaluation system successfully estimates the data quality of sensing participants’
contributions and keeps track of the historical evidence of the trustworthiness of
different sensing participants to identify their data contribution behavior pattern
to an application. Our paper has the following contributions.

– Definition of trust in participatory sensing participants
– Methodology to evaluate the quality of sensing participants’ contributed data
– Novel approach to compute participatory sensing participants’ trust score
– Strategy to bootstrap sensing participants trust score
– Methodology to dynamically evolve trust score to depict varying quality of

sensing participants’ data contributions

The rest of the paper is organized as follows: Section 2 illustrates a motivational
scenario. Section 3 discusses our trust evaluation system. Section 4 describes
the data set, provided by Dublin Bus that we use in our experiments. Section 5
presents the experiments to evaluate our approach. Section 6 compares existing
works and our approach. Section 7 summarizes this work and discusses future
directions.

2 Motivational Scenario: BusWatch

Figure 1 shows a participatory sensing based bus arrival time perdition system -
BusWatch. In this system, the Data Manager collects and manages bus sighting
reports from BusWatch users. The Bus Time Predictor uses the bus sighting
reports with already trained and tested machine learning algorithms to predict
bus arrival time. When a BusWatch user makes a bus arrival time query, the
Data Manager selects and provides bus sighting reports to the Bus Time Pre-
dictor to predict bus arrival time for that specific user. Before leaving the office
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Query bus arrival time
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Fig. 1. Participatory sensing based bus arrival time prediction system-BusWatch

this evening Bob uses BusWatch to check the bus arrival time on his usual bus
stop. The Data Manager selects the bus sighting reports and the Bus Time
Predictor uses these reports to predict the bus arrival time and conveys it to
Bob. Bob leaves office in time to catch the bus and reaches the bus stop before
the expected bus arrival time. However, he waits for the bus longer than ex-
pected, considering the BusWatch prediction. Once he boards the bus, the Trust
Manager requests Bob’s feedback about the BusWatch prediction. The Trust
Manager combines the BusWatch prediction with Bob’s feedback and correlates
it with participants’ bus sighting reports to find the quality score of each partic-
ipants’ data contribution and transform quality score to trust on corresponding
participants as the belief on their competence to contribute high quality data.
The Trust Manager keeps record of the scores for future transactions. The Data
Manager uses participants’ trust score to select trustworthy bus sighting reports
from available bus sighting reports. Evaluating, managing, and using the sensing
participants’ trust helps BusWatch to improve BusWatch prediction accuracy.

3 System Details

Trust is commonly defined as the belief in the competence of an entity to act
reliably to perform her functionality [5]. As the participatory sensing based ap-
plications expect from a sensing participant entity to collect high quality data
we define trust in a participatory sensing participant entity as the belief in the
competence of an entity to collect high quality data. The Trust Manager, as
shown in Figure 2, is a trust evaluation system that takes predictions, based
on the sensing participants’ data contributions and user feedback as its input
and evaluates trust on the sensing participants considering this definition. Error
Analyzer, Quality Evaluator, and Trust Evaluator are the main components of
the Trust Manager. In this section we describe these components.

3.1 Error Analyzer

The Error Analyzer takes predictions and user feedback as input and outputs
error analysis, consisting of prediction residuals and mean value of prediction
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Fig. 2. Trust evaluation system for participatory sensing - Trust Manager

residuals. The Error Analyzer computes prediction residuals as the difference
between the predictions, made on the basis of sensing participants’ data con-
tribution and real values, based on the user feedback. For example, if sensing
participant i contributes data xi, bus arrival time prediction system predicts bus
arrival time tpi on the basis of xi, and user gives his feedback about real bus
arrival time as t, prediction residual ri for user i is calculated as the difference
between predicted time and real time as follows.

ri = t− tpi

We further calculate mean value of error residual r̄ for n users as follows

r̄ =

{ ∑n
i=1 ri
n if n > 1

mean prediction residual during testing phase otherwise

The equation shows that if more than one sensing participants contribute data
to predict the bus arrival time, we calculate r̄ as the mean value of the prediction
residuals. Otherwise we take the mean value of the prediction residuals that we
calculate during the bus arrival time predictor testing phase as r̄. We discuss
more about the bus arrival time predictor testing phase in Section 5.1.

3.2 Quality Evaluator

Quality Evaluator takes error analysis report, consisting of prediction residual
for a specific sensing participant’s data contribution and mean value of prediction
residuals as the input of the function and outputs data quality indicator in the
range [0 .. 1]. Quality Evaluator uses the Gaussian membership function for that
purpose. Gaussian membership function is a real-valued function that depends
upon the distance of a point from origin, so that φ(x) = φ(|x|). It means that
quality indicator will only depend upon the absolute value of prediction residual.
Positive and negative prediction residuals having same absolute value will have
same quality indicator value. We set the origin of the curve as mean value of
the prediction residual. We use the following equation to transform prediction
residual to reputation measure.
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Q(r) =
e(r−r̄)2

2σ2

Where e is Euler’s number, approximately equal to 2.71828, r is the prediction
residual, and r̄ is man prediction residual. Mean prediction residual set the center
of the Gaussian curve as shown in Figure 3 that shows Gaussian membership
function curves mapping prediction error to quality indicator using different
mean prediction error values. Quality is maximum at the mean prediction error
and then it starts to decrease smoothly in both directions. We can also set
the width of curve with change in value of σ. These attributes of Gaussian
membership function make it very suitable to transfer prediction residual to
quality indicator value.

3.3 Trust Evaluator

Trust Evaluator combines the quality indicator value of the sensing partici-
pant’s data contribution derived by Quality Evaluator for current interaction
with sensing participant’s historical trust score based on her previous interac-
tions to evaluate sensing participants’ trustworthiness. If the sensing participant
is contributing data for the first time then her historical trust score will be 0
and Trust Evaluator only uses quality score to transform it to trust score. Trust
Evaluator uses the following equation to combine current quality indicator score
and historical trust scores.

Trust = αQ+ (1− α)T h
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(a) Nine days Dublin Bus data for route
25B used to train prediction algorithm
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(b) One day Dublin Bus data for route
25B used to test prediction algorithm

Fig. 5. DublinBus data for route 25B used for training and testing predictor

Where Q is the current quality indicator score, T h is the historical trust score,
and α decides the proportion of the current quality score and historical trust
scores in the trust value. A higher value of α means that trust depends more
upon the value of data quality indicator for last interaction, while a lower value
of α means that current value of trust depends more upon historical trust value.
Applications using participatory sensing data may choose the value of α depend-
ing upon their requirements for trust evaluation system.

Figure 4 shows trust evaluator function combines current quality indicator
score and historical trust value of a sensing participant with increase in num-
ber of iterations with different values of α. Sensing participants current quality
indicator score fluctuates as 1 for first ten interactions and 0.5 for next five inter-
actions. This cycle is repeated for three times. Different graphs show that how
smoothly trust is shifted with change in data quality indicator with different
values of α.

4 Data Description

We use Dublin Bus bus arrival time data at different bus stops on route 25B.
Dublin Bus uses a combination of Global Positioning System (GPS) and an
estimation system to track their buses in the city and records their arrival time
at different bus stops from the Dublin Bus control center. In our experiments,
we use ten days of data for all the bus journeys of route 25B between bus stops
College Street and Nassau Street. These bus stops are situated in the Dublin city
center and the bus travel time between them varies considerably depending on
the time of the day and the volume of traffic, as shown in Figure 5. We divide the
data in two parts. We use nine days of data, as shown in Figure 5a, to train the
bus arrival time prediction system and one day of data, as shown in Figure 5b,
to test the system and simulate sensing participants in our experiments.
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Fig. 6. Ten days Dublin Bus data showing the real bus arrival time and predicted bus
arrival time at bus stop Nassau Street against bus sighted times at bus stop College
Street for bus route 25B for predictor training and testing phase

5 Experiments and Evaluation

We evaluate our trust computation system on the basis of the motivational
scenario discussed in Section 2. For that purpose we developed a prototype par-
ticipatory sensing based bus arrival time prediction system. In our experiments,
we evaluate the quality of the sensing participants’ data contribution We fur-
ther compute the trustworthiness of the sensing participants by combining the
quality score of the sensing participants’ data contribution with their historical
trust score. We imitate different sensing behaviors of the sensing participants
over their multiple interactions with the bus arrival time prediction system. The
subsequent section discusses our experiments in detail.

5.1 Experiment 1: Bus Time Prediction and Error Analysis

The bus time predictor takes bus sighting reports at one stop as an input to the
system and predicts the bus arrival time at the other stop. We use a data set
provided by Dublin Bus. The dataset consists of bus sighting times at College
Street bus stop and bus arrival times at Nassau street bus stop. As shown in
Figure 5a, we use nine days of dataset to train the bus arrival time predictor. We
use a first degree linear regression model to fit the training data. Figure 6a shows
the fitting of the prediction model to training data. The prediction model has a
mean absolute prediction residual of 37.72 seconds during the training phase.

To test the prediction accuracy of the bus arrival time prediction system on
unseen data, we use one day Dublin Bus data, as shown in Figure 5b. Figure 6b
shows the predicted bus arrival times the Nassau Street bus stop. We have a
mean absolute prediction residual of 35.29 seconds during the testing phase.
Figure 7 also shows that most of the instances in the testing phase have a
prediction residual of less than half a minute. Considering the variability of bus
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traveling times during the different hours of the day, as shown in Figure 5, the
mean absolute prediction residual of about half minute proves that if we get
accurate bus sighting reports at one stop we can predict the bus arrival times at
subsequent stops with a high accuracy. We use this prototype implementation
of the participatory sensing based bus arrival time prediction system to evaluate
the trust evaluation system.

5.2 Experiment 2: Quality Evaluation

In this experiment we use the one day data designated for testing purpose, as
described in Section 4. We simulate sensing participants’ data contributions and
user feedback with the data. We use the bus arrival time at the College Street as
the sensing participants bus sighting reports and the bus arrival times at Nassau
Street as user feedback about the exact bus arrival time. Sensing participants
send the bus sighting reports at College Street to the bus arrival time prediction
system that predicts the bus arrival time at Nassau Street. User gives feedback
in terms of the exact bus arrival time. We calculate the prediction residuals
as the difference between bus arrival time predictions and the user feedback as
described in Section 3.1. Figure 7 shows the prediction residuals distribution.
Figure 9 shows the prediction residuals for each bus sighting report.

We further evaluate the quality score for each instance of a bus sighting report
as discussed in Section 3.2. We set the width of the function as 1.5 and its center
at 0 to fit the prediction residual distribution. We provide prediction residuals
as an input to the quality evaluation function to get a data quality score for each
interaction. Figure 8 shows the quality score distribution. Figure 10 shows the
quality score for each instance of bus sighting reports.

We observe that bus sighting reports number 5, 55, and 92 have prediction
residual of about −1.48 , 1.66, and −1.52 minutes respectively and corresponding
quality scores of about 0.61, 0.54, and 0.59, as evident from their values enclosed
in circles in Figure 9 and Figure 10 respectively. We find out that we almost have
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the same quality score independent of the sign of prediction residual. It means
that the quality evaluation function is independent of whether the predicted
time is before or after the real bus arrival time.

We further observe that the bus sighting reports number 22, 41, 13, 90, and 60
have prediction residuals of −1.08, 1.13, 0.54,−0.53, 0 and corresponding quality
scores of 0.77, 0.75, 0.93, 0.93, and 1, as evident from their values enclosed in
circles in Figure 9 and Figure 10 respectively. Looking at these values we validate
that the quality score for a single interaction is dependent on the absolute score
of the prediction residual. We also observe that the quality score increases with
decrease in the absolute value of the prediction residual and hence increase in the
quality of contribution. These facts establish that our quality evaluation function
evaluates quality score for a single interaction as the significance of contribution
from the sensing participants.

5.3 Experiment 3: Trust Evaluation

In this experiment we imitate different sensing behaviors of the sensing partici-
pants over multiple interactions by adding or subtracting an offset value to the
Dublin Bus data. For the first interaction, the system does not have any histor-
ical value of the trust score and hence bootstraps the trust score using the data
quality score as described in Section 3.3. For every subsequent interaction, we
combine its data quality score with the historical trust score of that participant.
Figure 11 shows data quality scores for every single interaction and evolved trust
scores with every subsequent interaction for six users.

Figure 11(a) shows a user that is very trustworthy and always contributes
high quality data as evident from the data quality score of each interaction
close to 1. We find that their trust score also evolves close to single interaction
score and stays there for subsequent interactions. Conversely, our second user
is a malecious user and always contributes low quality data as depicted by Fig-
ure 11(b). Consequently, the trust score also always stays at its minimum value.
Figure 11(c) shows a user that starts with contributing good quality and hence
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Fig. 11. Evolution of sensing participants trust score over multiple interactions

earned high trust score. However, afterwards the user started to contribute low
quality data. The evolution of the trust value also shows the same behavior.

Conversely, Figure 11(d) shows a user that starts by contributing low qual-
ity data while ending up contributing high quality data. Figure 11(e) and Fig-
ure 11(f) show careless users that alternatively contribute high and low quality
data for a few interactions and then change their behavior. In these illustra-
tions, we can observe that sensing participants’ trust scores evolve with respect
to a change in their sensing behavior. We can also observe that sensing par-
ticipants trust score successfully depict the quality of sensing participants data
contributions.

6 Related Work

Trust evaluation is the subject of research efforts in different computer science
domains, such as commercial and on-line applications [7], mobile adhoc networks
[4], and wireless communications [13]. In those domains, systems compute the
trust on an entity as the belief that the entity will act cooperatively and reliably
to accomplish a collective objective [5]. However, different domains may have
different objectives and hence different criteria to measure the cooperativeness
and reliability of an entity. In participatory sensing, we define cooperativeness
and reliability of an entity as the belief on the competence of the entity to collect
and contribute high quality data. In this section, we discuss existing approaches
that compute trust on the participants of sensing campaigns and compare them
with our approach.

Saroiu, et al. present their approach at preventing untrusted software and
malicious users interfering with sensor readings on a mobile phone[11]. In their
approach they sign each sensor reading with a private key specific to a mobile
device. They proposed using a trusted platform module for this purpose. How-
ever, participatory sensing participants may contribute their observations, such
as bus sighting reports, to collectively perform a task. Huang, et al. quantify the
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reputation of mobile phone sensors, such as a noise sensor, based on their coop-
erativeness to collect data [6]. They use a consensus-based technique to combine
different sensor readings, such as taking the average of all the sensor readings,
to find the cooperativeness of a specific sensor and map it to a reputation score.
Census-based technique may not be suitable in the case of sensors contributing
text data or a single available sensor. Their approach that concentrates only
on mobile phone sensors and does not consider human contributed data is not
suitable to participatory sensing scenarios.

Reddy, et al. presented a directed sensing campaign model to gather data
[10]. Although they emphasized that data timeliness, relevance, and quality are
significant for a participant’s trust computation, they only used sensing par-
ticipants likelihood to capture a sample to compute their reputation. Yang, et
al. discussed the potential of participatory sensing to realize different applica-
tions and proposed to use the sensing participants’ demographic information to
evaluate the trust on their contributed data [12]. As compared to these work
we evaluate trust on sensing participants as the belief on their competence to
collect and contribute high quality data.

Mashhadi, et al. propose to calculate trust on sensing participants using their
mobility pattern and the quality of their contribution history [9]. They proposed
to rate the contribution of a sensing participants by comparing it to the contribu-
tion of a trusted sensing participants or explicitly asking the sensing participants
to rate each others’ contributions. As compared to their proposed system, our
approach involves system user feedback to evaluate trust on sensing participants
and does not require a trusted sensing participants contributing data from the
same vicinity. Our system also keeps historical evidence the participants’ contri-
bution to imitate their behavior over large number of transactions.

7 Summary

Participatory sensing is an important tool to sense the cities and enable many
useful urban applications. Trust computed as the belief on the capabilities of
the sensing participants to collect and contribute high quality data may help
to dynamically identify and connect to the competent sensing participants and
collect high quality data. In this paper, we present trust computation system
to compute trust on the participatory sensing participants as the belief on their
competence to collect high quality data. Our experiments show that the trust
score computed by our system successfully depicts sensing participants’ capa-
bilities to collect and contribute high-quality data during their interaction with
the participatory sensing based application.

For future work we plan to investigate if the sensing participants’ context, such
as their location or current activity, demographics, such as age and education,
and experience of using data collection applications and smart phone devices
affect their capabilities to collect data. We plan to devise a model to correlate
different users’ data contributions to find their plausibility. We also plan to
evaluate our strategies with publicly available data sets.
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HealthyLife: An Activity Recognition System

with Smartphone Using Logic-Based Stream
Reasoning

Thang M. Do, Seng W. Loke, and Fei Liu
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Abstract. This paper introduces a prototype we named HealthyLife
which uses Answer set programming based Stream Reasoning (ASR)
in combination with Artificial Neural Network (ANN) to automatically
recognize users activities. HealthyLife aims to provide statistics about
user habits and provide suggestions and alerts to the user to help the
user maintain a healthy lifestyle. The advantages of HealthyLife over
other projects are: (i) no restriction on how to carry the phone (such as
in hand bag), (ii) detect complex activities and give recommendations,
(iii) deal well with ambiguity when recognizing situations, and (iv) no
additional devices are required.

Keywords: health promotion, Answer Set Programming, stream rea-
soning, sensors, smart phone, activity recognition.

1 Introduction

Using smartphones for health support and health-associated activity recognition
has been receiving much attention from researchers and end users. However, most
projects have one or more of the following limitations.

The first limitation is the way users carry a smartphone. To maintain accuracy,
most projects require users to carry their phones at a fixed position on their
bodies or carry additional equipment. The most flexible prototype requires the
phone was put in users’ pants pocket [1]. This position may not be practical for
many women who often keep their phone in their hand bag. The second issue is
the automation; some commercial products (e.g., sports tracker of Nokia [2]) can
provide useful statistics information about fitness activities but requires users to
manually label start, stop times and name the activity.

The third issue is the usefulness of provided information; many projects can
automatically detect only users’ “basic” activities like walking, standing and
running and do not use this information to give further useful suggestions, or in-
fer higher level complex activities. Also, once activities are recognized, reasoning
is needed to then provide the right suggestions to users.

To fill the above gaps, we are working on HealthyLife, a prototype system
which focuses on using available smartphone sensors to automatically recognize
user’s basic, and complex activities, and give useful health-related suggestions

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 188–199, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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and alerts. HealthyLife virtually requires no restriction on how users carry a
smartphone (users can put it in pants pockets, jacket pockets, belly belt, hand-
bag, shoulder bag, or backpack). We don’t require user to wear any additional
devices, and explore what is possible without such devices.

Our methodology is to use an ASR (Answer Set Programming based Stream
Reasoning) logic framework (first briefly introduced in [8], and will be extended
here) as the reasoning engine. ASR allows dealing with ambiguity in a logic-based
framework when reasoning about situations (or ambiguity reasoning (§3)), de-
composing complex activities into simpler ones, querying long-term data history
for inferring complex activities, as well as integration with different reasoning
techniques such as machine learning to process different types of sensor data
(e.g., accelerometer, sound, image, etc).

The rest of this paper is organized as follows: section 2 provides a brief review
of related work; section 3 introduces the concept of the ASR logic framework;
section 4 discusses the design and implementation of HealthyLife; section 5 eval-
uates the prototype; and section 6 concludes.

2 Related Work

In this section we review related work which focuses on using smartphone to
support users’ health, more compreihensive surveys can be found in [14,13].

The applications which were deployed commercially and obtained much at-
tention from users are the Nokia sports tracker. This application provide rich
statistics of users’ fitness information such as total running time, cycling time,
approximate energy burned, etc. However, users still have to manually label the
activity they are doing with start and stop times. Even with this limitation, the
number of users are very high across more than 200 countries [2]. This number
shows the huge market for this kind of application. Apple also has a similar
product name Run Keeper which keeps track of user workouts.

The project in [3] uses a special fitness equipment pedometer attached to the
user’s waistband to detect the number of steps of a user and transmit data to the
mobile phone wirelessly. The project in [4] requires users to wear a paper-sized
wearable sensing device on the waist for automatically detecting user activities.

In [5], a Nike+iPod kit was put in the shoes and an iPhone in a pants pocket.
This solution still has limitations as additional equipment is needed. Users in [6]
are required to wear many sensors at fixed positions on their body. The prototype
in [1] seems to be the most flexible in how users carry the phone but still requires
putting the mobile phone in the front pants pocket.

Projects surveyed above detect simple physical activities such as walking,
running, biking, lying down, or being stationary, and requires different levels of
restrictions in the way users carry the smart phone and may need additional
devices sometimes. Therefore, we see the necessity to have a prototype which
requires no additional equipment, no limitation in carrying the phone and auto-
matically recognize user activities (basic and complex).
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3 The ASR Reasoning Framework

This section briefly introduces the ASR Programming Framework1 which is pro-
posed for stream reasoning [7] tailored for activity recognition.

An ASR program is a 7-tuple: Π = (α, β, γ, δ, ε, ζ, η) where: α is a set of facts,
β is a set of predicates to query external resources, γ is a set of basic activity
models which may use weak constraints (discussed later), δ is a set of complex
activity models, ε is a set of functional reasoners (such as an ambiguity reasoner,
discussed later), ζ is a set of control commands (loop control, registration), and
η are other auxiliary rules, such as converting data and performing calculations.

Among them, α, γ, δ, η components are built from the ASR Core Language
which is based on Answer Set Programming (ASP [9]) theory and the dlv solver2.
Other components facilitate stream reasoning (or continuous reasoning). In the
rest of this section, we introduce our definition of basic and complex activity
models, and discuss our ambiguity reasoning feature.

Activity Complexity. A data predicate is one which holds sensor data values.
If a rule r defining an activity and its body B(r) contains only data predi-

cate(s) then predicates in the head H(r) represent basic activities.
If a rule r defining an activity and its body B(r) do not contain any data

predicate(s) (but contain predicates representing basic or complex activities),
then predicates in the head H(r) represent complex activities.

(For well-defined semantics, at the moment, ASR assumes that the program
Π has only basic and complex models of activities and doesn’t have any model
in which the body has a mixture of basic activities and data predicates.)

For example, we have a model defining two activities: “running while late”
and “running while early”:

1. accelerometer(3). time(17). % 17 is 5PM

2. running :- accelerometer(X),#int(X), X > 2.

3. runningWhileLate :- running, time(T), #int(T), T > 18.

4. early :- time(T), #int(T), T < 8.

5. runningWhileEarly :- running, early.

In this program, accelerometer and time are data predicates as they hold
sensor data values (line 1). running and early are basic activities3 as there
are only data predicates in the rules’ body (lines 2 and 4). runningWhileEarly
is a complex activity as there is no data predicate in the rule body (line 5);
runningWhileLate have both a basic activity and data predicates in the body
(line 3) - which we call “middle complex” and will be considered further in future
work, but middle complex rules can be easily avoided by having a rule called
late as a basic activity.

1 ASR language was proposed by us in another paper which is under review process.
2 http://www.dlvsystem.com/dlvsystem/index.php/Home
3 We can think of being “early” as a situation rather than an activity, as we have in
mind the condition of the user getting there early.

http://www.dlvsystem.com/dlvsystem/index.php/Home
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Ambiguity Reasoning in ASR. Sensor data for activity recognition is nor-
mally ambiguous. Two activities (such as staying still and sitting on train) can
have similar sensor data patterns. Ambiguity reasoning is applying a process (as
below) in trying to find out the right activity in this situation.

Using normal rules and (strong) constraints (conditions which are not allowed
to happend) gives only the right answer which is 100 percent true, according to
the knowledge base of a logic program. However, using weak constraints (con-
ditions which can happend with a violation cost), besides the the right answer,
we keep potential answers (called the best models) with their violation degrees
(or costs). The right answer will have violation cost = 0.

Each weak constraint has a weight which is defined based on how important
the constraint is. In general, the more important a weak constraint is the more
weight it has. The violation cost of a best model is the sum of the weight of all
weak constraints which the best model violates.

ASR ambiguity reasoning observes sequences of the best models over a period
of time to discover which activity seems to be the most likely answer.

For example, a program (dlv syntax) uses weak constraints (marked with
“:~”, [1:1] is [violation cost:priority level]) to recognize activities based on ac-
celerometer data and GPS-acquired speeds as follows:

1. running :- acce(A), A >= 13.

2. walking :- acce(A), A < 13, A > 10.

3. :~ running, speed(S), S <= 2. [1:1] % 2m/s

4. :~ walking, speed(S), S > 2. [1:1]

5. talk :- noise(N), N >= 3.

6. quiet :- noise(N), N < 3.

This program processes a data window of sensor data (say, from t1 to t4) and
gives best models with costs as follows:

t1: A=13, S=3, N=3 -> Best model: {running, talking}, cost: 0

t2: A=12, S=2, N=4 -> Best model: {walking, talking}, cost: 1

t3: A=10, S=2, N=3 -> Best model: {walking, talking}, cost: 1

t4: A=11, S=2, N=2 -> Best model: {walking, quiet}, cost: 1

Among activities in this window, we see that running and walking (also talk and
quiet) can not happen at the same time (we say they are in a mutually exclusive
relationship) and we have to choose which activity is the more likely. The first
result is running with zero violation but all the others are walking with “small”
violation. This may imply that the real activity (over the period from t1 to t4)
can be walking.

We use a weight function to calculate how “right” a best model is in compar-
ison to all others. In other words, the bigger cost the less value weight function
has. For example, a weight function fw can be defined as: fw = (MinTop−Cost),
where MinTop is the smallest number which is greater than any cost that may
appear in a program Π . in the example above, we can set MinTop = 3 and
fw1 = 3−0 = 3, and fw2 = 3−1 = 2 and so on, where fwi is the weight function
value of best model at time ti.
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The violation cost and weight function value (or weight) of a best model is
also the cost and weight of each activity in that model. In the above example,
the violation cost of the best model at time t1 is 0 and the weight is 3, and so,
each activity running and talking in that model has cost 0 and a weight of 3.

We then use a membership function to estimate which activity has the best
chance of being the right answer. For a given activity, the membership function
fm calculates the division of (i) the sum of the weights of the activity in every
best model, and (ii) the sum of the weights of all activities in every best model.
The activity having the highest membership value is chosen as the answer. For
example, fm(running) = 3/(3 + 2 + 2 + 2) = 0.33, fm(walking) = (2 + 2 +
2)/(3 + 2 + 2 + 2) = 0.67. So walking is the more likely activity over the time
period from t1 to t4. In similar way, talking is the more likely over quiet.

4 HealthyLife: Design and Implementation

HealthyLife automatically detect users’ daily activities for recording, making
statistics and providing useful suggestions. HealthyLife aims to support office
workers who normally work indoors and need to keep their life balance between
being stationary and physically active, between working and relaxing, between
spending time indoors and outdoors, and between being isolated and social.

Design. The architecture of HealthyLife is illustrated in Figure 1 and has four
main components: (i) Client, which is installed on users’ mobile phones, (ii) Web
Server, which manages data transmission between the mobile phone and server,
(iii) Data stream Manager System (DSMS), which stores and manages collected
data, and (iv) Reasoning Server, which performs logical inference.

Fig. 1. Components Diagram
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(i) Client: collects 3D accelerometer data, GPS data and performs pre-
processing to reduce the amount of data transmitted to the server over the
mobile network (and wifi in the next version). The pre-processor is a trained
Artificial Neural Network (ANN) to recognize basic activities such as walking,
running, driving, and staying still (when the phone is stationary).

(ii) WebServer: has a servlet for receiving data from the client and does reverse
geocoding with the Google API to find out the place and address where the user
is. After that, all the data is passed to the DSMS.

(iii) DSMS: stores data coming from the client through the WebServer and
prepares data as requested by the reasoner. DSMS also stores streams of results
from the reasoner.

(iv) Stream Reasoner: is an ASR program (§3) which has four main compo-
nents as follows:

– Data Querier β: gathers four possible basic activities detected by the pre-
processor and the GPS data from the DSMS stored in the form of data
predicates.

– Primary Reasoner γ: uses basic activity models and weak constraints to
detect all basic activities with violation cost, if any.

– Ambiguous Reasoners ε: perform ambiguity reasoning (§3) to choose the
most likely user activity, periodically, over predefined periods.

– Secondary Reasoner δ: uses detected basic activities with other data (GPS
at the moment) to recognize complex activities which normally happen over
a longer period of time such as “user is wondering around”. The secondary
reasoner also gives predictions and suggestions to the user such as “user
needs to exercise”.

At the moment, since there is no standard ontology for activities, the deci-
sion regarding which activities are basic and which are complex is application-
dependent. Also, in the set of rules used in the reasoner, we leave up to the
modeller to recognize which predicates are to model basic activities and which
are to model complex activities, and which predicates do not define activities.

Another component of the HealthyLife is the user terminal which users use to
review their lifestyle with a web browser. The user terminal can be a desktop,
laptop, tablet, or the smartphone itself.

Ambiguity Reasoning. We implement ambiguity reasoning in a Java package
named reasoner with main parameters as follows:
|W | = 5 (basic activities window size), and window slide is 2, this mean we
observe five consecutive best models and repeat ambiguity reasoning after having
every two new best models. fw = |W |−C is the weight function, where C is the
violation cost,
fm is the membership function, mentioned earlier, and more generally, it is:

fm(a) =

∑
P∈g(a)

P

∑
(q,r)∈F

(q ∗ r)
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Where: BM t′ = ({at′i |1 ≤ i ≤ kt′}, f t′
w ) = (At′ , f t′

w ) is the best model at
time t′, a is an activity, BM = {({ati|1 ≤ i ≤ kt}, f t

w)|1 ≤ t ≤ |W |},
F = {(f t

w, |At|)|BM t = (At, f t
w), 1 ≤ t ≤ |W |}, g(a) = {f t

w|a ∈ At, BM t =
(At, f t

w), 1 ≤ t ≤ |W |}.

ANN. Because developing an ANN network is not a research goal of this paper,
we used sample structure in Encog4 as follows.

Input data: The features extracted from 3D accelerometer data is the mag-
nitude A [10] of the force vector of three values according to three directions
acceX, acceY, and acceZ: A =

√
acceX2 + acceY 2 + acceZ2. For every window

of five A, we calculate Min(A) and Max(A)−Min(A) to feed into the ANN.
ANN structure: The ANN we use has four layers which are input, output

and two hidden layers. The input layer has two inputs: Min(A) and Max(A)−
Min(A). The output layer has two bits which encode four activities: 00 - walking,
01 - running, 10 - driving, 11 - staying still. Each hidden layer has seven neurons.
The activation function for hidden and output layers is the TANH, and the input
layer is the Linear function.

Implementation. We developed the Client on a Samsung Galaxy S2 running
Android 2.3 and the Client Repository for buffering transmitted data is SQLite.
We use a HTTP client for Android to communicate with the WebServer. The
database server is MySQL 5.1 DBMS. The reasoner uses the ASR logic frame-
work. WebServer is the Apache Tomcat 7 and the reasoning server, WebServer,
and Database Server are installed in Ubuntu 11.10 running as a guest OS in Vir-
tual Box 4.1.6 (as software compatibility and quick experiment) on a Windows
7 x64 Desktop PC with Quad CPU Q9550 2.83 GHz and 4GB RAM.

5 Experimentation and Evaluation

In this section we describe how HealthyLife was used, and activities detected,
and discuss the accuracy, system performance and the feasibility of the proto-
type. After being started, the Client component runs on the user’s mobile phone
silently and doesn’t have obvious side effects on the usage of the phone. Every
time the user wants to check their lifestyle activities inferred they just need to
use any device having a web browser to view statistics (figure 2) and suggestions
about their life style (though it is quite feasible to give suggestions and alerts
on the users’ mobile phone automatically).

Data Set and Training Data. Data from the 3D accelerometer, in the mobile
phone, was taken at the sampling rate of 5Hz (this rate was chosen based on work
in [11,12]), and GPS data is refreshed at the rate of 0.2Hz. Data for training and
evaluating system was taken from 8 users with age from 6 to 67 (the app aims at
office workers but we still use a variety of users’ age, gender, and job to check the
precision and generality of our approach), and the phone was carried in different

4 http://www.heatonresearch.com/encog

http://www.heatonresearch.com/encog
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Fig. 2. Statistics information, x-axis is activities, y-axis is time in minutes

ways such as in tight/loose pants pocket, jacket high/low pocket, hand-held
bag, and shoulder bag. When the data was collected, each user was encouraged
to do different activities in different styles like walk with/without shoes, run
slowly/quickly, run with high/low steps. We have 4 long-term users who used
the prototype for 1 to 3 weeks and others used it for 20 minutes. Data collected
from each user is marked with a unique id and we call them original data. For
long term analysis where only short term data was available, the original data
from all users were combined to create new data which simulates virtual long-
term users. We used both original and simulated data to evaluate our prototype.
When data was collected, users were required to take note in their diaries for
labelling the data sets.

We selected, as ANN training data, a set of 6,850 “typical” accelerometer
data samples which was collected when users continuously performed four basic
activities walking, running, driving and putting the phone still on a table. The
accelerometer data are packed in windows of size 5 samples to be fed into the
trained ANN. The output of the ANN, which is recognized basic activities, is
further processed by a window sliding technique with a size of 7 and slides of
step size 5. The activity which appears most often in the window will be the final
result of the recognition phase using the ANN. This process has a recognition
rate of 0.2 Hz and was used in [15]. These window sizes are chosen based on
the assumption that: A user is said to perform a basic activity if it lasts for
more than 5 seconds; this time hurdle can vary with specific applications. We
also define the Activity time is the sampling time of the last sample of the data
window used for activity recognition.

In practice, our prototype can transmit all this data through a mobile network.
But because mobile phone signals may drop at some times, in some areas, and
optimizing transmission is not our goal here, to evaluate our prototype we store
data in files and stream them to our system for reasoning. In next version, we
will use compressed data such as in the approach in [15].

Recognized Activities and Accuracy. Basically, the human daily activities
which can be detected by using a single accelerometer are: walking, running,
driving (or in transportation), and staying still; so, we call them basic activities.
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HealthyLife detects these basic activities and combine these with GPS data to
infer the users’ place (where users are) and to infer complex activities. To eval-
uate the accuracy, we compare the activities detected by HealthyLife with the
diary which user noted manually. Then for each activity, we divide the total time
HealthyLife detects correctly over the total time the real activities happen.

Basic Activities. Because one of the major design feature is to let users be
free in the way they carry their phone, this is a source of ambiguity in activity
recognition. For example, we say the user is softwalking when the user walks
barefoot or puts the phone in their suitcase or handbag. Figure 3 shows that
softwalking and driving have very similar sensor data patterns. To deal with this
ambiguity, we combine accelerometer data and GPS data via weak constraints
as follows and use ambiguity reasoning as implemented in section 4.

Fig. 3. Accelerometer patterns, x-axis is time, y-axis is A: force vector magnitude

:~ basicActivity(ActName), gps(GpsAccuracy, GpsSpeed),

ActName = driving, GpsSpeed <= 2. [4:1]

:~ basicActivity(underCover), basicAct(driving). [4:1]

:~ basicActivity(stayingStill), gps(GpsAccuracy, GpsSpeed),

#int(GpsSpeed), GpsSpeed > 1. [4:1]

In this code fragment, underCover means the user is staying indoor, or sur-
rounded by high trees or buildings. [4 : 1] is the [violation cost : priority level]
of the weak constraints which shouldn’t happend.

The result of recognition without ambiguity reasoning is shown in tables 1,
with ambiguity reasoning in table 2. Table 1 shows that, without ambiguity rea-
soning, when user was (soft) walking Healthy Life tends to recognize that user
was driving. This is understandable as shown in figure 3. With ambiguity rea-
soning, the accuracy increased significantly from 
 50% to 
 73% for detecting
(soft) walking. These two tables also show that ambiguity reasoning doesn’t ef-
fect the accuracy of detecting activities which are not ambiguous (or don’t have
similar sensor data pattern) such as running and staying still.

Users’ Current Place and Complex Activities. We detect users’ location (their
current place) and then combine that with detected basic activities to infer
complex activities. To detect user’s place (in a meaningful way as opposed to
numerical coordinates), we use the Google API to find places (or Points of Inter-
est) around the user and compare their addresses with the closest address from
the user’s position. The place which has a matching address is where the user is.
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Table 1. Result without ambigu-
ity reasoning

Recognized
walk run drive stay

still

walk 50% 0% 50% 0%

a
l

run 3% 97% 0% 0%

tu drive 23% 0% 70% 7%

A
c

stay 0% 0% 0% 100%
still

Table 2. Result with ambiguity
reasoning

Recognized
walk run drive stay

still

walk 73% 0% 27% 0%

a
l

run 2% 98% 0% 0%

tu drive 7% 0% 88% 5%

A
c

stay 0% 0% 0% 100%
still

We use GPS data with a precision of ≤ 30m for detecting user places; a detected
precision of > 30 implies that user is undercover like indoors or surrounded by
tall buildings. A set of places which can be detected in HealthyLife is found in
table 3. With big places (park, shopping mall) or well defined places (home, of-
fice), Healthy Life can recognize with high accuracy. For small area (bank, gym),
the accuracy reduce quickly as there may be many other small places around.
Note that with such knowledge, one can estimate how often the user goes to the
gym as health related information, and also, when the user is at the gym, how
active s/he was over that time s/he was there. We asked users to provide the
address of their home and office to detect when the user is at home and at work
and we realized the ability to detect these addresses automatically. The rules to
detect user places have form as follows:

userAt(Place) :- closestAddress(Adress1,UserPosition),

place(Place, Address1), Address1 = Address2.

userAt(underCover,Time) :- gpsData(accuracy,Time), accuracy > 30.

Table 3. Detected User Places

Places Accuracy

User at Home 100%

User at Work 100%

User at Gym 67%

User at Shop- 90%
ping mall 90%

User at Park 100%

User at bank 51%

Table 4. Complex Activities & User Preference

Complex Activities Users Preference
User active at work Like stay indoor
User working late Like stay at home
User working hard Like shopping
User may be tired Like nature
Need more workout Like fitness
At risky activity Driving much
Running at park Seems to be fit

We can predict users’ status based on a previous week’s data and users’ prefer-
ences (indicated in table 4) with rules of the form:

userWorkingHard :- userAtWork(Hours),avgWorkHours(AH),Hours > AH + 5.

userMayBeTired :- avgWorkHours(AH),userAtWork(Hours),Hours > AH + 10.

userWorkingLate :- userAtPlace(office,T),#int(T),lateWorkTime(T).

lateWorkTime(T) :- time(T), #int(T), T > 17. % 5pm.

runningAtPark :- userAtPlace(park), basicAct(running).
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Transmission Feasibility. Optimizing bandwidth utilization was not our goal,
but we examined the feasibility (not to compare with other algorithms) of trans-
mitting HealthyLife data from the users’ smart phone to our server. Every data
record includes 2 characters of basic activity code, 10 of time stamp, 19x2 of
latitude and longitude, 4 for accuracy, 3 for speed, 10 for GPS time, and 6
separators. To sum up, we need 73 characters/bytes to represent a data record.

If the system runs 24/7 at the data rate of 0.2Hz (one data record every 5
seconds) , everyday, HealthyLife needs to transmit 73 bytes x 0.2 Hz x 86,400
s/day = 1.2 MB/day or about 36 MB/month. Transmitting this amount of
data is possible for a mobile phone network in Australia. For example, a $29
VirginMobile package has a quota of 250MB/month. If this amount of data
becomes an issue, we could use the algorithm in [15] to optimize the transmission.

System Speed. After getting data from the user’s smart phone (with the rate
0.2 Hz), our single ASR reasoner, as noted in 4, have a reasoning speed of 1Hz
and so can service 5 users at the same time (this is easily scaled by having more
reasoners and more machines).

Potential Applications. HealthyLife has potential for many applications for
single users and groups of users - to infer group or collective activities from single
users’ activities. Single users can have statistics about their fitness status and
daily activities automatically to organize their time and lifestyle better. This
prototype also has the ability to connect to other smart systems such as smart
house, smart office or a social network. If more users share their data (without
any id information), people can become aware of community events (e.g., a
community marathon) and friends’ activities. For example, a user who wants to
find a quiet area can avoid the park where there is a public event. HealthyLife can
provides statistics data for health promotion bodies, a city council and businesses
to service citizens and customers better. For example, local governments can
invest more on sports infrastructure if there are more people doing exercise.
More generally, companies can send advertisement messages to users, if allowed
to, when users are stationary (say in a bus or train) where they are more likely
to give attention.

6 Conclusion

HealthyLife differs from other work by automatically detecting users’ basic and
complex activities and also does ambiguity reasoning. We combine accelerometer
data, GPS data (reverse geocoded into meaningful places) and weak constraints
to perform ambiguity reasoning, and showed how this can improve real-life ac-
tivity recognition performance. Besides detecting basic activities, HealthyLife is
able to detect complex activities, which can be tracked for statistics for health-
related purposes and rules can be used to map inferred activities and activity
histories to suggestions for users, all within a logic-based rule framework.
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Abstract. Nowadays, social activities in the real world (e.g., meetings, 
discussions, parties) are more and more popular and important to human life. 
As the number of contacts increases, the implicit social graph becomes 
increasingly complex, leading to a high cost on social activity organization and 
activity group formation. In order to promote the interaction among people and 
improve the efficiency of social activity organization, we propose a mobile 
social activity support system called GroupMe, which facilitates the activity 
group initiation based on mobile sensing and social graph mining. In GroupMe, 
user activities are automatically sensed and logged in the social activity logging 
(ACL) repository. By analyzing the historical ACL data through a series of 
group mining (group extraction, group abstraction) algorithms, we obtain 
implicit logical contact groups. We then use the sensed contexts and the 
computed user affinity to her logical groups to suggest highly relevant groups in 
social activity initiation. The experimental results verify the effectiveness of the 
proposed approach. 

Keywords: Social graph mining, context-awareness, group formation and 
recommendation, mobile sensing, social activity organization. 

1 Introduction 

Forging social connections with others is the core of what makes us human. In 
modern life, people participate in various social activities each day. Depending on the 
distinct nature of a social activity, different crowds of people are involved. In this 
paper, we define the people participated in a social activity a group or a clique. For 
example, groups in a university can be project teams, dining partners, co-players, etc. 
The reason for the formation of distinct groups for different activities is that people 
tend to be with a similar group of people to participate in certain activities. Selecting 
members to form groups has thus become a significant step to organize social 
activities. This paper present our efforts for group formation in social activity 
organization, leveraging advanced mobile sensing and data mining techniques.  

The design of a tool to facilitate social group formation is non-trivial. The first 
challenge is how to accurately model and efficiently manage human groups. For 
example, people usually participate in multiple groups with different roles, group size, 
and involved members. We use social graph to characterize the structure of a social 
activity participation network, which often consists of a set of overlapping and nested 
groups. For instance, A can be involved in both a sport team and a project team, the 



 Supporting Group Formation with Mobile Sensing and Social Graph Mining 201 

 

two relevant groups are thus overlapping); A has lunch with B, C, D one day and with 
B, C another day, the two activity groups are nested. This observation has prompted 
many social communication tools (e.g., Gmail Contact, friend manager in Facebook) 
that allow users to group their contacts. However, as investigated in previous studies 
[1, 2], group creation is time-consuming and tedious, and users of social 
communication tools rarely manually group their contacts. Furthermore, human 
relationships often evolve and groups change dynamically (e.g., having one member 
joined or removed). The creation of static social groups can thus quickly become 
stale. Supposing that implicit groups of a user can be extracted, the second challenge 
becomes how to recommend highly relevant groups to the user when an activity is 
initiated. It is affected by several factors, such as in-situ contexts (e.g., where the 
organizer locates, who is together with), adhesion of each group to the user, etc. 

To lesson user effort on social activity organization and group management, it is 
beneficial to provide an intelligent application that can automatic category human 
groups and recommend relevant groups for a specific activity at hand (e.g., in terms of 
contexts). There have been recently several studies devoted to this (refer to Section 2 
for details) [2, 3], which cluster and suggest contacts by virtue of analyzing historical 
interaction data among people. However, these systems are mainly focused on contact 
grouping and recommendation in online communities (e.g., emails, Facebook; 
typically used for formal or long-distance communication), they do not represent 
social activities in the real world, which are often formed in ad hoc, face-to-face 
manners. Comparing with online interactions, real-world interactions are more 
difficult to capture and record. For instance, there basically lacks a preexisting 
infrastructure (online interaction data can be maintained in mail servers or social web 
servers) for physical activity logging and mining. Furthermore, activity organization 
in the real world is often impacted by various social/personal contexts, which should 
be additionally considered when designing group recommendation algorithms. 

To address the above issues, we have developed GroupMe, a group formation and 
recommendation tool that aims to facilitate social activity organization in the real 
world. Different from previous work that mainly works in online environments, we 
exploit sensor-enhanced mobile phones to capture human interactions and assist 
group formation in real world settings. Specifically, our contributions include: 

 A social activity logging model, which depicts the major elements for real-world 
activities. We have also proposed the social graph, to characterize the social 
activity participation network at multiple granularities, e.g., raw/logical groups.  

 A novel algorithm for automatic group extraction and abstraction from large-
scale mobile sensing data, coupled with a user interface that can suggest contact 
groups, given the context of the user (e.g., user location, nearby people) and the 
estimated user affinity to the group. 

 An evaluation of the quality and accuracy of our system. Results suggest that our 
algorithm models users’ social activities sufficiently well, and can suggest 
contacts with high precision and recall. 

The rest of this paper proceeds as follows: we first survey related work in Section 2; 
followed by the system architecture in Section 3; the activity logging and group models 
are described in Section 4; in Section 5, we present the core algorithms for group 
formation and recommendation; the prototype implementation and an evaluation of our 
system are described in Section 6; finally, we conclude the paper in Section 7. 
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2 Related Work 

There are two closely related research areas of our work: social interaction 
enhancement and group formation and management. 

2.1 Social Interaction Enhancement 

Social interaction is important to human life and work. There have been numerous 
studies that aim to enhance human interaction and communication. One direction is to 
facilitate the management of the ever-increasing human contacts. For example, 
ContactMap provides an editable visualization of personal contacts, spatially 
organized and colored by group membership [4]. Our previous work, SCM (social 
contact manager) [5], is designed to automatically collect contact data and support 
efficient retrieval of human contacts based on associative cues. However, all these 
systems do not automatically group and suggest contacts, instead requiring manual 
layout and assignment of each contact.  

Another direction is to enhance face-to-face human interactions. There have been 
studies that aim to improve social connectivity in physical communities by leveraging 
the information detected by mobile devices that contact. Social Serendipity is one of 
such studies, in which matching interests among nearby people who do not know one 
another are indicated as a cue for informal, face-to-face interactions [6]. The 
SOCKER application we developed is another example, which can build ad-hoc 
communities of like-minded people [7]. Though these systems can enhance the 
interaction among people with similar interests, they do not support mining and 
recommendation of groups to users based on their interaction history. 

2.2 Group Formation and Management 

Group formation and management is crucial for social activity organization and 
interpersonal communication. Researchers from Google have proposed a friend-
suggestion algorithm, which can generate a recipient group when composing e-mails, 
given a small seed set of contacts [3]. MacLean et al. from Stanford University have 
developed a social group browser called SocialFlow [2], which can show social 
groups automatically mined from email data. These systems can extract social groups 
from online interactions and facilitate Web-based communication, but fail to address 
social activity initiation in real-world settings. 

There have been quite few studies that devote to group formation in the physical 
world. For example, Flocks [8] is a system that supports dynamic group creation 
based on user profiles and physical proximity (e.g., forming a group with nearby 
badminton-lovers). MobilisGroups [9] is a location-based group creation service, 
which allows the user to initiate a social event on the map and recruit the ones using 
temporal and spatial filters (i.e., who is nearby at a given period of time). Though 
facilitating group formation in real-world settings, they mainly aim to group people 
who are already nearby and share certain commons, while not supporting the 
recommendation of contacts who are not yet gathered but should be, in terms of 
historical situations and in-situ contexts. 
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3 System Architecture 

GroupMe aims to support social activity organization in the real world. There are two 
basic requirements: (1) how to mine implicit groups from human interaction history in 
the physical world; (2) how to recommend highly relevant contact groups in terms of 
context. We have designed a layered architecture to meet these requirements. 

 

Fig. 1. GroupMe system architecture 

The first layer is the mobile sensing layer, which consists of mobile phones 
enhanced by various sensors (e.g., Bluetooth, WiFi, GPS, accelerometers). Nowadays, 
mobile phones have become intimate “personal companions”, which makes it possible 
to monitor human daily behaviors. 

The second layer is the data processing layer, which involves two modules: 
context learning and social activity logging. The context learning module extracts in-
situ user contexts from raw sensed data. The social activity logging module, 
nevertheless, transforms raw data to social activity logs and inserts into the SAL 
repository, according to the social activity logging model presented in Section 4. 

In the third layer, the group computing algorithm layer, we have two components, 
social group mining and recommendation. The social group mining algorithm  
can extract and abstract logical groups from activity logging records. The 
recommendation algorithm can suggest highly relevant groups (mined from social 
group mining algorithm) to the user in terms of sensed contexts. 

The fourth layer is user interface, which provides intelligent group formation and 
activity organization service with little manual effort. 

4 Modeling Activity Organization and Group Formation 

As shown in other studies, maintaining an interaction repository is the basis for group 
mining and suggestion. Distinct from online communication systems, where the 
interaction history has been kept in Web servers, social interaction in the real world 
should be captured and logged via a new way. In this section, we first present our 
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definition of social activity; the social activity logging (SAL) model will then be 
presented; we finally describe the social graph and group model. 

4.1 Social Activity Logging Model 

Social activities can be held in physical, face-to-face or online/virtual manners. Here, 
we refer to traditional meeting-based social activities (MSA), which can be defined as 
a crowd of people that gather together at a preplanned time and place for a specific 
purpose. Each activity MSAi has its initiator, the initiation place, the activity venue, a 
group of activity members or participants. We use an example to illustrate it: One 
day, Bob is in the laboratory and he wants to invite some friends to have dinner 
together in the Golf restaurant. Here, Bob is the activity initiator; he initiates the 
activity in his laboratory; the activity venue is the Golf restaurant. 

 

Fig. 2. The SAL model 

According to the definition, we formulate the social activity logging (SAL) model, 
which describes how MSAs should be recorded in the data repository (we call it the 
SAL repository). It is illustrated in Fig. 2. The metadata are explained below. 

 Ai: Activity index. 
 Tag: Users may give one more tags for a activity, e.g., dinner, party, meeting. 
 Initiator: The initiator of a social activity. We define the person who send out 

the activity invitation message as the initiator.  
 Time: Activity initiation time.  
 I-Loc: It refers to the location where the organizer initiates the social activity. 

For instance, the dinning activity may be initiated by Bob in his laboratory. 
 A-Place: Place or venue of the social activity, e.g., the dinning activity may 

happen in the university restaurant. 
 MemList: A list of members who participate the social activity. As group 

activities, we have: [ ] 2Size MemList ≥  

Messaging and Logging. When an activity is initiazed, the initiator will send an 
invitation message (e.g., SMS) to a group of contacts. We category the message into 
two types: inSA and outSA . All the invitation messages will be kept in the 
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initiator’s outSA box, the received activity requests will be kept in the inSA box. For 

privacy, the I-Loc will be sent to empty to all the message receivers. People being 
invited (e.g., group members) can add new tags for incoming messages. All the 
logged messages ( inSA , outSA ) form the SAL repository. 

4.2 Social Graph and Group Modeling 

We use social graph to characterize the structure of a social activity participation 
network. Edges are formed by sending or receiving activity requests. We employ the 
egocentric network method used in [3], which considers a message sent from a user to a 
group of contacts as forming a single edge (a hyperedge). The edge is directed, 
represented as in and out edges (corresponding to inSA and outSA ). We call each hyperedge 

an explicit/raw group. Figure 3 gives an example of A’s social graph, where three raw 
groups are involved (e.g., G1 to G3). The directed edges are also illustrated in Fig. 3.  

As presented in the introduction, the social graph of a person often consists of a set 
of overlapping (e.g., group G1 and G3) and nested groups (e.g., group G1 and G2). 
Here we also give a formulation of the two types of groups, as shown in Eq. (1), (2). 

( 1, 2) ( 1 2 ) ( 1 2) ( 2 1)Overlap G G G G G G G Gφ= ≠ ∧ ⊄ ∧ ⊄
             

(1)

 ( 1, 2) ( 1 2) ( 2 1)Nested G G G G G G= ⊂ ∨ ⊂
                           

(2) 

 

Fig. 3. Group formation and abstraction 

People can participate in various social activities, and different social activities 
usually link different group instances. This will result in a large number of groups in 
the initial social graph. Different from the approach used in [3], which recommends 
groups based on the raw extracted groups. Our work introduces the group abstraction 
process, which can eliminate minor subsets of groups by merging highly nested or 
overlapping groups. For example, A has lunch with B, C and D each day, except for 
one day that D didn't come for some reason, this result in two different groups: {A, B, 
C, D} and {A, B, C}. In our approach, the two groups will be merged as the unique 
group: {A, B, C, D}. We call the groups after group abstraction implicit/logical groups. 
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5 Algorithms for Group Formation and Recommendation 

Having described the approach for group modeling, in this section we first present the 
group abstraction process (i.e., social graph mining, distilling logical groups from raw 
extracted groups); the algorithm that can measure users’ affinity to each logical group 
and support context-aware group recommendation will then be presented. 

5.1 Group Abstraction 

The group abstraction process is to merge highly nested/overlapping raw groups. We 
refer to the merging of nested groups as group subsumption and the merging of 
overlapping groups as group integration.  

(A) Group Subsumption 
Given two nested groups, G1 and G2 ( 1 2G G⊂ ). The two groups can be subsumed if 
they are highly nested. Here we refer to MacLean et al.’s information leak metric for 
group nesting evaluation [2]. The information leak value is determined by two factors: 
similarity of the two groups, and the ratio of the number of social activities held by 
each group (e.g., the number of records in SAL). We thus define a new parameter 
subrate, to measure if two groups can be subsumed. This is formulated in Eq. (3).  

2 1 ( 1)
( 1, 2) ,    1 2

2 ( 2)

G G num G
subtrate G G when G G

G num G

−
= × ⊂

               

(3) 

Where: Gi refers to the number of members of group Gi, and 
2 1

2

G G

G

−
 

characterizes the similarity of two groups; num(Gi) refers to the number of social 
activities held by Gi. Suppose G1= {A, B}, G2={A,B,C}, and there are 5 and 100 
records relevant to G1 and G2 in SAL, we 

have
3 2 5

( 1, 2) 1/ 60
3 100

subtrate G G
−= × = . If the value is below a predefined 

threshold (subThreshold), the two groups can be subsumed.  

(B) Group Integration 
The two overlapping groups can be integrated if they are very similar. To measure the 
similarity between two groups, we use the Jaccard metric which is often used for 
similarity measurement [10, 11]. A new parameter called intrate is defined, 
formulated in Eq. (4). The two groups can be integrated if their similarity exceeds a 
threshold (intThreshold).  

1 2
( 1, 2) ,    ( 1, 2)

1 2

G G
intrate G G when overlap G G

G G

∩
=

∪
                 

(4) 

5.2 Group Recommendation 

Having identified implicit groups, the next requirement is to recommend highly 
relevant groups to users in real-world settings. The recommendation is based on two 
major factors: the context of the user, and the affinity between the user and his groups. 
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The algorithm is thus designed by two major parts: context-aware group filtering and 
group affinity ranking. 

(A) Context-Aware Group Filtering 
One basic principle for group recommendation is to suggest relevant groups in terms 
of user needs with little human intervention. Various contexts that are obtained when 
users initialize activities are leveraged to filter irrelevant logical groups. 

 Time: we divide the initiation time into four logical period of times, namely 
morning (6:00-11:00), noon (11:00-13:00), afternoon (13:00-18:00), night 
(18:00-6:00). 

 Location: the location where the user initiates an activity (e.g., I-Loc). It can be 
obtained through in-phone GPS positioning or WiFi positioning. 

 WithWhom: nearby friends are often co-initiators or members of an activity. We 
use WithWhom (i) to represent that a number of i contacts are together with the 
initiator. This context can be obtained through the Bluetooth ID of user mobile 
phones, and a user will keep the Bluetooth ID of her friends in her contact book. 

 Tag: a tag given by the user often shows the type of an activity being organized. 

The rule for group filtering is performed in this way: for each context Ci obtained 
when organizing a new activity, if a logical group Gj does not have any historical 
record (as depicted in Section 4.1, each logical group corresponds to a set of historical 
records in SAL) that matches Ci, Gj is considered irrelevant and thus will be filtered. 

(B) Group Affinity Ranking 
Group affinity ranking is to calculate the tie strength between a user and her logical 
groups. There have been numerous studies on tie-strength evaluation in social 
networks [12, 13, 3]. Here, we employ the method used in [3], which is originally 
used for contact tie-strength measurement in email networks. The tie strength between 
two entities is computed based on their interaction history. Besides interaction 
frequency, two other factors are considered: 

 Recency. Human relationship is evolvable and dynamic over time. 
 User role. The social activities that the user initiates (i.e., as the initiator) are 

considered more important than those he or she is merely a participant. 

We define the affinity rank between user Ui and logical group Gj as affrank(Ui, Gj), 
which can be computed by Eq. (5) : 

( ) ( )

( ) ( )

1 1
( , ) ( ) ( )

2 2

now now

out in

d d Ai d d Ai

out in
Ai SA G Ai Gj Ai SA G Ai Gj

affRank Ui Gj ω ω
− −

∈ ∧ = ∈ ∧ =

= + 
    

(5) 

Where: outω and inω weight the user roles in social activities, the former one is bigger to 

represent the importance of initiator roles. We use empirically 1.5 and 1.0 in the 
current implementation. 

outSA and inSA follow the definition in Section 4.1, indicating initiated activity 

records and being invited activity records; ( )
out

Ai SA G Ai Gj∈ ∧ = means that the 

activity record Ai is from outSA and the corresponding group of Ai is Gj. 

dnow and d (Ai) refer to the current date and the initiation time of activity Ai. 
Given Ui, the implicit group with the highest rank will finally be recommended. 
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6 Implementation and Evaluation 

In this section, we first present a prototype implementation of GroupMe. The 
implementation of GroupMe is based on several key components, such as context-
aware recommendation and group abstraction. We will then evaluate the affects of 
these components to the performance of GroupMe. An initial user study was also 
conducted to validate the usability of our system. 

6.1 Prototype Implementation 

We have implemented GroupMe on the Android platform. The SQLite was used as 
the database for activity data storage. The interface for activity organization is shown 
in Fig. 4 (a). The location, initiation time, and WithWhom context can be sensed 
automatically; tags and activity venue can be added by users for activities. 
Recommended friends are also listed. When pressing the ‘SMS’ button, an SMS 
message will be sent out to the selected contacts (Fig. 4b). The contact management 
interface is shown in Fig. 4 (c), where user profile can be managed. 

  \ 
                 (a)                            (b)                         (c) 

Fig. 4. User interfaces: (a) activity organization, (b) invitation sending, and (c) contact 
management 

6.2 Data Collection 

As an intelligent system based on social interaction history mining, data collection 
becomes the basis for system performance evaluation. In the current stage, a 
combination of two methods can be used for data collection: mobile phone logging 
and online blogging. The prior method automatically logs user activities when they 
initialize them using the GroupMe software (installed in sensor-enhanced mobile 
phones). The latter one asks users to manually record their daily social activities in an 
online blogging webpage.  

Since it is not easy to equip a smart phone to each data contributor, the online 
blogging method was used chiefly in the data collection process. Twenty more 
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students from our lab were recruited to contribute data, the data collection activity 
lasted for about one month during April-May, 2012. Almost four hundred activity 
records were collected, among which the five most popular activities recorded are 
lunch (38.3%), lesson (16.8%), discussion (13.4%), sports (6.15%), meeting (5.6%). 
The two most popular initiation places are lab and student dormitory. We plan to 
collect more data using mobile phone logging in the next stage. 

6.3 Performance Evaluation 

(A) Evaluation Metric and Parameter Setting 
To validate the effectiveness of the recommendation algorithm, we employ two 
generic criteria － Precision and Recall. Precision is the ratio of the correct number 
of recommendations (RightRecNum) and the total number of recommendations 
(TotalRecNum). Recall is the ratio of RightRecNum and the number of people who are 
actually invited (ActMemberNum), i.e., the ground truth. The two criteria are 
formulated by Eq. (6) and (7). 

RightRecNum
precision

TotalRecNum
=                                 (6) 

RightRecNum
recall

ActMemberNum
=                                  (7) 

For instance, suppose A, B and C participate an activity, the recommendation result of 
GroupMe is A, B, D and E. Here, the RightRecNum, TotalRecNum, and 
ActMemberNum are 2, 4, and 3, respectively. The Precision of the recommendation is 
thus 50% and the Recall is 67%. In the experiments, we choose 300 SAL records as 
the training set, and 50 as the test set. The MemList in the test records are used as the 
ground truth, and the training set is used for computing recommendations. In the 
experiments, the subThreshold and intThreshold are set empirically to 0.2 and 0.3. 

Table 1. The effect of contexts 

Context Groups Precision Recall 
(Initiation) Time + I-Loc 58.2% 74.6% 

Time + I-Loc + Tag  71.2% 80.7% 
Time + I-Loc + WithWhom (1) 68.13% 94.7% 
Time + I-Loc + WithWhom (2) 81.01% 98.66% 

(B) The Effect of Contexts 
One of the major differences between GroupMe and other group tools is that our work 
is to provide group suggestion in pervasive, real-world settings. Many contexts 
obtained through mobile sensing are leveraged to filter irrelevant groups and improve 
recommendation performance. To evaluate the effects of different contexts to group 
suggestion, we have chosen four different groups of contexts, with Time and I-Loc as 
the basic group, and Tag, WithWhom(1), WithWhom(2) as additional elements in the 
other three context groups. The experiment results are listed in Table 1, which shows 
that more contexts can enhance recommendation performance, and the WithWhom 
context performs better than the Tag context. 
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(C) The Effect of Group Abstraction 
Group abstraction is another contribution to group formation and suggestion, which 
can eliminate noisy groups and merge relevant raw groups to logical units. We have 
conducted experiments to validate its effect to GroupMe, by comparing the Precision 
and Recall of the recommendation with and without group abstraction. Three contexts 
are used: time, I-Loc, and WithWhom (0, 1, 2). The experimental results are shown in 
Fig. 5, which indicates that group abstraction can better draw the social graph of a 
user and provide more effective support for activity organization. 

 

Fig. 5. The effect of group abstraction 

(D) User Study 
To understand the usability of our system, we have made a user study to compare the 
efficiency of activity organization in traditional flat contact lists and in GroupMe. Ten 
subjects who have contributed in the data collection process were recruited for this 
study. For each of them, we specified an “activity tag” (according to her activity 
records in the SAL repository), and asked the subject to invite the people who often 
participate this activity together with her. The flat contact list contains a list of  
100 people. For GroupMe, three contexts were used for contact recommendation: 
Time, I-Loc, and WithWhom(1). Once the subject specified the three contexts, the 
recommendations were given. The average time used for the two methods is 12s (for 
flat contact list) and 3s (for GroupMe), which illustrates that GroupMe can save much 
time on group formation. 

7 Conclusion 

We have presented our early efforts for social activity organization in real world 
settings. The activity logging and social graph model is proposed to characterize 
meeting-based social activities and complex, heterogeneous group structure in activity 
participation. A series of group computing algorithms are presented to extract logical 
groups from raw groups. To suggest highly relevant groups, the context and 
adhesiveness-aware algorithm are proposed. Experiments over the one-month activity 
logs collected from 20 more subjects show that, by using various contexts and the 
group abstraction process, the performance of group formation and suggestion can be 
improved. The user study indicates that our system greatly decreases the time cost on 
group formation than traditional ways. Social activities and human behaviors are 
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difficult to model due to its complex nature. For instance, people sometimes want to 
have activities with close friends, and sometimes they intend to make new friends. As 
for future work, we intend to extend the system to involve more group formation 
methods (e.g., not only mining existing groups, but suggesting new contacts to join). 
We will leverage the opportunistic contact nature [14] and social network structure 
(e.g., triadic closure [15]) theories to achieve this. 
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Abstract. The holy grail in indoor location technology is to achieve the
milestone of combining minimal cost with accuracy, for general consumer
applications. A low-cost system should be inexpensive both to install
and maintain, requiring only available consumer hardware to operate
and its accuracy should be room-level or better. To achieve this, cur-
rent systems require either extensive calibration or expensive hardware.
Moreover, very few systems built so far have addressed localization in
multi-story buildings. We explain a heuristics based indoor localization,
tracking and navigation system for multi-story buildings called Locus
that determines floor and location by using the locations of infrastruc-
ture points, and without the need for radio maps or calibration. It is
an inexpensive solution with minimum setup and maintenance expenses.
Initial experimental results in an indoor space spanning 175,000 square
feet, show that it can determine the floor with 99.97% accuracy and the
location with an average location error of 7m.

Keywords: Indoor location, Localization, Tracking, Navigation,
Context- and location-aware applications and services.

1 Introduction and Related Work

Location is increasingly important for mobile computing, providing the basis for
services such as navigation and location-aware advertising.Themost popular tech-
nology for localization is GPS, which provides worldwide coverage and accuracy
of a few meters depending upon satellite geometry and receiver hardware. Its ma-
jor shortcoming is that it is reliable only in outdoor and environments with direct
visibility to at least four GPS satellites. For indoor environments, alternative tech-
nologies are required. The holy grail in indoor location technology is to achieve the
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milestone of combining minimal cost with accuracy, for general consumer appli-
cations. A low-cost system should be inexpensive both to install and maintain,
requiring only available consumer hardware to operate and its accuracy should
be room-level or better. To achieve this level of accuracy, current systems require
either extensive calibration or expensive hardware. Most of them are based pri-
marily on either time or signal strength information. A third alternative, angle-of-
arrival information is useful in outdoor environments but is not generally helpful
indoors due to obstructions and reflections. Time-based systems require hardware
support for timestamping that is not available in consumer products.

The use of wireless received signal strength indicators or RSSI values for local-
ization of mobile devices is a popular technique due to the widespread availability
of wireless signals and the relatively low cost of implementation.(We use RSSI
and signal strength interchangeably in the paper). Its simplest version involves
the mobile device measuring the signal strengths of existing infrastructure points
such as Wi-Fi access points (APs) or mobile phone base stations and reporting
the origin of the strongest signal it can hear as its location. This technique may
be applied both to short range communications technologies such as RFID or
Bluetooth as well as longer range technologies such as Wi-Fi or mobile phones
but its performance is directly linked to the density of reference points. The pre-
cision of signal strength approaches is improved to meter-level by fingerprinting
techniques, such as those in RADAR [1] or Horus [10], that use pre-measured
fingerprinting radio maps. There are commercial solutions available as well such
as Ekahau [3] that achieves a high precision of 1 to 3 m but requires proprietary
hardware. However, a major drawback of fingerprinting is the cost of record-
ing the radio map; a large amount of human effort is required to record the
signal strength at each desired location using a receiver. Also, if the infrastruc-
ture or environment changes significantly, for instance the locations of APs are
changed, furniture is moved around, the number of people occupying the closed
space increases dramatically, or the test site is changed; the radio map must be
remeasured to maintain performance [2].

Systems that don’t use fingerprinting techniques often suffer from very low
precision. These include Active Campus [4], that uses an empirical propagation
model and hillclimbing algorithm to compute location with a location error of
about 10 meters, and a ratio based algorithm proposed by Li [5], which produces
median errors of roughly 20 feet (6.1 m) by predictively computing a map of
signal strength ratios. Lim et al [6] proposed an automated system for collection
of RSSI values between APs and between a client and an AP to determine the
client’s location with an error of 3m. They do not create a radio map but require
initial AP calibration and its modification for continuous data collection.

However, more important than the raw error in distance is the computation of
the correct floor in indoor multi-story environments. Even a most modest error
in altitude can result in an incorrect floor leading to a high location error as
determined by human walking distance. Identifying the exact floor is also more
difficult because there are multiple APs on each floor and a device can receive
signals from APs across floors. To address this, we explain a heuristics based
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indoor localization, tracking and navigation system for multi-story buildings -
Locus (Section 3), that determines a device’s floor and location by using the lo-
cations of infrastructure points but without the need of radio maps. As explained
in Section 5, it can enable indoor location based services and applications such
as a smartphone application that automatically downloads a map of a building
when a user enters it, tracks his approximate current position on a floor map,
and provides indoor navigation directions for destinations such as restrooms, of-
fices, or conference rooms. It is also essential for situations like search and rescue
operations where knowledge of the exact floor and location of a device/person
on that floor is crucial for timely assistance.

Our system is calibration-free and is an inexpensive solution suitable for local-
ization with minimum setup, deployment or maintenance expenses. By avoiding
the dependence on radio maps, it is readily deployable and robust to environ-
mental change. It relies on existing infrastructure and mobile device capabilities,
and requires no proprietary hardware to be installed. Initial experimental results
(Section 4) with commercial tablet devices in an indoor space spanning 175,000
square feet across multiple floors, show that our system can determine the floor
with 99.97% accuracy and the location with an average location error of 7m, and
with very low computational requirements. Though our system has a higher lo-
cation error as compared to fingerprinting techniques, we believe it still serves as
a competitive alternative particularly in scenarios where extensive fingerprinting
is not feasible or affordable or it is preferable to trade a little precision for saved
human effort. To the best of our knowledge, our system is the first calibration-
free system for floor as well as location determination in multi-story buildings.
Active Campus [4] has options for user adjustments to correct the computed
floor while in [5], the testbed is assumed to be on a single floor. Skyloc [8] uses
GSM based fingerprinting for floor determination only and determines it cor-
rectly in 73 % of the cases while FTrack [9] uses an accelerometer to capture
user motion data to determine floor but requires user input for initial floor.

2 Data and Experimental Setup

2.1 Signal Strength Data Gathering

The testbed for Locus is a four story academic office environment at the Univer-
sity of Maryland - the A.V. Williams Building. Figure 1 shows the floor maps
with the location of the APs and test points where the RSSI values were recorded.
The APs deployed in the building and used for Locus are of the Cisco AIR-
LAP1142N-A-K9 model that can run multiple virtual APs. They are mounted
on the ceiling and have an omnidirectional radiation pattern in the azimuth
plane. Most of the APs are located in corridors rather than within offices, but
are not at the same location on every floor. The indoor dimensions as of the four
floors are shown in Table 1, covering a total of 175,000 square feet of deployment
area. The number of APs for each floor are also shown.

The RSSI samples were taken in the corridors of each floor and a few accessible
rooms. Two sets of samples were taken, the first set contained 500 samples
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(a) Floor Map of the first floor (b) Floor Map of the second floor

(c) Floor Map of the third floor (d) Floor Map of the fourth floor

Fig. 1. Floor Maps

Table 1. Building Parameters

Floor Dimensions (ft.) Area (ft.2) Number of APs

1 354 x 62, 2 x 182 x 80 51068 15
2 354 x 62, 2 x 182 x 80 51068 19
3 354 x 62, 2 x 182 x 80 51068 20
4 354 x 62 21948 10

from 120 test points and the second set contained 300 samples from 90 test
points. Each sample contained the network name (SSID), MAC address, signal
strength and frequency for each AP heard and was recorded with the (x, y, floor)
coordinates for the test point.

2.2 Access Points Data

We have obtained a database of the 64 APs deployed in the A.V. Williams
building, that includes their MAC addresses, AP IDs (the room number of the
nearest room), and the floors and wings where they are installed. We have also
added the (x,y) coordinates for each AP to the database.
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3 Locus Floor and Location Determination System

3.1 Client Side Processing

The client application is an Android mobile application running on a tablet. The
application scans the environment for Wi-Fi access points using the standard
Android scan functionality. This data is then sent by the client to the Locus
Location Server in XML format. On the server, we then lookup the database for
every AP’s (x,y) coordinates and floor.

In our experimental environment, each AP runs several virtual APs. The
last hexadecimal digit for the base MAC address (for one physical AP) is 0,
for instance 00:25:84:86:96:20 while for each virtual AP, it is varied as [1,9],
for example 00:25:84:86:96:22, 00:25:84:86:96:24, etc. Some MAC addresses of
virtual APs were seen to repeat for 802.11a and 802.11b/g/n networks.

3.2 Locus Floor and Location Determination Algorithm

The Locus system determines the location in two phases: the floor determination
phase and the location determination phase for that floor.

Floor Determination. Locus uses four properties, of every sample of signal
strength data that it receives from the client, to determine the floor. The values
of the properties are basically floor number(s). The properties are :

1. maxNumFloors : Floors with maximum count of signals 1

2. maxSSFloor : Floor with maximum signal strength
3. maxAvgFloor : Floor with maximum average signal strength
4. maxVarFloor : Floor with maximum signal strength variance

These properties were selected based on the fact that AP signals are attenuated
when passing through ceilings and floors. As a result, a client is more likely to
hear signals from its current floor than other floors, and those signals are likely
to be stronger. Because of the same fact, both the average signal strength and
variance of signal strengths of APs from the same floor will be higher on average.
Signal strengths from a different floor will be weaker and hence their average
signal strength will be less. In addition, since a large number of APs from a
different floor are not heard, the signal strength variance is lower as well. There
are exceptions to these heuristic, particularly for the floors below and above the
true floor, but the combined use of the four properties yields the correct floor
with very high probability (> 99.9%), as we observed empirically.

A dataset of 500 samples was collected and pruned to remove all detected
signals weaker than a threshold value of -90dBm.2 This data was then used as a

1 We saw several cases where two floors had the same count of signals and have handled
this in our implementation.

2 We selected a threshold value of -90 dBm because we observed the sensitivity of the
android devices to be in the range of -20dBm to -95 dBm but all the signals less
than -90dBm were very weak and inconsistent.
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Table 2. Accuracy for individual properties and combination of properties

Combination/Property Precision Recall F-Score/Accuracy

maxNumFloors = maxSSFloor= maxAvgFloor = maxVarFloor 1.0 0.67 0.802

maxNumFloors = maxSSFloor= maxAvgFloor 0.97 0.79 0.87
maxNumFloors= maxAvgFloor = maxVarFloor 1.0 0.725 0.84
maxNumFloors = maxSSFloor= maxVarFloor 0.975 0.727 0.833
maxSSFloor= maxAvgFloor = maxVarFloor 1.0 0.672 0.80

maxNumFloors = maxSSFloor, maxVarFloor = maxAvgFloor 1.0 0.7 0.824
maxNumFloors = maxAvgFloor, maxVarFloor = maxSSFloor 0.997 0.690 0.816
maxNumFloors = maxVarFloor, maxSSFloor = maxAvgFloor 0.997 0.678 0.807

maxNumFloors = maxSSFloor 0.97 0.866 0.915
maxAvgFloor = maxVarFloor 0.92 0.889 0.905
maxSSFloor = maxAvgFloor 0.948 0.812 0.874

maxNumFloors = maxAvgFloor 1.0 0.76 0.86
maxNumFloors = maxVarFloor 0.925 0.81 0.86
maxSSFloor= maxVarFloor 0.945 0.737 0.828

maxNumFloors - - 0.907
maxAvgFloor - - 0.848
maxSSFloor - - 0.857
maxVarFloor - - 0.816

training input to a classification algorithm which produced a label floor, based
on heuristics derived from the four properties and their combinations, along with
an accuracy measure for each heuristic. The combinations included taking two,
three and all four properties together. The heuristics were:

1. If all four properties are equal, then the floor which matches all the four
properties is the label floor.

2. If three properties are equal, then the floor which matches the three equal
properties is the label floor.

3. If two properties are equal and the other two are not equal, then the floor
which matches the two equal properties is the label floor.

4. If pairs of properties are equal, then the pair with the higher F-Score (ex-
plained next) is the label floor.

The accuracy measure for a heuristic is its F-Score which is the harmonic mean
of precision and recall. Precision and recall are defined here as:

Precision p =

Number of test cases for a heuristic
where the label floor matched with the ground truth floor

Number of test cases that were valid for
a heuristic

Recall r =
Number of test cases that were valid for

a heuristic
Total number of test cases in the test dataset

F-Score f =
2 ∗ p ∗ r
p+ r
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Algorithm 1. Locus Floor and Location Determination Algorithm

Data: network name, mac address, and RSSI value for each AP heard
Result: client’s estimated location
remove all APs with signal strength less than threshold;
while not at end of data do

map mac to floor, x,y;
end
foreach floor do

compute num of signals, average SS, max SS, variance of SS
end
Check the combinations and individual properties in the order they are
mentioned in Table 2 to determine label floor;
compute weights for every AP on label floor based on signal strength;
location ←− weighted average of locations of n APs heard from labelFloor;

The accuracy measure for every individual property is

Accuracy a =

Number of test cases where ground truth floor
was equal to the individual property

Total number of test cases in the test dataset

Based on these accuracy measures (shown in Table 2), we established an or-
der for these heuristics in Locus Floor and Location Determination Algorithm
(Algorithm 1) to determine the label floor. Since the first heuristic involving a
combination of all four properties being equal encompasses all other combina-
tions, it is tested first. Similarly, the heuristics of three properties being equal
are tested next as they include the combinations of two of the properties being
equal within them, and so on.

Location Determination. Once the algorithm determines the label floor of the
client, it uses a simplified radio propagation model and determines the client’s
approximate location by normalizing the signal strength of each AP and taking a
weighted average of the location of the n strongest APs on the label floor, where
n is varied from 1 to the maximum number of APs heard from the label floor.3

The signal strength for each AP is essentially the average of the signal strength
of all the virtual APs running from it. The weights are calculated by converting
this averaged signal strength to power (mW) and normalizing it. This nullifies
the effect of location of APs that are far away and have weaker signal strengths,
as they will have a much lower weight as compared to APs that are closer and
have stronger signal strengths. Thus,

Power Pi = 10
signal strength of APi in dBm

10

Weight wi =
Pi∑n
i=1 Pi

3 When n =1, the location of the strongest AP is picked as the client’s location.
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Table 3. Average Location Error for n ∈ [1,7] (n = Number of strongest APs)

n Average Location Error
(in feet) (in m)

1 30.86 9.4
2 24.15 7.36
3 23.66 7.21
4 23.66 7.21
5 23.83 7.26
6 23.92 7.29
7 23.90 7.28

4 Evaluation

4.1 Test Dataset

A test dataset containing 300 samples readings generated by Locus was collected
using the methodology explained in Section 2.1.

4.2 Results

We evaluated our approach with respect to six performance measures: Floor
Accuracy, Location Error, Complexity, Scalability, Robustness and Cost.

1. Floor Accuracy: Since our test site is a multi-story building, we have consid-
ered floor accuracy to be a measure of the percentage of correct floor esti-
mations by Locus. We believe that it is an important performance measure
especially for practical environments such as multi-story buildings, offices,
hotels, or malls that have multiple APs on each floor. The floor accuracy of
our system is 99.97 %.

2. Location Error: Once the floor is determined, we determine the client’s lo-
cation by calculating a weighted average of the locations of the n strongest
APs being heard on that floor. Table 3 shows the average location error for
n ∈ [1, 7]. 4 As seen in the table, the average location error settles around
24 feet (7.3 m) with n ≥ 3. This implies that localization can be done by
Locus by using a minimum of 3 APs. The best average and median location
errors are 23.71 feet (7.2 m) and 20.43 feet (6.2 m) for n=3. Figure 2(a)
shows the CDF plots of location errors for n ∈ [1, 7] and Figures 2(b) and
2(c) show the PDF and histogram of the location errors for n= 3. 25 % of
the errors lie within 12 feet, 50 % within 20 feet and 75% within 30 feet.
Figure 2(d) shows a visualization of the locations of APs and the calculation
of the client’s location by Locus.

3. Complexity: Complexity can be measured in terms of software or hardware.
Since our approach requires no proprietary hardware and is based solely on

4 For n ≥ 7, the average location error did not change significantly.
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(b) Probability Density Function for n=3
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Fig. 2. Location Error

existing infrastructure, the hardware complexity is minimal. Also, the Locus
system runs on a central server that has ample processing capability and
power supply. The client side application is very lightweight and is restricted
only to scanning and detecting the APs being heard, and then sending this
information to the server.

4. Scalability: Scalability of a location system can be assessed in terms of Ge-
ographic scalability which means that the system will work even when area
or volume covered is increased and Density scalability which means that as
the number of units located per unit geographic area/space per time period,
wireless signal channels may become congested, and hence more calculations
or communication infrastructure may be required to perform localization.
Another measure of scalability is the dimensional space of the system. Lo-
cus can be used in multi-story and 3D spaces as shown by the experimental
studies. Since the density of APs is part of the infrastructure, we have tested
Locus on different floors of the same building where the density varies. Also,
the localization process in Locus is independent of the number of floors in
the building and hence, it can be used for any multi-story building.
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5. Robustness: Since Locus avoids any dependency on radio maps, it is robust
to changes in the environment such as the time of the day, number of people
in the closed space etc. Even if the positions of APs are changed, only the AP
database will have to be updated. The deployed system and its underlying
algorithm will remain unchanged unlike fingerprinting, where the radio map
has to be calculated afresh.

6. Cost: One of the biggest advantages of Locus is that it has zero cost for
deployment and maintenance as it relies solely on the existing infrastructure.
The time cost of setting up is also minimal as it only requires setting up
access to a database with the AP information.

5 Location-Aware Applications

5.1 Navigation

We presentMye-Nav, an indoor navigation tool that provides navigation instruc-
tions between rooms in a building. The application is being developed with the
core modules functional. Based on the floor and location information obtained
from Locus, the application displays the user’s current location on the appro-
priate floor map of the building, tiled over an ArcGIS ESRI map. He/she can
then select a particular point on the map to set the destination by a simple tap
gesture. It could be a room or a point in hallway. The application immediately
calculates a shortest path to the destination and reflects it on the map, as in
Figure 3(a) and figure 3(b).

For accomplishing this, we maintain floor plan of every floor of the building
divided into two segments - room segment and walkable segment. The room
segments are defined bounded areas that have some information associated
with them, such as room number, classroom/conference room/office room, oc-
cupant(s), phone number etc. The walkable segment area is where the user can
move in order to reach the destination point. Our algorithm starts with the
nearest point to the source in the walkable segment and tries to calculate suc-
cessive points in the walkable segments towards the nearest walkable point to
the destination point. We maintain a graph data structure associated with each
floor, with vertices defined with respect to corners, rooms and other prominent
landmarks in the hallways. The path is calculated in two phases - Long hops -
wherein a shortest path between the source and destination is calculated in the
graph. This path would be between two nodes, in the graph, that are at prox-
imate distance from the source and destination points respectively; and Short
hops - where the path is completed between the nearest graph nodes to the
actual source/destination points at the location coordinates level.

We have tested Mye-Nav on the fourth floor of our test site (A.V Williams
Building) successfully and intend to test it on the other floors and buildings.
The main challenge we face is unavailability of readily usable building floor
plans which makes the whole process tedious. We intend to discuss Mye-Nav
and the experiments associated with it in detail in a follow-up paper.
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(a) Mye-Nav application
screenshot

(b) Mye-Nav application
screenshot

(c) Caller location dis-
played on the dispatcher
console

Fig. 3. Screen shots of applications using Locus for indoor localization

5.2 Tracking

M-Urgency [7] is a public safety system that redefines how emergency calls are
made to a Public Safety Answering Point (PSAP) like the 911 system and is
designed to be context-aware of the situation in which it is used. M-Urgency
enables mobile users to stream live audio and video from their devices to local
PSAP along with the real time location. A precise information about the callers
location will be extremely helpful for the responders to get to the location of
emergency, avoiding confusions and delay. During a normal 911 call, the emer-
gency personnel are able to locate the building where the call originates from,
but often find it difficult to zero in on the actual floor and the location of the
caller on that floor. A system like Locus is essential here.

As an M-Urgency call is made to the police department, the caller application
makes a location request to the Locus. From the Wi-Fi information provided by
the caller application, Locus resolves the floor and the approximate location of
the caller with an error of few metres and makes it available to the dispatcher
as shown in figure 3(c). We intend to incorporate this feature in the next release
of the already deployed M-Urgency system at the UMD Police Department.

6 Conclusion and Future Directions

In this paper, we presented the Locus system and its underlying algorithm, for
floor and location determination in multi-story buildings, that are solely based
on heuristics derived from signal strengths. The system requires no calibration,
fingerprinting or proprietary hardware. It is a low-cost solution suitable for lo-
cation determination with minimum setup, deployment or maintenance. It is
readily deployable and robust to environmental change. Initial experimental re-
sults in an indoor space spanning 175,000 square feet show that it can determine
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the floor with 99.97% accuracy and the location with an average location error
of 7m. These results give us confidence that a calibration-free system can achieve
a better precision if a more sophisticated radio propagation model is employed
for calculating location. We also believe that the precision of the system can be
greatly enhanced by taking into account, the building structure, floor plans as
well as the AP locations and using this information to pinpoint the exact loca-
tion of the client, and are working in this direction. Other factors that will come
into play as part of this analysis is the number of APs not being heard and the
substance through which signals pass. Though this may make the system less
generic, we are in the process of analyzing this additional data in such a way
that the system still retains its generality and flexibility. Meanwhile, we are also
in the process of testing the system in other locations on our campus, by the
means of crowdsourcing, to ensure its usability across test sites.
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Abstract. Although smartphones are increasingly becoming more and
more powerful, enabling pervasiveness is severely hindered by the re-
source limitations of mobile devices. The combination of social inter-
actions and mobile devices in the form of ‘crowd computing’ has the
potential to surpass these limitations. In this paper, we introduce Hon-
eybee; a crowd computing framework for mobile devices. Honeybee en-
ables mobile devices to share work, utilize local resources and human
collaboration in the mobile context. It employs ‘work stealing’ to effec-
tively load balance tasks across nodes that are a priori unknown. We
describe the design of Honeybee, and report initial experimental data
from applications implemented using Honeybee.

Keywords: mobile crowd computing, mobile cloud computing, remote
execution, offloading, crowd sourcing.

1 Introduction

Collaboration among mobile devices paves the way for greater computing oppor-
tunities in two ways; Firstly, it solves the inherent resource limitations of mobile
devices [19]. Secondly, a mobile device is usually accompanied by a human user,
who can use his/her ‘human expertise’ to crowd source problems that need a hu-
man element [12]. Increasing usage and capabilities of smartphones, combined
with the potential of crowd computing [17] can provide a collaborative oppor-
tunistic resource pool. This paper aims to provide Honeybee, a programming
framework that facilitates the development of mobile crowd computing applica-
tions exploiting such resources. We define ‘mobile crowd computing’ as a local
‘mobile resource cloud’ comprising a collection of mobile devices, and their users.

We build on previous work where we first investigated static job farming
among a heterogeneous cluster of mobile devices in [8], and a more load bal-
anced approach in [9] using ‘work stealing’ [5]. To our knowledge, no other work
has used work stealing in the mobile computing domain, although it has been
employed for job scheduling with load balancing in distributed environments
such as Cilk ([4], [14]), and Parallel XML processing [15].

There exists a number of proposed systems on mobile clouds [10] and crowd
computing [11,21,18]. The work on mobile clouds mainly focus on offloading
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machine computation to or with the support of a remote server, while crowd
computing systems focus on either collecting data or coordinating human intel-
ligence tasks, also using a remote server. To our knowledge, no single system
supports both kinds of ‘work sharing’ mentioned above, i.e, machine computa-
tion tasks, and human computation tasks, using local neighbourhood resources.

Typical grid/distributed computing solutions are not applicable in mobile
environments due to the following characteristics of mobile resources: less pro-
cessing power, finite energy, high volatility of the resource pool resulting in in-
consistent node availability, unknown devices a priori calling for opportunistic
behaviour, and heterogeneity. Therefore, mobile crowd computing requires a dy-
namic load balancing method that is decentralized, proactive and self-adaptive
instead of conventional master-slave static work farming.

The main contributions of this paper are, incorporating work stealing on a
mobile resource pool to achieve load balancing without a prior knowledge of
participating nodes, an API to support job sharing and crowd-sourcing among
mobile devices, and evaluation of Honeybee using three different applications.

Outline. Key related work are discussed in §2, and the concepts and design
principles of Honeybee in §3. An overview of implementation details are given
in §4, and experiments conducted on three different applications are described
in §5, with conclusions and future work outlined in §6.

2 Related Work

Opportunistic computing on mobile devices has been explored recently in a num-
ber of contexts. Job sharing via cyber foraging [20] in particular plays a main
role. At the other end of the spectrum, Crowd-sourcing [12] utilizes the collec-
tive power of human expertise to solve problems. In Honeybee, we focus on a
programming framework that provides an API to enable applications that cater
to both ends in a mobile context.

In a large number of cases concerning mobile task offloading, a central server
is essential to either co-ordinate the tasks among the mobile devices ([16]), or to
offload the processing on to [6]. However, our focus is on local and decentralized
job sharing owing to the issues in connecting to a remote server such as latency,
bandwidth issues [20], network unavailability, battery drain when connecting via
3G, and data costs.

Crowd Computing is introduced in [17] which shows the potential of using
mobile devices in a social context to perform large scaled distributed computa-
tions. They use message forwarding in opportunistic networks as basis and use a
static task farming approach. We, however, show that work stealing can give bet-
ter results compared to a static farming approach. In CrowdSearch, [21], image
search on mobile devices is performed with human validation via the Amazon
mechanical turk (AMT)[1]. CrowdSearch requires a backend server as well, since
the processing is done on both local and remote resources. [11] is a query process-
ing system that uses human expertise to answer queries that database systems
and search engines find difficult. In Medusa [18], a crowd sensing framework for
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collecting sensor data from mobile phones, users are able to specify high level
abstractions for sensing tasks, using AMT. Our work is different from these in
terms of using only local mobile resources opportunistically. Furthermore, our
focus is on a framework that can be used to implement a variety of tasks, not lim-
ited to query processing, sensing, or human validation. However, previous work
showed us that user participation is at a considerable level, and ‘micro tasking’
is viable. WiFi or 3G has been the popular choice among many of these work,
except in cases such as the MMPI framework [7], which is a mobile version of
the standard MPI over Bluetooth, and in [3] where swarm intelligence techniques
has been adopted for message propagation. We have only used Bluetooth in this
implementation due to its widespread availability and low energy consumption.
However, other protocols shall be implemented in future work.

3 Honeybee: Concept and Design

The objective of the Honeybee framework is twofold:

1. In case of human aided computation such as qualitative classification tasks,
to enable collaboration of multiple human users using mobile devices. For
example, conducting surveys, asking for opinions, image identification and
comparison, audio transcribing, collecting data etc.

2. In case of machine computation, improve the efficiency of the execution
by either giving a speedup gain, and/or conserving resources (eg: battery).
For example, image processing, natural language processing, e-learning, and
multimedia search.

Honeybee’s work stealing algorithm for mobile devices was described in detail
in our previous work [9], which will be briefly explained here using an example
scenario that combines human and machine intelligence.

3.1 How Honeybee Works: Lost Child Scenario

Consider a carnival setting attended by hundreds of people. Among these at-
tendees, a toddler goes missing and the security officials are notified. Charged
with quickly locating the missing child among the throng of visitors, the au-
thorities decide to use crowd computing. They broadcast a request, notifying
the attendees of the situation, and send out a photograph of the child through
opportunistic forwarding. Here, the initial ‘task’ is the request containing de-
tails about the child, his photograph, and whom to contact if seen. Instead of
selecting a few worker nodes, the crowd computing system specifies that this
is a message needing to be propagated to all encountering devices. People who
receive the message go through their photo gallery and check if a child can be
spotted in their photographs taken on the carnival. However, it is common for
many of people to take many photographs at such an event. To go through all
of them requires time and patience. Let us say John is such an attendee. He has
taken over hundred photographs in the carnival and he chooses instead to first
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filter out photographs containing faces. However, facial detection is an expensive
task. Therefore, he employs Honeybee to share the face detection work among
other people, possibly employing an app similar to our prototype in Section 5.1.
Here, John’s mobile device is the ‘delegator’ and Honeybee will first identify
available ‘worker nodes’ in the vicinity and then proceed to distribute the ‘job
pool’ containing the images to be processed among them. Since there is no way
to determine device capabilities a priori, Honeybee will initially distribute the
job pool equally. As time progresses, the nodes who complete running the face
detection on their share of jobs will attempt to ‘steal’ jobs from other nodes, en-
suring that ‘faster’ nodes will receive more jobs, contributing to a higher speedup.
John’s device, which is the delegator, continues to do a part of the work as well,
while listening for incoming ‘result transmissions’. Once all the jobs results are
collected, the delegator sends out a termination signal that notifies the work-
ers that task is done. Once the face detection is done, John checks the filtered
photographs manually to check for an appearance of the child.

There are several issues that arise considering such a scenario as above: What
kind of tasks can be ‘shared’ using a mobile resource pool? Where would the job
pool be stored? How does the delegator manage executing, stealing and distribut-
ing jobs? How does device mobility affect program execution? Why not distribute
jobs one by that would ensure load balancing? What will motivates users to par-
ticipate in such a scheme? These shall be addressed in the following section.

3.2 Design Considerations

We extensively focus on the concept of busyness, to keep participating devices
busy as much as possible and minimize idling. Honeybee is catered for tasks that
can be broken down into several independent jobs that can be executed in paral-
lel, so that the complete task J =

∑n
i=1 ji where there are a total of n jobs. The

delegator selects at random, a pool of f workers such that f≤n . The sub task
distribution is twofold: initial jobs and stolen jobs. Initial tasks are distributed
by the delegator at time t0 such that each participating device receives n/f jobs.
The delegator also starts executing its share of jobs at time t0, in parallel to the
job distribution. The workers read the job parameters, and start the execution as

Fig. 1. Four nodes working in collaboration using work stealing
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soon as they receive them. So, worker n2 shall start execution at time t1, n3 at t2,
and so on. Depending on device capabilities, resources, start time of computation,
and job size/complexity, some nodes are likely to finish their jobs before others.
If this occurs, the finished nodes shall transmit their finished result back to the
delegator, and attempt to ‘steal’ some jobs from another node.

This scenario is illustrated in Figure 1 where four nodes are collaborating
together. In this example, the four nodes are of different capabilities. That is,
while n0 does 1 job in time t, n1 might do 3 jobs. As can be seen in the fig-
ure, the delegator n1 distributes the jobs in parallel with its own share of job
execution, until time t3, when it finishes transmitting. From thereon, n1 carries
out its computations until time t7. However, before it reaches t7, a couple of
communication incidents have occurred: at time t4, node n2 finishes its jobs,
and starts transmitting the results back to n1. This transmission occurs until t6.
Meanwhile, node n2 also steals some jobs from n1, since it has finished its queue.
This ‘stealing’ process occurs until t5, where n1 is seen transmitting some of its
jobs to n2. After finishing its jobs at t7, n1 also steals some jobs from the job
queue of n3. This cycle of job execution, result transmission and stealing contin-
ues until all jobs are finished, and collected, which occurs at time t14. Note that
the nodes are kept busy throughout.

Job Expiry. In a practical scenario, it is unrealistic to assume all nodes will
be static, or at least be relatively static during the execution. What happens
if a worker node moves out of proximity before it can transfer the results? To
overcome this problem, a ‘deadline’ needs to be set by the delegator n1. So if
the delegator does not receive any result from a particular worker within this
time, it will add those jobs back to its queue and either proceed to execute them
itself, or have them ‘stolen’ eventually to be done by another worker.

Device Mobility. Three constraints must be taken into consideration; (a)the
job distribution time must not exceed the time the devices are in contact with
the delegator, (b)to enable work stealing, at least several devices must be in
contact with each other for the duration of execution, and (c)worker devices
must transmit the result/s before an ‘expiration time’. It should be noted that
for different classes of applications, different settings apply. For example, if the
objective of using Honeybee is to gain a speedup, performance time is of great
importance. In that case, a low entropy setting where a group of people are
stationary relative to each other is most suitable. Some examples for this kind
of topology are, a group of passengers in a train, a hiking group, and a group
of people at a restaurant. A certain percentage of devices being out of range
at times is acceptable however, and these can be handled via fault tolerance
methods. If the objective is to conserve resources, or data collection, where the
expiration time is greater, higher entropy topologies can be considered, and in
some cases are even more suitable. In this setting, a larger number of nodes will
be available, and will be moving around, within a specific area. Examples are,
a shopping mall, a sporting event, and an airport. Worker nodes can pass their
results either through direct encounters, or opportunistic forwarding.
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Bundle Size. Bundle size refers to the number of jobs assigned to a participat-
ing device at a given time. Rather than maintaining a central job queue at the
delegator, we have designed Honeybee to distribute the jobs among workers such
that bundle size is ≥ 1. In most cases, bundle size is n/f . Unlike in a typical
distributed system setting, a resource cloud of mobile devices need to be vary of
limited battery, mobility and communication. If bundle size is 1, load balancing
would be automatic, but worker devices would have to continuously poll the
delegator for new jobs, and the delegator would have to maintain many connec-
tions simultaneously, causing heavy communication costs. Furthermore, devices
are liable to move away from the delegator during the course of execution. By
setting a bundle size that is ≥ 1, we limit the probability of workers starving of
jobs if they are not in proximity to the delegator.

User Participation. As with all crowd sourcing apps, the success of Honeybee
depends on device participation, and participation depends on the incentives.
Experiences with other micro task frameworks such as AMT have given positive
indications on monetary incentives, and Wikipedia is a good example of human
collaboration for non-financial gain. Incentives could also be in the form of social
contract such as in a group of friends, or common goals such as in [13]. Since
users may hesitate to form connections with arbitrary devices due to privacy
and security concerns, a crowd computing framework must ensure secure com-
munications, possibly by granting anonymity as suggested in [18]. Although not
yet implemented in Honeybee, this is an essential part of our future work.

3.3 Upper Bound for Speedup

We now give a theoretical upper bound for speedup using Honeybee, versus
monolithic execution. It is useful to formulate an upper bound to evaluate and
understand the best possible result for our practical implementation. We define
a speedup as the time taken to complete a task using Honeybee divided by the
time taken to complete the task on the delegating device alone. We make the
following assumptions for the upper bound: a)the complete task is composed of
l equal jobs, and there are a total of f devices in the opportunistic network,
b)communication costs are not considered, and c)there are no restrictions on
number of connections per delegating device.

The delegating device shall be denoted as n1, and others as ni. The time to
complete m jobs (where m < l) on device ni is given as ti. Therefore, the time
to complete l jobs on n1, and therefore the time for monolithic execution, is
given as t1

m l. Let us say there exists a non negative constant ki for each ni device
such that ti

t1
= ki. Thus, total number of jobs done in t1 time in the network

is equal to m[1 + 1
k2

+ 1
k3

+ ... 1
ki
... + + 1

kf
]. Therefore, the Speedup S = t1l

m ×
m[1+ 1

k2
+ 1

k3
+... 1

ki
...++ 1

kf
]

t1l
, and so, S = 1+ 1

k2
+ 1

k3
+ ...+ 1

kf
. Due to non-negligible

communication in actual scenarios, the actual speedup would be less than S.
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4 System Implementation

The Honeybee framework is implemented on Android, using Bluetooth as the
connection protocol. The framework contains interfaces and methods for devel-
oping mobile crowd applications. We have implemented three applications using
Honeybee, which will be explained in the Applications section. Figure 2 shows
the main components of the system from the delegator’s perspective.

Fig. 2. Main components of Honeybee

Application Parameters. As the starting point of execution, the application
passes app specific task parameters to the framework using interface AppRequest.
In Figure 3, we show a snippet from the Face detection app (5.1), where the com-
plete task is stored as a FaceRequest object, that has a list of subtasks (FaceInfo
objects). When Honeybee processes a FaceRequest, it knows the job parameters
are multiple files (from mode in FaceRequest), and each file is represented as a
FaceInfo object.

Fig. 3. Abstraction of jobs in the API
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Resource Discovery and Worker Connections. Connecting to workers is
achieved by calling the ResourceDiscoveryActivity class, which looks for avail-
able devices, connects, and creates threads for handling each connection. Each
successful connection is registered with the system as a WorkerInfo instance.

Job Pool. The job pool is initiated by calling the initJobPool(AppRequest pReq)
method of factory class JobPool, using the information passed in AppRequest.
These jobs are then assigned to workers in individual threads. The ‘mode’ spec-
ified in AppRequest is needed when the delegator transmits the jobs to workers.
The transmitting thread first writes the ‘mode’ of the parameters (eg: string, file,
integer, etc), and then proceeds to transmit the actual parameters themselves.
Constants defined in class CommonConstants are used to specify the modes.

UI Updates. UI Updates to the application are handled through a Handler ob-
ject that notifies the application classes whenever a change occurs to the device
job list (i.e. completed/stolen/added), and the callback interface ResultsRead,
which receives notification when all the results are collected. It is up to the ap-
plication to provide the implementation of the processing of jobs and/or results.
For example, in the Face detection app, Honeybee notifies the application ac-
tivity whenever a new job is received, and this triggers the doWork() method
containing the program specific logic.

Job Scheduling. Job scheduling is closely associated with the worker thread
pool that was created in the resource discovery phase. Firstly, the job scheduler
must start on executing own share of jobs, while assigning each connected worker
their initial job list. As explained in Figure 1, stealing, or victim threads may also
be created and run. It should be noted that all the aforementioned threads need
to be carefully synchronized since (a)they all need access to the job pool, and
(b)same bluetooth connection is used for all communications between a worker-
delegator pair. An example of such a communication conflict is when a worker
device starts transmitting results, and steal from the delegator simultaneously.

5 Experimental Evaluation

Our testbed contains a total of five Android devices of varying capabilities, in-
cluding Nexus S1, Ideos2, and Galaxy SII3. We have implemented the following
three applications using Honeybee framework to evaluate its performance and
feasibility:(a)Distributed face detection, (b)Distributed mandelbrot set genera-
tion, and (c)Collaborative photography. We have selected these applications for
their different job characteristics, that are listed in Table 1.

1 http://www.google.com/nexus/#/galaxy/specs
2 http://www.huaweidevice.com/worldwide/
productFeatures.do?pinfoId=2831&directoryId=6001&treeId=3745&tab=0

3 http://www.samsung.com/global/microsite/galaxys2/html/specification.html

http://www.google.com/nexus/#/galaxy/specs
http://www.huaweidevice.com/worldwide/productFeatures.do?pinfoId=2831&directoryId=6001&treeId=3745&tab=0
http://www.huaweidevice.com/worldwide/productFeatures.do?pinfoId=2831&directoryId=6001&treeId=3745&tab=0
http://www.samsung.com/global/microsite/galaxys2/html/specification.html
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Table 1. Job characteristics of applications used for evaluation

Application Job type Data size of I/O

Face detection Machine centric: CPU and memory intensive Big inputs/small outputs
Mandelbrot set generation Machine centric: CPU intensive Small inputs/big outputs
Collaborative photography Human centric processing Small inputs/big outputs

5.1 Distributed Face Detection

In this application, we run Android’s native face detection on a collection of
photographs. Face detection is heavy in terms of CPU cycles, and memory. The
main objective of using Honeybee to distribute the face detection computations
is to increase the performance in terms of speedup. Furthermore, because of its
heavy memory allocation requirements, running face detection on a collection
of images is difficult, and as we found, causes OutOfMemoryExceptions if we
executed on low powered devices such as Ideos. But via Honeybee, such an Ideos
device can achieve such resource intensive computations by offloading jobs to
other more powerful devices.

Here, the job pool contains thirty images that are stored on the delegator. On
a Nexus S, to run face detection takes around 74 seconds. We mainly focused
on two sets of experiments; share with similarly capable devices, and share with
more capable devices. In the first category, we used two other Nexus S devices
and a Galaxy S, since they can be considered equals in terms of CPU and memory
capabilities. In the second category, we used an Ideos as the delegating device,
to offload work with the aforementioned more powerful devices.

Evaluation Objectives:

– Examine how the performance varies with job size.
– Examine the performance results for jobs with parameters that are large

in terms of inputs. The outputs of this application is very small in terms
of size. We have already discussed findings of an application (Mandelbrot)
with opposite parameter characteristics (small inputs, large outputs) in our
earlier work [9].Compared to Mandelbrot generation, Face detection’s input
parameters are of considerable size ( at least ≥ 8MB).

– Implement an application with different job and steal parameters than for
our previous work in [9]. We have extended Honeybee to implement appli-
cations with different types of jobs and job parameters.

Results and Discussion. The performance results are summarized in Figure 4
(a). In Figure 4 (a.1), where we show the ‘time gain’ versus the job size, using two
devices, it is evident that the performance increases with job size. For example,
for 30 images, the distributed implementation is only 4 seconds faster, but for
240 images, the shared version finished 63 seconds earlier. When comparing the
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(a) Performance results for Face detection (b) Time breakdown for Face detection

Fig. 4. Results of Face detection app

theoretical upper bound for this case (which is 2 as explained in Section 3.3), and
the actual best result of 1.3 at 240 images, the effects of communication cost (of
Bluetooth in particular) is evident. Figure (a.2) shows the variation of speedup
results for a fixed job size (30 images) as number of connections are increased. In
theory, more devices in the resource pool should have yielded better speedups.
However the addition of devices seems to have degraded the performance.

Let us now examine the time breakdown that pertains to these results as shown
in 4 (b). It is evident that the data rate drops considerably with the addition of new
connections. The brunt of this communication time is spent on distributing the job
parameters, i.e the data, to the worker devices. Although in all three cases, the
amount of data transferred remains the same, managing additional connections
has slowed down the delegator’s throughput. Although the delegator’s computa-
tion time does drop with each addition, this does not improve the overall perfor-
mance. This is due to the fact that although the delegator steals jobs from workers,
it still has to wait a long period of time until the jobs are distributed. This suggests
using faster inter-device networking (e.g. WiFi-Direct which promises speeds up
to 250 Mbps and longer range [2]) in our future work.

As another solution, dynamic initial job assigning can be explored. Instead of
assigning equal jobs to all devices, the delegator is allowed to keep consuming
jobs from the head of job queue. Meanwhile, jobs are transferred from the tail of
the queue to workers, ensuring that the delegator’s computation thread will not
starve/wait till distribution is complete. In a sense, this is incorporating work
stealing to the job consuming threads, since the delegator’s worker thread and
communication threads are consuming jobs from the same queue.

5.2 Distributed Mandelbrot Set Generation and Collaborative
Photography

We have discussed the results of Mandelbrot set generation over a heteroge-
neous set of devices including Android and Nokia smartphones, and collabora-
tive photography using crowd sourcing in our previous work [9]. The results of
Mandelbrot experiments are summarized in Figure 5(a). By benchmarking each
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device in the Mandelbrot algorithm, we were able to determine that Nexus S
and Nokia X6 performed the same, while both were around 6 times faster than
Ideos. We have depicted this in the graph in the horizontal axis as resources
in the distributed version relative to the monolith version. For example, when
Nexus S shares work with an Ideos, new resources are (1 + 0.2)x compared to
initial 1x amount of resources (thus a negligible increase). We also experimented
with adding a PC to the resource pool, and were able to gain speedups upto
23. These results show that even with communication overheads, Honeybee is
always able to give a speedup.

(a) Speedups for Mandelbrot set genera-
tion

(b) Screenshots from Collaborative pho-
tography

Fig. 5. Results of Mandelbrot set generation and Collaborative photography

Figure 5(b) illustrates main screens from the Collaborative photography app,
which illustrates using work stealing concept in human centric computation.
In this application, delegator specifies ‘photo jobs’ describing the requirements
for photographs via ‘interest points’. The faster photographers (talented/better
cameras/good vantage points etc) will be able to steal additional jobs from slower
workers, thus achieving load balancing.

6 Conclusions and Future Work

We present three main conclusions formed by our experiments: Firstly, results
from initial prototype apps, implemented on Honeybee is evidence that a gen-
eralized framework for work/resource/expertise sharing on mobile crowd com-
puting is viable. We have achieved this through abstracting jobs, and enabling
parameterization for different types of jobs mentioned in Table 1. Secondly, for
all three applications, load balancing has been achieved with work stealing, lim-
iting device idle time. Thirdly, adding computational resources can prove to be
ineffective in cases of large communication overheads. Therefore a small group
of powerful devices achieves a better performance speedup than a large group of
relatively weaker devices.
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As future work incorporating stealing in initial job assignment should be ex-
plored to minimize the negative impacts of communication overheads. Handling
incentives (social/monetary/reciprocal) and providing a secure platform is also
essential for user participation. Although we have only used Bluetooth in this
initial implementation, we hope to enable communications in WiFi direct as
well. Furthermore, a degree of job redundancy needs to be supported to ensure
robustness.
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Abstract. The integration of participatory sensing with online social
networks affords an effective means to generate a critical mass of par-
ticipants, which is essential for the success of this new and exciting
paradigm. An equally important issue is ascertaining the quality of the
contributions made by the participants. In this paper, we propose an
application-agnostic trust framework for social participatory sensing.
Our framework not only considers an objective estimate of the qual-
ity of the raw readings contributed but also incorporates a measure of
trust of the user within the social network. We adopt a fuzzy logic based
approach to combine the associated metrics to arrive at a final trust
score. Extensive simulations demonstrate the efficacy of our framework.

Keywords: trust framework, participatory sensing, online social net-
works, data quality, urban sensing, fuzzy logic

1 Introduction

The rapid improvement in mobile phone technology, in terms of storage, process-
ing and sensing, has resulted in the emergence of a novel paradigm called partic-
ipatory sensing [1]. The core idea is to empower ordinary citizens to collect and
contribute sensor data (e.g., images, sound, etc) from their surrounding environ-
ment. This new paradigm has been effectively used to crowdsource information
about road conditions [2], noise pollution [3], diet [4] and price auditing [5].

For participatory sensing to be a success, a key challenge is the recruitment
of sufficient volunteers. Typically there is no explicit incentive for participation
and people contribute altruistically. In the absence of adequate contributors, the
application will very likely fail to gather meaningful data. Another challenge, par-
ticularly for tasks which require domain-specific knowledge (e.g., takings photos
of rare plant species), is the suitability of the participants for the task at hand [6].

One potential solution to address these challenges is to leverage online social
networks as an underlying publish-subscribe infrastructure for distributing tasks
and recruiting suitable volunteers [7,8]. This new paradigm, referred to as social
participatory sensing, offers the following advantages. First, it makes it easier to
identify and select well-suited participants based on the information available
in their public profile (e.g., interests, educational background, profession, etc).
Second, social ties can motivate participants to contribute to tasks initiated by

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 237–249, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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friends. Third, incentives can be offered in the form of reputation points or e-
coins [9] and published on the contributors’ profile. A real-world instantiation
of social participatory sensing was recently presented in [10], wherein, Twitter
was used as the underlying social network substrate.

The inherent openness of participatory sensing, while valuable for encouraging
participation, also makes it easy for propagation of erroneous and untrusted
contributions. When combined with social networks, other trust issues arise.
People normally have more trust on contributions provided by their close friends
than casual acquaintances, since interactions with close friends provides more
emotional and informational support [11]. In particular, when data of the same
quality is available from two social network contacts, one a close friend and the
other a casual acquaintance, it is natural human tendency to put more credence
in the data from the close friend. Hence, in social participatory sensing, it is
crucial to consider both, the participant’s social trust and the data quality as
influential aspects in evaluating the trustworthiness of contributions. While there
exist works that address the issue of data trustworthiness in participatory sensing
(see Section.2), they do not provide means to include social trust and as such
cannot be readily adopted for social participatory sensing.

In this paper, we present an application agnostic framework to evaluate trust
in social participatory sensing systems. Our system independently assesses the
quality of the data and the trustworthiness of the participants and combines
these metrics using fuzzy logic to arrive at a comprehensive trust rating for
each contribution. By adopting a fuzzy approach, our proposed system is able to
concretely quantify uncertain and imprecise information, such as trust, which is
normally expressed by linguistic terms rather than numerical values. We under-
take extensive simulations to demonstrate the effectiveness of our trust frame-
work and benchmark against the state-of-the-art. The results demonstrate that
considering social relations makes trust evaluation more realistic, as it resembles
human behaviour in establishing trustful social communications. We also show
that our framework is able to quickly adapt to rapid changes in the partici-
pant’s behaviour (transitioning from high to low quality contributions) by fast
and correct detection and revocation of unreliable contributions. Moreover, we
find that leveraging fuzzy logic provides considerable flexibility in combining the
underlying components which leads to a better assessment of the trustworthi-
ness of contributions. Our framework results in a considerable increases in the
overall trust over a method which solely associates trust based on the quality of
contribution.

The rest of the paper is organised as follows. Related work is discussed in
Section 2. We present the details of our fuzzy system in Section 3. Simulation
results are discussed in Section 4. Finally, Section 5 concludes the paper.

2 Related Work

To the best of our knowledge, the issue of trust in social participatory sensing
hasn’t been addressed in prior work. As such, we discuss about related research
focussing on trust issues in participatory sensing.
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In a participatory sensing system, trustworthiness can be viewed as the quality
of the sensed data. In order to ascertain the data trustworthiness, it is highly de-
sirable to ascertain that the sensor data has been captured from the said location
and at the said time. [12] has proposed a secure service which allows participants
to tag their content with a spatial timestamp indicating its physical location,
which is later used by a co-located infrastructure for verification. A similar ap-
proach has been proposed in [13], in the form of a small piece of metadata issued
by a wireless infrastructure which offers a timestamped signed location proof.
Since these works rely on external infrastructure, they have limited scalability.
Moreover, neither approach will work in situations where the infrastructure is
not installed. In our proposed framework, we assume that sensor data is tagged
with GPS coordinates/system time before being stored in phone memory, which
is then used by trust server for verification. Data trustworthiness has been in-
vestigated from another point of view which tries to confirm that uploaded data
preserves the characteristics of the original sensed data and has not been changed
unintentionally or maliciously. In particular, there are several works which make
use of Trusted Platform Module (TPM)[14], which is a micro-controller embed-
ded in the mobile device and provides it with hardware-based cryptography as
well as secure storage for sensitive credentials. In [15], each device has a trusted
hardware element that implements cryptographic algorithms for content protec-
tion. [16] presents two TPM-based design alternatives: the first architecture relies
on a piece of trusted code and the second design incorporates trusted computing
primitives into sensors to enable them sign their readings. However, TPM chips
are yet to be widely adopted in mobile devices. There is also recent work that
does not require TPM. [17] proposes a reputation-based framework which makes
use of Beta reputation [18] to assign a reputation score to each sensor node in
a wireless sensor network. Beta reputation has simple updating rules as well as
facilitates easy integration of ageing. However, it is less aggressive in penalizing
users with poor quality contributions. A reputation framework for participatory
sensing was proposed in [19]. A watchdog module computes a cooperative rating
for each device according to its short-term behaviour which acts as input to the
reputation module which utilizes Gompertz function [20] to build a long-term
reputation score. Their results show an improvement over the non-trust aggre-
gation based approaches and Beta reputation system. However, the parameters
related to the participants’ social accountability have not been considered. As
such, their system cannot be readily used in our context.

3 Fuzzy Trust Framework

In this section, we explain the proposed framework for evaluating trust in social
participatory sensing system. An overview of the architecture is presented in
Section 3.1 followed by a detailed discussion of each component in Section 3.2.
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3.1 Framework Architecture

Since our framework attempts to mimic how human’s perceive trust, we first
present a simple illustrative example. Suppose John is a member of an online
social network (e.g., Facebook). He has made a profile and has friended several
people. John is a vegetarian. He is also on a budget and is keen to spend the
least possible amount for his weekly groceries. He decides to leverage his social
circle to find out the cheapest stores where he can buy vegetarian products.
Specifically, he asks his friends to capture geotagged photos of price labels of
vegetarian food items when they are out shopping and send these back to him.
One of his friends, Alex decides to help out and provides him with several photos
of price labels. In order to decide whether to rely on Alex’s contributions, John
would naturally take into account two aspects: (i) his personal trust perception
of Alex, which would depend on various aspects such as the nature of friendship
(close vs. distant), Alex’s awareness of vegetarian foods, Alex’s location, etc
and (ii) the quality of Alex’s data which would depend on the quality of the
pictures, relevance of products, etc. In other words, John in his mind computes
a trust rating for Alex’s contribution based on these two aspects. Our proposed
trust framework provides a means to obtain such trust ratings by mimicking
an approach similar to John’s perception of trustworthiness in a scalable and
automated manner. This trust rating helps John to select trustable contributions
and accordingly plan for his weekend shopping. Our framework also affords a list
of trustable friends for the data consumer (e.g., John) for future recruitment.
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Fig. 1. Trust framework architecture

Fig. 1 illustrates the architecture of the proposed fuzzy framework. The so-
cial network serves as the underlying publish-subscribe substrate for recruiting
friends as participants. In fact, the basic participatory sensing procedures (i.e.,
task distribution and uploading contributions) are performed by utilizing the
social network communication primitives. A person wishing to start a participa-
tory sensing campaign disseminates the tasks to his friends via email, message
or by writing as a post on their profiles (e.g., Facebook wall). Friends upload
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their contributions via email or in the form of a message. We can also benefit
from group construction facilities in Facebook or circles in Google Plus. The
contributions received in response to a campaign are transferred (e.g., by using
Facebook Graph API1) to a third party trust server, which incorporates the pro-
posed fuzzy inference system and arrives at a trust rating for each contribution.
This cumulative trust rating can be used as a criterion to accept/reject the con-
tribution by comparing against a predefined threshold. Alternately, the ratings
can be used as weights for computing summary statistics. Finally, ordered list of
contributions according to their ToCs, or of participants according to their ToPs
can be generated. ToP is also updated based on the quality of contributions. If
below a specified threshold, participant’s trust will be decremented by α; other-
wise it will be incremented by β. Note that α>β; since in typical social relations,
trust in others is built up gradually after several trustworthy communications
and torn down rapidly if dishonest behaviour is observed.

3.2 Framework Components

This section provides a detailed explanation of the framework components. In
particular we focus on the trust sever and fuzzy inference system.

Trust Server. The trust server is responsible for maintaining and evaluating
a comprehensive trust rating for each contribution. As discussed in Section 1,
there are two aspects that need to be considered: (1) quality of contribution
and (2) trust of participant. The server maintains a trust database, which con-
tains the required information about participants and the history of their past
contributions. When a contribution is received by the trust server, the effective
parameters that contribute to the two aforementioned components are evaluated
by the Evaluator and then combined to arrive at a single quantitative value for
each. The two measures serve as inputs for the fuzzy inference system, which
computes the final trust rating. In the following, we present a brief discussion
about the underlying parameters and the evaluation methods.

Quality of Contribution (QoC)
In participatory sensing, contributions can be any form such as images or sounds.
The quality of the data is affected not only but fidelity of the embedded sen-
sor but also the sensing action initiated by the participant. The in-built sensors
in mobile devices can vary significantly in precision. Moreover, they may not
be correctly calibrated or even worse not functioning correctly, thus providing
erroneous data. Participants may also use the sensors improperly while collect-
ing data,(e.g., not focussing on the target when capturing images). Moreover,
human-as-sensor applications such as weather radar in [10] are exposed to vari-
ability in the data quality due to subjectivity. For example, what is hot for one
person may be comfortable for another. In order to quantify QoC, a group of
parameters must be evaluated such as: relevance to the campaign (e.g., groceries
in the above example), ability in determining a particular feature (e.g., price

1 http://developers.facebook.com/docs/reference/api/

http://developers.facebook.com/docs/reference/api/
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tag), fulfilment of task requirements (e.g., specified diet restrictions), etc. There
already exists research that has proposed methods for evaluating the quality
of data in participatory sensing. Examples include image processing algorithms
proposed in [4] and outlier detection [23] for sound-based sensing tasks. Rather
than reinventing the wheel, our system relies on the state-of-the-art methods for
this evaluation. The result is a single value for QoC in the range of [0, 100].

Trust of Participant (ToP)
ToP is a combination of personal and social factors. Personal factors consist of
the following parameters:

Expertise(E): It is defined as the measure of a participant’s knowledge and is
particularly important in tasks that require domain expertise. Greater credence
is placed in contributions made by a participant who has expertise in the cam-
paign. We employ expert finding systems for evaluating expertise. These systems
employ social networks analysis and natural language processing (text mining,
text classification, and semantic text similarity methods) to analyse explicit in-
formation such as public profile data and group memberships as well as implicit
information such as textual posts to extract user interests and fields of exper-
tise [21]. Dmoz2 open directory project can be used for expertise classification.
Expertise evaluation is done by incorporating text similarity analysis to find a
match between the task keywords (e.g., vegetarian) and participant’s expertise.

Timeliness(T): Timeliness measures how promptly a participant performs pre-
scribed tasks. It depends on the time taken to perform the task (t) and the task
deadline (d). To evaluate this parameter, inverse Gompertz function defined as

T (t) = 1− e−be−ct

can be used because of its compatible with timeliness evolu-
tion. In the original inverse Gompertz function, the lower asymptote is zero; it
means that the curve approaches to zero in infinity. In our case, timeliness rate
will only be zero if contribution is received after the deadline; otherwise, a value
between x and 1 is assigned to it. It means that the lowest timeliness rating will
be x if contribution is received before the deadline, and is zero if received after
the deadline. So, we modify the function as Eq.1 to calculate the timeliness(T):

T (t) =

{
1− [(1− x)e−be−ct

] if t < d

0 otherwise
(1)

Locality(L): Another significant parameter is locality, which is a measure of the
participant’s familiarity with the region where the task is to be performed. We
argue that contributions received from people with high locality to the tasking
region are more trustable than those received from participants who are not
local, since the first group is more acquainted with and has better understanding
of that region. According to the experimental results presented in [22], people
tend to perform tasks that are near to their home or work place (places that
they are considered ‘local’ to them). This implies that if we log the location
of participants’ contributions, we can estimate their locality. A participant’s
locality would be highest at locations from where they make maximum number

2 http://www.dmoz.org

http://www.dmoz.org
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of contributions. In order to evaluate locality, we assume that the sensing area has
been divided to n regions, and a vector V with the length equal to n is defined
for each participant, where, V(i) is number of samples collected in region i. In
this case, locality of a participant to region i is calculated by Eq. 2:

L(i) = V (i)/

n−1∑
i=0

V (i) (2)

Next, we explain the social factors that affect ToP:

Friendship duration(F): In real as well as virtual communications, long lasting
friendship relations normally translate to greater trust between two friends. So,
friendship duration which is an estimation of friendship length is a prominent
parameter in trust development. We use the Gompertz function to quantify
friendship duration, since its shape is a perfect match for how friendships evolve.
Slow growth at start resembles the friendship gestation stage. This is followed
by a period of accumulation where the relationship strengthens culminating in
a steady stage. As such, the friendship duration is evaluated according to Eq. 3,
in which, b and c are system-defined constants and t is the time in months.

F (t) = e−be−ct

(3)

Interaction time gap(I): In every friendship relation, interactions happen in form
of sending requests and receiving responses. Interaction time gap, measures the
time between the consequent interactions and is a good indicator of the strength
of friendship ties. If two individuals interact frequently, then it implies that they
share a strong relationship, which translates to greater trust. We propose to use
the inverse Gompertz function shown in Eq. 4, to quantify the interaction time
gap, where, b and c are system-defined constants and t is the time in months.

I(t) = 1− e−be−ct

(4)

The aforementioned parameters are combined by the Evaluator to arrive at a
single value for ToP, as follows, ToP = w1×E+w2×T+w3×L+w4×F+w5×I,
where, wi is the application specific weight of each parameter.
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Fig. 2. Membership functions of input and output linguistic variables

Fuzzy Inference System. Our proposed framework employs fuzzy logic to cal-
culate a comprehensive trust rating for each contribution, referred to as the Trust
of Contribution (ToC). We cover all possible combinations of trust aspects and
address them by leveraging fuzzy logic in mimicking the human decision-making
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process. The inputs to the fuzzy inference system are the crisp values of QoC
and ToP. In the following, we describe the fuzzy inference system components.
Fuzzifier: The fuzzifier converts the crisp values of input parameters into a lin-
guistic variable according to their membership functions. In other words, it de-
termines the degree to which these inputs belong to each of the corresponding
fuzzy sets. The fuzzy sets for QoC, ToP and ToC are defined as:

T(QoC)=T(ToP)={Low, Med1, Med2, High}, T(ToC)= { VL, L, M, H, VH}
Fig.2(a) represents the membership function of QoC and ToP and Fig.2(b) de-
picts the ToC membership function. We used trapezoidal shaped membership
functions since they provide adequate representation of the expert knowledge,
and at the same time, significantly simplify the process of computation.

Inference Engine: The role of inference engine is to convert fuzzy inputs (QoC
and ToP) to the fuzzy output (ToC) by leveraging If-Then type fuzzy rules.
The combination of the above mentioned fuzzy sets create 4*4=16 different
states which have been addressed by 16 fuzzy rules as shown in Table.1. Fuzzy
rules help in describing how we balance the various trust aspects. The rule
base design is based on our experience and beliefs on how the system should
work. To define the output zone, we used max-min composition method as:
μT (ToC)(ToC) = max[ min

X∈T (ToP ),
Y ∈T (QoC)

(μX(ToP ), μY (QoC))], where μA(x) denotes

the degree of x’s membership to a fuzzy set A. The result of the inference engine
is the ToC which is a linguistic fuzzy value.

Table 1. Fuzzy rule base for defining ToC according to QoC and ToP

Rule no. if QoC and ToP Then ToC Rule no. if QoC and ToP Then ToC

1 Low Low VL 9 Med2 Low M

2 Low Med1 L 10 Med2 Med1 H

3 Low Med2 L 11 Med2 Med2 H

4 Low High M 12 Med2 High H

5 Med1 Low L 14 High Low H

6 Med1 Med1 L 14 High Med1 H

7 Med1 Med2 M 15 High Med2 VH

8 Med1 High M 16 High High VH

Defuzzifier: A defuzzifier converts the ToC fuzzy value to a crisp value in range
of [0, 1] by employing the Centre of Gravity method (COG) [24], which computes
the center of gravity of the area under ToC membership function.

To summarize, once a campaign is launched, participants begin to send a series
of contributions. For each contribution, the Evaluator computes a value for QoC
and ToP. These values are fed to fuzzy inference engine which calculates ToC for
that contribution. The server utilizes the ToC to provide useful statistical results.
For example, only contributions with a TOC greater than a certain threshold
could be considered as trustable. Moreover, the ToP values could be used to
select a list of trustable candidates for recruitment in future campaigns.
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4 Experimental Evaluation

This section presents simulation-based evaluation of the proposed trust system.
The simulation setup is outlined in Section 4.1 and the results are in Section 4.2.

4.1 Simulation Setup

To undertake the preliminary evaluations outlined herein, we chose to conduct
simulations, since real experiments in social participatory sensing are difficult
to organise. Simulations afford a controlled environment where we can carefully
vary certain parameters and observe the impact on the system performance.
We developed a custom Java simulator for this purpose. We simulate an online
social network where 50 members participate in 200 campaigns, producing one
contribution for each. In the ideal case, for each contribution, we would have
computed the value of each of the underlying parameters discussed in Section 3.2
based on some typical probabilistic distributions. However, this would make
the simulations quite complicated. Moreover, this exercise would digress from
the primary objective of the evaluations: to evaluate if social trust is a useful
contributor to the overall trust in social participatory sensing. For the sake of
simplicity, we therefore, assign a random value of ToP to each participant and a
random value of QoC for each contribution, both in the range of [0, 100], based
on criteria specific to the scenarios and leave extra investigation for future work.

Recall that, the goal of the trust framework is to assign a trust rating to each
contribution which is further used as a criterion to accept/reject the contribution.
As such, in the evaluations, we artificially create circumstances in which, some
participants contribute poor quality data for a certain number of campaigns.
We want to investigate if our trust framework is able to identify this behaviour
and revoke untrusted contributions in a robust manner. In order to create all
possible combinations of QoC and ToP, we assume that participants belong to
one of the following four categories, each of which resembles one type of friend
in a typical social participatory sensing system:

Category 1: Participants with high ToP (ToP≥50) and high QoC (QoC≥50).
Category 2: Participants with low ToP (ToP<50) but high QoC (QoC≥50).
Category 3: Participants with high ToP (ToP≥50) but low QoC (QoC<50).
Category 4: Participants with low ToP (ToP<50) and low QoC (QoC<50).

The threshold 50 used above for a trustworthy participant/contribution has also
been used previously in [19,25]. Friends that belong to Category 1 would gener-
ally be more willing to volunteer and contribute data. As such, we assume that
Category 1 contains more participants (20), in comparison with the other 3 cat-
egories, which contain 10 participants each. In the first scenario, we assume that
participants do not alter their behaviour and thus QoCs follow the category set-
tings throughout the entire simulation. In the second scenario, we assume that
participants can transition from one category to another (details in Section 4.2).
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As mentioned in Section 3, a ToC rating is calculated for each contribution
and those with ToC lower than a predefined threshold are revoked from further
calculations. The ToCs for the non-revoked contributions are then combined
to form an overall trust for that campaign. In other words, OverallT rust =∑n

i=1 ToC

n in which, n is the number of non-revoked contributions. ToPs are also
updated based related QoCs. We consider the overall trust as the evaluation
metric. The greater the overall trust the better the ability of the system to
revoke untrusted contributions. Overall trust has a value in the range of [0, 100].

We compare the performance of our framework against a baseline system,
which only considers QoC for evaluating the trust of each contribution. In order
to study the effect of other trust aspects, we incrementally add them to the
baseline to see how considering each aspect influences trust. Specifically, we
compare the following: (1) Baseline: where ToC = QoC (2) Baseline-Rep: which
follows the approach in [19] by calculating a reputation score for each participant
according to the QoC of his successive contributions. This reputation score is
used as a weight for QoC. In other words, ToC =

√
Rep ∗QoC (3) Average:

which includes ToP but computes the ToC simply as an average of ToP and
QoC (4) Fuzzy: our proposed framework.

The revocation threshold is set to 50. Recall that, when ToP is updated, it is
decremented by α if the QoC is below a threshold; otherwise it is incremented
by β. We set the QoC threshold to 50 and α and β to 2 and 1, respectively.

4.2 Simulation Results

We first present the simulation results for the first scenario. Figure 3 depicts the
evolution of the average overall trust as a function of the number of campaigns.
As shown in the figure, our fuzzy trust method outperforms all the other meth-
ods. This confirms its success in mimicking the human trust establishing process
by correct settings of fuzzy rules. In particular, we have set the rules in a way
that results in early detection and severe punishment of untrusted contributions
and also put greater emphasis on highly trusted contributions. The former has
been done by assigning a very low(VL) value to ToC in case of low ToP and
QoC (i.e., Rule no. 1 in Table. 1), whereas the latter has been obtained through
assigning very high(VH) value to ToC in case of high QoC and above average
ToP (i.e., Rule no. 15 and 16 in Table. 1).

Fig. 5 depicts two ordered lists provided by trust server. The first list sorts
the participants in a descending order of their ToPs. This can be used as a
suggestion list for data consumer for future recruitment of participants. The
second list provides an ordered list of contributions according to the descending
order of ToCs, which can help the data consumer to select the most trustable
contributions based on a certain configurable threshold.

Next, we present results for the second scenario, wherein, the behaviour of
the participants can change with time, which may result in a transition from
one category to another. This scenario allows us to observe the performance of
the schemes in the presence of noise. For example, consider a participant who
is initially highly trusted and provides high quality data and thus belongs to
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Fig. 5. Ranked lists provided by trust server with Fuzzy method, Scenario 1

category 1. After some time, this participant contributes low quality data for
some campaigns. This may be because of incorrect operation of mobile device
for the purpose of the sensing task (e.g., capturing unfocussed pictures). In this
scenario, we assume that 15 participants transition from category 1 to category
3. In other words, the total population of the 4 categories changes from (20, 10,
10, 10) to (5, 10, 25, 10). The transitionary period lasts from the 20th to 60th
campaign. Following this, the 15 participants transition back to category 1 and
we return to the initial population distribution.

Fig. 6 shows the evolution of overall trust as a function of the number of
campaigns in the Average and Fuzzy methods (the two Baseline methods are
excluded, since we want to compare ToP related methods). There is a decrease
in overall trust for both methods in the transition period, due to an increase in
the number of category 3 participants, who produce low quality contributions.
However, the fuzzy method is more robust at limiting the effect of these bad
contributions and still achieves an acceptable level of trust. This is due to the
correct adjustment of fuzzy rules such as rule no. 6 in Table. 1 which assigns a
low trust rating to low quality contributions, which leads to their revocation.

As can be seen in this figure, there is a small decrease in overall trust after the
transitionary period. The reason is that when participants transition to category
3, they begin providing low quality contributions, which in turn, results in low
ToP for them (Recall that ToP is updated according to QoC). By transitioning
back to category 1, they resume providing high quality contributions. But since
ToP is still low, the obtained ToC is a value that is lower than before, but
greater than revocation threshold. So, these contributions are not revoked and
considered in overall trust calculation, which makes the aforementioned decrease.
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Fig. 7. Comparison of average overall trust
for all methods for both scenarios

Fig. 7 presents summary results for both scenarios, averaged over 300 cam-
paigns. Observe that the proposed fuzzy framework outperforms all other schemes
in both scenarios. In particular, our scheme demonstrates high robustness to
noisy contributions (scenario 2), as compared to the other schemes under con-
sideration.

5 Conclusion

In this paper, we proposed an application agnostic trust framework for social
participatory sensing system. Our system independently assesses the quality of
the data and the trustworthiness of the participants and combines them via fuzzy
inference engine to arrive at a comprehensive trust rating for each contribution.
Simulations demonstrated that our scheme increases the overall trust by over
15% as compared to the Baseline method. As future work, we plan to extend
the simulation scenarios to demonstrate the robustness of proposed framework.
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Abstract. Due to the ubiquity of mobile devices, mobile service interactions 
(e.g., agenda notifications) may occur in any situation, leading to potential 
obtrusiveness (e.g., while in a meeting). In order to effectively adapt interaction 
obtrusiveness to suit the user’s situation, the user’s different situations should 
be defined in an unambiguous, generic and fine-grained way, while being valid 
across previously unknown, dynamically discovered environments. To realize 
this, we put the user in charge of defining his own situations, and exploit rich, 
descriptive environment information for defining and determining user 
situations. Our concrete approach aligns and extends two approaches, namely 
AdaptIO and SCOUT, to autonomously adapt mobile interactions in new, 
dynamically discovered environments. We supply a mobile user interface for 
defining situations, and validate it via an initial study with end-users.  

Keywords: interaction adaptation, obtrusiveness adaptation, dynamic 
environment discovery. 

1 Introduction 

Mobile devices are an integral part of our lives. Improved battery life, screen 
resolution, input capabilities and computing power, as well as increased WiFi and 
3G/4G coverage, have made them powerful and quasi-permanently connected 
computing devices. As a result, mobile devices are used at any time and everywhere, 
for instance to run general-purpose, resource-intensive applications (e.g., office 
applications, games) or to access online information and services.  

Mobile service interactions comprise any interaction between mobile users and 
mobile services, where a service may proactively notify the user (e.g., agenda 
notification) or the user may directly contact the service (e.g., buying tickets from an 
e-ticket service). Because of their ubiquitous nature, mobile service interactions occur 
during a variety of situations, thus increasing their potential for obtrusiveness; for 
instance, loud notifications while the user is at a meeting or in a theatre. The necessity 
to reduce the obtrusiveness of mobile interactions is well recognized [1, 2]. In order  
to determine interaction obtrusiveness, most approaches currently either rely on 
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(semi-)automatic learning techniques [3] or on designer knowledge [4]. Automatic 
learning techniques require training data and do not support cold-starts [5]; also, they 
require time to adjust to new user behavior. On the other hand, the designer cannot 
capture all situations that influence interaction obtrusiveness for all users, especially 
in a priori unknown environments without well-defined context or location models 
(e.g., at a theatre or at work). The only stakeholder with the required knowledge to 
define such situations accurately and unambiguously is the user himself. Furthermore, 
in order to effectively define situations across a priori unknown environments, we 
need to rely on rich environment data. In contrast, solely relying on local context, 
collected by sensors (e.g., microphones) or applications (e.g., agenda) [6], can lead to 
inaccuracy and ambiguity; e.g., simply turning up the ring volume in loud areas 
would not work while watching an action movie in a theatre. By relying on 
descriptive environment data, the user can specify he is in a “quiet-place” whenever 
he is inside a place of type “Theatre”, thus defining situations in a more fine-grained 
and generic way. 

Our goal is to adapt the obtrusiveness of mobile interactions in a priori unknown 
environments. To achieve this, the user is put in charge of defining his own situations, 
while rich environment context is exploited to define and determine user situations. 
Our approach aligns AdaptIO [7], a mobile obtrusiveness adaptation approach, with 
SCOUT [8], a mobile framework that dynamically discovers new (smart) 
environments, and autonomously collects context data. To ensure autonomy in any 
environment (potentially lacking middleware), all the components run on the mobile 
Android platform. Moreover, the AdaptIO approach has been extended in several 
ways. A user situation inferencing component has been added, which derives the 
user’s current situation based on rich environment context. Furthermore, AdaptIO is 
extended with expressive user support for defining situations, via a user-friendly 
mobile interface. To validate the AdaptIO extension, where the user becomes a major 
stakeholder in mobile interactions adaptation, we evaluate the expressivity and 
usability of the interface by means of an initial study with real users. The developed 
software can be found at http://www.pros.upv.es/adaptio/dynamicenvironments. 

2 Related Work 

Some studies [3, 9] have been conducted on automatically adapting the modality 
configurations of mobile devices, based on user context. However, their focus is on 
context recognition, not on the modality configuration and how it influences 
obtrusiveness. Moreover, they rely on the designer to define the different user 
situations. In the same area of context-aware adaptation, [10] provides users with a UI 
to manually define new interactions in smart phones (e.g., gestures) and link them to 
device actions; however, interaction adaptation is not provided. 

In the area of mobile interaction obtrusiveness, research focuses on minimizing 
unnecessary interruptions for the user [11]. This problem has been addressed directly 
by means of models of importance and willingness [4]. Also, [2] uses context-aware 
mobile devices to calculate the adequate timing for interruptions. Sensay [6] infers 
user’s context from a variety of sensed data and determines whether or not the phone 
should interrupt the user while in regular communications. This research focuses 
primarily on determining when to interrupt for a particular application. In contrast, 
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our approach dynamically adapts the obtrusiveness of interruptions to suit the user’s 
current situation. Furthermore, as far as we know, no approach provides support for 
newly discovered services.  

A number of approaches aim to facilitate mobile devices in interacting with newly 
discovered smart environments. For instance, the SOFIA project [12] interacts with 
new, heterogeneous smart environments (e.g., with legacy services, different data 
formats) by providing mobile applications with shared, interoperable information 
spaces. In [13], personalized service access is supported across different, 
heterogeneous environments. However, these approaches require environments to be 
outfitted with extra middleware, deploying their specific software. On the other hand, 
mobile ad-hoc networks (MANETS) allow mobile applications and services to 
directly discover and communicate with each other, without requiring an existing 
infrastructure (e.g., via event-based communication) [14, 15]. MANETS allow 
powerful ad-hoc and loosely coupled communication with newly discovered services; 
however, their approach-specific software needs to be deployed on each component.  

In contrast, we rely on open, minimally outfitted and standards-based environments 
that do not require middleware; instead, services are semantically described, and any 
coordination work is delegated towards the client. In addition, by relying on well-
known standards, any client can discover new services and interact with them, 
without requiring support for specific approaches. 

3 Architecture Overview 

Our approach adapts the obtrusiveness of mobile interactions in previously unknown 
environments. To determine and define fine-grained and generic situations in such 
environments, our approach relies on rich and descriptive environment context. 
Furthermore, the user is made responsible for specifying his own situations, allowing 
for accurate and unambiguous situation definitions.  

Our integrated system (see Fig. 1) comprises three layers: the environment 
discovery and management layer, which utilizes SCOUT to discover and manage 
previously unknown environments; the services layer, comprising interactive mobile 
services; and the obtrusiveness adaptation layer, which employs AdaptIO to adapt 
mobile interaction obtrusiveness. The AdaptIO system has been extended to support 
our goals, and its components moved to the mobile platform to ensure autonomy. 
Below, we elaborate on each of the layers. 

3.1 Environment Discovery and Management Layer 

This layer discovers a priori unknown (smart) environments, interacts with them, and 
collects context data. To achieve this, it relies on SCOUT, a mobile, client-side 
framework for the development of context-aware applications. SCOUT runs 
autonomously on the mobile device and utilizes technologies such as Quick Response 
(QR) codes, RFID/NFC and GPS to dynamically discover new environments and 
collect information on the user’s surroundings. Based on this detected information, 
SCOUT builds a client-side, integrated view on the user’s environment called the 
Environment Model, which is expressed using Semantic Web technology.  
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[16]. Finally, SCOUT provides applications with a general-purpose Reasoning 
Engine. Each time the user’s environment changes, the engine (re-)evaluates the 
registered rules, potentially inferring new environment facts.  

Regarding services support, SCOUT focuses on lightweight smart environments, 
i.e., environments outfitted with sensing, actuation and information services 
containing only the required service hardware and no external middleware. This way, 
SCOUT aims to support a wide range of smart environments that are cheap and easy 
to setup. SCOUT relies on environments that are fully standards-based and contain 
semantically described services; this way, any discovery, invocation and orchestration 
work can be delegated towards the client. In order to interact with newly discovered 
smart environments, SCOUT relies on the following semantic service stack. The W3C 
Semantic Annotations for WSDL and XML Schema2 (SAWSDL) defines 
mechanisms to complement technical service descriptions (written using the W3C 
Web Service Description Language3 or WSDL) with concrete semantics. WSMO-
Lite4 exploits the SAWSDL mechanisms, and utilizes a concrete ontology to 
semantically describe services. SCOUT converts and adds the online semantic service 
descriptions to the Service Model (see before) in RDF format, making it part of the 
Environment Model. In order to be alerted when certain services become nearby, 
mobile applications can register a discovery query with the Notification Service (or 
use the Query Service), to find services useful (nearby) services offering specific 
functionality. Applications interact with discovered services via the Service Invoker.  

In order to convert WSDL descriptions (with SAWSDL annotations) to RDF, part 
of the SOA4ALL iServe5 project code was extended and ported to Android. The 
Service Invoker uses the kSOAP2 library to interact with SOAP services, while the 
Reasoning Engine is based on the Androjena6 general-purpose rule engine. We refer 
to [8] for more information on the SCOUT implementation. 

3.2 Services Layer 

This layer comprises local and remote services (see Fig. 1) that interact with the 
mobile user. Typically, plenty of local services or applications are running on a user’s 
mobile device (e.g., agenda), which may for instance notify the user in case of 
important events (e.g., agenda deadline approaching). Remote services can also be 
plugged in, making their interaction capabilities available on the device. For instance, 
in Fig. 1, a local tourism application enables discovered remote tourist services to 
provide the user with information on good nearby hotel deals, and nearby points-of-
interest. Such local applications register a discovery query with the Notification 
Service from the environment discovery and management layer (see Section 3.1). In 
case a relevant remote service is encountered, the application is notified, and utilizes 
the Service Invoker for remote communication. Based on the received data, the 
application provides notifications, for instance informing the user of good deals.  
                                                           
2 http://www.w3.org/2002/ws/sawsdl/ 
3 http://www.w3.org/TR/wsdl 
4 http://www.w3.org/Submission/WSMO-Lite/ 
5 http://technologies.kmi.open.ac.uk/ 
 soa4all-studio/provisioning-platform/iserve/  
6 http://code.google.com/p/androjena/ 
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Local services can also utilize the environment discovery and management layer to 
enhance their own functionality. For instance, the shopping service (see Fig. 1) 
notifies the user in case a shop that sells products on his digital shopping list becomes 
nearby. To achieve this, the service registers a query with the Notification Service, to 
be alerted in case such shops become nearby. A number of service discovery 
scenarios and queries can be found on http://wise.vub.ac.be/Mobiquitous2012/.  

3.3 Obtrusiveness Adaptation Layer 

This layer adapts the obtrusiveness of mobile service interactions received from the 
services layer, depending on the user’s current situation. This layer utilizes and 
extends the AdaptIO system, a mobile adaptation approach that adapts service 
interaction obtrusiveness at runtime. It is a model-based approach, where a service 
designer declaratively specifies the service’s interaction adaptation behavior in 
knowledge models (see Section 4.1; for more information, we refer to [7]). In a 
nutshell, AdaptIO intercepts notifications from mobile services, chooses appropriate 
interaction resources (e.g., dialog, sound), and presents them to the user. Below, we 
elaborate on the main components (see Fig. 1). 

Firstly, AdaptIO is extended with the User Situation Inferencer, which 
determines the user’s current situation and notifies other components of changes. The 
user-supplied situation definitions (see Situation Specification Interface), expressed as 
logic rules, are passed to the environment discovery and management layer 
(Reasoning Engine), which uses them to accurately infer the user’s situation. If a new 
situation is inferred, that layer’s Notification Service notifies this component. 

The Reconfiguration Engine determines which high-level interaction resources 
should be used for each service’s interaction, based on the user’s current situation. 
When alerted by the User Situation Inferencer of a new user situation, the engine 
consults the aforementioned knowledge models to retrieve the interaction resources 
that best suit the user’s new situation. The Interaction Controller converts these 
abstract interaction resources (e.g., dialog) to concrete platform-specific (e.g., 
Android) interaction components, thus decoupling the models from the platform.  

The Notification Manager receives notifications from mobile services and relays 
them, together with the service’s latest interaction components (obtained from the 
Reconfiguration Engine), to the Service Interaction Interface. This interface 
displays the notifications to the user, employing suitable interaction components. 

Finally, AdaptIO is extended with a Situation Specification Interface. This 
interface allows users to expressively define their situations, utilizing the environment 
context from the environment discovery and management layer. Situation definitions 
are passed to the User Situation Inferencer. In Section 4.2, we elaborate on the UI.  

The Reconfiguration Engine is based on MoRE [12], which was ported to Android 
and is based on Autonomic Computing principles [17]. To query the knowledge 
models at runtime, we rely on a ported version of the Eclipse Modeling Framework 
Model Query7 plugin. The model-handling operations are described in [18]. 

                                                           
7 http://www.eclipse.org/modeling/emf/ 
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4 Methodology 

In this section, we elaborate on the approach methodology and detail the tasks that 
need to be performed by the two stakeholders: the service designer and user. The 
designer is responsible for creating the knowledge models, which capture the 
service’s desired behavior for adapting interaction obtrusiveness. On the other hand, 
the user is in charge of specifying his situations across which the obtrusiveness of 
interactions differ (e.g., in a meeting, in free-time). Service designers are not able to 
specify these situations for all users, especially in a priori unknown environments, 
without well-defined context or location models. To support this, our approach 
provides a mobile interface (called the Situation Specification Interface), which 
exploits environment context. Below, we elaborate on the designer’s tasks. Section 
4.2 discusses the Situation Specification Interface. 

4.1 Service Designer: Adaptation Behavior Specification 

In order to model the interaction obtrusiveness of services, we use the conceptual 
framework for implicit interactions presented in [19]. This framework defines two 
dimensions to characterize interactions: initiative and attention. Regarding the 
initiative factor, our approach focuses on proactive interactions (or notifications), 
where the system takes initiative and the user is potentially interrupted. The attention 
factor concerns an interaction’s attentional demand, which can be represented on an 
axis. For the purpose of this paper, we divided the attention axis in three segments: 
invisible (user does not perceive the interaction), slightly-appreciable (user does not 
perceive the interaction, unless he makes an effort), and user-awareness (user is 
completely aware of the interaction, even while performing other tasks).  

In our approach, the service’s potential levels of interaction obtrusiveness 
correspond to the attention axis segments. Depending on the user’s situation, the 
service’s current (interaction) obtrusiveness level will vary. To capture this behavior, 
the designer creates the first knowledge model, namely an obtrusiveness model, which 
contains a state machine. Each state corresponds to an obtrusiveness level, and the 
guard conditions of the state transitions reference a user situation. The services’ 
obtrusiveness models are checked by the Reconfiguration Engine (see Fig. 1) 
whenever it receives a new user situation (see Section 3.3); if any transition matches 
the new situation, it is fired, leading to a new obtrusiveness state for the service. In 
Fig. 2, we show the state diagram of a service that displays incoming messages.  

 

 

Fig. 2. Obtrusiveness state diagram for a messaging service 
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When the user arrives at work (@work situation), the messaging service passes to 
the slightly-appreciable state, thus reducing notification obtrusiveness when the user 
is working. When the system determines that the user is no longer working (@free-
time situation), the service goes back to the user-awareness state, increasing 
notification obtrusiveness. In case the system determines the user is in a meeting 
(@meeting), the service passes to the invisible obtrusiveness state, making sure the 
user is not disturbed. In addition, if the user is in the company of others (@with-
company) while the service is at maximum notification obtrusiveness (i.e., user-
awareness), the messaging service transitions to the slightly-appreciable level, so the 
user is not overly disturbed while socializing.  

Furthermore, each of the obtrusiveness states is supported by the appropriate 
interaction resources. In the second knowledge model, the interaction model, the 
designer associates interaction resources with one or more obtrusiveness levels (e.g., 
slightly appreciable: status bar icon, vibration). A service’s interaction model is 
consulted by the Reconfiguration Engine (see Fig. 1) in case a transition fires and 
leads to a new state (see before); this way, the engine can retrieve interaction 
resources suiting the new obtrusiveness level. 

The knowledge models are represented in XML Metadata Interchange standard 
(XMI)8. Examples of obtrusiveness and interaction models can be found on 
http://wise.vub.ac.be/Mobiquitous2012. 

4.2 Service User: Situation Specification  

In order to guarantee accurate and unambiguous situation definitions, the user is put 
in charge of defining his own situations. We developed a mobile interface that allows 
users to specify their situations in a generic and fine-grained way, based on 
environment context. To increase usability and support nomadic users in a wide range 
of environments, the interface also supports directly capturing user situations. Below, 
we first discuss how the user can manually specify situations, and then how he can 
use the “capture” functionality.  

4.2.1   Manually Defining Situations 

In the first screen (see Fig. 3), the user can choose to define a still undefined situation 
(referenced in a service obtrusiveness model), or edit an already defined one. In the 
second screen (see Fig. 4), he can define the chosen situation using two aspects: 
location and time. A third, more advanced “free-form” option allows the user to place 
arbitrary constraints on his environment (see below). Using the location option, the 
user describes the location(s) he is in while being in the chosen situation. For each 
location (see Fig. 5), the user specifies whether he is inside or nearby a certain place, 
person or thing (i.e. physical entity) in that situation, and provides a way to identify 
that physical entity via its type and/or unique identification (URI). The user is aided 
via auto-complete functions: the type field suggests terms from well-known 
ontologies, as well as synonyms of the ontology terms (provided by WordNet); while 

                                                           
8 http://www.omg.org/spec/XMI  
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the URI field suggests URIs that identify physical entities the user has encountered 
(this information is obtained from the environment discovery and management layer; 
see Section 3.1). The user can also specify time intervals (i.e., days of the week and 
time span) during which he is in the situation (see Fig. 6).  
 

  

Fig. 3. Situation overview Fig. 4. Specification options Fig. 5. Define via location 

The advanced, “free-form” option (see Fig. 7) allows defining situations in a more 
powerful and expressive way, by placing arbitrary constraints on the user’s 
environment context. A constraint consists of a property and a value field. A user may 
arbitrarily constrain a property value, either by providing a concrete string or by 
linking its connector to other constraints. This free-form option, with connectable 
components, resembles the popular Yahoo! Pipes online mashup tool. In this 
example, the user is inside his office during the @work situation. To describe this in  
a generic way, the user specifies the inside property, and creates two constraints on 
the place he should be inside of. The first constraint states the type of the place should 
be “Office”, while the second specifies the place is the user’s office (via the 
housesPerson property). Using the constraint’s connectors, the user connects the two 
new constraints to the first constraint’s value field. The property and value fields are 
respectively backed by the same auto-complete functions mentioned above.  

4.2.2   Capturing Situations 
The “capture” option exploits the user’s current environment to quickly and easily 
specify situations. In this option, the user takes a snapshot of his environment, fine-
tunes it, and attaches it to a situation. For example, the user is sitting in a movie 
theatre, and one of the services produces a loud notification. The obtrusiveness model, 
defining the service’s adaptation behavior (see Section 4.1), makes sure notifications 
are handled at the invisible obtrusiveness level in an @quiet-place situation (e.g., 
classroom). However, mobile users are typically nomadic and move in a wide range 
of (previously unknown) environments, making it difficult even for them to foresee 
every situation-relevant environment (e.g., movie theatre). After quickly (and 
manually) turning off the device’s sound, the user selects the capture option. This 
option re-uses the screens from the previous “define” option (see previous section) 
and populates them, based on the user's current environment. The user selects the 
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location aspect (see Fig. 8), and sees that the “inside MovieTheatre” location is 
present, as well as some other captured locations (e.g., “nearby Cafe”). He then 
removes the irrelevant locations, and also unchecks the time and free-form option, 
since they are not relevant in this case. In the final screen, the user attaches the fine-
tuned context to the @quiet-place situation, thus making sure the invisible 
obtrusiveness level will be utilized in movie theatres as well. 
 

  

Fig. 6. Define via time Fig. 7. Free-form option Fig. 8. Captured locations 

5 Evaluation 

We validated the usability and expressivity of the Situation Specification Interface by 
means of a user evaluation, where users had to specify six situations of varying 
complexity via the definition and capturing options (see Section 4.2). The final, most 
complex situation required using the more advanced free-form option. For detailed 
information on these situations, we refer to http://wise.vub.ac.be/Mobiquitous2012/.  

In each user session, we took five minutes to shortly explain the interface, and then 
let the user specify the described situations. We noted the required time, as well as 
any encountered difficulties and errors during their task. After performing their task, 
the users filled out the Post-Study System Usability Questionnaire (PSSUQ) [20]. 
This questionnaire is a 19-item instrument for assessing user satisfaction with system 
usability. Specifically, it studies the following four dimensions: overall satisfaction 
with the system, its usefulness, information quality, and interface quality. A total of 8 
subjects participated in the experiment (5 male and 3 female), between the ages of 25 
to 35. All of them had a strong background in computer science, being students or 
researchers; they were also familiar with the use of a smartphone, and 4 out 8 owns an 
Android-based smartphone similar to the one used in the experiment. 

5.1 Evaluation Results 

Fig. 9 shows a summary of the PSSUQ questionnaire results; the complete dataset can 
be downloaded from http://wise.vub.ac.be/Mobiquitous2012/. Overall, users found 
the interface simple to use (questions 1, 2) and very easy to learn (7), while they also 
felt they could complete tasks effectively (3) and quickly become productive using 
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interface, with a focus on users without computer science backgrounds. A major 
challenge is to allow users to specify interaction adaptation behavior as well, a task 
now exclusively reserved for the service designer. This way, the user could express 
custom adaptation behavior not initially foreseen by the designer. 
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Abstract. Millions of users use location-based applications (LBAs) to share their
positions with friends, request information from points of interest finders, or get
notifications from event finders, etc. Such LBAs are typically based on location
servers (LSs) managing mobile object positions in a scalable fashion. However,
storing precise user positions on LSs raises privacy concerns, in particular, if LS
providers are non-trusted. To solve this problem, we present PShare-BSP, a novel
approach for the secure management of private user positions on non-trusted LSs.
PShare-BSP splits up precise user positions into position shares and distributes
them to different LSs of different providers. Thus, a compromised provider only
reveals user positions with degraded precision. Nevertheless, LBAs can combine
several shares from different LSs to increase their precision.

PShare-BSP improves on our previous position sharing approaches [4,15,17]:
It uses a deterministic share generation approach based on binary space partition-
ing to avoid probabilistic attacks based, for instance, on Monte Carlo simulations.
Moreover, it significantly decreases the computational complexity and increases
the efficiency by reducing the update costs for succeeding position updates.

Keywords: Location based applications, position sharing, privacy.

1 Introduction

The widespread adoption of mobile devices with integrated positioning systems such
as GPS has led to a drastic increase of the usage of location based applications (LBAs).
For instance, points of interest finders such as Qype can be used to determine the next
restaurant or gas station based on the current user position. Friend finder applications
such as Loopt notify users when friends reach their vicinity. Moreover, geosocial net-
works such as Facebook Places, Foursquare, and Yelp let users “check-in” at locations
to share their positions with friends.

LBAs typically make use of so-called location servers (LSs) to manage position in-
formation of mobile objects. Mobile objects send their position to the LS, and LBAs
act as clients to query the LS for mobile object positions. LSs allow for the efficient
and scalable management of mobile object positions, in particular, if position informa-
tion is required by several clients since the LS relieves the mobile objects from sending
positions to each client individually. A number of LSs are already provided on the In-
ternet today, for instance, by Google (Latitude), Yahoo (Fire Eagle), and other service
providers.

K. Zheng, M. Li, and H. Jiang (Eds.): MOBIQUITOUS 2012, LNICST 120, pp. 263–275, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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However, providing precise user positions to LSs raises privacy concerns. These con-
cerns are intensified by a number of incidents where private data was revealed [3] and
where even providers that were deemed to be trustworthy did not succeed to protect pri-
vate user data. Such incidents include attacks, leaking or losing personal information.
As a consequence, we cannot trust any provider to protect our data. Thus, security mech-
anisms for the secure management of position information taking non-trusted providers
into account are needed.

Spatial obfuscation [2,5] is a common principle to protect user location privacy in
non-trusted systems. Instead of providing precise user positions to an LS, users degrade
the precision of their positions and only provide this degraded information to the LS.
However, such spatial obfuscation approaches limit the maximum allowed precision of
a user position that can be provided to the clients of the LS by the trustworthiness of the
LS. Consequently, we cannot provide a client with more precise positions than stored
by the LS, no matter how much we trust the client. This might have severe impact on
LBAs since usually the quality of applications might also degenerate with the quality of
the provided position information. Furthermore, we cannot provide different precisions
to different clients with different quality of service demands and trust levels.

Our position sharing approaches presented in [4,15,17] overcome this problem. Us-
ing position sharing, the mobile object splits up its precise position into a set of po-
sition shares, where each share represents an imprecise position, and distributes the
generated shares to different LSs of different providers. Therefore, a compromised LS
only reveals degraded position information, while clients can combine several shares to
increase their precision. Thus, we can provide different precisions to different clients
without storing precise positions at the LSs.

In this paper, we present PShare-BSP, a new position sharing approach based on
binary space partitioning. We improve our previous position sharing approaches de-
veloped in our PriLoc-Project [11] as follows. In comparison to [4,15], PShare-BSP
uses a deterministic instead of a probabilistic approach to increase robustness against
attacks based on Monte Carlo simulations. Compared to [17], which is based on multi-
secret sharing, PShare-BSP reduces the computational complexity by avoiding complex
cryptographic operations. Moreover, we optimize the communication costs for position
updates significantly by avoiding updating all LSs for each new position.

The rest of this paper is structured as follows: First, we present an overview of the
related work in Sec. 2 and describe our system model in Sec. 3. Then, we introduce our
new position sharing approach in Sec. 4 and analyze its security in Sec. 5. In Sec. 6, we
present our evaluation results, before we summarize the paper in Sec. 7 together with
an outlook onto future work.

2 Related Work

Approaches providing location privacy can be categorized whether they require a trusted
third party or not.

Approaches with Trusted Third Party. The most prominent approach providing user
privacy is k-anonymity [7] guaranteeing that a user is indistinguishable from k − 1
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other users. However, k-anonymity and its extensions such as l-diversity [9] and t-
closeness [8] usually require a trusted anonymizer, whereas we aim to provide user
privacy without any trusted third party.

Approaches without Trusted Third Party. A simple approach to protect private posi-
tions is to store encrypted positions on LSs. This approach does not rely on any security
mechanism of the LSs. However, the LSs cannot perform essential computations such
as nearest neighbor or range queries on the server side.

Existing dummy-approaches such as [12] generate several false positions (dummies)
and send them together with the true position of the user to an LS. However, the pro-
vided privacy of these approaches is reduced if dummies can be identified. As shown
in [10], this is possible even if sophisticated algorithms are used for dummy generation.

Spatial obfuscation approaches such as [2,5] provide user privacy by sending posi-
tions of degraded precision to the LS. In general, obfuscation does not require a trusted
third party. However, the maximum precision that can be provided to the clients is lim-
ited by the trustworthiness of the LS. Furthermore, an incremental precision increase
for different clients as supported by our position sharing approach is not supported.

Our position sharing approach presented in [4] and its extension to maps [15] pro-
vide different precisions to clients by combining several position shares from different
LSs based on random geometric transformations. Although these approaches provide
sufficient privacy in many scenarios, an attacker can use a Monte Carlo simulation to
derive positions of higher precision than intended with a certain probability. In contrast,
we propose a deterministic approach in this paper that makes such attacks impossible.

In [17] we presented a position sharing approach using a multi-secret sharing scheme.
In this paper, we present PShare-BSP that is based on binary space partitioning rather
than cryptographic operations, which are less complex and thus increase computational
efficiency. Finally, PShare-BSP also increases communication efficiency by implement-
ing a protocol for optimized share updates.

3 System Model

The system model consists of three different components as depicted in Fig. 1.

ClientA

Share generation &
Share distribution

Mobile object

ClientB

LS3LS2LS1

Access control

Share combination

Credentials
to access
LS2 & LS3

Fig. 1. System Components
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The mobile object (MO) uses an integrated positioning system, such as GPS, to de-
termine the current MO’s position π. We assume that no malicious software component
is running on the MO that can access π, e.g., using existing mobile trusted computing
approaches such as [6]. We assume π to be a Cartesian point coordinate that is perfectly
accurate and precise. To map ellipsoidal longitude and latitude coordinates to Cartesian
coordinates, we can use a common map projection such as the Universal Transverse
Mercator (UTM) projection, which divides the Earth into sixty zones, each represent-
ing a six degree band of longitude. In case the MO travels from one zone to another for
a new check-in, the corresponding zone is changed as soon as the obfuscation area of
the MO is completely covered by the new zone.

The MO executes a local software component for share generation splitting up
π into a master share mπ, called m-share, and a set of refinement shares S =
{rπ,1, . . . , rπ,lmax}, called r-shares, by using the function

generate(π, lmax) = (mπ , {rπ,1, . . . , rπ,lmax}).

Parameter lmax is defined by the MO and defines the number of lmax+1 different preci-
sion levels offered to clients. The MO’s position of precision level l with 0 ≤ l ≤ lmax

is denoted as p(π, l). The m-share mπ defines position p(π, 0) with a precision which is
low enough to be published without raising privacy concerns. The r-shares can be used
to increase the precision of the m-share (p(π, 0)) by providing refinement information
stored in the r-shares. After shares are generated, they are distributed to different LSs of
different providers. The communication between the MO and the LSs must take place
over secure channels to avoid modification, sniffing, and message injection.

Location servers (LSs) store position shares and answer queries from different
clients by returning the corresponding shares. Each LS implements an access control
mechanism, as presented for example in [1], to manage the access of different clients to
shares. The access rights are defined by the MO and provided to the clients as creden-
tials to access a certain number of shares.

Clients query several shares from different LSs and use share combination

combine(mπ, {rπ,1, . . . , rπ,l}) = p(π, l)

to increase the provided precision of p(π, 0) to p(π, l) with 0 < l ≤ lmax by combining
the m-share mπ and l r-shares from different LSs. The communication between clients
and the LSs must also be protected by secure channels.

4 Position Sharing Approach

In this section, we present our position sharing approach PShare-BSP implementing the
functions for share generation and combination introduced above. Then, we present an
optimization reducing the number of required updates.

4.1 Basic Approach

Both share generation and combination depend on the concept of how to translate the
exact MO’s position π into an obfuscated position p(π, l) of a certain precision level l.
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Geometrically, an obfuscated position p(π, l) of a given precision level l is defined as
p(π, l) = ((xl, yl), 2

lmax−l) representing a square area that contains π (cf. Fig. 2). The
tuple (xl, yl) denotes the coordinates of the lower left (south-west) corner of the square
area, and 2lmax−l denotes the side length measured in meters. The side length 2lmax−l

defines the precision of p(π, l). We assume that a maximum precision of 1meter, which
is well below the precision of common positioning systems such as GPS, is sufficient for
every practical application. Therefore, we set the precision of the position p(π, lmax)
of the highest precision level lmax to 1meter. What remains to be defined is how the
coordinates (xl, yl) defining p(π, l) are chosen based on the MO’s precise position π
with the coordinates π.x and π.y. Numerically, π.x and π.y can be expressed in the
binary numeral system with a system-defined bit length n as

π.x =

n−1∑
k=0

αk ∗ 2k = (αn−1 · · ·α1α0)2 and π.y =

n−1∑
k=0

βk ∗ 2k = (βn−1 · · ·β1β0)2.

For p(π, l) we define the coordinates (xl, yl) as the coordinates of π.x and π.y with the
lmax − l least significant bits set to zero. These bits are the undefined bits of p(π, l).
The position of the i-th undefined bit of a coordinate is equal to its (lmax +1)− i least
significant bit. The precision value of p(π, l) is set to 2lmax−l defining the range of the
lmax − l undefined bits. The less undefined bits exist, the higher is the precision of a
position. As an example consider Fig. 2 where the undefined bits of p(π, l) that were
set to zero are underlined for each level l and lmax = 3.

p(π,2)
p(π,3)

p(π,1)

p(π,0)

(x0,y0)
p(π,3)=((..1101,..1011), 0)

p(π,2)=((..1100,..1010), 1)

p(π,1)=((..1100,..1000), 2)

p(π,0)=((..1000,..1000), 3)

(x1,y1)

(x2,y2)
(x3,y3)

rπ,2.x=0
rπ,2.y=1
rπ,3.x=1
rπ,3.y=1

p(π,0)

2lmax

(x0,y0)

2lmax

rπ,1.x=1
rπ,1.y=0

Fig. 2. Grid and refinement example for p(π, 0) based on lmax = 3

The m-sharemπ represents the coarsest obfuscation area p(π, 0) with the coordinates
(x0, y0) and the precision value lmax. By replacing the lmax least significant bits of π.x
and π.y by zero when calculating p(π, 0), lmax deterministically defines a partitioning
of the movement area into a grid of cells with a side length of 2lmax meter.

To increase the precision of the m-share mπ, the undefined bits of p(π, 0) have to be
defined. To this effect, we use a set S = {rπ,1, . . . , rπ,l} of l ≤ lmax r-shares, where
each r-share rπ,i defines the i-th undefined bit of the x and y value of p(π, 0). At the
same time the precision is improved by decreasing the side length value of p(π, 0).
Thus, position p(π, 0) can be refined up to p(π, l) by incrementally substituting the
undefined bits of p(π, 0) by the corresponding bits of the r-shares. The number of gen-
erated r-shares for each position update is defined by the value lmax such that the pre-
cision of p(π, 0) can be increased up to lmax different precision levels from p(π, 1) to
p(π, lmax). An example is shown in Fig. 2 on the right.
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Algorithm 1.
PShare-BSP: Share generation
Function: generate(π, lmax)
1: mπ ← generateMShare(π, lmax)
2: for i = 1 to lmax do
3: rπ,i ← getBits(π, i)
4: end for
5: S ← {rπ,1, . . . , rπ,lmax}
6: return mπ, S

Algorithm 2.
PShare-BSP: Share combination
Function: combine(mπ, {rπ,1, . . . , rπ,l})
1: p(π, 0)← mπ.p(π, 0)
2: for i = 1 to l do
3: p(π, i)← setBits(p(π, i− 1), rπ,i)
4: end for
5: return p(π, l)

Next, we describe the share generation using function generate(π, lmax ) (cf. Alg. 1).
The m-share is calculated by function generateMShare(π, lmax ) by setting the lmax

least significant bits of π.x and π.y to zero. Each r-share rπ,i with 1 ≤ i ≤ lmax

defines the two bits of π.x and π.y corresponding to the bits at the position of the i-th
undefined bit in p(π, 0). These bits are returned by function getBits(π, i).

The share combination function combine(mπ , {rπ,1 , . . . , rπ,l}) is implemented as
shown in Alg. 2. It takes as input the m-share mπ representing the obfuscation area
p(π, 0) and a sequence of r-shares rπ,1 , . . . , rπ,l . In order to be able to refine the posi-
tion up to a certain precision level l, the sequence of r-shares must contain all r-shares
for the levels 1 to l. The refined position p(π, l) is calculated by replacing stepwise the
i-th undefined bit of the x and y values of p(π, 0) by the bits of r-share rπ,i.x and rπ,i.y
for 1 ≤ i ≤ l. This step is implemented by function setBits(p(π, i − 1 ), rπ,i).

To protect multiple position updates, we use the idea of delaying updates if they
would reveal additional information to an attacker. For a detailed description of an at-
tack on multiple position updates we refer to [5]. We analyzed the counter measure of
delayed updates in our previous work [17] and use the same approach for PShare-BSP
to resist attacks on multiple position updates.

4.2 Update Optimization

A drawback of position sharing is that multiple shares have to be updated per position
fix instead of one. To alleviate this problem, we present an optimization called PShare-
BSPopt reducing the number of messages required for position updates significantly.

Existing position sharing approaches [4,15,17] and PShare-BSP presented in this
paper need to update the m-share and all r-shares for each new position. The general
idea of PShare-BSPopt is that, initially, the m-share and all r-shares are updated once.
For the following k − 1 position updates, we re-use the r-shares to refine the positions
of several m-shares and update only the m-share for every new position. To this end, an
m-share contains a partially encrypted position that can be decrypted by the bits of the
corresponding key that is split up and stored within different r-shares. Therefore, only
one share has to be updated per new position rather than 1 + lmax (one m-share and
lmax r-shares). In order to allow for the re-use of r-shares for the next k− 1 updates, we
have to include additional information for each r-share. The value of k can be defined
by the MO and determines the number of times the r-shares can be re-used before they
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must be updated. For simplicity, we limit our explanations to the x coordinate. The y
coordinate is handled identically.

For each position update we use a one-time pad encryption to protect the lmax least
significant bits of π.x. Generally, a one-time pad encryption can be used to protect a
secret by XORing it with a random set of bits defining the key of the encryption. The
result of the encryption is a cipher that does not provide any information about the secret
without the key. We define the secret sx as the lmax least significant bits of π.x. The
corresponding key is of length lmax and called refinement-key (r-key). The cipher cx is
calculated by bitwise XORing sx with the corresponding r-key as cx = sx XOR r-keyx.
Cipher cx is then stored within the m-share mπ in addition to p(π, 0) as shown in Fig. 3.
The idea is now to split up r-keyx into its lmax bits and distribute them as part of the r-
shares to different LSs. The refinement of p(π, 0) to p(π, l) for a certain precision level
l requires the l most significant bits of the r-keyx, denoted as r-keyx[l]. The refinement
is done by decrypting cx with the combined r-keyx[l] of the r-shares as shown in Fig. 4.
The result of the decryption defines the l most significant bits of sx, denoted as sx[l].
Finally, p(π, 0) is refined to p(π, l) by substituting the l most significant undefined bits
of p(π, 0) by sx[l]. The lmax − l undefined bits remain zero.

π.x αlmax-1...α0

0…..0 sx

lmax-bits

lmax-bits
r-keyx

mπ

XOR

cx

r1

rlmax

…

p(π,0).x

Fig. 3. Share generation overview

mπ

XOR

cx[l]

r1 rl…

r-keyx[l]

sx[l]

0…..0
p(π,0).x

sx[l]

refine
p(π,l).x

0..0

l lmax-l

lmax

Fig. 4. Share combination overview

To fulfill the optimization goal, we provide within each r-share k bits that can be
used to reconstruct the r-keys of k updates. Therefore, the r-share ri stores the i-th bit
of any of the k generated r-keys. The different r-keys are referenced by an id, denoted
as r-keyid. The correlation of r-shares and r-keys is shown in Fig. 5, where LSi stores
the r-share ri representing a secure random set of k bits.

Next, we describe the detailed algorithms for share generation and combination. The
share generation presented in Alg. 3 checks whether a distributed r-key can be used for

0 1 … 0
1 1 … 0
1 0 … 1
1 1 … 1

r-keyx
1

r-keyx
k

LS1 LS2 LSlmax

r1.x rlmax.xr2.x

Fig. 5. Correlation of r-shares and r-keys
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Algorithm 3.
PShare-BSPopt: Share generation
Function: generateSharesOPT (π, lmax)
1: if noUnusedRKeyAvailable() then
2: for id = 1 to k do
3: r-keyidx ← getRandBits(lmax)
4: end for
5: for i = 1 to lmax do
6: ri.x← getBitsFromRKeys(i)
7: end for
8: S ← {r1, . . . , rlmax}
9: end if

10: id← getUnusedRKeyID()
11: mπ ← generateMShareOPT (π,

lmax,r-keyidx , id)
12: return mπ, S

Algorithm 4.
PShare-BSPopt: m-share generation
Function: generateMShareOPT (π,

lmax,r-keyidx , id)
1: mπ ← generateMShare(π, lmax)
2: sx ← getXRefinement (π.x, lmax)
3: mπ.cx ← sx XOR r-keyidx
4: mπ.rKeyID← id
5: return mπ

Algorithm 5. PShare-BSPopt: Share combination
Function: combineOPT (mπ, {r1, . . . , rl})
1: r-keyidx [l]← getRKey(mπ.rKeyID, {r1.x, . . . , rl.x})
2: p(π, l).x← setXBits(mπ.p(π, 0).x,mπ.cx[l] XOR r-keyidx [l])
3: return p(π, l)

the next update. If no unused r-key is available, a set of k new r-keys and lmax new
r-shares is generated. Then, the id of the r-key to use is set. Finally, Alg. 4 generates the
m-share mπ including cipher cx. After generation, the shares are distributed to the LSs.

Share combination presented in Alg. 5 reconstructs position p(π, l) of precision level
l by combining the m-share mπ with l r-shares r1, . . . , rl. The l r-shares can be used
to compose the corresponding r-keyidx [l] of length l. Then, cipher cx of mπ is XORed
with r-keyidx [l]. The reconstructed refinement bits are then used as substitute of the cor-
responding undefined bits. The remaining lmax − l bits are still undefined. Without
knowing the missing lmax − l r-shares and thus the corresponding parts of the r-key, it
is not possible to further increase the precision of p(π, l).

To guarantee the security of PShare-BSPopt, it is essential that each r-key is only
used once. Otherwise the encryption could possibly be broken. Therefore, we use each
r-key only once and renew the r-shares after all k r-keys have been used.

5 Security Analysis

In this section, we present our attacker model and analyze various attacks.

5.1 Attacker Model

We assume malicious clients and malicious LSs that could be compromised as possi-
ble attackers. Malicious clients are a special sub-case of malicious LSs. We consider



Efficient Position Sharing for Location Privacy Using Binary Space Partitioning 271

the case that the LSs storing the m-share and l r-shares are compromised and collude
together such that the attacker knows an MO’s position p(π, l) of precision level l. An
ideal position sharing approach will not allow an attacker knowing p(π, l) to derive a
position with a precision beyond the precision of p(π, l).

We assume a free-space mobility model where each position π is equally likely.
Different probability distribution functions (pdfs) of positions are part of our future
work. For instance, an attacker could calculate a pdf for p(π, l) using additional map
knowledge and exclude non-reachable areas from p(π, l).

5.2 Attacks on PShare-BSP and PShare-BSPopt

PShare-BSP and PShare-BSPopt both deterministically transform the MO’s position π
for a given value of lmax to position p(π, 0). For each position π′ ∈ p(π, 0) it holds that
the same position p(π, 0) is calculated. This is guaranteed by mapping the lmax least
significant bits of the x and y coordinate to zero, independent whether the bit was zero
or one before. An attacker knowing p(π, l) trying to increase his precision to level l+1
would have to determine the first unknown bit of the x and the y coordinate of p(π, l).
Thus, the attacker could try to analyze the undefined bits of p(π, l) and try to calculate
the inverse function of the mapping to zero values. However, as values of zero and
one are both mapped to zero, no further information is revealed to the attacker without
knowing the corresponding r-share rl+1. The same holds for an attacker analyzing the
four possible refinement areas of p(π, l) on level l+1. All four areas are of the same size
and share therefore the same probability to cover π. Thus, the probability of selecting
the correct area on level l+1 is equal to randomly guessing a certain area on level l+1.

An attacker knowing mπ in PShare-BSPopt also knows ciphers cx and cy. As proven
in [13], the cipher of a one-time pad encryption provides no information about the
protected secret, even if the attacker has infinite computational power. Thus, it is not
possible for an attacker to increase precision from p(π, l) to p(π, l+1) without knowing
r-share rl+1 defining the corresponding parts of the r-keys to decrypt cx and cy .

In addition to analyzing the undefined bits, an attacker could also try to analyze
the generated positions. For instance, an attacker could try to use a region intersec-
tion attack [16] that can be successful on obfuscation-based approaches if different
obfuscation areas are generated for the same position π. However, we deterministically
generate for each position π and each level l always the same obfuscation area. For the
MO’s value of lmax and two different positions π′ and π′′ either the obfuscation areas
of level l are equal, i.e., p(π′, l) = p(π′′, l), or the areas do not intersect each other, i.e.,
p(π′, l) ∩ p(π′′, l) = ∅. In both cases, an attacker cannot refine p(π, l).

A probability distribution attack [14] calculates the probability that the MO is lo-
cated in certain areas. It is most beneficial for probabilistic privacy algorithms that
might lead to an uneven distribution of (possible) MO positions within the obfuscation
area. For instance, the algorithm presented in [4] leads to a concentration in the center
of the obfuscation area. We try to avoid such concentrations and strive for a uniform
distribution within the obfuscation area. Our deterministic share generation algorithm
guarantees that each position π′ ∈ p(π, l) would lead to the obfuscation area p(π, l)
with the same probability for a certain precision level l. Running a Monte Carlo simu-
lation for the deterministic obfuscation and share generation algorithm over π′ ∈ p(π, l)
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leads to a uniform distribution over p(π, l). Therefore, probability distribution attacks
do not provide any additional information to the attacker.

By design, we only generate and update new position shares if they are not vulnerable
to a maximum velocity attack [5] by using delayed updates as counter measure. Thus, an
attacker cannot increase his precision by analyzing succeeding position updates using a
maximum velocity attack.

6 Evaluation

Next, we analyze the computational efficiency of our approaches by measuring the per-
formance of share generation and share combination using a prototype implementation
of our system. Afterwards, we analyze the bandwidth efficiency of our approaches.

6.1 Performance Evaluation

Generally, the share generation is performed on a resource-constrained mobile device
with limited CPU power and battery capacity. Even on such resource-poor devices,
share generation must be possible in short time, which results in a small overhead in
terms of energy. To show the performance of our approaches, we measured the overall
time for share generation on a state of the art mobile device (HTC Desire HD). We
measured the time to create one m-share and one to 15 r-shares and plotted the overall
time over the number of r-shares in Fig. 6. As reference values we used the results
presented in [4] for a random share generation algorithm (denoted as RSG) and [17]
for PShare-GLM based on multi-secret sharing techniques. We limited the number of
generated r-shares to 15, because a precision of 32768 m should be sufficiently coarse
to provide user privacy. As we can see, the share generation of both approaches stays
well below 1 milliseconds even when providing k = 184 different r-keys within the r-
shares. Thus, we can state that the share generation is highly efficient and suitable even
for resource-poor devices.

In contrast to share generation, the share combination is done by clients (location-
based applications) that typically run in the infrastructure with no energy restriction and
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high computational power. We measured the time required to combine one m-share with
up to 15 r-shares on a state of the art personal computer (Intel Core 2 Duo, 2.53 GHz, 3
GB RAM). As we can see in Fig. 7, share combination is calculated very efficiently in
less than 150 microseconds even for a larger number of shares.

6.2 Bandwidth Efficiency

To analyze the efficiency of our approaches in terms of communication overhead, we
compare the number of required update messages for both approaches. We assume that
the MO performs a number of k′ ≤ k succeeding position updates using lmax + 1 LSs
to store the generated m-share and the lmax r-shares. Then, for PShare-BSP the MO
has to send in total k′ ∗ (1 + lmax) update messages, where each of the k′ position
updates triggers an update of the m-share and all lmax r-shares. For PShare-BSPopt we
update once the m-share and all lmax r-shares while for the next k− 1 updates only the
m-share has to be updated. This results in a total number of k′+ lmax update messages.
The r-shares are updated after k′ = k position updates were sent.

Next, we analyze the generated network load by analyzing the different share sizes
and the overhead of lower level communication protocols. Each share has a share-ID (32
bits), a user-ID (32 bits), and a type definition (8 bits). In PShare-BSP, the m-share mπ

adds position information (112 bits) and a list of ids defining the r-shares of mπ (lmax

* 32 bits). An r-share rπ adds 2 bits for its refinement property. In PShare-BSPopt, the
m-share mopt

π adds cipher cx (lmax bits), cipher cy (lmax bits), and the used r-key id
(32 bits) to mπ. The additional payload of mopt

π compared to mπ is denoted as Δmopt
π .

Each r-share ropt consists of k (32 bits) and 2 ∗ k bits to reconstruct r-keyx and r-keyy.
The network load of PShare-BSP for k′ position updates is NLbasic = k′ ∗

((size(mπ) + o) + lmax ∗ (size(rπ) + o)) bits, where o defines the protocol overhead
introduced by lower level protocols for each message. The network load of PShare-
BSPopt is NLopt = k′ ∗ (size(mopt

π ) + o) + lmax ∗ (size(ropt) + o) bits. Comparing
NLbasic and NLopt leads to

k′ ≥ lmax ∗ (size(ropt) + o)

lmax ∗ (size(rπ) + o)− size(Δmopt
π )

(1)

denoting the number of k′ updates that have to be sent until PShare-BSPopt outperforms
PShare-BSP and NLopt ≤ NLbasic holds. The size of the message overhead measured
for sending a share over TCP/IP is o = 320 bits. For lmax = 16 generated r-shares
and for example k = 128 this results in a value of k′ ≥ 1.72. This means that PShare-
BSPopt outperforms PShare-BSP as soon as the second MO’s position is updated. By
using Equation 1, we can calculate that PShare-BSPopt outperforms PShare-BSP al-
ways with the second update as long as k ≤ 184. For sending k′ = k = 184 position
updates PShare-BSP generates a total network load of NLbasic= 172 040 bytes when
also taking the TCP/IP overhead into account. PShare-BSPopt at the same time only
generates a load of NLopt= 27 896 bytes. This results in a reduction of 83.8% of the
generated network load. By considering the additional overhead required to provide se-
cure channels by using TLS, the overhead of each message is further increased. Thus,
reducing the number of messages by PShare-BSPopt further increases its efficiency.
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In addition to optimizing the updates of shares—i.e., the communication between
MO and LSs—, PShare-BSPopt also optimizes the communication between the LSs
and the clients. A client has to query all of its accessible r-shares only once within k
updates instead of querying the r-shares every time a new position of the MO is updated.

7 Summary and Future Work

In this paper, we presented a new position sharing approach protecting user privacy in
non-trusted systems of third-party location servers (LSs) and clients. PShare-BSP splits
up a precise user position into position shares of limited precision, which are distributed
to different LSs of different providers. Different clients can then combine several shares
and increase their provided precision. Our approach has the advantage that a compro-
mised server only reveals positions of degraded precision instead of precise positions.

We improve existing position sharing approaches [4,15,17] by providing a deter-
ministic approach using binary space partitioning to avoid probabilistic attacks and by
decreasing the computational complexity significantly by one order of magnitude com-
pared to [4] and by more than three orders of magnitude compared to [17]. Furthermore,
we presented an extension for PShare-BSP reducing the number of required messages
for multiple position updates significantly.

As future work we will consider map knowledge and semantic knowledge, for in-
stance, periodic behavior of users, knowledge about points of interest, etc. that could
be used by an attacker to increase precision. Furthermore, we will consider replication
strategies to increase the availability of shares without decreasing privacy.
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Abstract. Location is considered the most significant element of context in 
ubiquitous computing. Location information, besides system context 
information, can offer rich queries for handling information especially in 
emergency systems. This paper introduces the Mona Emergency System that 
uses context information in providing emergency services such as sending 
warning messages to an identified location. MES context information includes 
actor, danger and point of interest information. This paper describes the MES 
methodology to obtain and distribute warning messages during emergency 
situations. MES is a new approach that defines message targets and content 
using spatial relations.  

Keywords: context-aware messaging and addressing, emergency systems, 
spatial information, ad-hoc communication, ontology. 

1 Introduction 

Emergency systems submit to the procedures that support effectively dealing with 
tragedy within society [1]. Recently, in communication, context information is 
utilized as substitute to previous addressing methods such as IP addresses [2]. Modern 
technology can assist in decision making and saving time in disaster management [3]. 
Government utilizes all the accessible resources to terminate hazards. For instance, in 
Australia 2009 [4], Victorian government employed all available resources to stop the 
bushfire. However, it reported at least 166 deaths. A lot of survivors stated that, they 
did not have enough information about where to go and the fire movements, which 
caused some panicking. In addition, rescuer teams did have enough knowledge about 
the survivors and the levels of threat encountered by these survivors. In addition, the 
rescuers do not have any clue about the survivor movements and personal information 
such as age and health conditions. This information can assist different rescue team 
that work together with information that can improve the rescue mission [5].  

The contribution of this paper is to introduce an approach to highlight the 
significance and advantages of using context information for addressing and 
messaging purposes during hazard times. We designed the Mona Emergency System 
(or MES, for short) to improve the flow and the content of the messages during risky 
periods. MES proposes generating alert messages for actors within affected areas 
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using context information. The MES compares and examines context information 
such as name, location, type and status to assist in the messaging process. It is 
assumed that the MES utilizes different sensors from mobiles to gain context 
information. We employ the use of spatial relations via the use of structured English 
expressions using words such as “close”, “near”, “far” and “away” to help describe 
the message receivers. MES provides a new approach to defining the message targets 
using spatial relations. We design the Mona-ont ontology to describe and organize 
knowledge about danger situations.  

The paper is structured to present an extensive overview of the Mona Emergency 
system as follows: the MES concept and design, the MES architecture, the message 
exchange process for the context information and the Mona-ont ontology. In addition, 
the paper describes the MES message structures as well as services and techniques 
that assist in supplying the actors with the right alert messages at the right time with 
the right context information; we illustrate the concepts of the MES via screenshots.  

2 The Mona Emergency System (MES) 

2.1 Concept and Design  

The Mona Emergency System is used to generate alert messages during danger 
situations. The MES designed to improve the flow of exchanged information between 
the actors within the system. The system uses real-time context information that are 
collected and stored in the MES database. The MES employs spatial relations, 
qualitative and quantitative, to determine the significance of message targets and 
content.  In the MES, controlled English expressions identify destinations and content 
of messages using context. Mobile phones are used to report information about the 
actors within the system. Danger information is passed to the MES database via any 
institution. Furthermore, the POI information can be entered and modified manually 
in the MES database. The MES transfer RCC8 or Egenhofer relations1 into 
understandable English expressions to describe emergency situations. We define MES 
spatial relations for the following reasons: 

• assist in distributing the right message at the right time, 
• define and address the message target during the hazard times using available 

context information,  
• describe the alert message content using the spatial relations between the 

system entities such as survivor, rescuer, safe points and danger areas,  
• present sufficient knowledge about certain events to the rescue team, and 
• label some dynamic spatial relations in such a way as to describe an event.  

MES spatial relations structure context to indicate the situation of actors in the rescue 
process. The context model can be modified according to the usage environment. 
MES utilizes various types of context related to entities within the system. Figure 1 
demonstrates the entities expressed in the MES model, which includes actor devices, 
services, hazards information and points of interest.  

                                                           
1 http://www.w3.org/2005/Incubator/geo/XGR-geo-ont-20071023/ 
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Fig. 1. The MES spatial overall view over a fire at La Trobe University 

Figure 1 presents the MES distributed entities and its spatial relation during 
fictional fire scenario. The MES messaging services structured depends on multi-
context information gathered from MES entities included such as actor, dangers and 
points of interest information. This offers dynamically modified messaging services to 
the actors’ mobile devices. 

The MES uses the available context information that includes the actor, danger and 
POIs to compare and match the context knowledge. For example, the MES computes 
and contrasts the location coordinate information (latitude and longitude) of actors, 
POIs and the danger using the Haversine formula2. The context information relating 
to actors such as rescuer and survivor are actor ID, location, status as well as some 
personality information such as age and health condition.  

Actor ID is used to recognize the actor and the location used to place the actor. In 
addition, status used to distinguish the actor’s danger event such as “stuck” or “safe”, 
and health condition illustrates the health situation about the actor such as “disabled” or 
“fit”. During an emergency situation the MES categorize survivors into two types; 
general survivor, representing people within the region that may encounter a dangerous 
situation and flag-bearer, where in the case of launching new ad-hoc network 
connections, an actor (called the flag-bearer) can coordinate communication with other 
people who are unregistered with the MES on a peer-to-peer basis, in order to assist 
them with the right services, on behalf of MES (e.g., relaying messages, i.e., effectively, 
we see that messaging can be “crowd-sourced”). On the other hand, rescuer stands for 
organizations that are expected to help according to their specialty, such as evacuation 
support, policeman and fireman. In addition, the MES uses danger context information 
to classify the danger zones depending on the danger severity using the scale: Red, 
Yellow and Blue. Also, the status is employed to explain the danger situation such as 
“occurring”, “starting”, and “terminated”. The type is used to show the danger type such 
as “bushfire” and “flood”. Moreover, the MES uses context information to present the 
point of interest (POI) as a safe point in a rescue process such as name, location, current 
danger zone and status. The current danger zone in used to find the POI in the affected 
area, and the POI status used to label the “lost” or “destroyed” POIs in dangerous 
situations. The MES classifies POIs into positive and negative points of interest. For 
example, a lake can be allocated by the MES automatically as a positive POI, where the 
survivor can be directed to in a Bushfire scenario. 

                                                           
2 http://www.movable-type.co.uk/scripts/latlong.html 
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2.2 MES Mona-ont Ontology  

We develop the Mona-ont ontology [6] to capture, form and filter information about 
disaster conditions. The information is expressed by the use of context information in 
emergency situations such as about actors, dangers and safe points. Mona-ont 
ontology is utilized in emergency situations to:  

• describe the targets/destinations/receivers for context-aware messaging, 
• support explaining events in emergency situations,  
• help defining the emergency situation concepts and its attributes,  
• express and discover the spatial relations that link MES concepts, 
• allow the spatial relations to be understandable by humans,  
• assist in building and modelling the Mona Emergency System, 
• defining appropriate message contents for actors (including directions for 

survivors), 
• allow sharing information between concepts within MES, and 
• assist simulating the scenarios. 

We use the editing tool called Protege3 to build the Mona-ont ontology. The Mona-
ont ontology captures knowledge in disaster situations, to be used by possibly 
different organizations involve in a rescue operation. Figure 2 highlights Mona-ont 
relationships between MES concepts. The Mona-ont ontology contains concepts that 
may be involved in emergency situations. For example, region, disaster management, 
emergency situation, affected area, actors and points of interest. The region represents 
the area where danger is happening and a disaster management unit manages the 
region, aggregates the context information from actors and provides alert messages to 
the actors. Actors represent survivors and rescuers, and emergency situation 
represents context information about a danger (e.g., a bushfire, or a flood) such as 
type, range, direction and speed of the danger. Affected area refers to the 
hazard/danger zones. Finally, points of interest (POI) symbolize the geographical 
features (man-made or natural) that can assist in a rescue operation. 

Figure 2 illustrates the Mona-ont ontology spatial relationships that link the 
system’s concepts and express events at risky situations. The Mona-ont ontology 
represents knowledge that is shared between actors within ME system. The qualitative 
spatial relations are mapped to a variety of values that help the MES in performing 
practical messaging functionalities. For example, the relation “near” represents  a 
scope of values between 100 meters and 250 meters (this mapping can be changed 
depending on the geographical scales intended for the messaging). This mapping 
assists in discovering and filtering target and content of the alert messages. The MES 
spatial relations described as follows: 

− Danger_relation: describe emergency situation within region such as “in”, 
“within” and “out of”. 

− Position_relation: define concepts positions within the Mona-ont ontology 
such as “near”, “far”, “next to”, “close to” and ‘away’. For example, it links an 
actor with POIs and affected areas within the region, and also to describe the 
relative positions between the actors themselves. 

                                                           
3 http://protege.stanford.edu/ 
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Fig. 2. Overview of the main concepts in the Mona-ont ontology 

2.3 MES Architecture 

Inspired by [7, 8], we employ numerous types of context-aware adjustment in the 
MES server side and the actor side. The MES employs a client-server architecture  
at the top level and multiple actors at the lower levels. The client-server architecture 
establishes the communication between the disaster management unit and the actor 
within the region while peer to peer communication occurs where the actors connect 
with each other via any type of ad-hoc communication. MES’ overall architecture 
includes generally three main components, which are the actor; the disaster 
management unit and the database (see Figure 3).   

 

Fig. 3. MES architecture 

The figure presents the MES architecture and the flow of information between the 
system entities and its component. The components are distributed into two levels. 
First, the actor side includes the survivor and the rescuer. Second, the server side 
includes the database and the disaster management unit. The database contains 
information about dangers area, actor and evacuation points.  The evacuation points 
are particular points of interest (POI). The disaster management unit is responsible for 
the MES functionalities such as generating the automatic and the manual messages. 



 MES: A System for Location-Aware Smart Messaging in Emergency Situations 281 

 

To start with, first, the database has the knowledge about the region including 
information about the emergency situation entities such as the danger information, 
actor and POI information. The database offer context knowledge to the disaster 
management unit via http. The data base consists of three parts:  

• a spatial database includes the spatial relationships between emergency 
entities, 

• a situation knowledge database with the spatial information and context 
information to be supplied to the disaster management unit, and 

• a context database containing available context information about the system 
entities such as location, status and health condition, as noted earlier. 

Second, the disaster management unit is responsible for the MES’ main functionalities 
such defining the messages and the target of the messages. Also, capturing and filtering 
the context information about hazards situation. This information is used for the 
automatic and the manual messaging, presented on the relevant user interface forms. 
The disaster management unit components work as follows: 

• Database manager (DB) responsible for registering the new actor 
information with the DB and keep updating the actor context automatically 
in a certain time,  

• Context-aware data collector which collects the context information from 
the DB about the entities during danger time and passes the knowledge to the 
context-aware reasoner such as “there is survivor called Mr. Ahmed”, and its 
current danger zone and POI information, 

• Context-aware reasoner compares the collected context information that is 
ready for action such as computing that Mr. Ahmed’s location falls within 
the red zone range, 

• Spatial aware manager offers inferred knowledge and converts the 
quantitative information to qualitative aspects such as Mr. Ahmed is in the 
red zone “near” the hospital, 

• Context-aware action manager constructs instructions or guidance 
information (in messages sent to actors) depending on context and decides 
the suitable action to be preformed such generating the automatic messaging 
to be sent to Mr. Ahmed in case of a lost POI, and 

• Context-aware disseminator is responsible for sending the information to 
actors according to the context, providing the right alert to the actor at the 
right time using client server architecture via the obtainable connection 
method such as internet, 3G and Wi-Fi.   

Finally, the actor side represents the survivor and the rescuer within the MES covered 
region. The actor side components are as follows:  

• Actor manager is responsible for registering the new actor information and 
reporting the context information automatically,     

• Context-aware reporter keeps reporting the actor context information to the 
disaster management unit automatically,   

• Message receiver is in charge of the displaying the alert message,   
• Actor finder searches for other actors within the available range using any 

communication tool such as Bluetooth in order to establish ad-hoc 
connection (peer to peer architecture),  
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• Context-aware action reasoner is responsible for choosing the message 
command by defining the right actor to forward the message to, and 

• Context-aware sender is in charge of sending the message to the other actor 
within the available range. 

This section describes the flow of information between the system’s main 
components. Actors are required to register his/her information using an actor ID such 
as name, together with age and health conditions, with the disaster management unit 
which stores the information in its database. Once the danger occurs, the disaster 
management unit calls the information from the DB to be computed and processed. 
The MES disaster management unit identifies the danger zones, and the positive POI 
to assist in the rescue operation. The MES compares and matches location 
information and filters/selects the target actors depending on the available context in 
order to identify the message targets and contents. Once a message is received, the 
survivor can spread and share the message using peer to peer communication tools 
such as Bluetooth. 

2.4 Message Exchange Process 

This section gives an overview about the message content that been an exchange 
between the MES entities. The MES uses several type of contexts information in 
order to be widely aware of definite transformation in the region during the risk time 
(see Figure 4). Context information exchanged between the disaster management unit 
and the actor stored into the database. The context information depends on the actor 
category, the time and the event. For example, actors record location information 
more often according to their movement and the danger expanding, as oppose to when 
the actors are far from danger.  

 

Fig. 4. Message exchange among the system’s client-server components 

Figure 4 describes the variety of context that has been exchanged between the 
MES disaster management unit and the MES actor. First, the context information at 
the registration level from the actor to the MES disaster management unit; the 
survivor registers using location information and survivor personal information such 
as ID, name, age and health condition. Furthermore, the rescuer registers using 
location information and personal information such as ID, name and institution. This 
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context information is stored into the MES database via the MES disaster 
management unit. Second, relevant guidance context information is sent from the 
disaster management unit to the MES actor. There are two modes for messaging the 
survivors at this stage. In the automatic mode, the MES disaster management unit will 
send the danger information including danger name, danger type, affected area, 
danger distance and POI information such as POI name, location and distance. On the 
other hand, in the manual mode, the MES disaster management unit will send danger 
zone or the affected area, position relation, POI name and a custom message, such as 
“Mr. Alaa in a yellow zone near the lake please stay there”. In addition, the rescuer 
will receive context information about the danger information and the survivors’ 
information. Third, the guidance context information can be exchanged between 
survivors using peer to peer communication. A registered survivor is allowed to 
forward the alert message it received to other unregistered survivors, according to 
their context information. The unregistered survivors record their IDs and location 
information and that to the registered survivor in order to receive the alert messages 
(which include the automatically sent messages received from the MES in the 
automatic mode and custom messages sent manually). Finally, the disaster 
management unit updates the actor; danger and POI context information depending on 
the events during danger times.  

3 MES Message Context Model Structure (EBNF), MES 
Services and Proof of Concept 

3.1 Automatic Messaging 

This mode provides an automatic alert messaging service to the survivors during 
hazardous situations, without involving human decisions. The MES automatic 
message content structure is designed as the following: first, the system decides on 
the survivor(s) that will take delivery of the message according to his/her (their) 
location(s). Then, the system informs the survivor about the existing danger type and 
zone, the distance from the danger (e.g., fire), the information about the related POIs 
that include the name of the POI and locations which clarify the areas (e.g., suburbs) 
that have the POI as well as the actual distance to the available safe POI and the 
direction. The structure of the automatically sent message is as follows (in EBNF): 

<message>::=<actor1>+<danger_type><affected_area><danger_distance>       
<POI_name><POI_location> <POI_distance> 

<actor1>::= <survivor_ID>. 

<danger_type>::= “fire” | “flood” | “earthquake” | “nuclear_danger”. 

<affected_area>::= “red_zone” | “yellow_zone” | “blue_zone”. 

<danger_distance> ::= REAL_NUMBER. 

<POI_name>::=“lake”|“hospital”|“evacuation_center”|“school”|“playground”. 

<POI_location>::= ”Bundoora” | “Reservoir”| “Kingsbury”. 

<POI_distance>::= REAL_NUMBER 
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The message target is defined according to several contexts during danger times. For 
instance, survivor ‘aaa’ is within a fire inside a red_zone, 945 meters from the centre 
of the fire as well as the name of the available safe POI name such as “Latrobe 
Hospital” and its location (which is in the suburb “Bundoora” and the actual distance 
to that POI which is 294 meters). Moreover, the MES messages survivor ‘Alaa’ about 
the danger type, current danger zone and the distance as well as the POI information.  
For example, ‘Alaa’ is in fire inside yellow_zone with 1050 meters from the danger 
centre next to CP3 building and its location (which is Bundoora and the actual 
distance to that POI which is 198 meters); see Figure 5.  

 

Fig. 5. Disaster manager for automatic messaging 

Figure 5 shows the disaster management automatic messaging form which offers 
additional services such as providing a list containing the survivor IDs in the danger 
zone that they are located in. Additionally, it shows a summary of the number of the 
survivors positioned in the different zones. Moreover, the form updates the actor 
context information automatically according to the danger zone using the update 
options (e.g., messages containing location updates from actors, sent periodically). 
The automatic form offers visualization for the data via web services by the use of the 
URL command which will be activated in the future work to provide online services.  

3.2 Manual Messaging 

The manual message service offers custom message. The manual form requests the 
use of human interaction to define the message target and content via spatial relations. 
The spatial relation offer dynamic role to define messages for particular or group of 
survivor using structured English expressions. For example, the message target can be 
as the following; first, the system decides on the survivor(s) that going to receive the 
message according to his/her (their) location(s) and his spatial relation to danger zone. 
In addition, the target can be defined also using the survivor location and his POI 
spatial relation. The target of the manual message in EBNF is structure depend on the 
target as follows (in EBNF). For example, the administrator or the rescuer wants to 
send custom message the survivor according to the danger zone.  
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<message>:: = <Actor>+<Danger_relation> <Affected_area><custom_message> 
<actor>:: = <survivor _ID > 

<Danger_relation> :: = “inside” | ”outside”  

<affected_area> :: = “red_zone” | “yellow_zone” |“blue_zone”. 

Note: <survivor_ID> ∈ <survivor>. 

Second example is the administrator wants to message the survivor according to the 
danger zone and the POI relation. For example, 

<message>::=<actor>+[<Danger_relation><affected_area>]<POI_name><POI_position>
<custom_message> 

<actor>:: = <survivor _ID > 

<Danger_relation> :: = “inside” | ”outside”.  

<affected_area>:: = “red_zone” | “yellow_zone” |“blue_zone”. 

<POI_name>::=“lake”|“hospital”|“evacuation_center”|“school”|“playground”. 

<Position_relation>:: = “near” | ” close to” | “far” | ”away” | “ next_to”.  

<custom_message>:: = STRING (e.g., “stay there”). 

The manual form helps filtering and capturing the information about the survivors 
depending on several contexts. For example, Alaa and Ahmed are survivors in the 
blue_zone, and we want to send a custom message containing the warning ''fire 
coming”.  The manual form offers a choice to address a custom message to these 
survivors who are at same position relationships, such as “near the lake”. The system 
then takes care of resolving the words "near" and the names "Alaa" and "Ahmed" to 
specific distance measures and specific mobile devices (see Figure 6).   

 

Fig. 6. Manual message to a group of survivors using particular spatial relationships 

Figure 7 describes another service using the manual form such as sending a custom 
message only to one survivor such as Alaa who is located in yellow_zone at this stage 
and close to the lake, with message contents to say “stay there”. The figure shows that 
only one survivor receives the custom message while the others keep receiving the 
automatically sent messages from the server.  

 



286 A. Almagrabi, S.W. Loke, and T. Torabi 

 

 

Fig. 7. Some survivors receive the automatied message 

3.3 Peer to Peer Communication 

The MES supports peer-to-peer emergency services by the use of ad-hoc 
communication. In the sense, an alert message can be forwarded from one actor to 
another depending on context using any peer-to-peer communication method such as 
Bluetooth. The message is forwarded from a registered survivor to unregistered 
survivor(s) according to location context information. The MES’ peer-to-peer 
message content structure is designed the same as the automatic messaging mode plus 
a custom message as follows (in EBNF): 

<message>::=<actor1>+<danger_type><affected_area><danger_distance>           
<POI_name><POI_location> <POI_distance><custom_message> 

<actor1>::= <survivor_ID>. 

<danger_type>::= “fire” | “flood” | “earthquake” | “nuclear_danger”. 

<affected_area>::= “red_zone” | “yellow_zone” | “blue_zone”. 

<danger_distance> ::= “945” | “775” | “534”. 

<POI_name>::=“lake”|“hospital”|“evacuation_center”|“school”|“playground”. 

<POI_location>::= ”Bundoora” | “Reservoir”| “Kingsbury”. 

<POI_distance>::= “0.25” | “0.775” | “0.999”. 

<custom_message>:: = STRING (e.g., “stay there”). 

The survivor decides on the survivor(s) that will take delivery of the message 
according to his/her (their) location(s). Then, the registered survivor informs the 
unregistered survivor(s) about the existing danger information, including danger 
name, danger type, affected area, danger distance and POI information such as POI 
name, location, distance and a custom message.   

Figure 8 shows the message flow starting from the disaster management unit and 
ending at unregistered survivor. For example, S represents the disaster management 
unit and C1 and C2 registered survivors, where C3 and C4 are unregistered survivors. 
S can send the alert message to C1 and C2 via SMS or Internet. In addition, C1 (as a  
 



 MES: A System for Location-Aware Smart Messaging in Emergency Situations 287 

 

 

Fig. 8. Disaster automatic messaging via a peer-to-peer model  

flag-bearer) can send the alert message to C3 via Bluetooth. Now, also, if C2 loses the 
communication with S, it will be able to receive the alert message from C1 via 
Bluetooth, and then C2 can send the alert message to the closest survivor C4. This 
service assists in spreading the alert messages around people in the danger area. It 
uses ad-hoc communication techniques in the case of unregistered survivors or lost 
communications with the disaster management unit (i.e., the main server). 

4 Conclusion and Future Work 

Context-awareness captures and represents the user’s physical and social 
environments. In emergency situation there is an essential need to employ all 
obtainable information that may help in avoiding tragedy. The MES provides several 
techniques in order to send relevant emergency messages. First, the MES provides an 
automatic messaging service that will be generated depending on different contexts, 
from the disaster management unit to the actors. Second, manual messaging from the 
disaster management unit to the system actors can provide control and custom 
context-aware messaging for rescuers. Finally the system uses ad-hoc communication 
such as Bluetooth to send relevant messages to even those unknown to, or 
unregistered with the system, and so, creating greater robustness for messaging (even 
when some survivors are not directly reachable) – effectively crowdsourcing alert 
message delivery to actors (whom we call flag-bearers). 

In the future, one of the main features that will be implemented within the system 
is sending geographical information using a map that will show the direction to the 
nearest safe POI as well as the danger locations, and this will be continually updated. 
Besides, we aim to provide online services to rescuers to access the MES via the 
mobile Internet, and to further evaluate the performance of our system. 
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