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Preface

This book contains nine review articles about nanophotonic information physics—
with the subtitle nanointelligence and nanophotonic computing—and is the first
publication of its kind.

Optical science and technologies have been experiencing tremendous
advancements in recent years, especially at scales below the wavelength of light.
Technological enablers have been cultivated both in top-down approaches such as
nanoscale-precision lithography, and bottom-up ones, such as DNA-based self-
assembly. The fundamental physical processes of light–matter interactions, such as
energy transfer via near-field interactions, among others, have been extensively
studied from the viewpoint of the basic science and enabling technologies of
nanophotonics.

From an information standpoint, on the other hand, novel architectures should
be considered so that we can fully utilize and benefit from the potential of the
unique physical processes made possible by nanophotonics. There are plenty of
degrees-of-freedom on the nanoscale, and a wide variety of physical processes and
technologies exist. A comprehensive view covering diverse disciplines, including
physics, materials, devices, systems, information, and architectures, is vitally
important and will push the frontiers of physical and information sciences and
technologies.

At the same time, such interdisciplinary and basic research areas that cover both
physics and information—or real-world and abstract functions—will pave the way
to gain fundamental insights and critical knowledge for implementing novel
applications of nanophotonics that will be of key importance in our lives and for
wider society, both today and in the future; these include computing, information
systems, network systems, sensing and imaging, healthcare and welfare, safety and
security, the environment and energy.

Such a research concept is represented by the title of this book. The nine
selected articles in this book are based on presentations given at the First Inter-
national Workshop on Information Physics and Computing in Nano-scale Pho-
tonics (IPCN), held in Orleans, France, in September 2012. The workshop aimed
to bring researchers together and stimulate strong interest at the intersection of
nanophotonics, nanoelectronics, and information science and technologies, a goal
that is also shared by this book. It should be emphasized that novel architectural
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ideas, concepts, and paradigms are discussed in each chapter, besides concrete
technological realizations.

Chapter 1 (Naruse et al.) discusses information physics fundamentals for
nanophotonics. Chapters 2 (Dwyer et al.), 3 (Tanida), and 4 (Ogura et al.) present
the original concepts of the authors and some practical applications. The concepts
described in these three chapters are all based on DNA and related self-assembly
principles and technologies, but it should be remarked that a variety of system-
level ideas and benefits result. Chapters 5 (Kasai et al.) and 6 (Kawahito et al.) are
based on nanoelectronics with unique device architectures for computing and
imaging applications. Chapter 7 (Tate et al.) discusses interfacing issues, and
corresponding solutions, between the macro- and nano-scale worlds, which are of
critical importance for nanophotonic systems. Chapter 8 (Tait et al.) discusses
photonic neuromorphic signal processing and computing, including both its fun-
damental theoretical concerns and photonic realizations. Chapter 9 (Aono et al.)
paves the way to new problem-solving and decision-making methods based on the
spatiotemporal optical excitation transfer dynamics provided by optical near-field
interactions.

Through these inter- and cross-disciplinary investigations covering optical,
material, and information sciences, besides considering applications and archi-
tectures that will provide new value via state-of-the-art technologies, it is my
sincere hope to convey the excitement and sense-of-wonder that emerges, and that
researchers will harness the fruits of these investigations in creating a new research
area that merges physical and information sciences and technologies.

I am deeply indebted to the committee members, speakers, and participants of
the IPCN Workshop and its subsequent in-depth discussions, especially
Dr. Y. Ogura (Osaka University) who served as the co-chair of the workshop, and
Dr. M. Aono (Tokyo Institute of Technology) who greatly helped in the successful
organization of the workshop. Also, I would like to thank Dr. J. Tanida (Osaka
University) for his encouragement and discussions throughout the course of the
workshop and the preparation of this book. In addition, I sincerely thank Dr.
M. Ohtsu (The University of Tokyo), who is the Editor-in-Chief of Nano-Optics
and Nanophotonics, for his great encouragement of researchers in nanophotonics
science and technology and for his support and suggestions for this book. Finally,
I am grateful to Dr. C. Acheron of Springer–Verlag for his guidance and
suggestions throughout the preparation of this book.

Tokyo Makoto Naruse
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Chapter 1
Nanointelligence: Information Physics
Fundamentals for Nanophotonics

Makoto Naruse, Naoya Tate, Masashi Aono and Motoichi Ohtsu

Abstract Nanophotonics has been extensively studied with the aim of unveiling and
exploiting light-matter interactions that occur at a scale below the diffraction limit of
light. From the viewpoint of information, novel architectures, novel design and analy-
sis principles, and even novel computing paradigms should be considered so that we
can fully benefit from the potential of nanophotonics for various applications. In this
chapter, we first present some fundamental and emergent attributes associated with
optical excitation transfer mediated by optical near-field interactions. Toward achiev-
ing a computing paradigm that surpasses the classical von Neumann architecture,
we describe stochastic solution searching, which exploits the spatiotemporal dynam-
ics of optical excitation transfer. Second, we show information security applications
based on near-field applications, together with their theoretical and experimental
foundations. Finally, we present a stochastic analysis of light-assisted self-organized
material formation in order to gain a deeper understanding of the underlying physics.
We consider that a common feature across all of these demonstrations is the extraction
of “intelligent” functions and behaviors from an information-based standpoint—an
idea represented by the title of this chapter, “nanointelligence”.
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1.1 Introduction

Light plays a crucial role in information devices and systems in a range of fields, for
example, communication, information processing, imaging, and displays. There is
no doubt that the superior physical attributes of light constitute the foundations of
the benefits for which we are greatly indebted today. At the same time, however, ever
increasing quantitative demands, such as the massive amount of digital information
carried on networks, necessitate further advancements in optics and photonics. In
addition, there has also been a surge in demand for qualitatively novel technologies,
such as energy saving [1], mobile and ubiquitous devices [2], solid-state lighting
and displays, healthcare and welfare, and safety and security [3, 4], to name a few.
Conventional optics and photonics, however, suffer from difficulties in resolving
these quantitative and qualitative challenges due to their fundamental limitations,
principally, the diffraction limit of light [5].

Nanophotonics, which makes use of interactions between light and matter at a
scale below the wavelength of light, has advanced remarkably [6, 7]. An optical
near-field, which is localized in the vicinity of nanostructured matter, is free of
the diffraction effects imposed on propagating light, in a sense breaking through
the diffraction limit, which allows the physical extent of light itself to be reduced
[8, 9]. Furthermore, the nature of photons on the nanometer scale, including higher-
order atom–light interactions [10], has led to the discovery of unique phenomena
observed only on the nanoscale, revealing a physical picture of “dressed photons”, or
photons dressed by material excitations [11, 12]. Thus, not only does nanophotonics
possess the ability to break through the diffraction limit, but it also allows physical
processes that are unachievable conventionally, such as dipole-forbidden transitions.
These novel optical near-field processes have led to various devices that have been
experimentally demonstrated recently, including light concentration [13], infrared-
to-visible light conversion [14], silicon light emission [15, 16], solar cells [17], and
so forth. The rapid progress of experimental technologies has been a driving force
behind the advances in nanophotonics; ultrafast spectroscopy for nanostructures [18],
and size- and position-controlled quantum nanostructures, such as InAs [19], ZnO
[20], and shape-engineered nanostructures [21–23], among others.

From the viewpoint of information or system design, on the other hand, there
are many unresolved, important basic issues in nanophotonics. For example, system
architectures, basic structures for achieving versatile functions, modeling, design, and
analysis principles and methods that inherit the physical principles of nanophotonics
should be developed. This chapter sheds light on some system-level fundamentals and
insights in nanophotonics, with particular focus on achieving “intelligent” functions,
what we summarize as the concept called “nanointelligence”.

It should be emphasized that replacing or competing with conventional comput-
ing and information technologies is not necessarily the primary motivation. What
should be pursued is to exploit and maximize the potential of the unique physical
attributes inherent in nanophotonics. Nanophotonic security, discussed in Sect. 1.3,
is one example application where accessibility via light is essential, and optical
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near-field processes provide unique solutions [3]. Furthermore, insights gained in
the modeling and analysis of nanophotonics are applicable to a wide range of appli-
cations besides computing or information processing. They can also contribute to
design and analysis in energy applications [24] and nanofabrication [25]. Dwyer et al.
have been developing a nano-optical computer architecture for medical and health-
care applications based on resonant energy transfer made possible by DNA-based
self-assembly [26, 27]. Catrysse et al. have investigated nanostructures for imag-
ing applications [28], where light–matter interactions are essentially and inevitably
present, and the unique nanophotonic solutions offered are valuable. Furthermore,
system-oriented approaches are beneficial in investigating material formation. Sto-
chastic modeling and analysis in optical-near-field-assisted nanofabrication, which
will be dealt with in Sect. 1.4, are typical examples. In more general contexts, deal-
ing with light and matter in a nonequilibrium open system [29] would provide new
knowledge in nanophotonics too, as in other fields. Self-organized criticality [30],
observed in some nanophotonic experiments [31, 32], is a natural emergent property
thanks to the inclusion of energy flow in addition to elemental near-field interactions.

Summing up all of these related aspects, that is to say, a system-oriented approach,
or an approach toward realizing intelligent functions, this chapter reviews nanopho-
tonics from an information physics approach, in particular, by examining the three
aspects described below.

Optical Excitation Transfer to Go Beyond the von Neumann Architecture
In Sect. 1.2, we deal with localized optical excitation transfer. Conventionally, prop-
agating light is assumed to interact with nanostructured matter in a spatially uniform
manner—a principle referred to as the long-wavelength approximation—from which
state transition rules are derived, including dipole-forbidden transitions. However,
such an approximation is not valid in the case of a localized optical near-field in
the vicinity of nanostructured matter; the inhomogeneity of localized light makes
even conventionally dipole-forbidden transitions allowable [5]. We will first review
some basic and unique attributes of optical excitation transfer from space-, time-,
and energy-related perspectives, followed by a stochastic solution search, which will
pave the way to a new computing paradigm beyond von Neumann architecture.

Nanophotonics for Security
Section 1.3 deals with security applications of nanophotonics. Optics has been
applied in a variety of security applications [4]. However, since the fundamental
physical principle usually involves optical far-fields, diffraction of light causes severe
difficulties in device scaling and system integration, for example. Nanophotonics can
break through the diffraction limit of conventional light and can provide additional
functions, such as adding hidden information that is only retrievable via optical near-
fields. Section 1.3 first characterizes one fundamental security feature via a rigorous
nano-optical theory based on an angular-spectrum representation of electromagnetic
fields on the nanoscale. Its applications to information hiding and authentication
functions based on shape-engineering of nanostructures are demonstrated. The study
will contribute to tamper-resistant hardware based on unique nano-optical physical
processes available on the nanoscale.
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Fig. 1.1 Overall concept of the discussion presented in this chapter

Stochastic Modeling of Near-Field Processes for Intelligent Material Formation
Nanofabrication involving optical near-field processes has demonstrated nanopar-
ticle size regulation [33], nanoparticle array formation [34], the appearance of
interesting photosensitivity [17], atomic-scale surface flattening [35], etc., where
self-organizing, or “intelligent”, behavior emerges by introducing light in material
formation. Section 1.4 concerns stochastic modeling of material formation involving
optical near-field processes that reproduce phenomenological characteristics consis-
tent with the experimental observations, in order to gain a deeper understanding of
the underlying physical mechanisms and to enable optimization of future devices.

The above concept is schematically shown in Fig. 1.1. Section 1.5 summarizes
this chapter and discusses some future prospects.

1.2 Optical Excitation Transfer to go Beyond
the von Neumann Architecture

In this section, we discuss optical excitation transfer involving optical near-field inter-
actions. In the literature, dipole–dipole interactions, such as Förster resonant energy
transfer, are typically referred to in explaining energy transfer from smaller quantum
dots (QDs) to larger ones [36, 37]. However, it should be noted that such modeling
based on point dipoles does not allow optical transitions to dipole-forbidden energy
sublevels. Also, recent experimental observations in light harvesting antenna indicate
the inaccuracy of dipole-based modeling [38–40]. On the other hand, as discussed
below, the localized nature of optical near-fields frees us from conventional optical
selection rules, meaning that optical excitations could excite QDs to energy levels
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that are conventionally electric-dipole forbidden. Section 1.2.1 reviews the theoret-
ical formalisms of optical excitation transfer. Section 1.2.2 examines some basic
and unique attributes provided by optical excitation transfer from space-, time-, and
energy-related perspectives. Section 1.2.3 discusses stochastic solution searching,
paving the way to a new computing paradigm beyond the classical von Neumann
architecture.

1.2.1 Fundamentals

We begin with the interaction Hamiltonian between an electron–hole pair and an
electric field, which is given by

Ĥint = −
∫

d3r
∑

i, j=e, h

ψ̂†
i (r)er • E(r)ψ̂ j (r), (1.1)

where e represents the electron charge, ψ̂†
i (r) and ψ̂ j (r) are respectively creation

and annihilation operators of either an electron (i, j = e) or a hole (i, j = h) at
position r, and E(r) is the electric field [24]. In usual light–matter interactions, E(r)
is a constant since the electric field of propagating light is homogeneous on the
nanometer scale. Therefore, we can derive optical selection rules by calculating the
dipole transition matrix elements. As a consequence, in the case of spherical quantum
dots, for instance, only transitions to states specified by l = m = 0 are allowed,
where l and m are the orbital angular momentum quantum number and magnetic
quantum number, respectively. In the case of optical near-field interactions, on the
other hand, due to the large spatial inhomogeneity of the localized optical near-fields
at the surface of nano-scale material, an optical transition that violates conventional
optical selection rules is allowed. Detailed theory can be found in [12].

Here we assume two spherical quantum dots whose radii are RS and RL, which
we call QDS and QDL , respectively, as shown in Fig. 1.2a. The energy eigenvalues
of states specified by quantum numbers (n, l) are given by

Enl = Eg + Eex + �2α2
nl

2MR2 (n = 1, 2, 3, · · · ) , (1.2)

where Eg is the band gap energy of the bulk semiconductor, Eex is the exciton
binding energy in the bulk system, M is the effective mass of the exciton, and αnl are
determined from the boundary conditions, for example, as αn0 = nπ,α11 = 4.49.
According to (1.2), there exists a resonance between the level of quantum number
(1, 0) in QDS and that of quantum number (1, 1) in QDL if RL/RS = 4.49/π ≈ 1.43.
Note that the (1, 1)-level in QDL is a dipole-forbidden energy level. However, an
optical near-field, denoted by USL2 in Fig. 1.2a, allows this level to be populated due
to the steep electric field in the vicinity of QDS . Therefore, an exciton in the (1, 0)-
level in QDS could be transferred to the (1, 1)-level in QDL . In QDL , the excitation
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Fig. 1.2 a Optical excitation transfer from a smaller quantum dot (QDS) to a larger one (QDL )
mediated by optical near-field interactions. Note that transition to the energy level L2 in QDL is
conventionally dipole-forbidden.The energy dissipation occurring at QDL , or the relaxation from
L2 to L1, guarantees unidirectionality. b State filling induced at the lower energy level in the larger
dot results in different flows of optical excitation

undergoes intersublevel energy relaxation due to exciton–phonon coupling, denoted
by Γ , which is faster than the near-field interaction [41, 42], and the excitation
relaxes to the (1, 0)-level, from where it radiatively decays. Also, since the radiation
lifetime of quantum dots is inversely proportional to their volume [43], finally we
find unidirectional optical excitation transfer from QDS to QDL .

We first introduce quantum mechanical modeling of the total system based on
a density matrix formalism. There are in total eight states where either zero, one,
or two excitation(s) can sit in the energy levels S, L1, and L2 in the system. The
interactions between QDS and QDL are denoted by USL, and the radiative relaxation
rates from S and L1 are respectively given by γS and γL. The model Hamiltonian of
the coupled two-dot system is given by

H = �

(
ΩS USL
USL ΩL

)
(1.3)

where �USL is the optical near-field interaction, and �ΩS and �ΩL respectively refer
to the eigenenergies of QDS and QDL . The behavior of optical excitation transfer is
obtained by solving the equation of motion, given by the Liouville equation [44]

ρ̇(t) = − i

�
[H, ρ(t)] − NΓ ρ(t) − ρ(t)NΓ , (1.4)

where ρ is the density operator, and NΓ is a diagonal matrix whose diagonal elements
are γS/2 and Γ/2.

If necessary, we can explicitly include an external Hamiltonian Hext representing
the interaction between the external input light at frequency ωext and the quantum
dot system; this is given by
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Hext (t) = gate(t) ×
[(

exp(i(�S − ωext )S† + exp(−i(�S − ωext )S
)

+
(

exp(i(�L1 − ωext ))L†
1 + exp(−i(�L1 − ωext ))L1

)]
, (1.5)

where gate(t) specifies the duration and the amplitude of the external input light,
and S†(S) and L†(L) represents creation (annihilation) operators regarding the
(1, 0)-levels in QDS and QDL , respectively. If control light occupies the energy level
L1, namely, state filling is induced at the lower energy level in the larger dot, optical
excitation generated at QDS goes back and forth in the resonant energy level (nuta-
tion), resulting in radiation from QDS (Fig. 1.2b). The following section describes
some of the emergent characteristics.

1.2.2 Space-, Time-, and Energy-Related Basic Functions

1.2.2.1 Global Summation Based on Optical Excitation Transfer:
A Space-Domain Related Fundamental

The global summation, or data gathering, denoted by
∑N

i=1 xi , where xi represents
N binary bits, is an important basic function in a wide range of electrical and
optical devices and systems, such as optical code-division multiplexing (OCDM)
[45], optical correlators [46], and content addressable memory (CAM) LSI chips
[47, 48], among others. In known optical methods, wave propagation in free-space or
in waveguides, using focusing lenses or fiber couplers, for example, is well-matched
with such a data gathering scheme because the physical nature of propagating light
is inherently suitable for the collection or distribution of information. However, the
achievable level of integration of these methods is restricted due to the diffraction
limit of light. In nanophotonics, on the other hand, the near-field interaction is inher-
ently physically local.

The global data gathering mechanism, or summation, is realized based on the uni-
directional energy flow via an optical near-field, as schematically shown in Fig. 1.3a,
where surrounding excitations are transferred towards a quantum dot QDC located
at the center through optical near-field interactions [13, 49]. The lowest energy level
in each quantum dot is coupled to a free photon bath to sweep out the excitation
radiatively. The output signal is proportional to the lowest energy level in QDC .

An experiment was performed to verify the nanoscale summation using CuCl
quantum dots in an NaCl matrix, which has also been employed for demonstrating
nanophotonic switches [50] and optical nano-fountains [13]. A quantum dot arrange-
ment in which three small QDs (QD1 to QD3) surround a large QD at the center
(QDC ) was chosen. Here, at most three light beams with different wavelengths, 325,
376, and 381.3 nm, are radiated to excite the respective quantum dots QD1 to QD3,
having sizes of 1, 3.1, and 4.1 nm. The excited excitons are transferred to QDC , and
their radiation is observed by using a near-field fiber probe tip. Notice the output
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Fig. 1.3 a Architecture for global summation by optical excitation transfer. b Output signal intensity
in frequency domain and c space-domain distribution

signal intensity at a photon energy level of 3.225 eV in Fig. 1.3b, which corresponds
to a wavelength of 384 nm, or a QDC size of 5.9 nm. The ratio of the intensities is
approximately 1:2:3, depending on the number of excited QDs in the vicinity, as
observed in Fig. 1.3b. The spatial intensity distribution was measured by scanning
the fiber probe, as shown in Fig. 1.3c, where the energy is converged at the center.
Hence, this architecture works as a summation mechanism that counts the number
of input channels, based on exciton energy transfer via optical near-field interac-
tions. Also, recently, stacked InAs quantum dots have been used to demonstrate
room-temperature optical excitation transfer [51].

1.2.2.2 Optical Pulsation Based on Optical Excitation Transfer:
A Time-Domain Related Fundamental

Generating an optical pulse train is one of the most important functionalities required
for optical systems. Conventional principles of optical pulse generation are typically
based on optical energy build-up in a cavity whose size is much larger than the
optical wavelength; thus, the volume and the energy efficiency of the entire system
have serious limitations. For nanophotonic applications, novel principles should be
developed on the nanometer scale. In fact, Shojiguchi et al. theoretically investi-
gated the possibility of generating superradiance in N two-level systems interacting
with optical near-fields [52]. This approach, however, requires precise control of
the initial states, which is not straightforward to implement. Here, we theoretically
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demonstrate an optical pulsation method based on optical near-field interactions
pumped by continuous-wave (CW) light irradiation [53]. With an architecture com-
posed of two subsystems each of which involves excitation transfer based on optical
near-field interactions, we observe pulsation in the populations based on a model
system using a density matrix formalism. The details are described in [53].

As discussed in Sect. 1.2.1, when the lower level of QDL is populated by an
external input, the optical excitation occurring in QDS cannot be transferred to QDL

because the lower energy level in QDL is populated, which is called the state filling
effect. Putting it another way, the population of the (1, 0)-level in QDS is changed by
the external input applied to L1 in QDL . Optical pulsation based on optical excitation
transfer comes from the idea that the externally applied change induced in L1 can
be provided in a self-induced manner by S1 with a certain timing delay. If QDS is
irradiated with continuous input light, such a change should repeat with a certain
period; that is, a pulsed signal should result.

We consider two quantum dot systems, each of which consists of one smaller
and one larger QD, as shown in Fig. 1.4a. One system, called System 1 hereafter, is
represented by one smaller dot (QDC ) and one larger dot (QDG). A CW input is
provided to the upper level of QDC . The optical near-field interaction between QDC

and QDG is denoted by UCG. Another system, called System 2, provides a delay
time by multiple use of smaller and larger dots, as already experimentally realized
in reference [54]. However, modeling the delay caused by multiple QDs makes the
discussion of pulsation mechanisms unnecessarily complicated; thus, we assume an
arbitrary delay time applied to the input signal of System 2, denoted by �, followed
by the last two quantum dots in the delay system, namely, a smaller QD (QDA) and a
larger QD (QDB), as indicated in Fig. 1.4a. Here, QDA accepts radiation from QDC

in System 1; that is, the change of the states in QDC is transferred to QDA. The
optical near-field interaction between QDA and QDB is denoted by UAB. The output
from QDB then influences the lower energy level of QDG .

We described the details of the above modeling based on a density matrix
formalism. For example, regarding System 1, there are in total three energy lev-
els (namely, C1 in QDC , and G1 and G2 in QDG). The radiative relaxation rates
from C1 and G1 are respectively given by γC and γG . Then we rigorously derived
the quantum master equations for System 1 and System 2, respectively [53].

We assume the following typical parameter values based on experimental obser-
vations of energy transfer observed in ZnO quantum dots [55]: inter-dot optical near-
field interactions (144 ps), sublevel relaxation (10 ps), and radiative decay times of
the smaller dot (443 ps) and the large dot (190 ps). Also, we assume 1 ns for the delay
� in System 2. Figure 1.4b demonstrates an example of the evolution of the popula-
tions involving the lower level of QDG (G1) for different CW input light amplitudes,
where optical pulsation is successfully observed with appropriate input light ampli-
tudes, as summarized by the peak-to-peak population of the pulsations shown in
Fig. 1.4c. The detailed parameter dependencies were discussed in [53], validating
the importance of optical excitation transfer.
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1.2.2.3 Energy Efficiency

We now discuss the lower bound of energy dissipation required for an optical exci-
tation transfer by introducing two representative systems (System A and System B)
[56]. The first one, System A in Fig. 1.5a, consists of two closely located quantum
dots, and thus, optical excitation transfer from QDS to QDL occurs. We assume an
interaction time U−1

SL of 100 ps for System A, denoted by U−1
A = 100 ps in Fig. 1.5a.

Such an interaction time is close to that of experimentally observed optical near-field
interactions in CuCl QDs (130 ps) [50], ZnO quantum-well structures (130 ps) [20],
ZnO QDs (144 ps) [55], and CdSe QDs (135 ps) [54]. The intersublevel relaxation
time due to exciton–phonon coupling is in the 1–10 ps range [41, 42, 57], and here
we assume Γ −1 = 10 ps. In System B on the other hand (Fig. 1.5a), the two quantum
dots are intentionally located far away from each other. Therefore, the interactions
between QDS and QDL should be negligible, and thus, optical excitation transfer
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and 10,000 ps, respectively indicated by, and marks. c Energy dissipation as a function of error
ratio regarding optical excitation transfer and the bit flip energy required in a CMOS logic gate.
The energy dissipation of optical excitation transfer is about 104-times lower than that in classical
electrically wired devices

from QDS to QDL should not occur; namely, the radiation from QDL should nor-
mally be zero. We assume U−1

SL = 10,000 ps for System B, denoted by U−1
B in

Fig. 1.5a, indicating effectively no interactions between the two.
One remark here is that the inter-dot interaction times of System A and System

B are related to the distances between the two quantum dots. The optical near-
field interaction between two nanoparticles is known to be expressed as a screened
potential using a Yukawa function, given by
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U = A exp(−μr)

r
, (1.6)

where r is the distance between the two [58]. In this representation, the optical near-
field is localized around nanoparticles, and its decay length is equivalent to the particle
size. Here, it should be noted that the inter-dot distance of System B indicates how
close independent functional elements can be located. In other words, the interaction
time of System B is correlated with the integration density of the total system. In order
to analyze such spatial density dependencies, we assume that the U−1

SL values of 100
and 10,000 ps respectively correspond to inter-dot distances of 50 and 500 nm. Here,
the stronger interaction (100 ps) has been assumed, as already mentioned, based on
a typical interaction time between closely spaced quantum dots. We also assume
that the interaction with negligible magnitude (10,000 ps) corresponds to a situation
where the inter-dot distance is close to the optical wavelength. Figure 1.5a shows the
Yukawa-type potential curve given by (1.6).

When we assume a longer duration of the input light, the population converges to a
steady state. When a pulse with a duration of 10 ns at the same wavelength (365 nm) is
radiated, Fig. 1.5b summarizes the steady state output populations involving energy
level L1 evaluated at t = 10 ns as a function of the energy dissipation. The intended
system behavior, that is, a higher output population in System A and a lower one in
System B, is obtained in the region where the energy dissipation is larger than around
25µeV. If we treat the population in System A as the amplitude of a “signal” and
that in System B as “noise”, the signal-to-noise ratio (SNR) can be evaluated based
on the numerical values in Fig. 1.5b. To put it another way, from the viewpoint of the
destination QD (or QDL), the signal should come from a QDS in its proximity (as in
the case of System A), not from a QDS far from QDL (as in the case of System B);
such a picture will aid in understanding the physical meaning of the SNR defined
here. Also, here we assume that the input data are coded in an external system,
and that QDS is irradiated with input light at frequency ωext . With the SNR, the
error ratio (PE ), or equivalently the bit error rate (BER), is derived by the formula
PE = (1/2)erfc(

√
SNR/2

√
2) where erfc(x) = 2/

√
π

∫ ∞
x exp(−x2)dx , called the

complementary error function [59]. The circles in Fig. 1.5c represent the energy
dissipation as a function of the error ratio assuming the photon energy used in the
above study (3.4 eV). According to [60], the minimum energy dissipation (Ed) in
classical electrically wired devices (specifically, the energy dissipation required for

a single bit flip in a CMOS logic gate) is given by Ed = kB T ln
(√

3PE/2
)

, which

is indicated by the squares in Fig. 1.5c. For example, when the error ratio is 10−6,
the minimum � in the optical excitation transfer is about 0.024 meV, whereas that of
the classical electrical device is about 303 meV; the former is about 104 times more
energy efficient than the latter.

As mentioned earlier, the performance of System B depends on the distance
between the QDs. When the interaction time of System B (U−1

B ) increases, such as
500 ps, the steady state population involving L1 is as indicated by the triangular marks
in Fig. 1.5b; the population stays higher even with increasing energy dissipation
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compared with the former case of U−1
B = 10,000 ps. This means that the lower bound

of the SNR results in a poorer value. In fact, as demonstrated by the triangular marks
(1) in Fig. 1.5c, the BER cannot be smaller than around 10−4, even with increasing
energy dissipation. The lower bound of the BER decreases as the interaction time U−1

B
increases (namely, weaker inter-dot interaction), as demonstrated by the triangular
and square marks (2) to (6) in Fig. 1.5c.

Finally, here we make a few remarks regarding the discussion above. First, we
assumed arrays of identical independent circuits in the above discussion of den-
sity. Therefore, two circuits need spatial separations given by UB so that unintended
behavior does not occur. However, when two adjacent nanophotonic circuits are oper-
ated with different optical frequencies so that they can behave independently [61],
those two circuits could be located closer together, which would greatly improve the
integration density as a whole. Further analysis and design methodologies of com-
plex nanophotonic systems, as well as comparison to electronic devices, is another
topic to be pursued in future work. Second, because the energy separation in a single
destination QD is limited by its size and lies in the range of meV, the results for
energy separations in the µeV range correspond to cases where the destination dot
QDL represents a theoretical model of a coupled quantum dot system such as a pair
of quantum dots. The coupled system exhibits optical near-field interactions with
the smaller QD, followed by inter-dot electron transfer resulting in optical radiation.
In fact, Matsumoto et al. have demonstrated spin-dependent carrier transfer leading
to optical radiation between a coupled double quantum well system composed of
magnetic and nonmagnetic semiconductors [62], which can be applied to quantum
dot systems [63]. Third, a discussion of input and output interfaces is necessary. The
above discussion has focused on the lower bound of energy dissipation in the quan-
tum dots. Practical operation of real devices requires input and output interfaces,
and the minimum number of photons for a bit slot may be of concern when taking
account of noise at the receivers. In [64], Naruse et al. unified such considerations
into an evaluation model and analyzed experimental results based on stacked QDs
[19]. It was found that optical excitation transfer still exhibits around 104-times better
energy efficiency compared with electronic counterparts [64].

1.2.3 Going Beyond the von Neumann Architecture:
Stochastic Solution Searching

Another aspect of the stochastic nature inherent in nanophotonics is its application
to novel computing devices and architectures [65]. Nature-inspired architectures are
attracting significant attention in various research arenas, such computational neu-
rosciences, stochastic-based computing and noise-based logic, and spatiotemporal
computation dynamics [66], in order to benefit from the superior attributes of nature
and living systems.

Among this research, Aono et al. demonstrated “amoeba-based computing” tasks,
such as solving the constraint satisfaction problem (CSP) [66] and the traveling
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salesman problem (TSP) [67], by utilizing the spatio-temporal oscillatory dynamics
of the photoresponsive amoeboid organism Physarum combined with external opti-
cal feedback control. These demonstrations indicate that spatiotemporal stochastic
dynamics can be utilized for obtaining solutions for problems which today’s von
Neumann-architecture computers cannot deal with efficiently. In particular, it should
be noted that the optical excitation transfer between quantum nanostructures medi-
ated by optical near-field interactions is fundamentally probabilistic, as indicated by
the quantum master equations. Until energy dissipation is induced, an optical exci-
tation simultaneously interacts with all potentially transferable destination quantum
dots in the resonant energy level. Such a probabilistic behavior can be used for
solution searching and exploration. In addition, the optical energy transfer has been
shown to be 104-times more energy efficient than that of the bit-flip energy required
in conventional electrically wired devices, as discussed in Sect. 1.2.2.3 [56].

Here, we investigate the spatiotemporal dynamics inherent in optical excitation
transfer. Furthermore, we demonstrate that it can be utilized for solving a CSP. The
optical excitation transfer depends on the existence of resonant energy levels between
the quantum dots (QDs) or the state filling effect occurring at the destination QDs.
Such a spatial and temporal mechanism yields different evolutions of energy trans-
fer patterns combined with certain feedback mechanisms. In contrast to biological
substrates, optical energy transfer is implemented by highly-controlled engineering
means for designated structures. The operating speed of such optical near field-
mediated QD systems, which is on order of nanoseconds when we are concerned
with radiative relaxation processes, is also significantly faster than ones based on
biological organisms, which is on the order of seconds or minutes [66].

In addition, we should emphasize that the concept and the principles discussed
here are fundamentally different from those of conventional optical computing or
optical signal processing, which are limited by the abilities of propagating light. The
concept and the principles are also different from the quantum computing paradigm
where the superposition of all possible states is exploited to lead to a correct solution.
The optical near field-mediated energy transfer is a coherent process, indicating that
an optical excitation could be transferred to all possible destination QDs via a resonant
energy level, but such coherent interaction between QDs results in a unidirectional
energy transfer by means of an energy dissipation process occurring in the larger
dot. Thus, our approach paves the way to another computing paradigm in which both
coherent and dissipative processes are exploited.

Here we assume one smaller quantum dot, denoted by QDS , and four larger
quantum dots, denoted by QDL1, QDL2, QDL3, and QDL4, as shown in Fig. 1.6a. The
smaller and larger QDs are resonant with each other. Figure 1.6b shows representative
parameterizations associated with the system; for example, the (1, 0)-level in the
smaller QD is denoted by S, and the (1,1)-level in QDLi is denoted by L(U)

i . These
levels are resonant with each other and are connected by inter-dot interactions denoted
by USLi (i = 1, . . . , 4). The lower level in QDLi , namely, the (1, 0)-level, is denoted

by L(L)
i , which could be filled via the sublevel relaxation from L(U)

i denoted by ΓLi .
The radiations from the S and Li levels are respectively represented by the relaxation
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Fig. 1.6 a Architecture of the optical-energy-transfer–based system for solving constraint satisfac-
tion problem and composed of a smaller quantum dot and four larger quantum dots b and its energy
diagram. Radiation from the larger quantum dots is detected. Control light is used for inducing state
filling in the larger quantum dots. c Energy transfer probabilities calculated as time integrals of the
populations depending on the state filling of the larger dots, shown in (a). There are a total of six
different spatial arrangements of the induced state filling, excluding the symmetries. d There are a
total of 24 (=16) different combinations of binary values in the given problem. The correct solutions
are the state numbers (7) and (10), where {x1, x2, x3, x4} are respectively given by {0, 1, 0, 1} and
{1, 0, 1, 0}

constants γS and γLi. We call the inverse of those relaxation constants the radiation
lifetime in the following. We also assume that the photon radiated from the lower
level of QDLi can be separately captured by photodetectors. The channels of control

light, denoted by CLi , can induce a state filling effect at L(L)
i . Summing up, Fig. 1.6a

schematically represents the architecture of the system to be studied in this section
for solving a CSP.

In the numerical calculation, we assume U−1
SLi

= 100 ps, Γ −1
i = 10 ps, γ−1

Li = 1 ns,

and γ−1
S = 2.92 ns as a typical parameter set. If there is no state filling in the system,

an optical excitation sitting initially at S can be transferred to any one of QDL1 to



16 M. Naruse et al.

QDL4 with the same probability, as demonstrated in Fig. 1.6c, 0, which is the time-
integral of the population involving the energy level L(L)

i . If QDL1 suffers from state
filling, on the other hand, the initial excitation at S is more likely to be transferred to
QDL2, QDL3, or QDL4, as shown in Fig. 1.6c, 1. Looking at the results more closely,
the probability of transfer to QDL3 is higher than the probabilities of transfer to QDL2
and QDL4 by considering the geometrical arrangements of the system. A detailed
discussion is found in [65]. Additionally, the energy transfer probabilities in the
presence of two-, three-, or four-state filling are summarized in Fig. 1.6c. The energy
transfer probability, given by the integral of the population divided by a constant gain
factor, is a figure-of-merit (FoM) indicating the trend of optical energy transfer from
the smaller quantum dot to the four larger ones. This energy transfer probability does
not obey the conservation law of probability, namely, the summation of the transition
probabilities to QDLi is not unity. Instead, we see that the energy transfer to QDLi

occurs if a random number generated uniformly between 0 and 1 is less than the
transition probability to QDLi .

The idea for problem solving is to control optical energy transfer by controlling
the destination QD by using control light in an adequate feedback mechanism. We
assume that photon radiation, or observation, from the energy level L(L)

i is equivalent
to a binary value xi resulting in a logical 1 level, whereas no observation of a photon
means xi = 0.

We consider the following constraint satisfaction problem as an example regarding
an array of N binary-valued variables xi (i = 1, . . . , N ). The constraint is that
xi = NOR(xi−1, xi+1) should be satisfied for all i . That is, variable xi should be
consistent with a logical NOR operation of the two neighbors. For i = 0 and N , the
constraints are respectively given by x1 = NOR(xN , x2) and xN = NOR(xN−1, x1).
We call this problem the “NOR problem” in the following. Taking account of the
nature of an individual NOR logic operation, one important inherent character is
that if xi = 1 then its two neighbors should both be zero, or xi−1 = xi+1 = 0.
Recall that a photon radiated, or observed, from the energy level L(L)

i corresponds
to a binary value xi = 1, whereas the absence of an observed photon means xi = 0.
Therefore, xi = 1 should mean that the optical energy transfer to both L(L)

i−1 and L(L)
i+1

is prohibited so that xi−1 = xi+1 = 0 is satisfied. Therefore, the feedback or control
mechanism is as follows:

[Control mechanism] If xi = 1 at cycle t , then the control light beams Ci−1 and
Ci+1 are turned on at cycle t = t+1.

In the case of N = 4, there are in total 24 optical energy transfer patterns from the
smaller dot to larger ones. In this case, variables satisfying the constraints do exist,
and they are given by {x1, x2, x3, x4} = {0, 1, 0, 1} and {1, 0, 1, 0}, which we call
“correct solutions”. Figure 1.6d schematically represent some of the possible states,
where the states (7) and (10) respectively correspond to the correct solutions.

We now make a few remarks regarding the NOR problem. One is about potential
deadlock, analogous to Dijkstra’s “dining philosophers problem”, as already argued
by Aono et al. in reference [66]. Starting with an initial state xi = 0 for all i , and
assuming a situation where optical energy is transferred to all larger QDs, we observe
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photon radiation from all energy levels L(L)
i , namely, xi = 1 for all i . Then, based on

the feedback mechanism shown above, all control light beams are turned on. If such
a feedback mechanism perfectly inhibits the optical energy transfer from the smaller
QD to the larger ones at the next step t + 1, the variables then become xi = 0 for
all i . This leads to all control light beams being turned off at t + 2. In this manner,
all variables constantly repeat a periodic switching between xi = 0 and xi = 1
in a synchronized manner. Consequently, the system can never reach the correct
solutions. However, as indicated in Fig. 1.6c, the probability of optical energy transfer
to larger dots is in fact not zero even when all larger QDs are illuminated by control
light, as shown in Fig. 1.6c, 4. Also, even for a non-illuminated destination QD, the
energy transfer probability may not be exactly unity. Such a stochastic behavior of
the optical energy transfer is a key role in solving the NOR problem. This nature is
similar to the demonstrations in amoeba-based computing [66] where fluctuations
of chaotic oscillatory behavior involving spontaneous symmetry breaking in the
amoeboid organism guarantee such a critical property.

The operating dynamics cause one pattern to change to another one in every
iteration cycle. Thanks to the stochastic nature, each trial could exhibit a different
evolution of the energy transfer patterns. In particular, the transition probability,
shown in Fig. 1.6c, affects the behavior of the transitions.

The curves in Fig. 1.7a represent the evolution of the output appearance from
QDLi , namely, the ratio of the incidence when xi = 1 among 1,000 trials evaluated
at each cycle. The curves in Fig. 1.7b characterize the ratio of the appearance of the
state that corresponds to the correct solutions: {0, 1, 0, 1} (state 7) and {1, 0, 1, 0}
(state 10). When we closely examine the evolutions of xi in Fig. 1.7a, we can see
that the pair x1 and x3 exhibit similar behavior, as do the pair x2 and x4. Also, the
former pair exhibit larger values, whereas the latter pair exhibit smaller values, and
vice versa. This corresponds to the fact that correct solutions are likely to be reached
as the iteration cycle increases.

Such a tendency is more clearly represented when we evaluate the time-averages
of the characteristics in Fig. 1.7a, b. Figure 1.7c shows the evolutions of the ratio of
the incidences when xi = 1, and Fig. 1.7d shows the ratios of State (7) and State
(10) averaged over every 5 cycles. We can clearly observe a similar tendency to
the one described above. Also, we should emphasize that, thanks to the probabilis-
tic nature of the system, the states of correct solutions appear in an interchangeable
manner. This is a clear indication of the fact that the probabilistic nature of the system
autonomously seeks the solutions that satisfy the constraints of the NOR problem;
the state-dependent probability of energy transfer plays a critical role in this. In
other words, it should be emphasized that a non-local correlation is manifested in
the evolution of xi ; for instance, when the system is in State (7), {0, 1, 0, 1}, the
probabilities of energy transfer to QDL1 and QDL3 are equally comparably low (due
to state filling), whereas those to QDL2 and QDL4 are equally comparably high, indi-
cating that the probability of the energy transfer to an individual QDLi has inherent
spatial patterns or non-local correlations. At the same time, the energy transfer to
each QDLi is indeed probabilistic; therefore, the energy transfer probability to, for
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instance, QDL1 is not zero even in State (7), and thus, the state could transition from
State (7) to State (10), and vice versa. In fact, starting with the initial condition of
State (7), the ratio of the output appearance from QDL1 and the ratio of the correct
solutions evolve as shown in Fig. 1.7e, f, where States (7) and (10) occur equally in
the steady state at around 20 time cycles.

We make two final remarks to conclude this section. The first is about the
relevance to a satisfiability problem (SAT). In the case of N = 4, solving the NOR
problem demonstrated above is equivalent to solving the following satisfiability prob-
lem instance given in a conjunctive normal form:
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f (x1, x2, x3, x4) = (¬x1 ∨ ¬x2) ∧ (¬x1 ∨ ¬x4) ∧ (¬x2 ∨ ¬x3)

∧ (¬x3 ∨ ¬x4) ∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x4)

∧ (x1 ∨ x3 ∨ x4) ∧ (x2 ∨ x3 ∨ x4). (1.7)

Since the maximum number of literals in clauses in (1.7) is three, this is an instance
of a so-called 3SAT problem [68]. We have already reported that such a SAT problem
could be dealt with by variants of our optical-near-field–mediated systems [69]. SAT
is an important nondeterministic polynomial-time complete (NP-complete) prob-
lem, indicating that no fast algorithm has been found yet [68]. We consider that
nanophotonic principles could potentially provide a new way to solve such com-
putationally demanding problems. In addition, Kim et al. have succeed in applying
optical excitation transfer to decision making applications, giving better performance
than conventional approaches [70].

The second remark is about the implementation of optical energy transfer for
such stochastic computing applications. As mentioned in the introduction, rapid
advancements have been made recently in nanomaterials for optical energy transfer
[19, 20, 26, 51, 57]. Among various technologies, for example, Akahane et al.
successfully demonstrated energy transfer in multi-stacked InAs QDs, where layer-
by-layer QD size control has been accomplished [51]. Adequate QD size control
also allows optical coupling between optical far-fields and optically-allowed energy
levels in a quantum dot mixture, which could help to solve the interfacing issues of
the system.

1.3 Nanophotonics for Security

The security aspects of optics have been studied extensively [4], and some of them
have been commercialized, such as in optical document security [71]. However,
since all of the existing optical security principles and technologies are based on
optical far-fields, or propagating light, such as Fourier optics [46], they suffer from
associated limitations, such as the difficulty of miniaturizing devices and systems
beyond dimensions limited by the diffraction of light [8], leading also to the difficulty
in applying them to tamper-resistant hardware in embedded systems etc.

On the other hand, nanophotonics, which utilizes light and matter interactions at
scales below the wavelength of light, has recently attracted attention [11]. In addition
to the ability to break through the diffraction limit of light, we can also make use
of the unique physical processes in nanophotonics, such as optical energy transfer
via optical near-field interactions, as discussed in Sect. 1.2. For example, from a
security standpoint, the tamper resistance of optical excitation transfer has been
demonstrated [72].

At the same time, for tamper-resistant hardware, we can make use of electromag-
netic fields in the subwavelength regime, in other words, near-field optics or nano-
optics [8]. In particular, technologies allowing shape-engineering of nanostructures,
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such as electron beam lithography, are stable and reliable technologies for imple-
menting systems and devices. We have demonstrated a “hierarchical hologram” that
works in both optical far-fields and near-fields, the former being associated with
conventional holographic images, and the latter being associated with the optical
intensity distribution originating from a nanometric structure embedded in the holo-
gram, which is accessible only via optical near-fields [22, 73, 74]. In other words,
information hiding can be realized by using optical near-fields and nanofabrica-
tion technologies. Also, authentication functions can be implemented by using two
shape-engineered nanostructures and their associated optical near-fields [21, 75].
In this system, the two nanostructures respectively work as a lock and key, where
authenticity is guaranteed by the nanoscale-precision shapes of the structures.

As described above, the physical principles of nano-optics will contribute to novel
security means. However, from a security perspective, more-solid theoretical foun-
dations and performance evaluations are necessary. In this section, we present a
fundamental theory of nano-optics based on a rigorous treatment and evaluate its
associated performance. We then characterize particular examples of nano-optical
security means based on this theoretical foundation. These investigations will lead to
enriched tamper-resistant hardware utilizing nano-optical processes, such as phys-
ical unclonable functions (PUFs) or security technologies in embedded systems in
general.

1.3.1 Theoretical Foundation

Optical near-fields are the localized, non-propagating components of electromagnetic
fields in the vicinity of materials [8]. We need to locate certain kinds of reader to
induce interactions between the material under study and the reader. In order to
characterize the structure of the system, we denote the entities of the system as
follows. Let the material under study, or the device, be denoted by D, and the reader
by R. The output signal is written as v = g(D, R).

One of the characteristic consequences of nano-optical systems is that the output
signal depends sensitively on both D and R, which is represented by the function
g(D, R). Such physically inherent properties of nano-optics are well-matched with
the architecture of tamper-resistant hardware. In order to theoretically represent the
fundamental characters, we describe the system as follows. The device D is repre-
sented by a point dipole located a distance X away from the origin, and the reader R is
located a distance Z away from the origin, as shown in Fig. 1.8a. The R-dependence
of the output signal is regarded as being equivalent to the Z -dependence.

Here, we employ the angular spectrum representation of electromagnetic fields,
in which the electromagnetic fields are represented as a superposition of evanescent
waves with different decay lengths and corresponding spatial frequencies [76–78].
As well as giving a rigorous analytical treatment of near-field components in the
subwavelength regime, this picture can explicitly include the D- and Z -dependences
as follows.
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Fig. 1.8 Fundamental system model for nano-optical security. a A point dipole (D) and an evalua-
tion point (Z) represent the device under study (D) and the reader (R), respectively. b, c The output
signal is evaluated by the angular spectrum, which is the near-field component of the electromag-
netic field in the subwavelength regime. Differences in Z and X are respectively shown in (b) and
(c). d, e Correlation coefficient of the output signal as a function of minute differences in Z and X .
A tiny difference strongly affects the output signal, which is a manifestation of the ability of nano-
optics for tamper-resistant hardware, offering functions like anticounterfeiting, authentication, etc.

Suppose that there is an electric dipole, D = d(cos ϕ, 0), on the xz plane oscillating
at frequency K , as shown in Fig. 1.8a. The velocity of light is taken as unity. Now,
consider the electric field of radiation observed at a position displaced from the dipole
by R = (r|| cos φ, Z). The angular spectrum representation of the z-component of
the optical near-field is given by

Ez(R) =
(

i K 3

4πε0

) ∞∫

1

ds||
s||
sz

fz(s||, D, R), (1.8)
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where

fz(s||, D, R) = ds||
√

s2|| − 1 cos(ϕ − φ)J1
(
Kr||s||

)
exp

(
−K Z

√
s2|| − 1

)
. (1.9)

Here, s|| is the spatial frequency of an evanescent wave propagating parallel to the x
axis, and Jn(x) represents Bessel functions of the first kind. The term fz(s||, D, R)

is called the angular spectrum of the electric field. We consider that fz(s||, D, R) is
equivalent to the signal v = g(D, R) characterized in the system model. In the case
of the system model shown in Fig. 1.8a, the parameters are given by ϕ = 0, r|| = X ,
and φ = π. Note that X and Z can be effectively considered to be given in units of
wavelength.

The solid curve in Fig. 1.8b shows the angular spectrum when X = 1/20 and
Z = 1/20. This corresponds to an authentic device D and an authentic reader R.
Differences of the reader R are equivalent to differences of Z ; for instance, when Z
is shifted by distance �Z = −1/100 the angular spectrum is given by the dotted
curve in Fig. 1.8b. Similarly, when �Z = 1/100, the angular spectrum is given by
the dashed curve in Fig. 1.8b. As shown by the changes of the curve in Fig. 1.8b, the
slight difference with respect to Z results in a different output signal from the system.
In order to quantitatively evaluate the Z -dependence, the correlation coefficient of
the angular spectrum is calculated as a function of �Z as summarized in Fig. 1.8d.
If we determine that an authentic signal should yield a correlation coefficient larger
than 0.9, �Z should be between −1/37 and 1/34, which would be an extremely small
absolute value in real dimensions. This indicates that nano-optics provides an evident
reader-dependence. Similarly, by considering the position of the dipole as the identity
of the device, a different position of the dipole provides a different angular spectrum.
The solid, dotted, and dashed curves in Fig. 1.8c respectively indicate the angular
spectra when �X is given by 0,−1/100, and +1/100. The correlation coefficient
is evaluated as shown in Fig. 1.8e; it is larger than 0.9 when �X is between −1/77
and 1/91, indicating that the output signal is sensitive to subtle differences of the
device D.

1.3.2 Hierarchical Hologram for Information Hiding
and its Theoretical Fundamentals

Holography, which generates natural three-dimensional images, is one of the most
common anti-counterfeiting techniques [71]. In a volume hologram, the surface
is ingeniously formed into microscopic periodic structures that diffract incident
light in specific directions. Generally, these microscopic structures are recog-
nized as being difficult to duplicate; therefore, holograms have been widely used
in the anti-counterfeiting of bank notes, credit cards, etc. However, conventional
anti-counterfeiting methods based on the physical appearance of holograms are
nowadays not completely secure [79]. Nano-optical solutions would provide higher
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anti-counterfeiting capability and could potentially enable other applications, such
as artifact-metric systems [80].

A hierarchical hologram works in both optical far-fields and near-fields, the
former being associated with conventional holographic images (Fig. 1.9a, i), and
the latter being associated with the optical intensity distribution originating from
a nanometric structure (Fig. 1.9a, ii) that is accessible only via optical near-fields
(Fig. 1.9a, iii). In principle, a structural change occurring at the subwavelength scale
does not affect the optical response function, which is dominated by propagating
light. Therefore, the visual aspect of the hologram is not affected by such a small
structural change on the surface. Additional data can thus be written by engineering
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structural changes in the subwavelength regime so that they are only accessible via
optical near-field interactions, without having any influence on the optical response
obtained via the conventional far-field light. As indicated in Fig. 1.9a, i, we can
observe a three-dimensional image of the earth reconstructed from the device. More
specifically, the device was based on the design of Virtuagram®, developed by Dai
Nippon Printing Co., Ltd., Japan, which is a high-definition computer-generated
hologram composed of binary-level one-dimensional modulated gratings, as shown
in the scanning electron microscope (SEM) image in Fig. 1.9a, ii. Within the device,
we slightly modified the shape of the original structure of the hologram so that
the nanostructural change was accessible only via optical near-field interactions. As
shown in Fig. 1.9a, ii, square- or rectangle-shaped structures, whose associated opti-
cal near-fields correspond to the additional or hidden information, were embedded
in the original hologram structures. The unit size of the nanostructures ranged from
40 to 160 nm.

The original hologram structure is basically composed of one-dimensional grat-
ings; that is, the structure is topologically connected along the vertical direction.
The embedded nanostructure for the hidden information destroys such a connected
topology of the original gratings.

From a security standpoint, we should mention two points. One is that counter-
feiting such an intricate nanostructure would be technologically very difficult, if not
impossible, since realizing the minimum feature size—40 nm in the device shown
in Fig. 1.9a [22]—would require the attackers to have high-quality nanofabrication
facilities. The other is that such a topologically disconnected structure exhibits strong
polarization dependence. The input light induces oscillating surface charge distrib-
utions due to the coupling between the light and electrons in the metal. Note that
the original 1D grid structures span along the vertical direction. The y-polarized
input light induces surface charges along the vertical grids. Since the grid structure
continuously exists along the y-direction, there is no chance for the charges to be con-
centrated. However, in the area of the embedded square-shaped nanostructure, we can
find structural discontinuity in the grid; this results in higher charge concentrations
at the edges of the embedded nanostructure. On the other hand, the x-polarized input
light sees structural discontinuity along the horizontal direction due to the vertical
grid structures, as well as in the areas of the embedded nanostructures. It turns out
that charge concentration occurs not only in the edges of the embedded nanostruc-
tures but also at other horizontal edges of the environmental grid structures. When a
square-shaped nanostructure is isolated in a uniform plane, both x- and y-polarized
input light have equal effects on the nanostructures. The nanostructures embedded
in holograms could exploit these polarization dependences.

In the experimental demonstration, near-field intensity distributions were detected
using a near-field optical microscope operated in an illumination-collection mode
with an optical fiber tip having a radius of curvature of 5 nm. The observation distance
between the tip of the probe and the sample device was set at less than 50 nm. The
light source used was a laser diode (LD) with an operating wavelength of 785 nm, and
scattered light was detected by a photomultiplier tube (PMT). We examined near-
field images in the vicinity of nanostructures that were embedded in the hologram and
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nanostructures that were not embedded in the hologram using a linearly polarized
radiation source with its polarization rotated from 0◦ to 180◦ at 20◦ intervals. In
the case of nanostructures embedded in the hologram, clear polarization dependence
was observed. To quantitatively evaluate the polarization dependence, we adopted
a figure-of-merit, what we call recognizability, for the observed near-field images,
which represents the difference of the near-field intensity compared with that of
neighboring areas. More specifically, let the horizontal intensity profile along the
dashed line in Fig. 1.9b, which crosses the area of the nanostructure, be denoted by
I (x), where xrepresents the horizontal position. Also, let the average intensity along
the vertical direction at the horizontal position x within a range of 2.5 µm be denoted
by 〈I (x)∃env, which indicates the environmental signal distribution. When a higher
intensity is obtained selectively from the area of the nanostructure, the difference
between I (x) and 〈I (x)∃env should be large. On the other hand, if the intensity
distribution is uniform along the vertical direction, the difference between I (x) and
〈I (x)∃env should be small. Thus, the difference between I (x) and 〈I (x)∃env indicates
the recognizability of the nanostructures. With respect to the polarization angle θ, we
evaluate the recognizability R(θ) as R(θ) = ∑

x |I (x) − 〈I (x)∃env|. The square and
circular marks in Fig. 1.9c respectively show R(θ) based on the near-field images
of isolated nanostructures and those embedded in the hologram. Clear polarization
dependency is observed in the case of the nanostructures embedded in the hologram.

Here, we theoretically deal with the above properties of a hierarchical holo-
gram using the theoretical elements presented in Sect. 1.3.1. As mentioned earlier,
x-polarized input light sees structural discontinuity along the horizontal direction due
to the vertical grid structures, as well as in the areas of the embedded nanostructures.
We represent such a situation by a 5 × 5 array of dipoles arranged in the xy plane, as
shown in Fig. 1.9d, and assume that the dipole located at the center corresponds to
the nanostructure implemented for the information hidden within the hologram. We
consider the electromagnetic field in the vicinity of the embedded nanostructure at
the position R in Fig. 1.9d, i.

The angular spectrum is calculated by summing up all contributions from the 5×5
dipoles at the point R, as shown by the solid curve in Fig. 1.9e, which oscillates as
a function of spatial frequency, indicating that the field is not strongly localized at
point R. On the other hand, when the y-polarized input light is irradiated, the charge
concentration occurs only at the embedded nanostructure, which is represented by
Fig. 1.9d, ii. The corresponding angular spectrum at point R is given by the dashed
curve in Fig. 1.9e. It exhibits a peak value at a certain spatial frequency, meaning
that the higher intensity electric field is localized at point R. Such a difference is one
theoretically predicted behavior that is observed experimentally. By calculating the
integrals of the angular spectrum with respect to x- and y-polarized input light, which
respectively represent the near-field intensities given by Ix and Iy , the ratio of the
two, Iy /Ix , results in a value of about 4. In the case of isolated nanostructures, since
both x- and y-polarized light components induce the same responses, and the cor-
responding ratio is unity, as summarized in Fig. 1.9f, these theoretical investigations
are consistent with the experimental observations shown in Fig. 1.9c.
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1.3.3 Shape-Engineered Nanostructures for Authentication
Functions

In this section, we demonstrate that two metal nanostructures, called Shape D and
Shape R, can be designed to exhibit far-field radiation only when their shapes are
appropriately configured and when they are closely stacked [21, 75]. Such function-
ality is useful in ensuring authentication or certification, where a system should work
only when the two nanostructures match, just like a lock and key. We explain the
operating principle by observing the induced electric currents and their associated
optical near-fields based on the theoretical elements presented in Sect. 1.3.1.

We have previously proposed a theoretical scheme that is useful for examining
the relation between the shapes of nanostructures and the resulting light polarization
in their optical near-field and far-field [81]. In that study, the geometry of a given
nanostructure can be understood in terms of two factors, “individual element” and
“layout”, where the former represents the shapes of individual elements, and the latter
their spatial arrangement. There are two important physical aspects in analyzing their
corresponding optical responses. One is that input light induces electric currents
within individual elements of the metal nanostructure. The other is optical near-
fields between those individual elements. We can understand those two processes in
a unified manner as vectorial elements in the system [81].

Shape D and Shape R were designed as rectangular units aligned on an xy-plane at
constant intervals horizontally (along the x-axis) and vertically (along the y-axis), as
respectively shown in Fig. 1.10a, b. When we irradiate Shape D with x-polarized light,
surface charges are concentrated at the horizontal edges of each of the rectangular
units. The relative phase difference of the oscillating charges between the horizontal
edges is π, which is schematically represented by + and − marks in Fig. 1.10a.
Now, consider the y-component of the far-field radiation from Shape D, which is
associated with the charge distributions induced in the rectangle. When we draw
arrows from the + marks to the − marks along the y-axis, we find that adjacent
arrows are always directed oppositely, indicating that the y-component of the far-
field radiation is externally small. In other words, Shape D behaves as a quadrupole
regarding the y-component of the far-field radiation. It should also be noted that
near-field components exist in the vicinity of the units in Shape D. With this fact in
mind, we put the other metal nanostructure, Shape R, on top of Shape D. Through the
optical near-fields in the vicinity of Shape D, surface charges are induced on Shape R.
What should be noted here is that the arrows connecting the + and − marks along the
y-axis are now aligned in the same direction, and so the y-component of the far-field
radiation appears; that is, the stacked structure of Shape D and Shape R behaves as a
dipole (Fig. 1.10c). Also, Shape D and Shape R need to be closely located to invoke
such effects since the optical near-field interactions between Shape D and Shape R
are critical. In other words, far-field radiation appears only when Shape D and Shape
R are correctly stacked.

We fabricated structures consisting of (i) Shape D only, (ii) Shape R only, and
(iii) Shape D and Shape R stacked. Although the stacked structure should ideally
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Fig. 1.10 Authentication, or lock and key, based on nano-optics. a Shape D, b Shape R, and c stacked
structure of Shapes D and R. d Experimental demonstration of the lock and key matching, where
a strong output signal appears only when Shape R matches Shape D. e Lower output signals when
non-authentic keys are stacked on top of the lock. f An application of authentication based on
nano-optics. Shape D on a mobile phone and Shape R on a certified battery

be formed by combining the individual single layer structures, in the experiment,
the stacked structure was integrated in a single sample as a solid two-layer struc-
ture to avoid the experimental difficulty in precisely aligning the individual struc-
tures mechanically. The fabrication process was detailed in [21]. The lower side in
Fig. 1.10d also shows SEM images of fabricated samples of (i), (ii), and (iii). The
performance was evaluated in terms of the polarization conversion efficiency by
radiating x-polarized light on each of the areas (i), (ii), and (iii) and measuring the
intensity of the y-component in the transmitted light. The light source was a laser
diode with an operating wavelength of 690 nm. Two sets of polarizers (extinction
ratio 10−6) were used to extract the x-component for the input light and to extract
the y-component in the transmitted light. The intensity was measured by a lock-in
controlled photodiode. Figure 1.10d shows the polarization conversion efficiency as
a function of the position on the sample, where it exhibited a larger value specifically
in the areas where the stacked structure of Shapes D and R was located, which agrees
well with the theoretically predicted results.
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From the theoretical standpoint presented in Sect. 1.3.1, what is important to
obtain y-polarized output light is to locate an appropriately-designed Shape R on
top of Shape D with high alignment accuracy so that coherently phased dipoles are
induced in Shape R. As the theoretical results in Sect. 1.3.1 suggest, high-precision
control and alignment is essential to induce the output light.

In Fig. 1.10e, we consider the output signals when we place differently-shaped
structures on top of Shape D, instead of Shape R. That is, we intentionally put
non-authentic keys on top of the lock. The far-field output light is evaluated by finite-
difference time-domain (FDTD) electromagnetic simulations. The designs of Shape
D and Shape R consist of arrays of gold rectangular units; each unit has a length
of 500 nm, and a width and a height of 100 nm. As the material, we assumed the
Drude model of gold with a refractive index of 0.16 and an extinction ratio of 3.8
at a wavelength of 688 nm. With Shape R∀ and Shape R∀∀, which are respectively
represented in the insets of Fig. 1.10e, as well as with the lock-only and key-only
shapes, the output signals do not appear, as shown from the fourth to the fifth row in
Fig. 1.10e, since the condition necessary for far-field radiation is not satisfied with
those shapes; namely, the correct key is necessary to unlock the lock.

Such functionality is useful, as mentioned in the beginning of this section, in
ensuring hardware authentication, where a system should work only when the two
nanostructures match. This would provide novel applications in the authentication of
ubiquitous devices. For instance, the explosion of non-certified batteries is a serious
issue in mobile devices [82]; the nano-optical lock-and-key principles and technolo-
gies described here could mitigate this problem by locating Shape D on the mobile
phone and a corresponding Shape R on a certified battery, as schematically shown
in Fig. 1.10f.

1.4 Stochastic Modeling of Near-Field Processes
for Intelligent Material Formation

Precision control of the geometrical features of materials on the nanometer scale,
such as their sizes and positions, are important factors in obtaining the intended
functionalities of nanophotonic devices and systems in which multiple nanostruc-
tures interact via optical near-fields [11], and also for plasmonic devices [83]. For
example, the sizes of QDs should be well-controlled to ensure that the quantized
energy levels between adjacent QDs are resonant, to facilitate efficient optical near-
field interactions [24]. Arrays of nanoparticles are important in various applications,
such as nanophotonic devices [11], optical far-field to near-field converters, plas-
monic light transmission lines [84], etc.

To satisfy such requirements, light-assisted, self-organized nanostructure fabri-
cation principles and techniques have been developed [33, 34]. One example is
the sol-gel synthesis of ZnO quantum dots (QDs) using photo-induced desorption,
which yields QDs with reduced variations in diameter [33]. Another example of
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light-assisted nanostructure fabrication is metal sputtering with light irradiation,
which produces self-organized, size- and position-controlled metal nanoparticle
chains [34]. In addition to the superior ability in regulating the geometries of nanos-
tructures, these light-assisted, self-organized fabrication techniques have relatively
simple experimental setups and have superior production throughput compared with,
for instance, scanning-based methods, such as those based on scanning architectures
[85, 86].

The physical mechanisms behind light-assisted nanostructure formation have been
attributed to material desorption [33, 87, 88] or plasmon resonance between light
and matter. However, stochastic physical processes are also present, as observed in
the experimental data discussed below. Also, we consider that a stochastic approach
is indispensable for taking account of the emergence of ordered structures and for
the purpose of obtaining intended structures; in other words, for achieving “nanoin-
telligence” in material production.

In light of this background, we approach light-assisted nanofabrication from
a stochastic standpoint. Taking account of light-assisted processes, we build sto-
chastic models that reproduce tendencies consistent with experimental observations.
Through such considerations, we obtain critical insights into order formation on the
nanometer scale, which will contribute to the design of nanophotonic devices and
systems.

1.4.1 Light-Assisted Size-Regulation of Nanoparticles

First, we characterize the light-assisted, self-organized ZnO quantum dot formation,
which was experimentally demonstrated in reference [33], with a stochastic approach.
We first briefly review the experimental observations. In making ZnO QDs, synthetic
methods using liquid solutions are advantageous because of their need for simple
facilities and their high productivity [89] compared with other techniques [90, 91].
In conventional sol-gel methods [89], however, the size of the QDs varies by as much
as 25 %. Liu et al. demonstrated a light-assisted sol-gel method that reduced the QD
diameter variations [33]. When light with a photon energy higher than the bandgap
energy is radiated during the ZnO QD formation process, electron–hole pairs could
trigger an oxidation–reduction reaction in the QDs, causing the ZnO atoms depositing
on the QD surface to be desorbed. In addition, such desorption is induced with a high
probability when the formed QDs reach a particular diameter. This light-dependent
QD size regulation has also been reported in other material systems, such as CdSe
[87] and Si [88].

The insets in Fig. 1.11a, b respectively show transmission electron microscope
(TEM) images of fabricated ZnO QDs without and with continuous-wave (CW)
light illumination at a wavelength of 325 nm with a power density of 8 mW cm−3

[33]. Figures 1.11a, b respectively summarize the incidence rate of nanoparticles as
a function of their diameter, whose variations decreased from 23 to 18 % with light
irradiation. In particular, note that the diameter distributions are different between
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Fig. 1.11 Incidence patterns of the diameters of fabricated ZnO quantum dots (QDs) formed by
a sol-gel method a without light irradiation and b with light irradiation. Insets in (a) and (b) are
transmission electron microscope images of QDs without and with light irradiation, respectively.
c, d Incidence patterns of the size distribution generated with the proposed stochastic model. The
patterns are consistent with the experimental observations in (a) and (b). e A stochastic model of
light-assisted nanoparticle formation. The growth of the QD is characterized with a one-dimensional
pile-up model. The success of the piling depends on probability p. f The effect of light irradiation
is modeled by a decrease in the probability p beyond a certain pile height, which corresponds to
the diameter of the nanoparticle in the experiment
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these two cases. Without light illumination (Fig. 1.11a), it exhibits behavior similar
to a normal distribution. In contrast, with light irradiation, the distribution is skewed;
in particular, the incidences at larger diameters decreased (Fig. 1.11b). We investigate
this different behavior by means of stochastic modeling.

First, in the absence of light illumination, we represent the formation process
with a statistical pile-up model, as schematically shown in Fig. 1.11e. An elemental
material that constitutes a nanoparticle is represented by a square-shaped block. Such
blocks are grown, or stacked one on another, with a piling success probability p;
accordingly, the piling fails with a probability of 1 − p. In other words, if we let the
height of the pile at step t be s(t), the piling probability is given by

{
P [s(t + 1) = s(t) + 1|s(t)] = p
P [s(t + 1) = s(t)|s(t)] = 1 − p.

(1.10)

Since this is equivalent to a random walk with drift, after repeating this process with
an initial condition s(0) = 0, the resultant heights of the piles exhibit a normal
distribution, as shown in Fig. 1.11c. Specifically, the statistics shown in Fig. 1.11c
were obtained by repeating 10,000 steps for 100,000 different trials.

On the other hand, we model the effect of light irradiation in the formation process
in the stochastic model as follows. As described above, since the material desorption
is likely to be induced at a particular nanoparticle diameter, we consider that the
piling success rate p is a function of the diameter, namely the height of the pile.
For simplicity, we consider that p, which represents the deposition success proba-
bility, decreases linearly beyond a certain total pile height, as schematically shown
in Fig. 1.11f. In other words, the material desorption is more likely to be induced
beyond a certain pile size due to the resonant effect mentioned above. That is, the
probability p in (1.10) is replaced with the following size-dependent probability:

p(s(t)) =
{

c s(t) ≤ R
c − αs(t) s(t) > R

, (1.11)

where c and α are constants. With such a stochastic model, the resultant incidence
distributions of the piles are skewed or reduced at larger sizes. In the calculated
results shown in Fig. 1.11d, we assume c = 1/2 and α = 1/250. The numerical
results obtained through the statistical modeling are consistent with the experimental
observations.

1.4.2 Light-Assisted Nanoparticle Array Formation

Yatsui et al. demonstrated self-organized formation of an ultralong array of nanopar-
ticles based on near-field optical desorption (Fig. 1.12a, b) [34]. We first briefly
describe the experimental observations. With conventional radio-frequency (RF)
sputtering, aluminum was deposited on a glass substrate. A 100 nm-wide and
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Fig. 1.12 An array of uniform-diameter, uniform-separation Al nanoparticles is self-organized
along a groove, with a 2.33 eV light irradiation and b 2.62 eV light irradiation. c A stochastic model
of the nanoparticle array formation. One-dimensional array in which an elemental block could be
deposited at position x . (i)–(iv) Rules for successful deposition at a randomly chosen position x .
(i) When the position belongs to one of the clusters, the cluster is maintained. (ii) Deposition is
inhibited next to a cluster whose size is larger than Bth1. (iii) Deposition is inhibited at a position
where the block sees clusters at both the left- and right-hand sides and when the total size of both
clusters is larger than Bth2. (iv) In other cases, deposition at the position succeeds

30 nm-deep groove was formed in the substrate. Also, the substrate was illuminated
with light linearly polarized perpendicularly to the direction of the groove during
the RF sputtering. Thanks to the well-defined edge of the groove, a strong optical
near-field was generated in its vicinity.

A metallic nanoparticle has strong optical absorption because of plasmon reso-
nance that depends strongly on the particle size [92–94]. This can induce desorption
of a deposited metallic material when it reaches the resonant diameter [95, 96]. It turns
out that, as the deposition of the metallic material proceeds, the growth is governed
by a tradeoff between deposition and desorption, which determines the particle diam-
eter, depending on the photon energy of the incident light. Consequently, an array of
metallic nanoparticles is aligned along the groove. While radiating continuous-wave
(CW) light with a photon energy of 2.33 eV (wavelength: 532 nm) during the deposi-
tion of aluminum, 99.6 nm-diameter, 27.9 nm-separation nanoparticles were formed
in a region as long as 100 µm (Fig. 1.12a).

As described above, the origin of the size regulation of the nanoparticles was
attributed to the resonance between the nanoparticles and the illuminated light,
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similarly to the case discussed in Sect. 1.4.1. At the same time, we consider that
although this physical mechanism indeed plays a crucial role, it is not enough to
explain the formation of the uniformly formed array structure. To explain such an
observation, we need to extend the stochastic model described in Sect. 1.4.1 as fol-
lows.

In the modeling, we assume a one-dimensional horizontal system that mimics
the groove on the substrate; it consists of an array of N pixels identified by an
index i ranging from 1 to N . An elemental material to be deposited onto the system,
experimentally by the RF sputtering described above, is schematically represented
by a square-shaped block (Fig. 1.12c). The initial condition is a flat structure without
any blocks.

At every iteration cycle, the position at which a block arrives, denoted by x , is
randomly chosen. We determine the success of the deposition at x by the following
rules. We denote the occupation by a block at position x of the groove by S(x);
S(x) = 1 when a block occupies a position x, and S(x) = 0 when there is no block
at position x . Also, we use the term “cluster” to mean multiple blocks consecutively
located along the groove. We also call a single, isolated block in the system a “cluster”.

1. When the randomly chosen position x belongs to one of the cluster(s), namely,
S(x) = 1, we maintain S(x) = 1 (Fig. 1.12c, i).

2. Even if S(x) = 0, when the chosen position x belongs to a “neighbor” of a cluster
with a size greater than a particular number Bth1, the deposition is inhibited. That
is, we maintain S(x) = 0 (Deposition is inhibited.) (Fig. 1.12c, ii).

3. Even if S(x) = 0, when the chosen position x has blocks at both its left and right
sides and the total number of connected blocks is greater than Bth2, the deposition
is inhibited. That is, we maintain S(x) = 0 (Fig. 1.12c, iii).

4. In other cases, the deposition at position x succeeds; namely, S(x) = 1
(Fig. 1.12c, iv).

The rules (ii) and (iii) correspond to the physical effect of the resonance between
the material and the light illumination that facilitates desorption of the particle.
The optical near-field intensity in the vicinity of a nanostructure follows a Yukawa
function (1.6). Therefore, the optical near-fields promote material desorption, or
in effect, inhibit material deposition, beyond a certain size of nanoparticles, which
is characterized as rule (ii) above. Also, even when a single cluster size is small,
meaning that the corresponding near-fields are small, when several such clusters are
located in close proximity, a material desorption effect should be induced overall.
Such an effect is represented as rule (iii) above. One remark here is that we do not
pile more than two blocks at a single position x ; that is to say, S(x) takes binary
values only, since our concern is how the clusters are formed in the 1D system.

Figure 1.13a shows the results of a numerical demonstration assuming a 1D array
with N = 1,000. As statistical values in the simulations, we evaluated the incidence
of the cluster size and the center-to-center interval between two neighboring clusters.
Figure 1.13a summarizes the evolution of these two values at t = 1,000 and t =
100,000. In the numerical calculations, for the threshold values in rules (ii) and (iii),
we assumed Bth1 = 8 and Bth2 = 12, respectively. We clearly observed that the
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Fig. 1.13 a Evolution of the cluster size and the cluster interval based on a stochastic model.
Both the size and the interval converge to incidence patterns that exhibit maxima at a particular
value, which reproduced the experimentally observed size- and separation-controlled formation of
a nanoparticle array. The interval of the nanoparticles is greater with higher photon energy. By
modifying rule (ii) of the stochastic model, the cluster interval increases, which is consistent with
the experimental observations. b Evolution of the number of elements in the stochastic model. After
cycle t = 3,000, the number of elements is stable, meaning that the system is getting into a steady
state in a self-organized manner

size and the interval converged to representative values, which is consistent with
the experimental observations shown in Fig. 1.12a. Furthermore, we evaluate the
total number of elemental blocks contained in the system as a function of elapsed
time in the stochastic simulation. As shown in Fig. 1.13b it converges to a constant
value beyond around 3000 iteration cycles, which is another indication that a self-
organized process emerges based on optical near-field processes. Since the present
modeling includes some parameters, this does not strictly exhibit so-called self-
organized criticality [30]. However, we consider that the convergence to a uniformly
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sized, uniformly separated 1D pattern is indeed a kind of self-organized critical
phenomenon.

Moreover, as reported in reference [34], a similar experiment was conducted
with a higher photon energy of 2.62 eV (473 nm) and an optical power of 100 mW,
which resulted in the formation of 84.2 nm-diameter, 48.6 nm-separation nanoparti-
cles (Fig. 1.12b). As summarized in the experimental results indicated in Fig. 1.13a,
the diameter is slightly reduced and the nanoparticle distance is enlarged compared
with the previous case of lower photon energy (2.33 eV (532 nm)). The reduced diam-
eter of the nanoparticles is attributed to the fact that the higher photon energy leads
to desorption at smaller diameters [33, 92]. The larger separation between adjacent
nanoparticles is, however, not obviously explained.

We presume that a stronger light–matter resonance is induced at a higher photon
energy, which more strongly induces material desorption, or inhibits the deposition
of materials, in the neighboring clusters. We can take account of this effect by mod-
ifying the stochastic model described above. Instead of blocking the deposition at
the neighboring positions by rule (ii), we consider that distant neighbors are also
inhibited:

(ii∀) Even if S(x) = 0, when x sees a cluster with a size greater than a particular
number Bth1, within an area (a) between x − 3 and x − 1 or (b) between x + 1 and
x + 3, the deposition is inhibited. That is, we maintain S(x) = 0.

While preserving Bth1 and Bth2 values with the previous example, the cluster
size statistics evolve as shown in Fig. 1.13a. At the iteration cycles t = 1,000 and
100,000, the incidences of single-sized clusters are large. This is due to the strict
inhibition rule (ii∀) above, which reduces the chance of clusters growing. Treating
such a single-sized cluster as an artifact, or a virtually ignorable element, in the
system, we evaluate the cluster-to-cluster interval except for single-sized clusters.
The cluster interval converges to a maximum of 10, as shown in Fig. 1.13a, which
is larger than the previous case, which converged to 8. This is consistent with the
experimental observations.

Such a stochastic modeling has also been applied in analyzing the morphologyof a
solar cell that exhibits photosensitivity below the bandgap energy made by an optical
near-field assisted method [31].

Furthermore, mathematical modeling helped to unveil the mechanisms of light-
assisted surface flattening [35]. More specifically, a two-dimensional hierarchical
surface roughness measure taking account of the hierarchical property of optical
near-fields was developed and was found to be useful in a demonstration of light-
assisted surface processing [99]. As such, system-oriented research will contribute
to realizing “nanointelligence” in material applications.

1.5 Conclusion and Future Prospect

In this chapter, we have discussed nanophotonics from the standpoint of informa-
tion, toward achieving intelligent functions, or what we call “nanointelligence”. In
particular, we highlighted optical excitation transfer involving optical near-field
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interactions keeping an eye on the possibility of going beyond von Neumann’
computing. Nanophotonic security is also presented both theoretically and exper-
imentally. Finally, stochastic modeling, as well as its contribution to material appli-
cations, was discussed.

Finally, we make a few remarks on the future prospects of research and develop-
ment in nanophotonics from an information physics, or system-level viewpoint. We
consider that future research and development will be roughly grouped into three
categories. The first category concerns further investigation of basic and emergent
properties in nanophotonics. For example, scalability and suitable information rep-
resentations for nanophotonic systems should be further investigated in the future.
The second category involves design-related concerns. This chapter mainly exploited
optical energy transfer and multipole attributes offered by near-field interactions. The
degrees-of-freedom available on the nanoscale, however, are in fact much more abun-
dant and should be thoroughly investigated; these include magnetic field, electron
spin, and so on. For instance, magnet-chiral effects [97], energy transfer in diluted
magnet semiconductors [62], etc. suggest the importance of including a discussion
of spin in the treatment of optical near-fields. In addition, morphology in nanoscale
material enables interesting functions, such as light emission from indirect-type semi-
conductors (e.g., silicon) [15]. It has been suggested that coherent coupling between
phonons and optical near-fields lies behind such phenomena [98]. Rigorous theoret-
ical schemes, including ones that offer systematic design frameworks for realizing
versatile materials and functionalities, should be investigated. The third category
concerns applications; socially and industrially important applications will be pur-
sued in the future [6, 7], and “intelligent” attributes will be one area where the work
described in this chapter will contribute.

Finally, we hope that this chapter will contribute to stimulating research in the
cross-disciplinary areas of nanophotonics, information, and materials, from funda-
mental principles to practical applications.
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Chapter 2
DNA Self-Assembled Nanostructures
for Resonance Energy Transfer Circuits

Chris Dwyer, Arjun Rallapalli, Mohammad Mottaghi and Siyang Wang

Abstract This chapter describes our work toward building a molecular-scale
integrated circuit technology based on DNA self-assembly. Distinct from its pur-
pose in biology, we co-opt DNA to fold nanoscale substrates onto which we pattern
optically active molecules into networks, or circuits. Unlike conventional computing
paradigms founded on the principles of electron currents in metals and semicon-
ductors, we employ a quantum mechanical transport mechanism called resonance
energy transfer (RET) to convey signals. However, circuits of any interest for com-
puting have been difficult to demonstrate due to an enormous design space with
many, many degrees of freedom. To overcome this challenge we have developed a
methodology for the design of RET circuits implemented on DNA nanostructures.
First, we describe the general principles of RET circuits and DNA self-assembly, our
design methodology, and then we conclude with two working examples to highlight
the potential of this new technology.

2.1 Introduction

Miniaturization of electronic components over the decades since the invention of
the integrated circuit has driven the limits of what is physically possible with a
lithographic process to amazing results. Despite the many ways that contemporary
integrated circuits can be used at the macro-scale, the physical limits of device
performance at nano- and molecular-scales preclude their use in most biological and
chemical settings. Although it is possible to build hybrid systems, e.g., a biological
sensor interfaced to a computer, embedding computational resources deeply into
everyday materials, cells, or the environment remains a challenge.
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Within this context, the field of DNA nanotechnology has emerged which
connects knowledge from molecular biology to the study and synthesis of
technological, engineered constructs with nano- and molecular-scale features. More
narrowly, DNA nanotechnology enables the manufacturing of nanoscale “substrates”
by self-assembly with atomic precision for patterning molecules and a throughput
(i.e., number of substrates per run) which rivals the most advanced silicon foundries.

However, the benefits of DNA self-assembly for computer systems has yet to
be realized in large part due to the lack of functional blocks, or devices, which can
be easily manufactured this way. To address this shortcoming a growing number of
researchers have turned their efforts to understand computation from a molecular
perspective. It is from this vantage that we consider the use of photo-active mole-
cules, or chromophores, as basic elements in a molecular-scale circuit. Similar to the
flow of electron and hole currents in a metallic-semiconductor circuit, networks of
chromophores can control the flow of molecular excitons. Resonance energy transfer
(RET) is the mechanism by which excitons hop between chromophores and due to
their band structure, defined by their spectral properties, this is often in only one
direction, similar to current flow in a PN diode. Thus, we are left to discover what
networks of chromophores will lead to interesting and relevant circuit behaviors
with which we might one day use to build integrated molecular systems for comput-
ing. Our work to date has revealed several important network design principles and
their experimental verification has confirmed that it is possible to apply engineering
principles to achieve some behaviors. Still other behaviors which are desirable for
logic circuitry, e.g., gain and feedback, remain to be fully verified by experiment.
The present work describes our design methodology and several of the tools we
have developed to explore this new space. For the purposes of this chapter we will
focus on the design of combinational logic, synthesizable by DNA self-assembly,
and highlight the mathematical foundation on which our models are built.

The remainder of the chapter is organized as follows. In Sect. 2.2, we establish the
foundations for an integrated molecular system. In Sect. 2.3, we describe the DNA
self-assembly process. In Sect. 2.4, we provide the theoretical background of RET
logic devices. In Sect. 2.5, we describe a design process that we developed to find
the best chromophore network for a given functionality. We expand on metrics and
design rules we use in our design process in Sect. 2.6 and the automation methods in
Sect. 2.7. In Sect. 2.8, we provide two working examples to illustrate the proposed
design process and highlight the potential of this new technology. We provide a
discussion of our design process in Sect. 2.9 and conclude in Sect. 2.10.

2.2 Foundations for an Integrated Molecular System

In order to implement a given logic functionality, chromophores must be struc-
tured into a precise network, or circuit, to control the flow of molecular excitons.
The dynamics of exciton transport are dictated by three physical phenomena: light
absorption, light emission or fluorescence, and resonance energy transfer. Similar
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to wavelength division multiplexing (WDM), different wavelengths can be used to
represent the inputs to, and outputs from, the circuit. Certain chromophores can be
designated input nodes since they generate excitons only when excited by a very
specific wavelength of light. Fluorescence of certain other chromophores can repre-
sent the outputs of the circuit since different chromophores can also emit photons
of a very specific wavelength. An important consequence of WDM for RET circuits
is that despite being much smaller than the wavelength of incident light, the circuit
inputs and outputs can be independently probed and monitored without any form
of spatially controlled light. For example, RET circuits work the same at the end of
a fiber optic cable as they do under a microscope or in a cuvette. Thus, the optical
diffraction-limit for conventional optical devices does not limit the density of RET
circuits.

RET is a near-field interaction between the excited state and absorption dipole
moments between two molecules and has a transfer efficiency that is highly dependent
on their separation (typically 2–10 nm). Thus, the behavior of a RET network is
dependent on the types of chromophores in the network, their placement and relative
separations. Given the requirement that chromophores be spaced within only a few
nanometers of each other to form RET circuits, we focus our tool chain on using
DNA grids as scaffolds since they have been shown to form RET circuits for various
purposes [1]. With DNA nanotechnology individual chromophores can be attached to
any base, or end of a DNA strand, which leads to countless possible attachments sites.
Moreover, with over 300 different types of chromophores commercially available
for each attachment site, there are more than 1030 feasible networks. To search
this vast design space for the best chromophore networks that exhibit a given logic
functionality, it is necessary to employ an automated design process. To that end, we
have developed a tool chain that provides a structured approach to finding such RET
circuits.

Unfortunately, the design methods available prior to this work for designing RET
networks have been ad hoc and limited to very small collections (<5) chromophores.
However, the number of domain-specific applications, e.g., the molecular ruler [2],
and others in protein structure determination [3], that will greatly benefit from our
structured design process presented here is large.

2.3 DNA Self-Assembly

The precise binding rules of DNA enable the creation of nanostructures with mini-
mum pitch on the order of a few nanometers. These nanostructures can be used to
place and interconnect nanoscale components with molecular-scale precision. Thus,
DNA self-assembly is an enabling technology for new computing paradigms [1].

The challenge in creating DNA nanostructures is to specify the appropriate DNA
sequences such that the desired structure (geometry) forms and is thermodynamically
stable. To meet this challenge, DNA self-assembly can exploit the common technique
of composing a small set of relatively simple pieces to create more sophisticated
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Fig. 2.1 The hierarchical
approach to build DNA grids
starts with nine single-strands
of DNA (top left) which come
together to form a cruciform
motif or a tile (top right).
Once individual tiles are
formed, they can be assembled
together to form grids (bottom
right). Multiple grids can
subsequently be assembled
into larger grids (bottom left)

16×

4×

structures. The structure is composed through a hierarchical assembly of motifs.
Ultimately, the final assembly step combines all motifs to form a grid structure.

For DNA there are many possible motifs, however we focus on only a few in the
context of our energy transfer logic [4]. One class of motifs include junctions that
enable three or more double stranded helices of DNA to interact and thus form specific
structures (e.g., a triangle, a corner, etc.) Another important motif is a single strand
of DNA protruding from a double stranded helix called a sticky-end. Two motifs
with complementary sequences on their sticky-ends will bind to form a composite
motif. These composite motifs may also have embedded sticky-end motifs and thus
can also bind with other composite motifs to form another, larger, composite motif.
This results in a hierarchical structure for motifs.

The DNA grid shown in Fig. 2.1 (bottom left) can be fabricated using hierarchical
self-assembly of smaller structures called tiles (top right). Each tile consists of nine
DNA single-strands whose sequences are designed such that they form a cruciform
motif with sticky-ends on each extension of the cruciform. These sticky-ends help
enable multiple tiles to assemble together to form DNA grids. The DNA grids act as
a molecular breadboard enabling the attachment of molecules such as chromophores
with full addressability.

The atomic precision, i.e., full addressability, of a molecular pattern on a DNA
substrate is alone a remarkable achievement even when compared to contemporary
high-end lithographic processing. The real advantage of the process, however, relies
on the scale with which structures can be produced. Lithography can produce many,
many copies from a mask set to drive per-unit costs down, as can DNA self-assembly
by chemical manufacturing. Unlike high-end silicon processing which requires a
multi-billion USD foundry, DNA self-assembly leverages the widespread availability
of industrial chemical infrastructure requiring little non-recoverable expense. For
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example, a 14 nm CMOS/FinFET foundry producing 80,000 wafers per month can
be out-produced in a matter of hours by a single student using DNA self-assembly.1

2.4 RET Circuits and Logic Devices

RET logic devices are built from networks of closely spaced chromophores, or RET
circuits, that direct the flow of excitons in a particular manner. The inputs and outputs
for these devices are interfaced through absorption and emission of wavelengths of
light, the presence and absence of a particular wavelength representing a true and
false value, respectively.

2.4.1 Inputs and Outputs

When a photon is absorbed by a chromophore the photon’s energy can promote a
ground-state electron to an excited state, creating a molecular exciton (i.e., a tightly
bound electron-hole pair). This process can only occur when the energy of the photon
is equal to the singlet bandgap of the chromophore, which depends on the detailed
molecular structure of the chromophore. For example, a chromophore called Nile
Red has a bandgap that matches the energy of a 485 nm wavelength photon and will
thus be maximally excited by blue light [5]. In a RET circuit, certain chromophores
can be chosen such that their peak absorption wavelengths match the wavelengths
of the incident input light sources. These chromophores can then be designated as
the input nodes to each circuit.

An excited chromophore can subsequently de-excite through a variety of processes.
One such de-excitation process is fluorescence, or the emission of a photon. The
wavelength of emission is also dependent on the band structure of the chromophore.
For example, Nile Red has a peak emission wavelength of 525 nm.2 Fluorescence of
chromophores provides a way of observing the output of a RET circuit. Instruments
such as single-photon avalanche diodes and spectral filters enable the fluorescence
of specific output chromophores in a RET circuit to be detected.

1 This example uses projections for the TSMC Fab 15 (2015–2016) output of ≈80,000 450 mm
wafers/month. The 14 nm process has been demonstrated on 6T SRAM cells, more generally
NAND/INV cells, which occupy a footprint of 200 nm × 470 nm. That is, ignoring yield loss,
Fab 15 could produce 1.35 × 1017 AND-equivalent circuits per month. DNA self-assembly syn-
thesis executed by a student operating at 10 uM DNA grid concentration, each patterned with 24
AND gates, can assemble 1mL of material. That is, ignoring yield loss, this student could produce
1.44 × 1017 AND-equivalent circuits per eight-hour run, or ≈20-fold higher per month.
2 It is also important to note that a chromophore can absorb and emit photons in a range of wave-
lengths due to the existence of vibrational and rotational states for each electronic state.
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2.4.2 Signal Transport

An excited chromophore can also de-excite via a non-radiative process called reso-
nance energy transfer (RET). When an unexcited chromophore (the acceptor) is in
close proximity (2 nm to 10 nm) to an excited chromophore (the donor) the exciton
can quantum mechanically hop between the two. Similar to electron or hole diffusion
across a junction, RET provides a mechanism for signal transport between the nodes
of a RET circuit.

In a large population of donor-acceptor pairs, the fraction of the excited donor
population that transfers energy to their unexcited acceptors defines the transfer
efficiency of RET in that system.

TE = 1

1 + ( r
R0

)6 (2.1)

The transfer efficiency, as expressed in 2.1 and originally derived by Förster [6],
depends on the sixth power of the separation (r) between the chromophores. The
distance at which transfer efficiency is 50 % is defined as R0, or the Förster radius
for the pair of chromophores. The Förster radius depends on a variety of factors, the
most important of which are the spectral overlap between the donor’s emission and
the acceptor’s absorption profile and the relative orientation of the transition dipole
moments of the two chromophores. Given commercially available chromophores and
the sites available on a DNA nanostructure, virtually any given transfer efficiency is
possible, in principle even very high efficiencies (e.g., >99.99 %).

2.4.3 Non-linear Transfer

RET is only possible from an excited donor to an unexcited acceptor. Specifically,
at any given point in time an acceptor in an excited state cannot accept energy from
any other donor, rendering the transient transfer efficiency between the pair zero
percent.3 This behavior can be used to induce changes in the transfer rate of a RET
pair with the help of another donor. When an acceptor is shared among multiple
donors it can be excited by only one of them at a time. This creates a competition
among the donors and results in unsuccessful transfers from some of the donors to
the shared acceptor. In this competition, the donor with higher transfer efficiency
dominates the transfer to the acceptor; the acceptor becomes saturated, or occupied,
from the perspective of the other donors.

Consider the case of three chromophores M, G, and N as depicted in Fig. 2.2.
The left side of the figure shows the case where M is excited by photons; N and G

3 In certain rare cases, RET can still occur if the energy difference between the first excited state
and the second excited state of the acceptor chromophore matches the de-excitation energy of the
donor.
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Fig. 2.2 Left: Node M is
excited by photons and nodes
N and G are excited by RET
from M . Right: Nodes M and
G are excited by photons. In
this case, if the intensity of
the light source for G is high
enough, G appears saturated
to M, thus no RET occurs from
M to G. This results in higher
effective transfer efficiency
from M to N, with an increase
of ΔI in IR intensity

After saturation

M N
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are excited via RET from M. In this case, none of the chromophores are saturated.
The right side of the figure shows the case where both M and G are directly excited
by photons. This creates a competition between two excitation processes for G, i.e.,
photon absorption and RET from M. With a high-intensity light source, G can be
saturated such that it can never be excited by M. In this case, the effective transfer
efficiency between M and G is zero. This results in higher effective transfer efficiency
from M to N. The saturation effect enables a nonlinear control of molecular excitons
in a RET circuit. This mechanism for nonlinearity offers a way to implement many
kinds of devices, including the sequence detector discussed in Sect. 2.8.2.

2.4.4 RET-Based Logical Functions

RET-based signal transfer coupled with the non-linear transfer mechanism from
acceptor saturation enables the design of RET circuits to implement any logic func-
tion [1]. Figure 2.3 shows the RET network of a two-input OR gate in which arrows
show the direction of RET. As seen in the figure, node O is excited by either node

Fig. 2.3 A RET network
that implements a two-input
RET-logic OR gate. Node O
fluoresces if either A or B is
excited and transfers energy
to O through RET

A

O

B
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A or node B. In this network, logical 1 on A and B are represented by two distinct
wavelengths that excite nodes A and B, respectively.

More generally the implementation of a logic function reduces to the design of
a RET network that satisfies a set of requirements that are defined by the desired
function. A structured and automated design process can facilitate the search for the
RET network that best matches a set of user-defined design requirements.

2.5 Design Flow

The focus of this paper is to automate the component level design flow rather than the
larger, system level flow. We consider components such as fundamental logic gates
(OR and AND gates) as well as small- to medium-scale combinational logic. These
components can be cascaded at a higher design-level to create more sophisticated
logic circuits that can in turn be used in the design of arbitrary digital circuits. At
the component level, the ultimate goal is to find a RET network that implements
some desired logic function. Finding a RET network involves selecting the right
chromophore-types for the nodes and tuning the distances between them.

The proposed design flow consists of six steps, as illustrated in Fig. 2.4 . The first
two steps are defined by the user and are specific to the target application. Initially,
based on the operating principles of RET networks, the user identifies the form of the
target RET network that, under ideal conditions, expresses the desired logic function.
In an ideal network, only the inter-nodal RET directions are considered. For example,
the OR gate shown in Fig. 2.3 describes a network comprised of three nodes, two of
which (A and B) are designated as the input nodes and are able to achieve RET with
the third node (O). Ideally, each of the input nodes is exclusively excitable using two
different wavelengths of light and the output node O is exclusively detectable using
photo detection techniques.
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Fig. 2.4 Flowchart of the proposed design process: The first step is to identify the target RET
network. The next step is to define the design rules and metrics which are application-specific. The
next two steps prepare the set of candidate networks by exploring the sample space and determin-
ing those that pass the design rules check. Afterwards, the candidate networks are simulated and
evaluated based on a set of user-defined metrics to find the final RET network
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Fig. 2.5 Preparation of the set
of candidate networks: Only
parts of the huge design space
are sampled. Each sample that
passes the DRC qualifies as a
candidate

Design space (1030)
Sample space (1014)
Candidate Networks (103)

The user then establishes a set of design rules that define the interactions between
the nodes of the target RET network. Each design rule is an arbitrary function of
a set of attributes that can be evaluated for an individual chromophore, a pair of
chromophores, or the network as a whole without the physical simulation of the
network. Finally, the user defines the metrics that are used in the development of
specifications, which in turn are used to evaluate RET networks against the design
requirements in a later step. The framework for defining the metrics and design rules
is further explained in Sect. 2.6. With this, the behavioral representation of the desired
application is established; the remaining steps in the design flow are fully automated.

The third and fourth steps explore the design space and identify candidate RET
networks. As illustrated in Fig. 2.5, the prohibitively large size of the design space
makes it impossible to perform a full exploration of the entire design space. Therefore,
domain-specific heuristics have to be applied to guide the exploration (step 3) to avoid
poor regions of the design space and only sample regions that are likely to contain a
candidate network (sample space). All the networks in the sample space are checked
against the design rules from step 2 (DRC) to form a set of candidate networks.

The next step is the physical simulation to find the realistic behavior of candidate
networks followed by an evaluation step to determine which candidates meet the
specifications. The design flow culminates with the identification of the RET net-
work(s) that best matches the behavior of the target network identified in the first
step of the design flow.

2.5.1 Comparison with Other EDA Design Flows

In the design automation of conventional CMOS logic devices, design rule checking
(DRC) is applied to a possible sample layout out of many possible functionally-
equivalent layouts of a single design. This step ensures the manufacturability of the
device based on a target technology node. Similarly, the DRC step in the design of
RET networks is applied to a sample network out of many possible networks in the
design space.
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2.5.2 RET Network Design as a Type-and-Site
Assignment Problem

The RET network identified at the end of the design flow is eventually realized as
a physical network of chromophores assembled on a nanostructure which maintains
approximately-fixed positions. The underlying nanostructure can be a DNA grid or
other similar chemical structure. These underlying structures impose limitations on
the placement of molecules, disallowing certain positions. For example, on a DNA
nanostructure, chromophores can only be attached to the bases and ends of the DNA
strands implying the set of possible attachment sites is dictated by the host strand.
This means that a network node cannot take on arbitrary (and uncorrelated) x-, y-,
and z-values but rather it can be assigned one of the several possible sites, which in
turn determines the specific coordinates of that node.

Other restrictions on physical RET networks stem from non-ideal spectral proper-
ties of available chromophores. Specifically, there exist only a limited number (≈300)
of chromophore types that can be placed on the underlying nanostructure. Each chro-
mophore type (also called a dye) has unique excitation and emission spectra dictated
by its molecular structure. For example Lucifer Yellow is a dye that has an emission
peak at the 535 nm wavelength and an excitation peak at 428 nm [5]. These two
key wavelengths (428 nm and 535 nm) cannot be customized and are dictated by the
molecular structure of Lucifer Yellow. Thus, it is not the case that every desired spec-
tral property can be found in commercially available dyes. Furthermore, the unique
spectral properties of a dye may increase the complexity of the design process by
introducing new considerations; e.g., the parasitic excitation of a chromophore due
to (an unwanted but present) spectral overlap with another chromophore.

Therefore, RET network design can be viewed as finding the optimal “type-and-
site assignment” for every node of the ideal RET network. The optimal assignment is
important to minimize the deviation of the physical RET network from the behavioral
ideal. Depending on the desired logic function, it might also be necessary to enhance
the network functionality by finding the optimal excitation wavelengths for each
node such that parasitic excitations are minimized.

2.6 Metrics and Design Rules

The RET-logic design flow presented here involves the validation of many candidate
RET networks. A candidate RET network is the network that corresponds to a possi-
ble type-and-site assignment for each node. To validate a candidate RET network, its
behavior is simulated and compared with that of the ideal RET network. Simulation
of a RET network is typically very slow and the number of possible sample networks
is very large (e.g., 1014). Therefore identifying disqualified sample networks without
simulating them can noticeably expedite the design process. Design rules are meant
for this purpose. In addition to design rules, some metrics are also required to enable
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ranking of qualified candidate networks after simulation. Metrics enable meaning-
ful comparison between candidate RET networks. They are typically extracted from
simulation results and their specific definition depends on the desired logic function,
e.g., the propagation delay of a signal defined as a metric.

2.6.1 Metrics

Metrics are behavioral attributes of the network that can be used to rank simulated
network behavior. The metrics are extracted from simulation results and are user
defined. The simulation provides time-resolved details about the evolution of the
excited population at each node as well as its fluorescence, RET, etc., which can be
used in the extraction of a metric. For example, the evolution of fluorescence from
a node can be processed to find the decay rate of that node (similar to an RC decay
constant). Furthermore, metrics are also used in the definition of specifications which
in turn are used in the evaluation of simulated RET networks.

2.6.2 Design Rules

Design rules are sets of rules that can disqualify a candidate network without sim-
ulation. Disqualifying type-and-site assignments can be identified by spectral and
spatial design rules, respectively. For example, a minimum or maximum required
distance between two nodes in the network can be declared as a spatial design rule.
While the set of design rules highly depends on the target logic function and its
specific ideal RET network, each individual rule is an arbitrary function of a set of
attributes that can be evaluated for an individual dye or site or a pair of them.

The following is a list of attributes that we have found are useful in RET design
rules.

Intrinsic Lifetime In a solution of same-type chromophores, when a population
of molecules is excited they do not de-excite simultaneously. In fact, the de-excitation
of the population resembles the discharge of a capacitor in an RC circuit for which
a time-constant is defined. The time-constant for the de-excitation of a population
of excited chromophores (in the absence of any acceptors) is called the intrinsic
lifetime. For example an intrinsic lifetime of 5 ns means that 63 % of the population
of chromophores de-excites 5 ns after being excited. Typical lifetime values are listed
in Table 2.1 denoted by τ .

Extinction Coefficient Extinction coefficients are a measure of how strongly
a dye absorbs light at a particular wavelength. It can be viewed as the efficiency of
absorption at a given wavelength.

Quantum Yield An excited chromophore can be de-excited without emitting
a photon, i.e., the energy dissipates non-radiatively. The quantum yield of a dye is



52 C. Dwyer et al.

Table 2.1 Typical quantum
yield and lifetime values

Chromophore name QY τ (ns)

Alexa Fluor 488 0.92 4.1
Alexa Fluor 532 0.61 2.5
Alexa Fluor 546 0.79 4.1
Alexa Fluor 555 0.10 0.3
Alexa Fluor 568 0.69 3.6
Alexa Fluor 594 0.66 3.9
Alexa Fluor 647 0.33 1.0
Alexa Fluor 660 0.37 1.2
Alexa Fluor 680 0.36 1.2
Alexa Fluor 700 0.25 1.0
Alexa Fluor 750 0.12 0.7

defined as the fraction of absorbed photons that are emitted as a result of de-excitation.
Typical quantum yield values are listed in Table 2.1 denoted by QY.

Spectral Separation The separation between the excitation peaks of a pair dyes
defines their spectral separation. The excitation peak is the wavelength at which a
given dye exhibits the strongest light absorption.

Förster Radius (R0) It is the donor-to-acceptor distance at which the FRET
efficiency is 50 %. As discussed, it depends on the molecular structure of the donor
and acceptor and each dye generally has a different R0 to every other dye.

Transfer Efficiency Not all donor excitation events result in the excitation of
the acceptor through RET; instead, an excited donor may de-excite through another
relaxation pathway, e.g., by emitting a photon. Transfer efficiency is the fraction of
the excitation events that result in RET events and is calculated using 2.1.

2.7 Design Automation Process

Given the importance of RET and its applications in other fields, especially in fluo-
rescence microscopy, there are a variety of tools available for forming the best RET
pairs [7–9]. However, these tools are not sufficient for optimizing a RET network
because they are ad hoc and use simplified interaction models (e.g., strong absorp-
tion at a particular wavelength) and no hierarchies which limits their use to only very
small networks (i.e., maximum of two or three nodes). Even for small networks these
tools cannot guarantee the best behavioral match between the desired logic function
and the resulting network.

An alternative, but trivial, method is to randomly select candidate RET networks
and evaluate them by simulation. In this method the computational effort for selection
is low but there are obviously no guarantees on the optimality of the resulting design.
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We have developed a set of tools to automate the design of arbitrary RET networks.
These tools, each of which brings computer assistance to different levels of the design
flow, can be chained either via direct access to the memory space or through well-
defined text files.

2.7.1 Scripting Language for Tool-Chain Control

Design automation often requires run-time evaluation of application-specific mathe-
matical expressions. Furthermore, on-the-fly execution of small user-defined scripts
is required to automate the cascading of tools and flow from one tool to another. In
order to obviate the need for code-compilation in such cases, we developed a script-
ing language to enable run-time execution of small user-defined programs called
proglets, which have direct access to the memory space of each tool without any OS
intervention for memory sharing. The proglet interpreter itself is compiled as part of
each tool and therefore the memory space is naturally shared between the tool and
the interpreter making memory access faster by avoiding slow system calls.

Each tool provides a set of library functions as well as uniquely-named data struc-
tures that users can access in their proglets to perform any arbitrary processing on the
generated results; e.g., extracting the propagation delay of a signal after simulation.

2.7.2 Spectral Analysis Tool

The spectral analysis tool takes as input the set of spectral design rules and generates
the set of qualified type-to-node assignments (i.e., half of the type-to-site problem
with respect to user-defined template nodes). The design rules are expressed in the
form of XML-formatted proglets. The following example qualifies donor-acceptor
RET pairs (DA) with emission peaks after 450 nm and 660 nm for the donor and the
acceptor, respectively.

<Dyes>
<Set name="D" Filter="$D.EmPeak > 450" /> #450nmblue
<Set name="A" Filter="$A.EmPeak > 660" />

</Dyes>
<Combine>

<Pair join="$D,$A" name="DA"
Filter="$D.ExcPeak<$A.ExcPeak && JOverlap ($D,$A)>1">

</Combine>
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2.7.3 Geometry Analysis Tool

The geometry analysis tool takes as input the set of geometric design rules and
generates the set of qualified site-to-node assignments (i.e., the other half of the
type-to-site problem). The geometric design rules can be based on the geometry
of an underlying nanostructure or a heuristic sampling of possible geometries. For
example, the target RET network can be placed on a uniform grid in which the
sampling of the site-to-node assignments is achieved by sampling different grid
resolutions. For example, the following rules specify the spacing between nodes n1
and n3 are from 1 nm to 4 nm in steps of 0.1 nm.

Dist(n1, n3) := [1, 4, 0.1]nm
Dist(n3, n2) := [2, 6, 0.2]nm

2.7.4 Linear Approximation Tool

In general the behavior of RET networks with saturated or partially saturated accep-
tors is non-linear with respect to changes in the network and input conditions. How-
ever, the behavior of semi-linear RET networks can be approximated by a linear
network which can be statistically described by a set of ordinary differential equa-
tions (ODE’s). In such cases, standard ODE solutions can be used to obtain the
network response with sufficiently low error. These solutions typically run notice-
ably faster than detailed, non-linear simulation methods and are therefore good for
quickly pruning the search space. We use a continuous-time Markov chain (CTMC)
solution to approximate the response of semi-linear networks. CTMC is a valid
model to apply because exciton transfer in a network of chromophores are dictated
by stochastic processes that are memoryless, i.e. the next state of an exciton in the
network depends only on the present state, not on the sequence of state transitions
that preceded it. In the CTMC model, each chromophore in the network is repre-
sented by two states in a Markov chain: transient state and absorbing state. Given an
initial condition (denoted by the starting position of an exciton), a CTMC solution
will result in time-resolved probabilities of any of the other states being occupied
by the exciton. These probabilities can then be used to determine time-resolved rel-
ative fluorescence intensities of each chromophore. Since the output of a RET-based
logic device is measured using fluorescence intensities, the CTMC model provides
an analytical way of determining time-resolved output of a given network of chro-
mophores. The linear-simulation results from CTMC are checked against a set of
rules that are based on user-defined metrics to rapidly identify disqualified candi-
date networks. Figure 2.6 shows a Markov chain representation of a donor-acceptor
pair of chromophores. The rates of transfer annotated on the figure are described by
Förster’s theory [6].
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Fig. 2.6 A and B are two chromophores in the system. Fa and Fb are the fluorescence absorbing
states for A and B, respectively. Q is the universal absorbing state for quenching. κ2

i j is a measure of

the orientation between the donor (i) emission dipole moment and the acceptor (j) absorption dipole
moment. R0 is the distance at which the RET transfer efficiency is 50 %; it depends on the spectral
overlap between the donor emission and acceptor absorption. Q D and τD are intrinsic quantum
yield and fluorescence lifetime of the donor in the absence of acceptors respectively

2.7.5 Physical Simulation

Physical simulation of a RET network predicts the response of the manufactured
network with a high degree of accuracy, similar to, e.g., PISCES for semiconductor
device physics. In this section, we first describe related work in physical simulation of
chromophore networks based on quantum mechanics and molecular dynamics. The
development of these models was driven by applications such as RET-based mole-
cular rulers and emulation of light harvesting complexes. Another family of chro-
mophore network simulation discussed in this section is based on stochastic models
such as Markov chain-based models (already described) and Monte Carlo models.
Finally, the section will end with a description of a hybrid Monte Carlo/Markov chain
model we developed, called SCIMM.

Related Work in Quantum Mechanical Models

Zhu et al. in [10], describe a simulation model of excitation energy transfer in
supramolecular Pheophorbide-a chromophore complexes in solution. The detailed
explanation of the expressions that are derived in this model is beyond the scope of
this report but can be found in the corresponding reference. In this model, the Hamil-
tonian (energy operator) for the entire chromophore complex is defined as the sum of
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the kinetic energy and the potential energy surfaces (PES) of all the chromophores in
the complex. The PES of each chromophore characterizes the excitation of a given
chromophore and includes the electrostatic coupling with all the other chromophores
in the complex. Using this Hamiltonian, they solve for the eigenvalues or energy states
that satisfy the Schrödinger’s equation. These energy values, along with spatial infor-
mation of the chromophore complex, are used to translate the molecular density to
an electronic charge density, which was subsequently used to derive an expression
for inter-chromophore coupling. Furthermore, they add in various molecular-level
dynamics, such as vibrational motion of the chromophores, to the inter-chromophore
coupling relation. They use this expression along with rate equations described by
Förster’s theory to come up with a time-dependent exciton density matrix. From this,
time-resolved and frequency-resolved fluorescence information of the chromophores
was derived.

Simulation of a given chromophore complex using this process entails running
molecular dynamics simulations to obtain the vibrational and molecular mechanics
components. Because the complexity of molecular dynamics increases with higher
temperature, the quantum mechanical model described in [10] is only applicable
if characteristic energy differences to be overcome in the excitation energy motion
are less than or equal to the thermal energy defined by Boltzmann’s relation. While
this model can provide accurate time-resolved and frequency-resolved fluorescence
information, it involves molecular dynamics simulations that are compute-intensive,
limiting the scalability of the model to larger chromophore networks.

There are several other publications [11–14] that describe models that are based
on quantum mechanics and molecular dynamics. Most of these publications state
that the motivation for such models is to design artificial light harvesting complexes
similar to those found in plants. For example, in [14], the authors derive a second-
order time-convolution master equation from the principles of quantum mechanics.
They conclude that this equation can be used to accurately estimate the energy transfer
efficiency of light harvesting complexes. For the purpose of our application of finding
the correct RET networks from a large design space, models based on quantum
mechanics with molecular dynamics are too slow. Therefore, stochastic models that
rely on the inherent probability distributions of exciton flow in RET networks are
better suited.

Related Work in Stochastic Models

While the quantum mechanics and molecular mechanics approaches involve mod-
eling of electronic wave functions in a mechanical force field, the stochastic mod-
els described in the following sections rely on the random nature of excitation of
electrons in molecules. As described in the background section, the rates of flu-
orescence, quenching, and transfer to nearby molecules can be determined using
Förster’s theory and known or easily obtainable information about individual chro-
mophores. These rates can be used in a random-walk process (Monte Carlo approach)
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or in time-resolved energy migration dynamics solved using differential equations
(Markov chain approach as described in Sect. 2.7.4).

Demidov in [15] describes a Monte Carlo based simulation tool to simulate energy
migration in molecular complexes. In this mode, the user first defines the number
of excitations to play through the simulation. Due to the law of large numbers, the
accuracy of the model increases as more excitations are simulated. Based on the user-
defined chromophore network settings, the model generates the spatial structure of
the network of chromophores, including the coordinates of the chromophores and
the coordinates of their absorption and transition dipole moments. The next step in the
model is to calculate the pairwise transition probabilities using Förster’s theory. The
model then determines the number of absorbed photons using an incident flux setting
and the absorption cross section of all the chromophores in the network. Then the next
state for each excitation is randomly chosen based on the fluorescence, quenching,
singlet-singlet annihilation, and transition probabilities. This process is repeated until
all the excitons are resolved.

This approach allows for multiple excitation and de-excitation events to be proc-
essed simultaneously, thereby providing the capability to capture inter-chromophore
effects. For example, in a three-chromophore system, an excited chromophore typi-
cally has four de-excitation paths, i.e., transfer to either chromophore, fluoresce, or
quench. However, if one of the accepting chromophores also happens to be in an
excited state, the former chromophore would only have three pathways, due to one
of the accepting chromophores being saturated. Furthermore, the model takes into
account the incident photon flux when determining the probability of singlet-singlet
annihilation, another process which causes the behavior of a RET network to be
non-linear.

It should be emphasized that the probabilities used in the Monte Carlo random
walk are steady-state probabilities calculated from Förster’s theory, i.e., the proba-
bility for a given de-excitation path (next state) is calculated by taking the ratio of
the de-excitation path rate to the sum of the rates of all de-excitation paths. In reality,
the probability for a path approaches a steady-state probability in a finite amount of
time. As the time-step is decreased (to increase the accuracy of a random walk), the
difference between the steady-state probabilities and the time-resolved probabilities
(such as those determined from a Markov chain solution) increases.

Simulation of Chromophore Interactions Using Monte Carlo Methods
and Markov Chains (SCIMM)

To combine the time-resolved probabilities from a CTMC solution with the ability
to model non-linear effects of a Monte Carlo random walk, we have developed a
hybrid model called SCIMM (pronounced “skim”). Figure 2.7 shows a functional
block diagram of the Simulation of Chromophore Interactions using Monte Carlo
methods and Markov chains (SCIMM) model. In SCIMM, the outer loop is a Monte
Carlo loop that iterates through discretized time and keeps track of light absorption
and fluorescence events. If for any given time step there exists an absorption event
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Fig. 2.7 Functional block diagram of the MCMC model. The SCIMM model consists of two loops,
the outer Monte Carlo loop and the inner Markov Chain loop. For each time step, all the absorption
events are first processed. If any excited chromophore are present in the system at the given time
step, a CTMC model is setup for each excited chromophore to determine the next-state probabilities.
These probabilities are used in a weighted random walk in the Monte Carlo loop. The excitation
and de-excitation events of each chromophore in the system are recorded. Once the next states of
all the excited chromophores are processed, the time step is incremented

or excited chromophore(s), we descend into an inner loop. The inner Markov Chain
loop generates a CTMC model for each excited chromophore and determines the
time-resolved probabilities of the next step for its corresponding exciton in a manner
similar to sampling kernels used by Gibbs sampler. Once the next step for every
excited chromophore is determined, we ascend into the Monte Carlo loop, update
event counters, and increment to the next time step. This approach allows for the time-
resolved probability distributions of next states to be captured within a discretized
event-driven Monte Carlo simulation. As a result, the interaction between simulta-
neously excited chromophores and multiple excitons are captured as a histogram of
events with respect to time. Therefore, the results produced by this simulation can be
compared directly with those obtained from time-correlated single photon counter
(TCSPC) measurements collected in the lab.

2.7.6 Batch Evaluation Tools

After the search space is sufficiently pruned, a set of candidate networks (all of which
have passed DRC) is prepared for detailed physical simulation and evaluation. The
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batch evaluation tool provides a platform for running simulations and performing on-
the-fly evaluations which direct the flow of candidate network evaluation. This tool
takes as input the list of all candidate networks (from search-space pruning) along
with a list of parameters (e.g., excitation wavelengths) and invokes the appropriate
simulator for each network. After the simulation it performs post-simulation analysis
to extract the user-defined metrics. With this tool it is possible to skip the simulation
of some candidates based on the metric values of previous simulations; for example,
in the following snippet after the first simulation, metric @delay is extracted and if it
is less than 10 the second simulation is skipped. In this example $a, $b, $c, $d and $e
are parameters which are initialized by different dye names such as RR (Rhodamine
Red), RG, etc.

<Simulations template="And.tret" params="$a $b $c $d $e">
<Args values="RR RG TR AF488 LY"/>
<Args values="RR RG TR Cy2 LY" condition="@delay>10" />
<Args values="RR RG TR Cy3 LY" condition="@delay>5" />
<Args values="RR RG TR Cy5 LY" condition="@delay>2" />

</Simulations>

2.8 Design Examples

The proposed design process can be used to find a RET network that yields a desired
logic functionality. In this section, we describe the design process using two exam-
ples: a wired logic 5-input AND gate (AND5) and a wavelength sequence detector.

2.8.1 Design Example 1: AND5

Target RET Network

The functionality of AND5 can be implemented using the RET network shown in
Fig. 2.8. The numbered circles and the circle labeled ‘F’ represent the inputs and
the output, respectively. The circles labeled ‘M’ are mediators that act as a channel
accumulating the energy of all the inputs and transferring the energy to the output
chromophore. The arrows denote the preferred RET direction.

Design Rules and Metrics

The design rules for AND5 were generated using domain-specific knowledge about
RET operating principles, typical chromophore attributes, and empirical results from
prior lab experiments. The design rules for AND5 are as follows:
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1. The Förster radius (R0) from each of the input nodes to the mediator node should
be at least 4 nm. This increases the likelihood of RET occurring from the input
nodes to the mediators in the channel.

2. The R0 from the mediator to each of the inputs should be less than 2 nm. This
reduces the likelihood of RET occurring from the mediators to the input.

3. The R0 from the mediator to the output node should be at least 4 nm. This increases
the likelihood of RET occurring from the mediators to the output node.

Since AND5 is a 5-input logic gate, there are 32 different input combinations. The out-
put node should fluoresce the most (‘1’) when all five input fluorophores are excited
(‘11111’). The metric used to assess a potential RET network for this application was
defined as the ratio of the output fluorescence when all the inputs are asserted to the
output fluorescence when only one of the inputs is not asserted (since all other input
combinations result in a lower output, due to linearity, they are ignored). This metric
is shown mathematically in 2.2, where F(abcde) represents the fluorescence of the
output fluorophore when the five inputs are specified by the binary vector ‘abcde’.

On/Off Ratio = F(11111)

max(F(11110) + F(11101) + F(11011) + F(10111) + F(01111))

(2.2)

Candidate RET Network Identification and DRC

The topology of the target RET network shown in Fig. 2.8 was loaded as a parameter
to the spectral analysis tool to generate chromophore type-to-node assignments that
pass the DRC. In order to explore site specification, the ideal RET network was
replicated on the grid of the geometry analysis tool. Based on heuristics, the grid
spacing was varied from 1 nm to 4 nm. The spectral and geometric analysis tools
generated a list of approximately 65,000 candidate RET networks.

1 M M M F

2 4

3 5

1
2
3
4
5

F

Fig. 2.8 Wired-logic 5-input AND gate can be realized on a RET network with nine nodes. Each
of the numbered nodes represents an input. Node F is the output node. The three nodes labeled ‘M’
are called the mediator nodes. The mediator nodes collect the energy from all the input nodes and
transfers to node F. Node F fluoresces the most when all the inputs are excited, contributing more
energy to the channel of mediators. The arrows represent the preferred RET transfer direction
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Fig. 2.9 On/off ratio versus ‘on’ fluorescence of unique RET networks. Each color corresponds
to a different minimum resolution between two chromophores. Inset: 103 RET networks that meet
the specifications defined using the design metrics (on/off ratio > 1.3)

Since the behavior of AND5 can be approximated by linear networks, the linear
approximation tool (CTMC) was used to evaluate all candidate RET networks. Using
a user-defined specification (on/off ratio must be greater than 1.3), the sample space of
65,000 candidate networks were further reduced to 103 candidate networks. Fig. 2.9
shows a graph of ‘on’ fluorescence of the output chromophore vs. the on/off ratio.
Each dot in the figure represents a unique RET network and each color corresponds
to a different minimum separation between two chromophores. The networks that
have an on/off ratio greater than 1.3 make up the list of candidate networks (shown
in the inset) that can be simulated in the next step of the design process.

Although the candidate networks we found here exhibit on/off ratios of only about
1.25, we have found other networks with considerably larger ratios, e.g., greater than
108, which are the subject of other work on non-linear RET switching devices.

Physical Simulation

The candidate RET networks were simulated using the physical simulator. The nor-
malized output fluorescence under different input conditions is shown in Fig. 2.10.
As is evident in the graph, it is necessary to set a high threshold between ‘on’ and
‘off’. Based on the results shown in this figure, if the output threshold is set to 0.85,
any fluorescence below that threshold is set to logic ‘0’ and any fluorescence above
is set to logic ‘1’. This ensures that this AND5 network will have an output of ‘1’ if
and only if all the inputs are on. The high threshold value is expected because the
amount of energy coming into the mediator channel is directly proportional to the
number of inputs that are asserted.
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Fig. 2.10 Normalized output fluorescence of the AND5 network under six different input condi-
tions. Five of the input conditions (everything except 11111) are expected to be the worst-case ‘off’
condition because in each of them, all but one input are asserted. The suggested threshold for this
network is set to 0.85 (dotted line). This ensures that the network has an output of ‘1’ if and only if
all the inputs are asserted (when the input condition is 11111)

2.8.2 Design Example 2: Wavelength Sequence Detector

Wavelength sequence detector is an example of a non-linear RET network that
operates based on acceptor saturation. A sequence detector receives delta pulses at
different wavelengths (colors) of light with different arrival times and checks to see
if a particular wavelength (λ2) is preceded by another given wavelength (λ1). In this
example we assume that λ2 = 660 nm (red) and λ1 = 440 nm (blue) and we want
them to be separated by less than 500 picoseconds. Therefore, if a red delta pulse
at 660 nm arrives and in less than 500 ps, a blue delta pulse arrives at 440 nm, the
detector must detect it.

Target RET Network

Since in this example we want to detect only two consecutive pulses, three nodes are
sufficient to implement the detector. Two of the nodes, which we call the S and G
nodes, are exclusively excited by λ2 and λ1 respectively and act as memory: once
excited, they remain excited for a period of time. The third node is the output node
and is strongly de-excited by the G node. The RET network is shown in Fig. 2.11. In
this network, S absorbs the light energy and D (only) receives energy through S. The
relative transfer efficiencies are chosen such that the saturation of G makes a large
difference in the energy flow from S to D; because G is a strong acceptor for D and
when saturated it cannot steal energy from neither S nor D. Consequently the device
can act like a MOSFET switch in which saturation of G can turn the switch on.
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Fig. 2.11 The RET network of a sequence detector which is behaviorally similar to a normally-off
switch when G is unexcited, the S-to-G energy flow is (almost) zero, and when G is excited, the
S-to-G energy flow is high, emulating an ON switch. Operation Since the D-G pair is a relatively
strong RET pair, G steals away most of the energy from S, either directly from it or via D; however,
when G is pre-excited by a delta pulse (δ1) it will remain excited for a while and if the second
delta pulse (δ2) arrives during this period, S gets excited while G cannot receive any more energy
(already excited); therefore the energy of S flows to D

Design Rules and Metrics

In this example we want the S and G chromophores to be almost exclusively excitable
by the 660 nm and 440 nm wavelengths. The G chromophore has to be an efficient
donor to D and an acceptor to S. We defined the following set of spectral design rules
for this example.

<Dyes>
<Set name="S" Filter="$S.Abs(660) > 0.6" />
<Set name="G" Filter="$G.Abs(440) > 0.6" />
<Set name="D" Filter="$D.ExcPeak > 500" />

</Dyes>
<Combine>
<Pair join="$S,$G" name="SG"

Filter="$S.EmPeak<$G.ExcPeak && JOverlap($S,$G)>1">
<Pair join="$SG,$D" name="SGD"

Filter="$SG.G.EmPeak<$D.ExcPeak && JOverlap($D,$SG.G)>10">
</Combine>

The most important characteristic that we are looking for, in this example, is the
On/Off ratio which is defined as the ratio of the excited population of D with and
without saturation of G.

Candidate RET Network Identification and DRC

The defined set of spectral design rules when applied to the set of ATTO dyes
(a commercial dye set with 36 dyes) generates 860 candidate type-assignments to S,
G, and D. The size of the site-assignment domain on a DNA tile with eight sites is
56 (8 choose 3); since 860 × 56 is small enough for the physical simulation step, no
further design-space pruning is required for this example.
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Fig. 2.12 Simulation results of the final detector network The excited population of each node is
shown in the graph. Operation: two blue pulses are applied to the network one of which is preceded
by a red pulse. As observed in the diagram, the excited-D population is ≈11 times larger after the
seconds pulse

Physical Simulation

After simulating all the candidate networks we found the best On/Off ratio to be
≈11. The simulation results of the chosen network are shown in Fig. 2.12.

2.9 Evaluation

Given that all existing design methods for RET structures are ad hoc, this work
is the first formal design process to the best of our knowledge. As such, the tool
chain we describe enables much broader design space exploration than was possible
previously. The fundamental difficulty that arises in RET circuit design stems from
the intractability of analytical (e.g., ODE) descriptions for RET networks. Further,
many such analytical methods capture only the linear response of the network despite
clear evidence for the utility of non-linear behavior.

The design process we describe here also enables interactive design and custom,
microenvironment (i.e., physical) simulations to capture dynamic changes during
circuit operation. For example, the internal, non-linear chemical dynamics of a living
cell can be incorporated in the Monte Carlo generator used in SCIMM to further
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refine the prediction of a candidate network’s response for in vivo applications such
as dynamic drug delivery, sensing, and diagnostics.

2.10 Conclusion

We have described a design flow for RET circuits which can implement user-defined
functionality through technology mapping to chromophores chemically assembled
by DNA. The flow tracks typical EDA design methodologies with important differ-
ences in the heuristic pruning of the design space and specific metrics to evaluate
candidate networks.

Despite being in the early days of development, RET circuits have the potential to
bridge the gap between domains where conventional silicon technology is unable to
provide computational resources. For example, RET circuits are intrinsically biolog-
ically compatible and as this emerging field matures will yield new ways to interact
with biological systems through in situ computer-controlled processes and measure-
ments. Thus, we have demonstrated a design approach that further enables DNA
nanotechnology to expand the computational domain.
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Chapter 3
Smart Fold Architecture: A Nano Information
System Based on a Hierarchical Structure

Jun Tanida

Abstract A sophisticated model for a nano information system called the smart fold
architecture is presented. The system is based on a hierarchical structure consisting
of four essential layers and one optional layer. A systematic approach to system con-
struction enables a variety of processing operations using state-of-the-art information
technologies.

3.1 Introduction

Recent progress in biotechnology has had a strong impact on a range of scientific
fields, including medical science, healthcare, biology, and so on. As is well-known,
living systems are constructed from a hierarchical formation of component parts,
ranging from the level of molecular systems to the level of individual organisms. From
this viewpoint, biotechnology mainly explores the functions of molecular systems at
the nano-scale and provides powerful tools for manipulating molecules.

Biotechnology advances have also opened the door to a new field of information
science called nano information systems. Nano information systems are expected to
reduce system footprints and decrease power consumption, and will offer increased
affinity with living organisms or biological systems. Among the various methodolo-
gies that are available to us, DNA information technology is promising, owing to
its maturity, accessibility, and importance for the study of living systems. A diverse
range of applications of DNA, from basic logic gates to more complex optimization
problems, have been proposed and demonstrated in experimental settings.

In this chapter, a sophisticated model for a nano information system, called a
smart fold architecture, is presented. The system is based on a hierarchical architec-
ture designed to achieve overall control of molecular systems in the living world
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at the macro-scale. First, some of the fundamental concepts of DNA and DNA
information technology are explained. Notable DNA information techniques relating
to nano information systems are summarized briefly. After that, nano information
systems are categorized according to their system architecture. Based on this back-
ground, the smart fold architecture is explained in terms of its concepts, features, and
system operation. Following a general description, the components of the smart fold
architecture are described in detail, and some promising applications are mentioned.
Finally, to conclude this chapter, the implications of smart fold information systems,
as well as future challenges, are summarized.

3.2 DNA Nano Information Systems

Nano information systems can be constructed effectively with state-of-the-art DNA
technologies. In this section, the fundamentals of DNA information technology are
explained, and some notable DNA information techniques are briefly reviewed. After
that, DNA nano information systems are categorized into four classes to clarify the
features of these systems.

3.2.1 Fundamental Concepts

The eccentric nature of DNA is the foundation of DNA nano information technology,
and we take this as a starting point in helping to understand the concepts of DNA
information techniques. How to utilize DNA in nano information technology will
then be explained.

DNA

DNA has the specific feature that it forms a double helix, which is the stable structure
that preserves the entirety of information related to living organisms and their heredity
[1]. A simplified illustration of DNA, shown in Fig. 3.1, illustrates the mechanism of
forming the double helix structure. Four kinds of bases, adenine (A), cytosine (C),
guanine (G), and thymine (T), constitute a strand of DNA, where hydrogen bonds are
formed between corresponding pairs, namely, (A and T) and (C and G). Therefore, an
arbitrary sequence of bases has a complementary sequence that consists of bases that
specifically bind to the corresponding bases in the pairs. The original and comple-
mentary sequences together form a double-strand DNA under appropriate chemical
conditions, resulting in the well-known double helix structure. This phenomenon is
called hybridization, and the characteristic of specifically binding to complementary
single-strand DNA is named Watson–Crick complementarity.
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AA TT GGG C

AA TT G CCC

DNA

single-strand DNA

double-strand DNA
Bases

adenine thymine guanine cytosine

Complementary

Fig. 3.1 Structure of DNA and binding between complementary strands

DNA Information Technology

After the discovery of the eccentric features of DNA, a variety of methods and
techniques have been developed to manipulate DNA for various applications. Since
DNA reactions are affected by temperature, pH, and the presence of catalysts,
the behavior of DNA is highly controlled so that the desired manipulation can be
achieved. The chemical characteristics of DNA can be estimated by a DNA design
algorithm for a given DNA sequence [2]. As a result, flexible DNA manipulation
can be achieved, allowing the possibility of executing information processing at the
level of molecules. The huge number of molecules present in the reaction space make
such a scheme promising for realizing massively parallel processing at a molecular
level. For these reasons, DNA is an extremely convenient foundation for exploring
processing mechanisms in the nano-world and for implementing nano information
systems.

3.2.2 DNA Information Techniques

For the purpose of reviewing this attractive area, some notable work on DNA infor-
mation technology will be summarized here. Because DNA information technology
is quite an active research area, readers are advised to consult other literature for the
latest developments [3].
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Hamiltonian Path Problem

Pioneering work in the field of DNA computing involved the directed Hamiltonian
path problem, which was solved by Adleman using the nature of DNA, including
Watson–Crick complementarity [4]. Figure 3.2 shows a schematic diagram of the
problem and the solution based on an autonomous DNA reaction. The individual
fragments of single-strand DNA produce a variety of combinatorial double-strand
DNAs autonomously, a process that corresponds to a search for candidate solutions.
Then, a double-strand DNA satisfying a specific condition, such as the shortest non-
repeating sequence, indicates the solution.

The advantages of the method are massive parallelism provided by the huge
number of DNA molecules and ability to perform information processing at a
molecular-level, made possible by the autonomous DNA reactions. Although this
work demonstrated the potential capabilities of DNA-based computation, its imple-
mentations for large problems are not realistic due to the vast amount of DNA required
as the information medium.

Automaton

Shapiro and his group have studied a finite automaton implemented with DNA and
a restriction enzyme [5]. A finite automaton is an idealized mathematical model of
behavior, as shown in Fig. 3.3. It consists of a finite number of states and transitions
between the states according to input signals.

A T C

A GC

AT G

AA T T GC

TGAT G C

city X

path Y->Z

path Y->X

path X->Z

city Y

city W

city Z

A TC TG C

Fig. 3.2 DNA implementation of directed Hamiltonian path problem
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Fig. 3.3 Automaton, showing states and transitions between states

As a fundamental technique for another type of automaton, Hagiya and his group
have developed a whiplash polymerase chain reaction [6]. In this method, a hairpin
DNA is utilized to obtain interesting features, such as stable processing-speed for
different DNA densities and the ability to accumulate the calculation status.

Logic Operations

Logic gates are the fundamental elements of digital processing. Arbitrary operations
can be achieved by a combination of logical operations, so that implementation of
logic gates is considered as a starting point in developing digital processing systems.
Many schemes for implementing logic operations using DNA reactions have been
demonstrated. For example, Winfree and his group demonstrated enzyme-free logic
gates [7]. This method utilizes a reaction called toehold-mediated strand displace-
ment to cascade multiple logic gates. Figure 3.4 shows a simplified implementation
of an AND gate proposed by Yoshida [8]. In this method, output light is emitted only
if a fluorescent dye is isolated from quenchers.

Input1 Input2

AND

fluorescent dye quencher

(0, 0)

(0, 1)

(1, 0)

(1, 1)

Fig. 3.4 DNA implementation of a logical AND gate
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Photonic DNA Computing

The author’s group has been focusing on the effective use of photonic techniques for
DNA computing [9]. Photon-induced phenomena, such as localized heating within
a restricted region and photoisomerization, are utilized to assist or to promote DNA
reactions for the desired operations. Figure 3.5 depicts some examples of photonic
DNA computing. As the temperature rises, double-strand DNAs are separated into
a pair of single-strand DNAs, a process called denaturation. A laser beam heats a
restricted region and induces DNA denaturation within that region. Photo-isomer
molecules are useful for controlling the binding force between the single-strand
DNAs that are bound by Watson–Crick complementarity. DNA tweezers controlled
by external light irradiation were modified to perform an AND operation on the
molecular inputs, forming a prototype photonic nano processor [10].

Recently, the authors presented an effective logic construction method using fluo-
rescence resonance energy transfer (FRET)[11]. Figure 3.6 shows a conceptual dia-
gram of the method called scaffold DNA logic [12]. FRET is a phenomenon in
which energy transfers from one fluorescent molecule to a neighboring molecule.
Single-strand DNAs having fluorescent molecules tethered to them, called signal-
transfer DNAs, are led to specific sites on a scaffold DNA. If the signal-transfer
DNAs are placed at the correct sites, an energy cascading path, via FRET, is formed,
and a reporting dye tethered to the terminal DNA emits a light signal of a specific

information encoding with DNA

initialization

Data translation using
      DNA clusters

Signal detection

Local reaction control by laser beams

DNA clusters controlled by temperature

Fig. 3.5 Some examples of photonic DNA computing
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Fig. 3.6 Schematic diagram of scaffold DNA logic

wavelength. A variety of logic circuits can be designed by proper assignment of the
signal-transfer DNAs and their placement sites on the scaffold DNA.

3.2.3 Architectures

Nano information systems are categorized into four classes in terms of their operating
principle and interaction between the nano- and macro-scale worlds. The four classes
are named nano complete, nano reporting, nano controlled, and nano interactive.
Figure 3.7 summarizes these classes with typical instances.
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Fig. 3.7 Architectures of nano information systems

Nano Complete

Most of the traditional DNA computing schemes are designed to complete their
operations within the environment of molecules, that is to say, in a so-called nano-
world. In the case of typical DNA computation, the operations are embedded as a
sequence of DNA intended to induce autonomous reactions based on Watson–Crick
complementarity, leading to the desired result. Although the DNA preparation is done
outside the nano-world, all of the processing is completed within the nano-world.
From a scientific point of view, this type of processing scheme is very interesting
for exploring the mechanisms of information processing hidden in the natural world
and to inspire novel ideas for sophisticated information processing. Nevertheless, the
current status of demonstration has remained at a primitive level, merely indicating
the capabilities of the method, due to the immaturity of supporting technologies.
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Nano Reporting

A DNA microarray is a typical instance of a nano reporting architecture [13]. Several
tens of thousands of short fragments of single-strand DNA are placed on a substrate
to detect their complimentary sequences in the specimen using Watson–Crick com-
plementarity. In a preparation step, fluorescent molecules are tethered to the DNAs
to be detected. Therefore, fluorescence emitted from the hybridized double-strand
DNAs on the substrate indicates the existence of DNAs with the target sequence in
the specimen. Fluorescence is observed through a microscope imaging system, from
which the location of the emitting spots identifies the kind of detected sequence.

In this scheme, the outcome of the DNA reaction is utilized in the nano-world,
whereas subsequent processing, such as signal detection and data identification, is
achieved in the macro-world. This type of processing was established in the field of
biotechnology and is useful in practical applications. The drawbacks are the expense
and wastage involved with disposal of the devices, because they are designed for
one-time use. From the viewpoint of logic algebra, a DNA microarray performs logic
operations that belong to a class of combinatorial logic, meaning that the achievable
processing is restricted.

Nano Controlled

The motivation of photonic DNA computing is to extend the processing capabilities
of conventional DNA computing. External light signals incident from the macro-
world induce the desired operations using DNA and related molecules. For the case
of DNA tweeters [10], the external light signals control the open/closed states of the
DNA complex in the nano-world. Although the spatial distribution of the focused
light signal is much larger than the size of the DNA complex, a photoisomerization
molecule tethered to the DNA receives the photon energy, and the correct operations
can be achieved. The external signals are intended to control the operations inside
the nano-world. In that sense, this type of processing scheme is an extension of nano
complete, increasing the processing capability with a sort of God’s hand.

Nano Interactive

The last class of nano information architecture is nano interactive. In this processing
scheme, some processing elements work in the nano world, but they also com-
municate with external systems located in the macro world to execute given tasks
cooperatively. A nano information system of the smart fold architecture is a typical
instance of this class. Highly developed information systems, such as computers and
cloud servers on the internet, constitute the system. Since the external computers
are separated from the processing elements in the nano-world, state-of-the-art infor-
mation technologies can be adopted easily. This type of nano processing scheme is
suitable for constructing actual systems and applying them to practical problems.
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Architecture Comparison

Figure 3.8 shows the features of the four architectures with respect to the control
flow between the processors in the macro- and nano-worlds. The nano complete
and nano reporting architectures employ signal transfer between the worlds just
at the beginning and at the end. The nano controlled architecture uses one-way
signal transfer to control the operations in the nano-world. In the nano interactive
architecture, the control moves back and forth between the macro- and nano-worlds.
In principle, the macro part of the processing system is effectively employed, which
contributes to achieving highly sophisticated operations targeting the nano-world
information.

Table 3.1 summarizes the features of the four architectures of nano information
systems. As seen from the table, the nano interactive architecture is recognized as the
most promising one. Note that communication between the macro- and nano-worlds
is an important issue in making the nano interactive architecture a practical solution.

Nano complete

macro

nano

Nano reporting

macro

nano

Nano controlled

macro

nano

Nano interactive

macro

nano

Fig. 3.8 Comparison of control flows in the four architectures

Table 3.1 Comparison of the four architectures of nano information systems

Architecture Control mode Communication Tech. Maturity Extendibility

Nano complete Passive None Low Middle
Nano reporting Passive Low High Low
Nano controlled Active Low High Low
Nano interactive Active High High High
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3.3 Smart Fold Architecture

A new class of nano information system belonging to the nano interactive architec-
ture, called the smart fold architecture, has been presented [14]. In this section, the
details of the smart fold architecture are explained in terms of its concept, constituent
layers, and system operation.

3.3.1 Concept

An effective way to understand a new proposal is to clarify the basic ideas underlying
the concept. In the case of the smart fold architecture, the concept of a smart fold
should be explained first.

What is a Fold?

The usual meaning of fold is a pen or enclosure in a field where livestock, especially
sheep, can be kept, as shown in Fig. 3.9. Derived from this meaning, the fold indicates
a group in a community, especially when perceived as having shared aims and values.

Smart Fold

A smart fold is defined as a fold possessing a degree of smartness. Smartness here
means some intelligence that allows a task to be performed independently based on
a decision, using internal states and external signals. A microprocessor is a typical
instance of something possessing smartness. A more simple machine can also possess
smartness. In our case, a DNA nano processor is regarded as a smart element, and a
group of DNA nano processors corresponds to a smart fold.

Fig. 3.9 Pictures of two types of fold
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Smart Fold Architecture

The smart fold architecture is a conceptual model of a nano information system based
on the idea of a smart fold. Collective operations performed on a smart fold enables
effective control of all elements belonging to the fold. In our specific implementation,
optical signals are adopted to control a group of DNA nano processors using broadcast
communication.

Smart Fold Information System

Figure 3.10 shows a schematic diagram of a nano information system based on the
smart fold architecture. The system is based on a hierarchical structure consisting
of multiple layers. The principal part of the whole system is the host-control layer.
Under the host-control layer, optical signal, DNA processor, and molecular signal
layers are placed. Optionally, the system can be connected to a cloud layer over the
internet.

DNA Smart Fold Computing System

As an instance of a nano information system based on the smart fold architecture,
a DNA smart fold computing system is considered. In the DNA smart fold computing
system, a group of DNA nano processors are employed to manipulate information in
the nano-world. A DNA processor is an element that processes nano scale information
based on DNA information technology. An autonomous reaction of DNA is utilized
to perform logical operations on bio-molecules, such as micro DNAs and RNAs.

Molecular Signal Layer 

Chemical
Reaction 

DNA Processor Layer 

Host-Control Layer   

Cloud Layer

Internet

Optical Link

DNA Logic
Operations

Optical Signal Layer  

Fig. 3.10 A schematic diagram of a nano information system based on the smart fold architecture
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Light signals are effectively utilized to control the group of DNA processors without
caring about the individual properties of the processors.

3.3.2 Constituent Layers

A DNA smart fold computing system is assumed to consist of four essential layers
and one optional layer. The four essential layers are molecular signal, DNA processor,
optical signal, and host-control layers, and the optional layer is a cloud layer. Some
plans for implementing such a system are described in the following.

Molecular Signal Layer

The molecular signal layer works as the front-end of the system to detect the signals
coming from the molecules distributed in the nano-world and to allow interactions
among them. These functions are achieved by chemical reactions between DNA
strands. Figure 3.11 shows a reaction scheme for detecting specific fragments of
DNA (I1–I3) as the input signals using branch migration. If the target molecules
exist, the communicating molecules (C1–C3) change their forms and connect to the
specific binding sites (S1–S3) of the DNA processor.

DNA Processor Layer

The DNA processor layer collects the signals from the molecular signal layer and
transmits the information to the optical signal layer. The operations are performed by
DNA processors based on DNA information technology. Figure 3.12 is a schematic
diagram of a DNA processor implemented by a scaffold DNA technique [12]. On the
scaffold DNA, logic circuits are constructed utilizing fluorescence resonant energy
transfer (FRET) [11], as described above in Sect. 3.2.2. The binding sites for the
communicating molecules from the molecular signal layer are placed in the FRET
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Fig. 3.11 A schematic diagram of a nano information system based on the smart fold architecture
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Fig. 3.12 DNA processor based on DNA scaffold technique

cascading path, and their binding states determine the function of the circuits. Probe
light is supplied from the optical signal layer, and only if a specific condition for the
input DNAs is satisfied, report light is emitted from the DNA processor. The operation
of the DNA processor is determined by the FRET cascading path constructed on the
scaffold DNA.

Optical Signal Layer

The optical signal layer functions as the interface between the nano-world and our
living world. Conventional optical microscopes can be used to implement it. The
spatial resolution of the optical system is restricted by the diffraction limit of light.
To overcome this limitation, broadcasting and broad-gathering communication is
adopted [15]. Figure 3.13 illustrates a microscope system connecting the optical sig-
nal layer to the host-control layer. A focal spot on the sample stage of the microscope
is assigned to a fold of DNA processors, and the light associated with the focal spot
transfers the signals to/from the DNA processors belonging to the fold. Note that the
focal spot (∼sub micrometers) is much larger than the individual DNA processors
(∼several nanometers), so that they cannot be individually identified in this layer.

Host-Control Layer

The host-control layer governs the whole system to execute given tasks. A standard
computer system, such as a workstation, functions as this layer. A control program
for the given task is executed on this layer. Necessary commands and signals are
transferred to the optical signal layer and are received by the DNA processor layer.
In reverse, the signals from the DNA processor layer are collected through the optical
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Fig. 3.13 Microscope system connecting the optical signal and host-control layers

signal layer. The collected signals are processed to retrieve the molecular signals in
the host-control layer.

Cloud Layer

As an optional layer of the smart fold architecture, the system can be connected to a
cloud environment through the Internet. Various services, such as computation and
storage servers, can be included in the system to enhance the processing capability,
as shown in Fig. 3.14.

3.3.3 System Operation

Nano information systems based on the smart fold architecture have extremely high
flexibility in their operation. Both the host-control and DNA processing layers are
customized to perform the desired task, and cooperative operation of these layers
enables various applications. From the viewpoint of the computational model, this
form of processing is regarded as a kind of client–server model, as shown in Fig. 3.15.
Therefore, the processing algorithms developed for the client–server model can be
utilized as the starting point for smart fold information systems. Two specific topics
related to the system operation are described below.
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Fig. 3.14 Cloud layer

Fig. 3.15 Client–server
model

Molecular Signal Reconstruction

One of the notable features of a smart fold information system is collective manipu-
lation of the molecular signals in the nano-world. Referring to Fig. 3.10, the signals
captured by the molecular signal layer are multiplexed by the DNA processing layer,
transferred through the optical signal layer, and processed in the host-control layer.
Although the signals detected by the host-control layer are multiplexed, appropriate
encoding and decoding processing allows retrieval of the signals in the molecular
signal layer.

Figure 3.16 shows a schematic diagram of molecular signal reconstruction in the
DNA smart fold information system. Molecular signals captured in the molecular
layer are encoded by the DNA processor and are transferred through the optical
signal layer. The host-control layer detects the optical signals and executes decoding
processing. Because the encoding method is intentionally designed, it can be used for
the decoding process to retrieve the molecular signals. It is not expected to reconstruct
complete information in the molecular signal layer, but merely to extract necessary
information with the pre-designed encoding/decoding scheme.

In general, such reconstruction becomes an ill-posed inverse problem, in which
the number of conditions of the observation is less than the number of signals to
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Fig. 3.16 Molecular signal reconstruction

be retrieved. The framework of compressive sensing provide a powerful solution if
the target signal is sparse [16]. The author’s group developed a method of retrieving
multi-dimensional signals from a multiplexed observation with optical encoding
and computational decoding based on compressive sensing [17]. This technique is
expected to be useful in the design of encoding/decoding schemes for smart fold
information systems.

Encoding and Decoding

The optical signal layer performs the communication task between the DNA process-
ing and host-control layers. From the aspect of optical communication, the optical
signal layer itself is analogous to data transfer over an optical fiber network, as shown
in Fig. 3.17. As a result, effective techniques for signal multiplexing in optical net-
works can be adopted. For example, time-domain multiplexing (TDM), wavelength-
domain multiplexing (WDM), and code-domain multiplexing (CDM) can be utilized
for this purpose.

Another encoding/decoding scheme is based on asynchronous activation of DNA
processors belonging to the same fold. Even if the spatial resolution of the observa-
tion optics is not sufficient to distinguish multiple DNA processors, a single DNA
processor can still be observed with sufficient spacing. Asynchronous activation
ensures such a sparse spacing condition and makes it possible to detect a single DNA
processor. This technique is the same as that used in stochastic optical reconstruction
microscopy (STORM) [18].
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Fig. 3.17 Optical links in the optical signal layer

3.4 Applications of Smart Fold Information Systems

Smart fold information systems are expected to be employed in a wide range of
applications, including functional imaging, cell monitoring, disease diagnosis, and
drug delivery. In this section, some implementation ideas for promising applications
of smart fold information systems are presented.

Functional Imaging

Functional imaging is a typical application of a smart fold information system for
exploring molecular signals in the nano-world. The basic idea is the same as fluo-
rescence microscopes used to visualize images of nano-scale objects. Fluorescence
is utilized as a marker to indicate the position of the emitting molecule even if the
optical signal is blurred by diffraction. If the emitting molecules are located sparsely
enough, a single molecule can be distinguished with the help of image restoration,
such as deconvolution filtering. As shown in Fig. 3.18, a limited number of DNA
processors are designed to emit fluorescence, and all of the DNA processors are
scanned to detect all of the molecular signals.

In the smart fold information system, a fluorescence molecule is a reporter sending
the status of logical conditions in the target molecules. A notable feature of the smart
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Fig. 3.18 Functional imaging by smart fold information system

fold information system is programability in designing the logical conditions in the
observation. For example, if the functional activity of molecules, which depends on
a specific combination of related molecules, can be described in the form of a logical
condition, the reporting signal can be selectively obtained for the given condition.
Compared with simple fluorescence markers, the smart fold information system is
capable of handling complicated events relating to multiple molecules, so that it can
visualize the functions of molecules in the nano-world.

Cell Monitoring

As an extension of functional imaging, observation of biological activities in a living
cell is an attractive application. Figure 3.19 depicts the concept of cell monitoring
by a smart fold information system. Appropriately designed DNA processors are
injected into the target cell to detect the status of the inter-cell environment and to
issue report signals. The DNA processors are distributed over the target cell, so that
the spatial dependence of the specific functions can be captured. Once the function
of interest is described as a logical expression, a DNA processor that executes the
appropriate operation can be designed and composed.

Fig. 3.19 Cell monitoring
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Fig. 3.20 Optical signal layer
using optical endoscope

Disease Diagnosis

The cell monitoring above is directly extended to high-performance disease
diagnosis. Interactivity of the smart fold information system enables us to achieve
more flexible and more reliable diagnosis of cells under examination. For the case
of a biopsy, the cell under examination can be placed on the stage of a microscope
and easily integrated into the smart fold information system. However, for diagnosis
of a living subject, an apparent issue is how to establish communication between the
DNA processors distributed in the cells under examination and the host-control layer
located outside the body.

One possible solution is to implement the optical signal layer with endoscope
technology. As shown in Fig. 3.20 an optical link is established to connect the DNA
processors and the host-control layer via an endoscope inserted near the examination
area. The endoscope also provides visual information around the examination area,
which provides flexibility and ensures reliable diagnosis.

Drug Delivery

Benenson and his colleague have presented the sophisticated idea of smart drugs
based on DNA computing [19]. A smart drug is a kind of intelligent medicine capable
of controlling its effect by sensing the internal condition of the patient, as shown in
Fig. 3.21. In the demonstration, the existence of a set of DNA fragments (the condition
of the patient) is detected with the same technique as used in DNA logic gates, and
the stored DNA fragments (the medicine effector) are released. DNA processors
can be programmed to determine the condition for releasing the medicine. Due to
flexibility in the system design, the smart fold architecture is expected to increase
the range of applicable cases. In addition, using an endoscope for disease diagnosis
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Fig. 3.21 Smart drug
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in the living body can increase the effectiveness of smart drugs. This approach also
combines visual inspection and medication, which is expected to increase flexibility
and ensure the reliability of smart drugs.

3.5 Discussion

3.5.1 Implications of Smart Fold Computing

The smart fold architecture presents a practical solution to the problem of imple-
menting nano information systems. Typical studies on nano information systems are
categorized into two approaches in terms of the measurement scale: top-down and
bottom-up ones. The former intends to shrink current micrometer-order technolo-
gies, such as semiconductor fabrication. The latter aims to build up designed systems
from fragments of nanometer-order elements, such as molecules. From the viewpoint
of this categorization, the smart fold architecture is considered as a hybrid approach
having the advantages of both.

Another aspect of the smart fold architecture is that its implementation methodol-
ogy is generalized as a system development task in the real world. System develop-
ment is considered to be the task of assembling functional elements for constructing
a sort of organization providing higher-level functions or services. Most machines,
apparatuses, and pieces of equipment are considered as systems, and we received
a lot of benefits from systems in our lives. In spite of the low functionality of the
individual elements, combinations of different functions allows the emergence of
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novel functionality and benefits, which is a very important advantage of building a
system.

The smart fold architecture apparently follows this methodology of system con-
struction. As introduced in the previous sections, various useful nano information
techniques have been developed and are available for system construction. A hybrid
approach involving a combination of top-down and bottom-up ones can pave the way
to developing practical nano information systems.

3.5.2 Future Issues

Although state-of-the-art nano technology can be adopted for nano information sys-
tems based on the smart fold architecture, various issues remain before the devel-
opment of practical systems becomes a reality. Some of the important issues are
summarized below.

System Design

System design is the first and the most important task in developing an effective
system. From the basic design to a detailed one, different levels of design tasks are
required for system construction. Viewed in another way, the concept of the smart fold
architecture enables us to design a nano information system with high functionality.

Operation

Once a concrete system model is designed, how to execute given problems on the
system is the next important issue. Because the smart fold architecture has large flexi-
bility in its operation, development of efficient processing algorithms is an interesting
and worthwhile subject.

Implementation

Although many options exist in DNA nano information techniques, most of them
are immature and still at the experimental phase. Selection of appropriate tech-
niques holds the key to extending the capabilities of the proposed system. Well-
designed demonstrations are required to show the potential capabilities of the smart
fold architecture.
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Optical Signal Layer

The optical signal layer is a key part in the smart fold architecture from the viewpoint
of instrumentation. Microscopy for visualizing the nano-world is still a hot research
subject, and many systems have been developed. Although the optical signal layer
is regarded as the same category, explicit encoding and decoding processes in the
DNA processor and host-control layers represent a new concept of nano-world visu-
alization. Incorporating various types of microscopy into the smart fold architecture
will serve to enlarge the choice of optical signal layers.

Applications

Killer applications are the key to establishing the position of a newly presented con-
cept or method. Biological applications are suitable for DNA nano technology and
will also be important for smart fold information systems. Intelligence and interac-
tivity are notable features of the proposed system, so that applications that effectively
use these features should be selected.

3.6 Conclusion

In this chapter, an architecture for nano information systems called the smart fold
architecture has been presented. DNA nano technology is attractive because of its
capabilities and flexibility in information processing, and a variety of methods and
techniques have been developed. Among the four architecture categories mentioned
in this Chapter, the nano interactive architecture is promising for practical system
implementation, and the smart fold architecture is a representative example of this
category.

The smart fold architecture is a kind of hierarchal system consisting of multiple
layers, from the molecular signal layer to the host-control layer. Molecular signals in
the nano-world are manipulated collectively with a conventional imaging method-
ology. Functional imaging, cell monitoring, disease diagnosis, and drug delivery are
promising examples of smart fold information systems.

In summary, the smart fold architecture provides a sophisticated approach for
implementing practical nano information systems. State-of-the-art nano information
techniques are combined to achieve a high-level of functions and services following
established system development methodologies. It is expected that the concept of the
smart fold architecture will pave the way to developing practical nano information
systems.
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Chapter 4
Photonic DNA Nano-Processor:
A Photonics-Based Approach to Molecular
Processing Mediated by DNA

Yusuke Ogura, Takahiro Nishimura, Hirotsugu Yamamoto,
Kenji Yamada and Jun Tanida

Abstract This chapter describes a photonic deoxyribonucleic acid (DNA)
nano-processor, which is capable of dealing with molecules as real objects and with
their associated information simultaneously in a bio-molecular environment. We
present a light-activatable DNA nano-processor and DNA scaffold logic as imple-
mentation methods, and reveal their fundamental properties through experimental
and analytical results.

4.1 Introduction

The importance of methods for observation and control of molecular events is
increasing in a variety of fields, including life sciences and environmental tech-
nology. For example, molecular imaging, which enables us to visualize the activities
of various bio-molecules, is helpful in understanding vital functions on a molecular
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scale, and the knowledge obtained is useful for potential medical or technological
applications [1, 2]. A living organism is a physical system composed of many types
of matter, and it can also be considered as a sophisticated information system in
which the molecules work as the information carriers. Thus, an information system
capable of dealing both with matter as real objects and with the information associ-
ated with the matter is useful for obtaining valuable findings from the living organism
or controlling it in an effective manner.

Processors that work in a molecular environment and deal with the information
that originates from bio-molecules such as DNA, ribonucleic acid (RNA) and pro-
teins are expected to provide an innovative methodology for analysis and control
of the behavior of these bio-molecules. To realize such processors, the appropriate
implementation size is essential. The size should be comparable to the size of mole-
cules to be able to handle them directly in a molecular environment. We refer to
such a small information processing apparatus with the features described above as
a nano-processor.

DNA has drawn attention as a nanoscale material because of its superior features,
such as Watson Crick complementarity, diversity of base sequences, and its capa-
bility for recognizing a variety of molecules [3]. For example, the self-assembly of
DNA is a powerful method that can be used to fabricate two or three dimensional
nanoscale structures [4–6]. The method is applicable to the arrangement of various
materials with nanometer-scale precision; it is possible to form arrays of ligands or
proteins, and nanoscale sensor processors based on optical resonance energy transfer
[7, 8]. A variety of DNA-based nanomachines have also been demonstrated [9–11].
The features of DNA are also useful for molecular information processing. DNA
computing is a promising methodology for realization of nano-processors that deal
with both molecular information and real matter simultaneously. Since Adleman
demonstrated the potential capabilities of DNA computing by solving a seven-city
Hamiltonian path problem using DNA [12], many methods based on DNA comput-
ing have been proposed and demonstrated. Good examples of these methods include
molecular automata using restriction enzymes [13] or deoxyribozymes [14], digi-
tal molecular circuits using strand displacement reactions [15], large-scale circuits
using seesaw gates [16], molecular realization of a cellular automaton based on DNA
self-assembly [17], and a bio-computing platform using DNAzymes [18]. Although
information processing is achievable on the basis of the autonomous behavior in the
DNA reactions, it usually requires complex design and precise control of the DNA
reactions.

Light is another useful information carrier. Information photonics is a paradigm
for the manipulation of information by the effective use of light as the information
carrier. Information photonics often uses electronics, biotechnology, mechanics, and
other technologies to achieve the required functionalities. Numerous interesting tech-
niques and systems have been constructed [19], and the achievements in information
photonics research are expected to be applied to the development of nanoscale infor-
mation systems. However, the diffraction limit of light, by which the resolution of
the light is typically restricted to around the sub-micron level for visible light, often
prevents the straightforward use of light at the nanoscale. However, there are many
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different types of light-matter interactions. By using these interactions, light becomes
applicable to nanoscale science and technology.

By combining the ideas of DNA computing and photonics based on the effective
use of light-matter interactions, a novel class of nano-processors is anticipated. For
this purpose, we are studying a photonic DNA nano-processor with the functions
of sensing molecular information, processing this information, and then actuating
a physical action as an output [20, 21]. This is a new concept for measurement
and control of a molecular system by cooperative use of DNA as the material for
construction of the system and light as the interfacing carrier between the molecular
system and the macro-world.

In this chapter, recent research achievements in the photonic DNA nano-processor
field are described. We show the features of the photonic DNA nano-processor that
acts as a mediator and performs an intermediate role between a molecular system
and the macro-world. A light-activatable nano-processor and DNA scaffold logic are
introduced as implementation techniques, and their properties are described.

4.2 Photonic DNA Nano-Processor

4.2.1 Concept

Photonic DNA nano-processors are nanoscale information-processing instruments
that work in wet environments, and they are expected to be applied to, for example,
bio-molecular systems in living organisms. The concept of the photonic DNA nano-
processor is illustrated in Fig. 4.1. Photonic DNA nano-processors consist of DNA
strands with different sequences, and the implementation size can therefore be of the
order of nanometers. Ideally, photonic DNA nano-processors are capable of sensing
or identifying molecular information, computing that information, and performing a
physical action that depends on the results of the computation.

DNA molecules can interact with other biomolecules such as other DNAs, RNAs,
and proteins. Therefore, the photonic DNA nano-processor is compatible with
bio-molecular systems and is thus capable of capturing information related to the
bio-molecules or indeed of controlling the bio-molecules. From this viewpoint, pho-
tonic DNA nano-processors are therefore not a straightforward downsizing of the
conventional electronic processors that usually support our activities in the current
information society. They provide novel functionalities, including on-site detection
and action, because of their ability to access the bio-molecular systems directly. This
property is important because it enables us to consider a molecular system not only
as a target system to be measured or controlled by using the nano-processors, but
also as an engineered system to be used for a particular purpose.

Matter that is responsive to light is incorporated into part of the DNA molecules of
the photonic DNA nano-processor to construct a path for communication between the
nano-processor and the macro-world via photonic signals. For example, the photonic
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Fig. 4.1 Concept of a photonic DNA nano-processor

signals can be used to transmit control commands or external information. They
can also be used to extract information from the nano-world and bring it to the
macro-world. Incorporation of this photo-responsive mechanism provides a variety
of functions. For example, the nano-processors can be activated at desired times.
This enables stepwise progress in the processor’s behavior, cooperative operation
between multiple nano-processors by synchronization, and adaptive control to reflect
the status of the target system. The environment of the target system is not destroyed
because the photonic signals are transmitted remotely and non-invasively. In addition,
the possibility of activating the nano-processors in localized volumes in parallel by
distributing light into micrometer-ordered volumes is a major advantage of the use
of light, because it offers position-dependent regulation of the molecular system.

4.2.2 Photonic DNA Nano-Processor as Mediator

Photonic DNA nano-processors can communicate with both the macro-world through
the medium of light and the nano-world through DNA. From this viewpoint, the
photonic DNA nano-processors can be considered as intelligent mediators that act
as an intermediate layer between the nano-world and the macro-world.

Figure 4.2 shows a schematic diagram for acquisition of molecular informa-
tion from a molecular system to the macro-world without and with a photonic
DNA nano-processor as a mediator. By the conventional method (i.e. without the
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Fig. 4.2 Comparison of the information flow when molecular information is transferred from the
nano-world to the macro-world, a without and b with a photonic DNA nano-processor
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Fig. 4.3 Comparison of the information flow when a molecular system is controlled by using light,
a without and b with a photonic DNA nano-processor

nano-processor), the information related to individual molecules is transferred in a
straightforward way, so that a wide information bandwidth is required (Fig. 4.2a). For
example, if the resolution of the imaging system is not high enough, i.e., the infor-
mation bandwidth is not large enough, then the molecular information can become
unexpectedly confused. In contrast, as shown in Fig. 4.2b, by using the photonic
DNA nano-processor, preprocessing of the molecular information can be performed
at the nanoscale to modify the information into the desired form. Logical operations
and correlation operations are good examples of the preprocessing steps that can
effectively suppress the amount of information. Suppression of the information at
the nanoscale leads to a relaxation of the performance requirements of the apparatus
used to acquire the necessary information.

Figure 4.3 shows a comparison of the methods for controlling the molecules using
light. By the conventional method (Fig. 4.3a), the flexibility in the manipulation of
molecules using light is restricted by the scale gap between the molecules and the
light. This means that it is difficult to control individual molecules independently
within the size of the light distribution. Also, direct manipulation of the molecules
requires interaction between the light and the target molecules themselves. However,
as shown in Fig. 4.3b, the use of a photonic DNA nano-processor offers a way to
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manipulate molecules that are unresponsive to light. By using light as the trigger
of the photonic DNA nano-processor, simple photonic signaling to the molecular
system induces well-regulated behavior based on the capabilities of the DNA in
autonomous reactions. This can be considered, from the information viewpoint, as
a small amount of information carried by the light being expanded into sufficient
information to control the molecular system by the photonic DNA nano-processor.
Thus, despite the simplicity of the signaling, the complex behavior of the molecules
can be controlled based on the autonomous reactions.

4.2.3 Types of Light Usage

The photonic DNA nano-processor has sensing, computing, and actuation functions,
and photonics-based techniques can be used in these individual functions. We have
considered two types of light usage in the photonic DNA nano-processor, as shown in
Fig. 4.4. Light is used for activation control of the sensing function in usage type (i).
In contrast, a photonic process, nanoscale photonic signal transmission, is applied to
achieve the computing function in usage type (ii).

In usage type (i), the final structure of the photonic DNA nano-processor is con-
structed in the preliminary stage by self-assembly of DNA molecules, and then it is
placed into the molecular environment. The activation of the sensing function of the
nano-processor is controlled using a light signal through the response of photorespon-
sive molecules equipped as part of the nano-processor. This scheme offers control of
the nano-processor in a specified volume of micrometer-order at the desired times
because generation of arbitrary spatio-temporal patterns of the controlling light is
possible. Computation is performed based on the autonomous behavior of the DNA
after activation of the sensing process using the light. This photonic control ability
is applicable to a variety of computation schemes based on DNA computing. It will
be possible to select the function to be activated by using multiple wavelengths for
the control light.

In usage type (ii), elemental DNA molecules acting as the building blocks of a
photonic DNA nano-processor are inserted into a molecular system. Self-assembly
of the elemental DNA molecules is used as a part of the computation process. Photo-
responsive molecules are attached to some of the elemental DNA molecules, and the
state of the target molecular system is encoded into the arrangement of the photo-
responsive molecules. Photonic signal transmission is used to assess the molecular
environment. Based on this type of usage, large-scale and high-throughput processing
can be achieved, because simple DNA reactions can be used and the process proceeds
in parallel by replacing the DNA reactions into a photonic process as part of the
computation.
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Fig. 4.4 Two types of light usage. a Type (i): the light is used to activate the sensing function.
b Type (ii): a photonic signal is used as part of the computation process

4.3 Light-Activatable DNA Nano-Processor

4.3.1 Activation of Sensing Function Using Light

A photonic DNA nano-processor with a light-activatable sensing function was con-
structed as a prototype of usage type (i). The light-activatable DNA nano-processor
senses two particular sequences of the DNA strands, decides whether the sensed
DNA contains a target sequence, and transforms as an action. One distinctive feature
is that the sensing function can be activated or inactivated by using photonic signals.
For this purpose, the DNA tethered with a photo-isomerization molecule, azoben-
zene, was used [22]. The azobenzene-tethered DNA binds with its complementary
DNA to form a double-stranded DNA when the azobenzene is in the trans-form upon
visible light irradiation. This double-stranded DNA is separated into single-stranded
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Inactivated

Activated

Input DNA is not sensed

Input DNA is sensed

Input DNA
Input DNA

Input DNA

Input DNA

Sensing domain

Sensing domain Sensing domain

Sensing domain

Azobenzene (trans-form)

Azobenzene (cis-form)

UVVIS

Fig. 4.5 Method for controlling the activation of the sensing function. Upon UV light irradiation,
the sensor is activated, and upon visible light irradiation, the sensor is inactivated

DNAs when the azobenzene is in the cis-form upon ultraviolet (UV) light irradiation.
This property enables the activation of the sensing function and also its inactivation.

Figure 4.5 shows the basic activation control scheme. The sensing domain binds
with its complementary sequence with azobenzene upon visible light irradiation. In
this case, the sensing function is inactivated, because the sensing domain is shielded
to prevent it from binding with other DNA fragments. However, the sensing domain
is exposed upon UV light irradiation. As a result, the sensing function is activated
because the sensing domain is ready to bind with other DNA fragments. In this case,
the input DNA can be sensed.

4.3.2 Scheme

The behavior of the light-activatable nano-processor is shown in Fig. 4.6. The nano-
processor forms a tweezer-like structure with two hairpin DNAs which incorporate
azobenzene molecules for photonic control. DNA tweezers were first demonstrated
by Yurke et al. [9] as a DNA nanomachine by using a strand displacement reac-
tion. Photonically-controlled DNA tweezers have also been demonstrated as a DNA
nanomachine [23, 24]. However, the nano-processor with activation control is sub-
stantially different from the DNA tweezers described above.
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Alexa 488

Alexa 555

UV irradiation

Visible irradiation

Visible irradiation

Open-form

Closed-form

Activation

Reset

Inactivation

DNA sensing 
domain

Target DNA

Azobenzene (trans-form)
Azobenzene (cis-form)

Fig. 4.6 Reaction scheme of light-activatable DNA nano-processor

In the sensing function, the nano-processor binds to a particular DNA fragment.
The hairpin DNAs located at the individual edges contain sensing domains with
sequences that are different from each other. This means that the individual hairpin
DNAs can sense sequences independently. The hairpin DNAs open upon UV light
irradiation, and the sensing domains are exposed to start the sensing process. The
hairpin DNAs close upon visible light irradiation to inactivate the sensing function.

In the computing function, the nano-processor judges whether a DNA fragment
binds to both sensing domains on the individual arms of the tweezers. Then, for the
actuating function, the nano-processor closes its structure or maintains the open form,
depending on the result. If the sensed DNA fragment contains the target sequence,
then it is captured by both arms. This means that “the result is YES,” and the nano-
processor assumes the closed form. However, if the fragment does not contain the
target sequence, it is captured by only one or neither arm. This means that “the result
is NO,” and the structure maintains the open form. Note that the nano-processor
changes from the open form to the closed form by binding with the target DNA
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only during the periods of activation. During the periods of inactivation, the nano-
processor does not change its form, regardless of the existence of the target DNA.

Another interesting function is the possibility of reset. By irradiation with visible
light, the target DNA captured during the period of activation is released because the
hairpin DNAs close, and then the nano-processor transits to the open form (the initial
form). Photo-activation of DNA probes was previously demonstrated by Wang et al.
[25], but repeated sensing was impossible because of the lack of a reset function.
The reset function enables the photonic DNA nano-processors to be used repeatedly.

4.3.3 Experiments

Before demonstration of the entire nano-processor, we investigated the behavior of
a sensor consisting of two hairpin DNAs tethered with azobenzenes to clarify the
properties of the sensing function [26]. The scheme and the DNA sequences used are
shown in Fig. 4.7. One of the fluorescent dyes, 6-FAM (excitation/emission: 494/517
nm) and TAMRA (excitation/emission: 565/580 nm), is attached to each of the indi-
vidual hairpin DNAs. These dyes form a fluorescence resonance energy transfer
(FRET) pair. Under UV light irradiation, sensing is activated because the sensing
domains are exposed as described in Sect. 4.3.1. When the target DNA exists during
the period of activation, the target binds to both hairpin DNAs, and the fluorescent

S1: 5’ FAM-ATCTGAACTAACGCTxTTxAAxGATCTCTxCTxTAxAAxGCxG-
      -TxTAxGTxTCA 3’

S2: 5’ CACxGTxACxATxGCTxTTxAAxGATCTCTxCTxTAxAAxGCATGTAC-
      -GTGCTA-TAMRA 3’

T: 5’ CGTTAGTTCAGATATCATAGCACGTACATG 3’

Target DNA

FAM

TAMRA

FRET

Azobenzene (trans-form)

Azobenzene (cis-form)

UV

Visible

S1

S2

T

(a)

(b)

Fig. 4.7 a Scheme of the light-activatable sensor using two hairpin DNAs with azobenzene.
b Sequences and modifications of the DNA strands used. The symbol x indicates the position
of the azobenzene
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dyes of the FRET pair are placed closely together, as shown in Fig. 4.7. In this case,
the FRET occurs. By irradiation with visible light, the sensor returns to its initial
form to be reset. The sensing results can be obtained by measuring the fluorescence
signals.

We used a spectrofluorometer (JASCO CORPORATION, FP-6200) for switching
activation/inactivation and for measurement of the fluorescence intensity. A xenon
lamp was used as the light source. The wavelengths of the light used were 340 ± 10
nm (5 mW/cm2) for activation and 440 ± 10 nm (7 mW/cm2) for inactivation.
The 494 nm wavelength light was used for excitation of FAM, and its fluorescence
intensity was measured at 517 nm (emission wavelength of FAM). Irradiations for
activation and inactivation were performed at 80 ≈C for two minutes, because the
efficiency of the photoisomerization of azobenzene between the cis-form and the
trans-form is high at high temperatures. The fluorescence intensities were measured
at 25 ≈C.

The first experiment was performed to measure the dependence of the FRET ratio
on the static concentration of the target DNA. The FRET ratio is defined as 1− F/F0,
where F is the fluorescence intensity of the donor of the FRET pair after sensing
and F0 is that before the sensing process. Figure 4.8 shows the relationship between
the FRET ratio after activation and the concentration of the target DNA when the
concentration at the sensor is 0.5 µM. The FRET ratio is approximately proportional
to the target concentration. This result indicates that it is possible for this sensor to
measure the target concentration.

The second experiment was conducted to investigate the dependence on the con-
centration of the target DNA when the concentration varied. Figure 4.9 shows the
changes in the FRET ratio when the target DNA increased or decreased.

The target concentration was changed from 0.1µM to 0.3µM by adding the target
DNA in the experiment of Fig. 4.9a, and it was changed from 0.4 µM to 0.2 µM by
adding 0.2 µM of the complimentary DNA of the target shown in the experiment
of Fig. 4.9b. The sensor concentration was 0.5 µM. These results demonstrate that
the FRET ratio changed according to the concentration at the activation time. The
FRET ratio values are almost in agreement with the results of Fig. 4.8. The sensor
is suitable for reporting the concentration of the target DNA at the desired timings,
regardless of the concentration at the previous measurement.

Fig. 4.8 Dependence of the
FRET ratio on the input DNA
concentration
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Fig. 4.9 The FRET ratio measured when the input DNA concentration changes. a The input DNA
increases from 0.1 to 0.3µM. b The input DNA decreases from 0.4 to 0.2µM. A: Activated (UV
light), I: Inactivated (Visible light)

Next, we constructed the light-activatable nano-processor shown in Fig. 4.6 to
demonstrate its function. One of the pair of fluorescent dyes, Alexa 488 (excita-
tion/emission: 495/520 nm) and Alexa 555 (excitation/emission: 550/570 nm), was
attached to each of the nano-processor’s arms to act as a donor and an acceptor of
a FRET pair to report on the nano-processor’s form. The fluorescence intensity of
Alexa 488 is high when the nano-processor is in the open form, but the intensity
becomes low when the nano-processor is in the closed form. The sequences of and
modifications for the light-activatable nano-processor, which consists of three DNA
strands, are summarized in Fig. 4.10. The FRET ratio was measured under three
different conditions as follows: (i) a solution containing 5-µM target DNA and the
1-µM nano-processor was activated and inactivated three times in succession; (ii)
the solution containing only the 1-µM nano-processor (no target DNA) was acti-
vated and inactivated once, (iii) the solution containing 5-µM target DNA and the
1-µM nano-processor was left without any irradiation. The irradiation processes for
activation and inactivation were performed at 60 ≈C to maintain the structures of
the light-activatable nano-processors. The fluorescence intensities were measured at
37 ≈C.

The FRET ratio measured after the individual operations is shown in Fig. 4.11.
The FRET ratio increased upon UV light irradiation (activation) and decreased

Hairpin 1: 5’ Alexa488-ACAGTTTGTCCTGGGCATCAGCTGCCGTGCTTTGCG-
                -Alexa555 3’
Hairpin 2: 5’ GCCCAGGACAAACTGTCTACTACCTCACxCTxAGxCTCTTCTG-
               -CxTAxGGxTGxAGxGTxAG 3‘
Hinge: 5’ GTxATxGGxTTxCGxTTxAGTCTTCTCxTAxACxGAACCATACAACC-
          -GCAAAGCACGGCAGC 3’
Target: 5’ TGAGGTAGTAGGTTGTATGGTT 3’

Fig. 4.10 Sequences and modifications for the light-activatable nano-processor. The symbol x
indicates the position of the azobenzene
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Fig. 4.11 Variance of the
FRET ratio during repeated
activation and inactivation
operations of light-activatable
DNA nano-processor. A Acti-
vated (UV light), I Inactivated
(visible light), N Neutral (no
light)
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upon visible light irradiation (inactivation) for condition (i). However, the FRET
ratio changed little for conditions (ii) and (iii). This result indicates that activa-
tion/inactivation of the sensing function is controlled via the external photonic sig-
nals, and the nano-processor transforms under the existence of the target DNA during
the activation periods. Note that the measured FRET ratios during the activation peri-
ods are almost the same value for any number of repetitions. This suggests that stable
behavior is obtained during the repetition process. Also, the FRET ratio decreased
to approximately 0 after inactivation. This behavior is considered to be the result of
the nano-processor releasing the previously detected DNA and returning to its ini-
tial form. The experimental results demonstrate that the nano-processor transforms,
depending on whether or not the target DNA exists, and that it can be reset to work
repeatedly by synchronization of the activation control using light.

4.4 DNA Scaffold Logic

4.4.1 Fundamental Scheme of Logic Operation

The DNA scaffold logic [27], which we have proposed, is a typical example of type
(ii) usage of the light. The nano-processor based on DNA scaffold logic is capable
of executing a logical operation with the DNA inputs and producing an output as a
fluorescence signal. In this scheme, a DNA scaffold, on which the photonic process
is performed, is prepared. The DNA scaffold sequence depends on the given logic



104 Y. Ogura et al.

CC 1 CC 2 CC n

site 1 site 2 site n
.....

.....

FRET FRET
Excitation

Output

CC i

CC: Connection 
controlling DNA
i = 1, 2, ..., n

Dye

Binding to site i

DNA scaffold

site 1 site 2 site n
.....

F = (A∨B) ∧ C ∧ .....∧ (Y∨Z)

Self-assembly

Fig. 4.12 Logic operation by DNA scaffold logic. Fluorescent dyes are placed on a scaffold accord-
ing to the input DNA. The result is reported by the FRET cascades

function. Connection-controlling DNAs with a fluorescent dye are also used. The
connection-controlling DNAs interact with the input DNAs, and place the fluorescent
dye on the DNA scaffold or remove it from the scaffold. As a result, the target
molecular system status is encoded into an arrangement of fluorescent dyes on the
DNA scaffold. This process is performed based on the self-assembly of DNA.

To explain the process in more detail, let us consider that a given logic function is in
the conjunctive normal form with n clauses, as shown in Fig. 4.12. A single-stranded
DNA is used as a DNA scaffold. The DNA scaffold contains n sites (site 1, site 2,...,
site n), and the different connection-controlling DNAs can bind at individual sites.
The individual sites correspond to the different clauses. A connection-controlling
DNA with a fluorescent dye binds to a particular site when the corresponding clause
is TRUE for the input DNA. If the fluorescent dyes bind to site i and site i + 1, the
energy of the excited dye on site i then transfers to another dye on site i + 1. Thus,
a FRET path from site 1 to site n is constructed on the scaffold, but only if the input
satisfies all of the clauses; i.e. that the given logic function is TRUE. As a result, the
dye on site n produces a fluorescent signal by excitation of the dye on site 1. If one
or more clauses are not satisfied, then the FRET path is broken on the way from site
1 to site n. As a result, the dye on site n produces no fluorescent signal to show that
the logic function is FALSE.
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4.4.2 Features

The DNA scaffold logic has distinctive features as nano-processors. Figure 4.13
shows a comparison between the conventional DNA logic and DNA scaffold logic.
In conventional DNA logic, a number of the DNA complexes are used as comput-
ing elements, and cascaded reactions between the elements via molecular signals
are used for computation. Thus, the computation generally proceeds in a sequen-
tial manner. In contrast, in DNA scaffold logic, the molecular signals are converted
to an arrangement of fluorescent dyes, and part of the computation is performed by
FRET signaling on the single DNA scaffolds. The FRET signaling path is constructed
by placing connection-controlling DNAs with fluorescent dyes at different sites on
the scaffold. The placement process proceeds in parallel and independently. This
scheme no longer requires the cascaded reactions via the molecular signal. There-
fore, the operation is fast, and complicated logic operations can be executed with a
few additional time periods for the operation. Self-assembly is used to arrange the
fluorescent dyes as part of the computation, and therefore the operation is expected
to be powerful. Also, the error caused by the DNA reaction does not propagate to
subsequent reactions because the reactions are designed in an independent manner.
Signal transmission is performed using a FRET cascade, which is not a diffusion
process of molecules, and the signal transmission efficiency is high.

Conventional DNA logic

DNA scaffold logic

OutputFRET signal path

DNA molecule

OutputDNA molecule

Computing element Molecular signal Optical signal

Fig. 4.13 Comparison of logic operations by conventional DNA logic and by DNA scaffold logic
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4.4.3 Experiments

We designed two reactions for connection-controlling DNAs to arrange fluorescent
dyes on a DNA scaffold. The first is a reaction using a connecting DNA to realize
the function of a YES gate. The second is a reaction using a disconnecting DNA
to realize the function of a NOT gate. The schemes of these reactions are shown
in Fig. 4.14. For the YES gate, a hairpin DNA with a fluorescent dye is used as the
connecting DNA. When an input DNA binds to the connecting DNA through a strand
displacement reaction, the domain to be bound to the scaffold is exposed, and then the
connecting DNA binds to the scaffold to carry the dye on the scaffold. For the NOT
gate, a disconnecting DNA with a dye is bound on the scaffold; i.e. the fluorescent
dye is arranged on the scaffold previously. When an input DNA exists, it binds to
the disconnecting DNA and removes the dye from the scaffold. In contrast, the dye
remains on the scaffold when the input DNA does not exist. Note that a variety of
sequences can be used as the sequence for the domain for recognition of the input
DNA or for binding to the scaffold. These schemes are therefore useful for dealing
with large numbers of inputs and complicated logic functions.

Several logic functions were tested to demonstrate DNA scaffold logic.
Figure 4.15a shows the scheme and the results of the logic function I1 √ I2 used
to demonstrate the AND operation. The sequences and modifications that were used

Fig. 4.14 Reaction schemes
for a a connecting DNA and
b a disconnecting DNA. When
using the connecting DNA, the
dye is placed on the scaffold
when an input DNA exists.
When using the disconnecting
DNA, the dye is put on the
scaffold when the input DNA
does not exist

Connecting DNA

Scaffold

Input

OFF ON

Disconnecting
DNA

Scaffold

Input

OFFON

: fluorescent molecule

: fluorescent molecule

(a)

(b)
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Fig. 4.15 Schemes and operation results for possible combinations of the inputs. a I1 √ I2,
b ¬I1 √ I2, and c I1 √ (I2 ∞ I3)

are shown in Fig. 4.16. Two sites were formed on the scaffold. The individual sites
can bind with the connecting DNAs for inputs I1 and I2. FAM and Alexa 546 (exci-
tation/emission: 556/573 nm) were used as the FRET pair. When the two inputs I1
and I2 both exist, then the FRET path from FAM to Alexa 546 can be constructed
on the scaffold. The concentrations of the input DNAs were 0 µM and 2 µM for the
input values “0” and “1,” respectively. The concentrations of the other components
were 0.4 µM. The results for the possible combinations of the values of I1 and I2
are shown on the right side of Fig. 4.15a. The output signal is defined as the fluores-
cence intensity at the emission peak wavelength of the reporting dye when measured
after adding the input DNAs, but minus the intensity measured before the addition.
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S1: 5’ CATCGGGTGAGCGCTTCGGCAGAGCG 3‘
S2: 5’ GCAACTATGAGCGCATCGGGTGAGCGCTTCGGCAGAGCG 3‘
C1: 5’ FAM-CGCTCTGCCGAAGGCAGAGCGCCACTTACAA 3‘
C2: 5’ Alexa546-CGCTCACCCGATGGGTGAGCGCTCAAGGATT 3‘
C3: 5’ Alexa546-CGCTCACCCGATGGGTGAGCGAGGTAGTTGT 3‘
C4: 5’ Alexa594-CGCTCATAGTTGCTATGAGCGAGGTAGTTGT 3‘
D1: 5’ FAM-CGCTCTACCACTTACAAAGCCGAAG 3‘
I1: 5’ TTGTAAGTGGCGCTC 3‘
I2: 5’ AATCCTTGAGCGCTC 3‘
I3: 5’ ACAACTACCTCGCTC 3‘

Fig. 4.16 Sequences and modifications of the DNA strands used

The operational results show that a high fluorescence signal is obtained only when
(I1, I2) = (1, 1). This result indicates that the connecting DNAs work well and that
the AND operation is executed successfully.

Figure 4.15b shows the scheme and the results of the logic function ¬I1 √ I2 used
to demonstrate NOT operation. A disconnecting DNA which binds to site 1 was used
for input I1, and a connecting DNA which binds to site 2 was used for input I2. The
operation results show that a high output signal is obtained only for (I1, I2) = (0, 1).
The results demonstrate that operations including NOT are executed.

Figure 4.15c shows the scheme and the result of the logic function I1 √ (I2 ∞ I3)

used to demonstrate OR operation. For execution of the OR operation, the same
fluorescent dye, Alexa 546, is assigned to inputs I2 and I3. The connecting DNAs
for inputs I2 and I3 are different, but both DNAs can bind to site 2. As a result of this
design, Alexa 546 is placed on site 2 when input I2 or I3 is “1”. The result shows
that high output signals are obtained for inputs of (1, 1, 0), (1, 0, 1), and (1, 1, 1).
OR operation is therefore achievable based on the above design.

To demonstrate logic with more than 2 clauses, the logic function I1 √ I2 √ I3 was
executed. Figure 4.17 shows the scheme and the results. Three sites were formed on
the DNA scaffold, and different connecting DNAs with three different fluorescent
dyes, FAM, Alexa 546, and Alexa 594 (excitation/emission: 590/619 nm), were
used. A high output signal was obtained only when (I1, I2, I3) = (1, 1, 1). This
result demonstrates that the fluorescent dyes are arranged adequately according to
the input and the logical operation with three clauses is executed successfully. The
output signal is not low enough for inputs of (0, 1, 1), (1, 0, 1), and (1, 1, 0). Possible
reasons for this are direct excitation of the second dye (Alexa 546) and FRET from
the first dye (FAM) to the third (Alexa 594).

4.4.4 Analysis of Properties

Some properties of DNA scaffold logic were investigated by numerical analysis of the
reactions. Let us consider the reactions between the input DNAs (I ), the connecting
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Fig. 4.17 The scheme and results for the logic function I1 √ I2 √ I3

DNAs (C), and the DNA scaffolds(S). The reactions can be represented by chemical
equations as shown in Fig. 4.18. Here, I C denotes a complex of DNAs I and C ,
while ICS denotes a complex of DNAs I , C , and S. k1 is the reaction rate constant of
the first reaction, and k2 and k3 are the reaction rate constants of the second reaction.
The reaction rate equations are written as follows:

−d[I ]t

dt
= k1[I ]t [C]t , (4.1)

−d[C]t

dt
= k1[I ]t [C]t , (4.2)

d[I C]t

dt
= k1[I ]t [C]t − k2[I C]t [S]t + k3[I C S]t , (4.3)

−d[S]t

dt
= k2[I C]t [S]t − k3[I C S]t , (4.4)

d[I C S]t

dt
= k2[I C]t [S]t − k3[I C S]t , (4.5)

[I ]0 = [I ]t + [I C]t + [I C S]t , (4.6)

[C]0 = [C]t + [I C]t + [I C S]t , (4.7)

Fig. 4.18 Chemical equations
of the reactions between
the input DNAs (I ), the
connecting DNAs (C), and the
DNA scaffolds (S)



110 Y. Ogura et al.

[S]0 = [S]t + [I C S]t , (4.8)

[I C]0 = 0, (4.9)

[I C S]0 = 0. (4.10)

Here [·]t represents the concentration at time t, and [·]0 represents the initial con-
centration. From these equations, a single-variable differential equation on [I C S]t

is derived as

[I C S]t

dt
= k2[I ]0[C]0[S]0(1 − exp{([I ]0 − [C]0)k1t})

[C]0 − [I ]0 exp{([I ]0 − [C]0)k1t}
−

(
k2[S]0 + k2[I ]0[C]0(1 − exp{([I ]0 − [C]0)k1t}

[C]0 − [I ]0 exp{([I ]0 − [C]0)k1t} + k3

)
[I C S]t

+ k2[I C S]2
t (for [I ]0 ∨= [C]0), (4.11)

d[I C S]t

dt
= k2[C]2

0[S]0k1t

[C]0k1t + 1
−

(
k2[S]0 + k2[C]02k1t

[C]0k1t + 1
+ k3

)
[I C S]t

+ k2[I C S]2
t (for [I ]0 = [C]0). (4.12)

This equation was solved numerically using the fourth-order Runge-Kutta method
[28]. In the calculation, we simply assume that k1 = 3.4 × 106 M−1s−1, k2 = 7.2 ×
104 M−1s−1, and k3 = 4.8×10−4 s−1. These were values estimated experimentally.

Figure 4.19 shows the dependence of [I C S]t on [I ]0, where [C]0 = 1.0 µM,
[S]0 = 1.0 µM. [I C S]t indicates the concentration of the scaffold on which a
fluorescent dye carried by DNA C is placed. At any time, [I C S]t is approximately
proportional to [I ]0 when [I ]0 < 1.0 µM. Therefore, the ratio of the fluorescent dyes
on the scaffold depends on the concentration of the input DNA. However, [I C S]t is
almost constant when [I ]0 ∧ 1.0 µM. This indicates the robustness of the behavior

Fig. 4.19 Dependence of
[I C S]t on [I ]0 at different
times
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Fig. 4.20 Dependence of the
amount of scaffolds with 3
fluorescence dyes (left axis)
and the S/N ratio (right axis)
on [S]0
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of [I C S]t for the variance of [I ]0, which is more than a value. The feature is useful
for construction of digital circuits based on DNA scaffold logic.

Next, the signal to noise ratio (S/N) is estimated. When the DNA scaffold contains
n sites, the ratio, Rt (n, k), of the scaffold on which k(◦ n)fluorescent dyes are placed
is given by

Rt (n, k) = nCk

( [I H S]t

[S]0

)k (
1 − [I H S]t

[S]0

)n−k

, (4.13)

where nCk is the k-combination from n elements. As described in Sect. 4.4.3 with
regard to Fig. 4.17, when 2 out of the 3 dyes are placed on the scaffold, the reporting
dye produces a measurable output signal as noise. We therefore define the S/N ratio
as R∞(n, n)/R∞(n, n − 1). Figure 4.20 shows the dependence of the amount of
scaffolds with n fluorescence dyes (R∞(n, n)×[S]0) and the S/N ratio on [S]0 when
n = 3, [I ]0 = 1.0 µM, and [C]0 = 1.0 µM. The largest amount of scaffolds with 3
dyes is obtained around [S]0 = 1.0 µM. Therefore, [S]0 = 1.0 µM is a good choice
under the conditions considered from the viewpoint of sensitivity for fluorescence
detection. The S/N ratio, however, decreases with increasing [S]0, which means that
a smaller [S]0 is better. These results indicate that the scaffold concentration should
be determined carefully by considering the detector sensitivity and the acceptable
S/N ratio.

4.5 Conclusions and Outlook

In this chapter, we presented the concept of the photonic DNA nano-processor and its
implementation methods. This is a photonics-based approach to realize the molecular
processing associated with physical processes such as sensing and actuation. In par-
ticular, we focused on the nano-processors that transform based on light-activatable
sensing or that produce a FRET signal as a result of a logical operation based on
molecular inputs. The basic concepts were demonstrated and some performance
characteristics were then revealed by experimental and numerical analyses.
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We then considered the future prospects of the photonic DNA nano-processor. We
demonstrated the fundamental function of processing by the use of light-activatable
nano-processors and using DNA scaffold logic. Functional extension is, however,
required to realize valuable nanoscale information systems. For example, we are
constructing a type of memory used in a FRET circuit [29]. The memory function
is indispensable for an infinite automaton, which is more powerful than combinato-
rial logic. Communication among the nano-processors is also important to enhance
the functionality. Along with molecular communication, broad-casting or broad-
gathering using light will also be effective.

In Sect. 4.4.4, some characteristics were derived from analyses of the reactions.
These findings support the issues for design of the photonic DNA nano-processors.
Theoretical investigations, especially from the viewpoints of systems or information,
will be useful for generation of design guidelines and for highlighting the techno-
logical issues in this field.

There are many potential applications of this technology. In particular, monitoring
and regulating the activities of groups of cells is promising, because adaptive and
parallel control depending on the status of the cells in question is possible based on
the intermediate layer formed by the nano-processor between the nano-world and
the macro-world. The photonic DNA nano-processor is expected to be a powerful
tool in nanoscience fields including synthetic biology and drug delivery.
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Chapter 5
Boolean Logic Circuits on Nanowire
Networks and Related Technologies

Seiya Kasai, Hong-Quan Zhao, Yuta Shiratori, Tamer Mohamed
and Svetlana N. Yanushkevich

Abstract Implementation of graph-based logic circuits on semiconductor nanowire
networks and related technologies are described. Boolean logic function is graphi-
cally represented utilizing a binary decision diagram (BDD), unlike the conventional
logic circuit in which a logic gate has a specific function as a logic operator. Logical
graph structure is topologically transferred to a semiconductor nanowire network
structure. BDD 2-bit arithmetic logic unit (ALU) is demonstrated on a GaAs-based
regular nanowire network with hexagonal topology. A reconfigurable BDD logic
circuit based on Shannon’s expansion of Boolean logic function and Fault-tolerant
BDD on the basis of an error-correcting technique are also described.

5.1 Introduction

Unique network configuration of integrated nanomaterials and nanostructures has
inspired us to use them for new information processing that the current Si CMOS logic
LSIs do not cover. In the current LSI technology, devices and circuits are artificially
designed in fine details and they are produced by perfectly controlled top-down
nanotechnologies. They do not consist of nanostructures spontaneously produced by
bottom-up nanotechnologies, even those with high regularity, high symmetry, and
high density. However, recently, semiconductor nanowires are expected to be used
as transistor channel materials in future LSIs beyond 10-nm technology [1, 2]. For
moving our inspiration of the use of the nanomaterials and nanostructures to logic

S. Kasai (B) · H.-Q. Zhao · Y. Shiratori
Graduate School of Information Science and Technology and Research Center for Integrated
Quantum Electronics, Hokkaido University, N14, W9, Sapporo 060-0814, Japan
e-mail: kasai@rciqe.hokudai.ac.jp

T. Mohamed · S. N. Yanushkevich
Department of Electrical and Computer Engineering, University of Calgary,
Calgary, Alberta, T2N 1N4, Canada

M. Naruse (ed.), Nanophotonic Information Physics, 115
Nano-Optics and Nanophotonics, DOI: 10.1007/978-3-642-40224-1_5,
© Springer-Verlag Berlin Heidelberg 2014



116 S. Kasai et al.

x1

x2

x3

f
AND

OR

x1

x2

x3 f

Nanowire

Molecule

ƒ = x1 • x2 + x3

x3

x2

x1

f

x1x1
x1

x2

x3

f

10

0 1

1
0

0 1

x1

x2

x3
x3

x2

x1Nanowire

Gate

0
1

Logic architecture

Nano-implementation

Logic function

Logic gate

BDD Crossbar

Fig. 5.1 Logic circuit for nanomaterials and nanostructure networks

circuits, the most important issue is to find out a logic architecture bridging between
the physical network structure and the logic function described by Boolean algebra.
In this section, we describe important examples, binary-decision diagram (BDD) and
crossbar. Both architectures are suitable for a nanowire network structure.

The BDD is a representation scheme of a logic function using a directed graph as
shown in Fig. 5.1 [3, 4]. On the basis of the Shannon expansion, any Boolean function
can be represented with a binary decision tree [4]. Each node has an input branch and
two exit branches and switches the path of a messenger entering from the entry branch
according to an input value, x. The reduced graph utilizing reduction techniques is
usually called as BDD. The BDD is known to realize compact representation of a
data structure [4]. The function is evaluated by propagating a messenger from a root
to terminals (leaf of the graph tree) and identifying which terminals the messenger
reaches, labeled “0” or “1”.

The crossbar architecture is a two dimensional array of intersecting sets of orthog-
onal wires as shown in Fig. 5.1 [5]. A Boolean function is represented with connecting
or disconnecting wire-crossing nodes. The crossbar is regarded as a memory array.
A matrix of junctions can represent the combination of AND gates in a simple way.
On the other hand, to implement OR gates, peripheral components are necessary. To
represent the complete set of the Boolean algebra, complementary input signals are
necessary.

Table 5.1 summarizes the main features of the BDD and the crossbar. The advan-
tage of the BDD is that the logic function is graphical and visible. The graph can
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Table 5.1 Logic architectures for network structure and their features

Logic
architecture

Physical
structure

Logic
representation

Function of
junction
node

Advantage Disadvantage

BDD Binary tree
and its
topological
structures

Graph Path switch Compact
flexibility in
structure
selection

Wirings for
input
accessing
nodes

Crossbar Grid Matrix Diode Simple Peripheral
compo-
nents are
necessary
reliabil-
ity/defect

be topologically implemented on the various nanowire networks. This makes it
applicable to various network structure produced by the bottom-up nanotechnol-
ogy. Either circuits have both advantages and disadvantages. In future, we will select
suitable one in accordance with available material, process, size, reliability, cost, and
so on of these architectures.

Nano-scale implementations of the BDD and the crossbar are also shown in
Fig. 5.1. In a nano-scale crossbar, the physical circuit is implemented by the nanowire
or carbon nanotube array and the conduction of each junction is controlled by insert-
ing suitable molecules [5]. Realization of programmable junction nodes is an impor-
tant factor. It is difficult to physically access and control the connection at individual
nodes. Then, electrically controllable two-terminal nonvolatile memory is inserted in
every node. An addressed node is switched by applying suitable voltage/current on
the junction. This concept is similar to the programmable logic array (PLA). Certain
molecules have bistable states and can work as a memory device [5]. Atomic switch
has been also developed for such purpose [6]. It is found that nano-scale junction
of metals itself works as a non-volatile memory [7]. On the other hand, reliability
related to the defect of the junction is a problem. Fault tolerance such as the majority
logic architecture using several redundant circuits has been investigated [8].

For nano-scale implementation of the BDD, a nanowire-network based logic cir-
cuit was proposed and has been developed [9–12]. In this circuit, the graph is directly
implemented on a regular nanowire network having hexagonal topology [9, 10]. This
architecture matches regular nanowire network structures. It simplifies circuit design,
layout, device structure, and the fabrication process. Feasibility of this implementa-
tion scheme has been clarified by successful demonstration of small logic functions
[10, 13], a 2-bit full adder [14], and implementation of a signal processing system
by circuit simulation [11]. It is also noted that the BDD enables us to use quan-
tum nanodevices, such as rapid single flux quantum [15, 16], quantum wire [17],
and single electron devices [10, 18], even though these devices have difficulties in
implementing the conventional logic gate architecture due to small transfer gain and
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small current drivability. Topological transformation of the graph provides us good
opportunity to use various bottom-up nanowire network structures [4]. Recently, the
addition of reconfigurable capability has been investigated [19]. Comparing with the
crossbar circuit, the disadvantage of the BDD circuit is many wirings accessing to
each node for input signals. By suitable design of the network, the wiring layout can
be simplified. Details are described later.

5.2 BDD Logic Circuit on Nanowire Network

5.2.1 Basic Concept and Nanoscale Implementation

As compared with the conventional logic gate architecture, the BDD is a more appro-
priate architecture for representing a Boolean logic function on a nanowire network,
since it is a graphical way to represent a logic function and has a simple structure
[4, 20]. The BDD can be mapped directly to the electronic circuit by exchanging
each switching node with a multiplexer and so on. A BDD is a rooted directed graph,
derived from a binary decision tree as shown in Fig. 5.2, representing a logic function
via Shannon expansion,

f (x0, x1, . . . xi , . . .) = x̄i f (x0, x1, . . . , 0, . . .) + xi f (x0, x1, . . . , 1, . . .) (5.1)

where f (x0, x1, . . . , 0, . . .) and f (x0, x1, . . . , 1, . . .) correspond to the exit branches
labeled “0” and “1” of the node controlled by xi. Let consider a Boolean function
f = x1x2+x3 for example. Its truth table is shown in Fig. 5.2a. A binary decision tree
(BDT) representing f is shown in Fig. 5.2b. This tree has a data structure completely
matching the truth table of f. The BDT can represent the function compactly. The

x1 x2 x3 f

0 0 0 0

0 0 1 1

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

1 1 1 1

root

node device

terminal-1terminal-0

f = x1•x2+x3
(a) (b) (c)

Fig. 5.2 Concept of the BDD. a Truth table of f = x1x2 + x3, b binary decision tree of f, and
c binary decision diagram with hexagonal topology
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tree consists of a root, terminals-0 and 1, and a number of path-switching nodes
labeled xi. Each node has two exit branches labeled “0” and “1”. The logic value of
the function can be determined for a given input variable assignment by following a
path down the tree from the root to a terminal. In each node, one of exit branches is
selected according to the input binary variable, xi. The cost of implementing a path-
switch circuit is quite low in pass-gate CMOS design where the node consists of a
pair of pass transistors [21]. Note that the BDD can express exclusive OR (ExOR,
XOR), which is frequently used in basic arithmetic operations, more compactly than
the CMOS logic gate.

Nano-scale physical implementation of the BDD logic circuit is schematically
shown in Fig. 5.1d. We usually transform the binary decision tree into a binary deci-
sion diagram with hexagonal topology, as shown in Fig. 5.2c, by several reducing
and ordering techniques [4] together with topology control. Closely packed integra-
tion of node devices having a threefold symmetric configuration naturally results in
the hexagonal topology of the graph network. Any combinational logic function can
be represented in this way. The logical structure in Fig. 5.2c is directly transferred
to a semiconductor-based nanowire network having the same topology. As shown
in Fig. 5.3, the BDD circuit can be implemented on the various physical structures
by topological control of the logical structure [23–27]. To evaluate the function,
the messenger electrons are sent from the root to the terminals. The logic value is
determined by observing whether the electrons reach the terminal-1. If the electrons
are detected in terminal-1, the logic is true. If not, it is false. This can be easily
performed by standard electrical current measurement. The logic function can be
evaluated only using terminal-1, so we usually omit terminal-0. The path switch
function of the node is implemented by attaching a nanometer-size gate to each exit
nanowire branch, as shown in Fig. 5.4a, which controls nanowire conduction by the
field effect. The device is usually called as node device. The path is switched by giv-
ing complementary gate voltages, Vx1 and −Vx1, simultaneously to the two gates in a
complementary fashion. The node devices with quantum wire transistors (Fig. 5.4b)
or single-electron transistors (Fig. 5.4c) are also available which potentially operate
with a small number of electrons, resulting in ultra-low power consumption [12]. We
have also developed a path switch device operating without complementary input
singal [28].

There are mainly three reasons that this circuit approach is applicable to regular
nanowire networks: the regular graph structure without additional branch crossover,
passive operation, and the simplified structure and fabrication process. If a large-
scale high-density regular network with hexagonal topology can be formed, the
circuit area can be simply reduced. Any combinational logic circuit can be fabricated
only by removing unnecessary branches and by attaching gates. This provides an
opportunity to use regular network structures spontaneously formed by bottom-up
nanotechnologies.
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Fig. 5.3 Logical structures of BDD with topologically difference and corresponding physical
nanowire network structures [23–27]. ([22], [24], and [26] with permission from American Chem-
ical Society, [23] with permission from Springer, [25] with permission from Elsevier, [27] with
permission from John Wiley and Sons)

5.2.2 Circuit Design

In this section, the circuit design of the nanowire-network BDD is explained taking an
arithmetic logic unit (ALU), which is a building block of a central processing unit,
as an example. We show that the ALU can be designed by the nanowire-network
BDD with a simple and regular logical structure.

The ALU integrates a set of subsystems. A BDD diagram of a 4-instruction
2-bit ALU is shown in Fig. 5.5a. The circuit design and structure are simplified by
bit-slice design [29] and introducing some redundancy. The design procedure is as
follows. First, an instruction set is designed. Next, BDD subsystems (i.e., subgraphs)
implementing each instruction are designed. A merging rule is applied to reduce the
isomorphic nodes, retaining no additional nanowire crossover. The order of variables
is arranged to be the same in all subgraphs. Then node devices receiving the same
logic input are aligned in the same horizontal line. After that, the subgraphs are
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Fig. 5.4 Electron BDD node devices. a FET/Quantum wire type, b single-electron type with two
quantum dots and c single quantum dot

Fig. 5.5 BDD-based 4-instruction 2-bit arithmetic logic unit (ALU). a Circuit diagram with hexag-
onal topology and b simulated input-output waveforms obtained from a conventional circuit simu-
lator

integrated using a multiplexer tree of each bit of the output. Finally, the lateral order
of the subgraphs is arranged to decrease the total area. The present design approach
keeps the logic function for each instruction clearly visible and makes the design and
node device layout simple. The shared BDD technique [30] will also reduce the graph
size and area. Various techniques and tools for synthesizing BDD and reduction of
logical graph size are available [4].

The ALU shown in Fig. 5.5a implements four instructions: Adder, NOR, Copy,
and Comparator. A 4-input multiplexer combined them for each bit of the output
labeled ALU1 and ALU0. Smaller device counts than that of CMOS logic gate
architecture is expected in many cases because the BDD represents logic functions
compactly [31]. The node device count in the present ALU is 32 with 45 field-
effect gates, although the transistor count in a straightforward CMOS design with
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the same composition is 136. A small device count helps to reduce the total area and
to compensate introduced redundancies for simplifying the design. Typical activity
factors Γ of switching, switching probability per clock, in a static CMOS logic gate
and the BDD circuit are 0.1 [32] and 0.2 [14], respectively. The total active power
consumption of the system, PA, is estimated by the next formula,

PAC = Γ · NG · CV 2 fclock (5.2)

where NG is the device count (the number of field effect gates), C is the switching
capacitance, V is the switching voltage, and fclock is the clock frequency. Assuming
the same elemental device performance (CV 2) at the same clock frequency, the
BDD is expected to give smaller power consumption, since ΓNG = 9 of the BDD is
smaller than that of CMOS, ΓNG = 13.6 in the case of the present ALU design.

The operation of the present BDD ALU was examined by circuit simulation using
a conventional circuit simulator. Each node device was represented using two FETs.
The device parameters for simulation were extracted from DC and RF measurements
[33]. Obtained waveforms are shown in Fig. 5.5b. Correct outputs were obtained in
the designed circuit. In this simulation, the circuit was operated asynchronously. Syn-
chronous circuit design is important for current large-scale integrated logic circuits.
Timing control by conventional design inserting flip-flop (FF) circuits is possible.
We have developed the FF which can be implemented on the same nanowire net-
work [34, 35]. Another possible design is to use clocked electron transfer utilizing a
charge-coupled device (CCD). It only needs additional gates operating as a turnstile
synchronized with the clock. We have already demonstrated CCD operation in the
multiple-gate nanowire with a few hundred electrons [36]. An example of the fab-
ricated CCD on the GaAs-based nanowire and the charge transfer characteristics in
Fig. 5.6. This design is simple and seems suitable for the present BDD. Single- or
a-few-electron transfer has been demonstrated experimentally [10, 17, 37] and this
type of the synchronous single electron BDD circuit was successfully implemented
using the circuit simulation [38].

Fig. 5.6 a Two-gate CCD on a GaAs-based nanowire with its operation principle and b measured
output DC current as a function of clock frequency
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5.2.3 Fabrication

For nano-scale implementation of the present BDD circuit, a GaAs-based nanowire
network is utilized as a host network structure. The present circuit can be fabricated
using a standard III-V semiconductor device fabrication process and no special tech-
nique is necessary. As a host structure, a regular nanowire network with hexagonal
topology is formed on a conventional AlGaAs/GaAs modulation-doped heterostruc-
ture on a (001) GaAs substrate by electron beam (EB) lithography and wet chemical
etching. The ≈1̄10√, ≈100√, and ≈01̄0√directions are chosen for nanowire branches,
because crystallographic low-index direction realizes a straight structure with smooth
sidewalls in atomic scale. The smooth surface is important for formation of the Schot-
tky gate with ideal gate control characteristic. The structure design with low-index
facets also greatly helps to form smooth and uniform networks reproducibly in a
wide area. Etching depth is deep enough to reach the two-dimensional electron gas
(2DEG) channel, which is necessary for electrical isolation of each device. The fab-
ricated nanowire width was typically a few hundred nm. Ohmic contacts are formed
for the roots and terminals. Schottky wrap gate (WPG) is formed on the nanowire
for path switching, in which a metal gate wraps around the nanowire. Typical gate
length is 400 nm. Interconnect metal lines with 100 nm-width or less are formed at
the same level as WPGs without insulators. They do not work as gates because the
threshold voltage of the narrow metal lines is very negative due to the short channel
effect [38].

5.2.4 Device Characteristics

An example of the fabricated node device is shown in Fig. 5.7a. Scanning electron
microscope (SEM) image shows that a smooth nanowire junction is formed by wet
chemical etching. The WPG-controlled nanowire is preferable not only in a simple
fabrication process but also in low active switching power. The WPGs formed on
the two exit branches exhibited I − V characteristics similar to the conventional
FET at room temperature, as shown in Fig. 5.7b. Their characteristics are similar
to each other. The maximum transconductance, gm , is 161 mS/mm at source-drain
voltage VDS of 0.2 V in devices with nanowire width W = 570 nm and gate length
LG = 550 nm. The device structure and process is designed to operate the device in
enhancement mode. A histogram of measured threshold voltage, Vth, for 16 devices
having nominally same device dimensions on 8 different wafers is shown in Fig. 5.7c.
Mean value of Vth is 0.23 V and the standard deviation of the threshold voltage Ω Vth
is 0.024 V. The circuit can operate correctly by setting sufficient large input voltage
swing to compensate the Vth variation. Measured subthreshold slope of the WPG-
controlled nanowire is shown in Fig. 5.8 as a function of temperature. The slope
follows an ideal curve given by kT ln(10)/e in a wide temperature range. Slight devi-
ation in low temperatures is probably due to the tunneling effect around the top of the
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Fig. 5.7 a Fabricated node device, b measured I-V characteristics in the left and right branches
controlled by WPG, c histogram of the threshold voltages from the 16 fabricated devices

potential barrier [39]. Simulated curves for the WPG and planar gate structures using
numerical three-dimensional (3D) potential simulation are also plotted in Fig. 5.8 by
broken lines. The theory reproduces the experimental data reasonably well. The sim-
ulation clarified that the nearly ideal subthreshold characteristic of the WPG on the
nanowire is owing to the tight potential control resulted from the three-dimensional
gate configuration.

The WPG can realize a one-dimensional channel by squeezing the nanowire elec-
trostatically with suitable gate bias [17, 38]. Figure 5.9 shows the typical transfer
curve at low temperature. Clear conductance quantization is observed, confirming the
one-dimensional quantum transport. Conductance quantization was found to appear
even at 100 K if the geometrical nanowire width was decreased [40]. Over 80 %
of fabricated devices successfully showed conductance quantization at 30 K when
W ∞ 200 nm [40]. The WPG device potentially operates with a possibly ultra-small
input voltage swing determined by the abrupt quantized conductance, also resulting
in an ultra-low power consumption of the BDD circuit.
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Fig. 5.8 Threshold slope in
a WPG-controlled nanowire
FET. Theoretical curves for
the nanowire FET and a
planar FET from 3D potential
simulation are also plotted by
dotted lines

Fig. 5.9 Conductance quan-
tization in WPG-controlled
nanowire device at low tem-
peratures

5.2.5 Circuit operation

A SEM image of a fabricated ALU is shown in Fig. 5.10a. The circuit integrates 32
node devices using 3 M nodes/cm2 fabrication process. The size of each hexagon
is 6×6µm2. The total circuit area is 70×45µm2. LG and W are 550 and 570 nm,
respectively. The fabrication process of this circuit is completely the same as that
for discrete node devices. The circuit area of the BDD ALU depends on the density
of the nanowire network. A higher density fabrication process of 45 M nodes/cm2

has already been developed [41]. This reduces the circuit area less than 10 % of the
present circuit. In case of the present material and structure, a critical factor in the



126 S. Kasai et al.

Fig. 5.10 a SEM image of
the fabricated 2-bit ALU
and b measured input-output
waveforms

scale down is the nanowire width, because the side depletion of the nanowire limits
the effective channel width around 40 nm [40]. Then a possible node density is 1G
nodes/cm2 where the circuit area can be 1/400 of that in Fig. 5.10a. Narrow and
conductive semiconductor nanowires and networks are expected to be produced by
other sophisticated nanotechnology [42–44].

The fabricated circuit operation was characterized at room temperature.
Figure 5.10b shows measured input-output waveforms. Supply voltage, VDD, of
−0.7 V was applied to the roots to send electrons from the roots to the terminals.
Output currents in terminals were converted to voltages through 1 M� resistors and
they were monitored using a conventional oscilloscope. A DC offset voltage, Voffset,
of −0.2 V was applied to all the WPGs except the first level of the nodes, s1, which
were biased at different voltage to make the height of the output waves uniform. An
input voltage swing, �Vin, was 0.8 V. The output waveforms were found to repro-
duce the simulated result in Fig. 5.5b. Thus the fabricated ALU was found to operate
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correctly. The obtained result clarifies the feasibility of the nanowire network BDD
circuit for achieving a logic circuit at ALU level functionality.

5.2.6 Performance

In this section, we discuss about the circuit performance to see whether the nanowire-
network BDD circuit offers any merit. We estimate speed and power consumption on
the basis of the information from the fabricated circuit. Execution time of the circuit
for asynchronous operation is estimated from a simple RC chain. In a general case, C
is determined by WPG gate capacitance, CG. The resistance R can be evaluated from
the resistance per unit length of the nanowire, RNW, and the physical path length
from a root to a terminal. Then the execution time of the present ALU, τALU, is
estimated by

τALU = 2RNW LnodeCG
{[

log2 NS
] + NB

}
, (5.3)

where NS is the number of instructions, NB is the number of bits of data, and the
brackets denote a floor function. The term in the braces denotes the number of nodes
between a root to a terminal. RC delay in each node is RNW LnodeCG, where Lnode
is the physical nanowire length in a node. The fabricated ALU had NS = 4, NB =
2, and Lnode = 6µm. RNW was 3 k�/µm [34]. CG of a 550 nm-gate WPG was
estimated to be 3.0 fF from the result of RF characterization [33]. Using the parameter
values above, τALU = 0.43 ns was obtained, corresponding to the intrinsic operation
frequency of 2.3 GHz. The execution time will be decreased as the density of the
nanowire network increases, mainly because Lnode decreases. Even narrowing the
nanowire, product RNWCG is unchanged. RNW increases as W decreases, but CG
decreases and cancels out.

The power-delay product (PDP) of the ALU in terms of active switching is esti-
mated by

PDP = N

NS
CG�V 2

G . (5.4)

where N is the node device count. N/NS is an average number of node devices per
instruction. The possible PDP of the present ALU with N = 32 and �Vin = 0.4 V is
estimated to be 3.8 × 10−15 J. This value is comparable to the PDP of the reported full
adder using an ultra-low power subthreshold CMOS circuit with 350 nm design rule
[45], indicating the low-power consumption capability of the BDD ALU. Assuming
the simple scaling rule of the performance, the power consumption of the BDD ALU
is expected to be 64 % of the subtreshold CMOS ALU with the same design rule.
As shown in Fig. 5.9, the WPG-controlled nanowire operated as a quantum wire
transistor at low temperature. The present BDD circuit is also expected to operate
with the ultra-low power consumption in such quantum transport domain. In this
case, the input voltage swing can be decreased because the device switches a smaller
number of electrons using the abrupt quantized conductance step, offering small
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voltage operation. Possible PDP in the WPG-controlled nanowire FET operating as
a quantum wire transistor at 30 K was 3×10−20 J for the device with LG = 300 nm
[40]. This results in the PDP of 2.4×10−19 J for the ALU.

The impact of Vth variation on the circuit operation is a very important issue in the
nano-scale logic circuit, even for the conventional CMOS circuit, because it limits
the reduction of voltage and power consumption. However, the variation becomes
remarkable as the device size is reduced. The effect of the variation on the present
circuit is investigated through characterizing the input-voltage-swing dependence of
the output voltage. The BDD circuit in the Fig. 5.1 can operate accepting Vth variation,
if the input voltage swing is large enough to cancel the variation. Measured output
voltage amplitude, �Vout, is shown in Fig. 5.11. In this measurement �Vin and Voffset
was the same for all inputs. VDD and Voffset were fixed at 0.7 and −0.2 V, respectively.
Input voltage at which WPG switched on, Von, was evaluated by �Vin − Voffset. The
circuit could operate when �Vin was as small as 0.4 V. From the analysis on the
behavior shown in Fig. 5.11, we found that the WPG having the smallest Vth turned
on at Von = 0.2 V. This value was reasonably consistent with the average Vth of
0.23 V in Fig. 5.7c. The saturation of the output around 0.6 V was caused by the
inserted resistor of 1 M�. In the fabricated circuit, the Vth variation was found to be
small and large input voltage swing was not necessary.

Toward a practical system utilizing the BDD circuits, sequential circuits such as
flip-flops should be also implemented on the same host network. A problem is that the
sequential circuits are severely influenced by the Vth variation at low supply voltage.
As a possible approach, we have investigated three-branch nanowire-junction (TBJ)
device [36, 46–49]. The device has a completely same structure with the node of
the network used for the present BDD. It shows a unique nonlinear voltage transfer
characteristic [50] and it can work as AND gate by itself [27, 48]. Particularly such
useful function can be realized without any field effect gate. By integrating NOT gate
with two nanowire FETs, NAND gate with voltage transfer gain larger than unity
can be realized [48]. Recently we demonstrated a novel flip-flop circuit integrating

Fig. 5.11 Measured ampli-
tude of output voltage as a
function of input amplitude
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TBJs [36]. This reduces the risk of out of operation due to the threshold voltage
variation, because the number of the field-effect gates is decreased. In addition,
for very weak signal readout in fluctuation, a bio-inspired approach that utilizes
stochastic resonance (SR) in nanowire devices has been started to investigate [51,
52]. The SR is a phenomenon in which the response of a system is enhanced by noise
and thermal fluctuation.

The present BDD circuit is potentially implemented by other devices, such as
nanophotonic devices, and molecular devices as well as quantum devices. Major
factors preventing their application to the conventional integrated circuits are low
transfer gain and large variation. Since the present circuit operates with passive
switching, the first problem is party solved, whereas level matching is necessary
between subsystems. This has been confirmed by successful demonstration of BDD
circuits integrating single electron devices [10] and quantum wire devices [17]. The
variation can be also compensated in the present circuit by large input amplitude.
From Fig. 5.11 and discussion of the data, the circuit was found to operate correctly
even though each device did not turn on sufficiently and there were only small signal
power.

5.3 Reconfigurable BDD Circuit

5.3.1 Concept

In this section, we describe our nanowire network reconfigurable BDD circuit archi-
tecture. One of the problems in the application of nanowires and carbon nanotubes
produced by the bottom up nanotechnology is position control [1]. The nanowire-
network BDD is favorable for such materials rather than the conventional CMOS
logic circuit, since it consists of a regular array of elemental devices whereas the
CMOS has a free-layout transistor array [53]. An approach to further compromis-
ing on the bottom-up type material, is implementation of the circuit reconfiguration
capability, where logic functions are changed or programmed without rearranging the
physical layout. Even though the produced network configuration is different from
the desired one, we can adjust the function by programming. The reconfigurable
BDD circuit architecture has universality even with its simple structure, because it
is based on Shannon’s expansion of a Boolean function and its graphical represen-
tation [19]. A reconfigurable circuit of two-variable Boolean logics is demonstrated
by fabrication of the circuit on a GaAs etched nanowire network.

The basic concept of the reconfigurable BDD circuit is shown in Fig. 5.12. The
previous nanowire-network BDD circuit having a graph of a specific logic function is
fabricated by physically disconnecting unnecessary branches on a regular nanowire
network [9–12]. The idea of the reconfiguration is to make disconnection of the
nanowire branches “electrically” in accordance with a program. In order to secure
the universality of this circuit concept, we consider a Boolean function expanded by
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Fig. 5.12 Basic concept of the reconfigurable BDD. a Binary decision tree for the universal expres-
sion of two-variable Boolean functions and b its BDD representation

Shannon’s expansion. In case of a two-variable Boolean logic function for example,
its expanded form is given by,

f = m1 · x̄1 · x̄2 + m2 · x̄1 · x2 + m3 · x1 · x̄2 + m4 · x1 · x2 (5.5)

where x1 and x2 are variables, and mj (j = 1, 2, 3, 4) is a coefficient that takes a value
of 0 or 1. A complete set of Boolean algebras is expressed with all combinations
of mj: there are 24 combinations for the two-input case. Major logic functions and
corresponding combinations of m j are summarized in Fig. 5.12a. The expanded
function can be represented graphically using a binary decision tree as shown in
Fig. 5.12a. The graph consists of a root, nodes, and terminals. Each node represents a
variable xi(i = 1, 2). Each terminal corresponds to mj denoted by 0 or 1, which mean
false and true of the logic function, respectively. All of 2-variable logic functions
(= 24) can be represented by this graph. The physical logic circuit is implemented by
topologically transferring the logical graph structure to a physical nanowire network
as shown in Fig. 5.12b.

The reconfigurable BDD circuit integrates programmable switches together with
a root and node devices. Each programmable switch is physically connected to the
terminal-1. When mj = 1, the switch is turned on and the nanowire is electrically
connected to the terminal-1. The logic value can be evaluated by measuring the cur-
rent between the root and the terminal-1. The current does not flow, then the logic
is false. The logic can be evaluated by watching the terminal-1 whether the current
flows or not. Thus the terminal-0 can be omitted. By setting mj, every two-variable
logic function can be implemented without changing the physical circuit configu-
ration. If the switch can be programmed in a short time, dynamic reconfiguration
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becomes possible. The numbers of node devices and programmable switches for
n-input variable functions are 2n − 1 and 2n, respectively. When the number of
implemented functions is reduced, size of the circuit can be made smaller by using
the reduced-order BDD technique [4]. The proposed circuit architecture is simpler
and more compact than the previously reported one in which every node device is
programmable [54].

5.3.2 Fabrication and Characterization

Figure 5.13a shows schematics of the programmable switch for the experimental
demonstration. The nanowire network was formed on a GaAs/AlGaAs heterostructure
wafer by electron beam lithography and wet chemical etching. A thin SiNx (x = 1.2)

charge trapping layer was inserted between the WPG and the nanowire. The program-
ming is carried out by charging and discharging the traps. This structure is simple and
no special process is necessary to form. The SiNx layer was deposited by electron
cyclotron resonance chemical vapor deposition (ECR-CVD). The SiNx thickness
was 20 nm. Figure 5.13b shows an example of the hysteresis characteristic. Charging
or discharging the electron traps by applying positive or negative gate voltage, respec-
tively, switches the nanowire conductance on and off. When the gate voltage is back

Fig. 5.13 Schematic illustration of the programmable switch using metal/SiN/GaAs nanowire
structure and example of the hysteresis characteristic
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to 0 V, it holds the previous state. Figure 5.14 shows the dynamic programming and
switching characteristics of a fabricated switch. The initial threshold voltage before
programming was −0.9 V. The on and off states were programmed by applying −2
and 2 V to the gate, respectively, for 1 ms. The switch held the conductance states
for 200 ms, which was shorter than that of the conventional Si-based charge trap
memory [55]. However, it was enough to demonstrate the feasibility of the circuit if
the clock speed is sufficiently higher than the inverse of the retention time. From the
measured hysteresis curve, the threshold voltage shift was 1.4 V and the trap density
was estimated to be 2.5 × 1012 cm−2. The retention time was prolonged by increas-
ing either programming voltage VGm or programming time. Inserting a barrier layer
between the SiNx and the nanowire will improve the retention time characteristics.

A SEM image of a fabricated two-input reconfigurable BDD circuit is shown
in Fig. 5.15 with its schematic. The width and height of the rectangle bounding a
hexagon is 4.5 and 6.7µm, respectively, and the total circuit area is 13×21µm2. The
fabrication process used for this study achieves the node density of 4 M nodes/cm2.
The nanowire width, W, is 610 nm. The gate lengths, LG, of the node devices and
programmable switches are 380 and 480 nm, respectively. In this circuit, three node
devices and four programmable switches are integrated.

Measured input-output waveforms of the fabricated circuit are shown in Fig. 5.16.
An ideal output waveform is also shown in this diagram. The circuit was successively
programmed to operate AND, NAND, OR, NOR, XOR, and XNOR functions. Sup-
ply voltage, VDD, was −0.5 V. The input voltage swing was 0.6 V, and the offset
voltage was 0 V for all inputs. The input signal frequency was 100 Hz. The cur-
rent in the common terminal was measured as output. In accordance with the table
in Fig. 5.12a, mj was programmed by applying −2 V for “1” and 2 V for “0” to
the programmable switches’ gate. Each programming time was 1 ms. The program
was changed sequentially at intervals of 200 ms. Correct output for each programmed
function was successfully obtained, and dynamic reconfiguration was achieved in the

Fig. 5.14 Dynamic pro-
gramming and switching
characteristics of a fabricated
programmable switch
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Fig. 5.16 Measured input-output waveforms with dynamic programming

fabricated circuit. These results demonstrate the feasibility of the proposed reconfig-
urable BDD circuit.

There was fluctuation in the measured output current. Owing to the graphical
architecture, we could identify the origin of the fluctuation easily. This is a clear
advantage of the circuit. For example, step-like fluctuation such as that in OR, XOR,
and NAND functions was caused by the coupling with interconnects and nanowires
for x2 and x̄2. The delay was caused by the unintentionally slower switching char-
acteristic of the WPG on the right branch of the node device labeled x1. Such delay
has been sometimes observed in GaAs-based FETs due to surface states in the gate
periphery [56, 57].
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5.3.3 Implemented Functions and Circuit Aarea

One of the advantages of the proposed circuit is compactness: a small number of
devices and a small area. This is resulted from a compact data structure of the BDD
[4]. For example, the proposed circuit integrates a total of 7 devices (10 WPGs) for
two-input functions, whereas 42 transistors are required in a two-input look-up table
for a standard Si CMOS design [58]. The area of the proposed circuit depends
on the density of the nanowire network. A high-density fabrication process for
45 M nodes/cm2 is available [41], which reduces the area to 9 % of the fabricated
circuit in Fig. 5.15. The area also depends on the number of implemented logic func-
tions. For example, limiting the number to half by choosing logics in which m2 = m3
would reduce the area of this circuit by 50 % by using a reduced order BDD tech-
nique [4]. Since the useful logic functions are symmetric, where the output is the
same when the values of x1 and x2 are exchanged, the half of the functions in the full
tree is not used so frequently. The number of programmable switches is also reduced
from four to three. This technique will be pronounced in more large-scale circuits.

The topology of the network affects on not only the circuit area but also the wiring
for gate inputs. Figure 5.17 shows fabricated 4-inputs reconfigurable BDD circuits
with hexagonal and hyper-cube topology. Each circuit integrates 15 node devices
and 16 programmable switches. 216 = 65,536 functions can be computed in one
circuit. The estimated circuit areas for the two topologies are plotted in Fig. 5.18.
Owing to higher asymmetry, the hypercube gives the smaller area in a smaller bit
sizes. However the hexagonal layout provides smaller area when the bit size is large,
because interconnects turn to occupy the area and to be dominant.

Fig. 5.17 Fabricated 4-input reconfigurable circuits with a hexagonal and b hypercube topologies
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Fig. 5.18 Estimated circuit
area versus number of input
variables

5.4 Error Correcting BDD Circuits

5.4.1 Background

In this section, the error correcting BDD circuit is introduced. When the device
size is reduced, it is going to suffer from more errors, because the signal is small
and also it becomes sensitive to the environmental. Low voltage and low current
in which a few electrons carry information are signals that are more susceptible
to noise and thermal variations. Therefore, noise tolerance becomes an important
issue. Another source for error is incorrect switching at the nodes or missing wiring
due to defects [59]. Techniques to overcome the incorrect operation of circuits have
been studied for a long time [60, 61]. Stochastic properties of circuits have been
considered by many researchers by modeling the circuits as a communication system
with a noisy channel [62]. We apply error-correction techniques from communication
theory to design logic circuits. The goal is not to restore the values of the variables;
the binary message. The goal is to keep the output of the binary function correct.
Since there are several combinations of values that cause the binary function to output
the same result, changing the input values to any of them will not result in an error.
This is different from the usual context of error correction encoding and decoding,
because now the properties (truth table) of the function itself are important. Applying
the theory of block codes in this context is straightforward. Hamming codes are a
subset of block codes and they have the desired property of correcting a single error
using the minimum number of extra parity bits. They are suitable for small binary
messages with minimum coding overhead. The suitability of cyclic codes needs to be
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further studied. Cyclic codes in general have the advantage over block codes of easier
encoding and decoding which is not our target. Convolutional codes are suitable for
continuous data streams and they target retrieving the message. This is against the
requirement that the groups of binary messages representing the function inputs are
applied one at a time. There is also no direct relation between the BDDs and trellis
decoders. However, this approach has not been implemented at circuit level yet. In this
section, the error correction capability is demonstrated by a simulation of the circuit
using a conventional circuit simulator. We analyze their behavior under the effect
of both noise and random signal propagation errors. The structure of such circuits
corresponds to the nanowire-network BDD circuits [12]. Therefore, we consider such
modeling as a prerequisite to prototyping and manufacturing the nanostructure-based
circuits with error-correction capability.

5.4.2 Error Correction Scheme

One of the widely used ways to detect/correct error in the communication systems
is parity error check/correction. Redundant bits are added to the original bit signal.
By the help of the redundant bit (block code), error in the output is detected or
corrected. Astola et al. suggests combining the block error correcting codes and
decision diagrams [63]. A block code, denoted as (n, k), consists of n-digit codewords
with n > k, which map onto a smaller set of k digit words. A block code is linear, if the
modulo-2, sum of any two codewords is also a codeword. The Hamming distance
between two codewords is the number of digits, in which they are different from
each other. This can be used error detection or both error detection and correction.
The latter can be performed when the Hamming distance gives enough separation
to determine which codeword is the most likely one. For example, if the Hamming
distance is 3, it is possible to correct one error and detect two errors. The codewords
are generated using a generator matrix. The original codeword is restored using a
parity check matrix [64].

For a logic function f of k variables, its original BDD includes k levels. If a
switching error happens at a BDD node, it cannot be corrected. The error-correcting
BDD is derived by extending the BDD: a binary code n, k is constructed, and the
function f is mapped into a function that is implemented using an n-level BDD [63].
The error correction functionality is embedded in the BDD circuitry and the circuit
itself corrects or detects the error. Note that the increase in BDD size is of linear
complexity and a small price is paid for error correction. A typical system is shown
in Fig. 5.19. The system consists a parity bit generating BDD and an error-correcting
BDD. In the beginning, a codeword including parity bits is generated by operating
the input on the parity generating BDD that represents a parity bit generator matrix.
Then the codeword is given to the error correcting BDD that evaluating the logic
function. This BDD gives the output of the original logic function.
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Fig. 5.19 Basic concept of the error correcting BDD

5.4.3 Implementation and Characterization

One Variable Buffer
Consider a buffer circuit as an example, whose output signal is the same to the
input. It is a one-level BDD (k = 1) as shown in Fig. 5.20a. The function of one
variable corresponds to the (3,1) error-correcting code. The parity generating matrix
is G = [111]. Operating one variable to this matrix, “0” is encoded by 000 and
“1” is encoded by 111 [65]. A decoder of such a code represents a majority-vote
function: it decodes the received codewords 000, 001, 010 and 100 as “0”, and 111,
110, 101, and 011 as “1”. Therefore, it can correct one bit in the corresponding
codewords. The error-correcting BDD of the buffer has three levels as shown in
Fig. 5.20c. This BDD is derived from a complete three-level binary tree, using the
reduction rules. Even if a switching error happens at one level of the BDD, the output
value of the function can be still evaluated correctly. A NOT gate can be represented
by exchanging 0 and 1 terminals of the Buffer BDD as shown in Fig. 5.20b. The error-
correcting code and the generating matrix are the same. Figure 5.21 shows the results
of a circuit simulation. The response of the circuit suffered from large superimposed
noise at one of the switching levels as shown in Fig. 5.21a. The noise component is

Fig. 5.20 a Normal BDD buffer, b BDD NOT gate, and c error correcting BDD buffer



138 S. Kasai et al.

Fig. 5.21 a Response of buffer to noisy input and b response of the buffer to unintentionally phase
shifted signal

greatly suppressed in the output and the correct response to the original input signal
is realized. Figure 5.21b demonstrates that an incorrect signal propagation delay
between two nodes does not affect the operation and the correct output is obtained.

Fundamental Two-Input Logic Gates
Any 2-input fundamental logic gate, such as AND, NAND, OR, NOR, EXOR or
XNOR, can be implemented by a two-level binary decision tree. For example, a
binary tree and BDD for the NAND gate is shown in Fig. 5.22a. The Hamming
codes, corresponding to the 2-input logic functions, can be a perfect (7, 4) code,
or a non-perfect (2, 5) code. The generating matrix for the non-perfect (2, 5) code
is given by G in Fig. 5.22b. The parity generator BDD is also shown in the same
figure. The code generated by this matrix is non-perfect, because two errors yield
an undefined output value (which can be treated as 0, 1 or a different value). The
corresponding error-correcting BDD has five levels. Figure 5.22c shows the design
of the error-correcting BDD for NAND derived from a five-level binary tree.

The result of simulation of the NAND gate is shown in Fig. 5.23a, when the
switching nodes of two inputs are affected by noise with large amplitude comparable
to the control signal amplitude. This demonstrates the strong error correction and
better tolerance against the dynamic random signal of the present circuit. Note that
the output is almost perfectly recovered even with two uncorrelated noises are given
to the two input. Considering that the circuit cannot correct two bit errors, the result
suggests that the circuit almost suffers from one bit error in each time. Thus one
bit correction with the non-perfect code is enough for the two-bit logic gates for
certain noises, whereas this property depends on correlation between noises in the
set of inputs. Figure 5.23b plots the measured bit error rate (BER) as a function
on input signal-to-noise ration (SNR). BDD-based error correcting circuits always
shows lower BER than the conventional BDD.

Subsystem
We examine the present approach in the subsystem level. Figure 5.24 shows the
simulated input-output waveforms of the 2-bit adders designed by the conventional
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Fig. 5.22 a Binary tree and BDD of 2-input NAND, b parity generating matrix and generator BDD,
and c error-correcting BDD of the NAND
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BDD and the error-correcting BDD. Noisy inputs are given to four inputs, a1, a0, b1,
and b0. The error correcting BDD uses (7, 4) error-correcting code, that is 4 data bits
and 3 parity bits. The parity bit generator with 4-levels consists of 9 node devices.
The adder circuit consists of 68 devices, whereas that of the normal BDD consists of
11 devices. We have already developed tools for automatically generating codes and
BDD. Without correction, all the outputs are almost random as shown in Fig. 5.24a.
However, the error correcting BDD circuits almost correct outputs although a small
number of spike errors appear. Measured BER in the error correcting BDD again
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gives better error rate than that of the conventional BDD in all input SNR range. The
obtained results confirm the good feasibility of the error correcting BDD. In order
to realize a circuit using a regular hexagonal BDD array, it is mandatory to modify
the circuit so that it becomes planar [66]. This can be achieved by the insertion of
dummy nodes, node swapping or duplication, and control signal duplication.
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5.5 Summary

Boolean logic circuits utilizing nanowire networks and related technologies based on
graphical representation of logic functions using a binary decision diagram (BDD)
were presented. The physical network configuration itself represents a logic function
as a data structure, unlike the conventional logic circuit in which each logic gate has
a specific function as an operator.

Feasibility of the nanowire-network-based BDD circuit was demonstrated through
fabrication and characterization of a two-bit arithmetic logic unit (ALU) on a GaAs-
based regular nanowire network with hexagonal topology. A four-instruction two-
bit ALU was designed by integrating subgraphs representing each instruction. The
fabricated circuit integrating 32 node devices operated correctly at room tempera-
ture, allowing for threshold voltage variation. The obtained results indicated that the
present circuit approach can possibly utilize various nanodevices that are difficult to
use in current-driven integrated circuits having logic gate architecture.

A reconfigurable BDD logic circuit based on Shannon’s expansion and its graph-
ical representation on a nanowire network is presented. This circuit architecture has
a simpler structure and is more compact than the previous reconfigurable BDD and
conventional CMOS look up table. The two-input reconfigurable BDD circuit was
fabricated on an etched GaAs hexagonal nanowire network with Schottky wrap gates
and SiNx -based programmable switches. Dynamic reconfiguration and correct logic
operation were obtained in the fabricated circuit by suitable programming.

Fault-tolerant design concept of such circuits, using the binary decision diagram
(BDD) and error-correcting techniques was described. The preliminary simulation
results for incorporating error correction in switching nanowire circuits using linear
block codes showed that it was feasible to design such circuits on nanowire network-
based BDD, via introduction of linear-complexity redundancy to the circuit. The
simulation confirmed that such structures combat errors, caused by noise in a signal,
or by the switching errors and wire defects.
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Chapter 6
Single Photoelectron Manipulation
and Detection with Sub-Nanosecond
Resolution in CMOS Imagers

Shoji Kawahito, Keita Yasutomi and Keiichiro Kagawa

Abstract This chapter describes single photoelectron manipulation and detection
with sub-nanosecond time resolution in CMOS imagers. Base on an lateral electric
field control in a perfectly depleted photodiode without any potential barrier, a single
photoelectron transfer in less than one nano second is possible. This property is
particularly useful for time-resolved very low light level biological imaging such as
in fluorescent lifetime imaging.

6.1 Introduction

Complementary metal-oxide-semiconductor (CMOS) image sensors (CISs) have
replaced charge-coupled device (CCD) image sensors as a major imaging device
because of their excellent performance, including high image quality, high resolu-
tion, and high frame rate. Before 2010, high image quality and high photosensitivity
were CCD advantages. However, due to the development of the four-transistor (4T)
pixel structure based on a pinned photodiode (PPD) and low-noise column paral-
lel amplifiers or column-parallel analog-to-digital converters (ADCs), more CMOS
image sensors than CCD image sensors are being used. Furthermore, introduction of
back-side illumination to CMOS image sensors has enabled more even high quantum
efficiency. Low cost is another advantage of CMOS image sensors in mass produc-
tion. In addition, standard CMOS image sensor technologies have become avail-
able to image-sensing researchers and analog or mixed-signal engineers, who thus
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gain the capability to design a dedicated pixel and a functional or high-performance
analog front-end or mixed-signal circuit. Because CCD technology is very differ-
ent from standard CMOS technology, such capability is not available to everyone.
Nevertheless, many researchers and developers have gained a strong tool to realize
high-performance and high-quality dedicated image sensors. It can be said that the
era of tailor-made image sensors has begun.

Biological imaging is a very important application field for dedicated CMOS
image sensors. The requirements for biological imaging are often very different
from those for ordinary consumer digital cameras. For example, biological imaging
requires extremely low light (a few photons per frame), ultra-high speed (shorter than
several nanoseconds), and extremely low contrast. In fluorescence lifetime imaging
microscopy (FLIM) [1], tens of picoseconds to sub-nanoseconds of temporal reso-
lution is required, and in stimulated Raman spectroscopy (SRS) [2], contrast of the
optical signal is typically less than 1:10000. The fundamental technology for CMOS
image sensors to capture these extreme images is single photoelectron manipulation
at ultra-high speed without any loss and delay. In fact, the time of electron transfer
in one micrometer under the electric field of 1 V/µm in depleted silicon is a few
tens of picoseconds. If the potential distribution of the channel region is elaborately
designed by metal-oxide-semiconductor (MOS) gates without any potential barriers
in the channel, the two-dimensional electric field can be controlled by the gates.
Hence, the behavior of the single photoelectron in the time scale of nanoseconds
can be manipulated. This property is particularly useful for time-resolved biolog-
ical imaging at a very low light level. This chapter describes single photoelectron
manipulation and detection with sub-nanosecond time resolution in a pinned diode
of CMOS imagers and a practical application.

6.2 Single Photoelectron Manipulation by CMOS Active Pixel

Two approaches are possible for single photoelectron manipulation in a pixel of
CMOS imagers: avalanche photoelectron multiplication [3] and photoelectron flow
control based on two-dimensional electric field modulation [4]. In either approach,
a pixel containing active circuits for amplification or signal processing is called an
active pixel. First, these two approaches are compared. Then, we focus on photo-
electron flow control.

6.2.1 Single Photon Avalanche Diode

A promising event-driven photon detection scheme is based on a single photon
avalanche diode (SPAD) that operates in Geiger mode. Figure 6.1 depicts a photodi-
ode structure and a schematic drawing of electron multiplication. The p-n junction is
reversely biased at a high voltage that is slightly lower than the avalanche breakdown
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EV

Fig. 6.1 A structure of SPAD and photoelectron multiplication

voltage. The cathode voltage of the photodiode is Vop at this time. A photon absorbed
in the depleted region triggers an avalanche multiplication, so that many multiplied
electrons are generated from a single photon. Figure 6.2 shows a basic photodetection
circuit of a SPAD. Electrons multiplied by the avalanche breakdown readily decrease
the p-n junction voltage to zero, and the cathode voltage of the SPAD almost reaches
Vbd . Then, the SPAD is recharged to Vop by the PMOS transistor. This process is
called quenching. The CMOS inverter reshapes the cathode voltage to a pulse. Thus,
an event of photon arrival is represented by a digital pulse.

V PULSE

V PULSE

Avalanche in Geiger mode

Fig. 6.2 Basic detection circuit of SPAD and its operation
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In the SPAD, every photon is identified as an independent pulse and can be time-
stamped. Typically, the photodetection circuit in Fig. 6.2 is followed by a time to
digital converter (TDC), which enables measurement of the interval time between
two adjacent events or measurement of the delay from the excitation short light pulse.
A histogram analysis of the measured data shows the fast temporal behavior of the
light signal with sub-nanosecond resolution.

The drawbacks of the SPAD are (1) low quantum efficiency, (2) large dark current
(observed as dark count), (3) upper limit of the count rate, and (4) large area for
detection circuits. Issues 1 and 2 are being addressed by process improvements.
Issue 3 is caused by the quenching time, that is, the recovery time of the cathode
voltage from Vbd to Vop after the avalanche multiplication. The quenching time
cannot be shortened easily. Therefore, the peak light intensity is limited. As for
Issue 4, although the area for the TDC and the signal processing circuits can be
reduced by a finer process, it cannot be negligible. Hence, it is not easy to implement
high-resolution image sensors based on the SPAD.

6.2.2 Achieving High Quality in CMOS Image Sensors

Before describing our single photoelectron manipulation approach, the technique of
achieving high image quality in CMOS image sensors is worth noting because our
pixel structure is dependent on this technique. A major contributor to image quality
improvement in CMOS image sensors is the use of a PPD in a pixel, as shown in
Fig. 6.3. Because of the buried photodiode structure, which does not have carrier

p-sub.
Pinned
photodiode

Floating diffusion
amplifier

(a) (b)

Fig. 6.3 a Block diagram of a typical CMOS image sensor and b 4T pixel structure with a pinned
photodiode
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Fig. 6.4 Signal chain of our CMOS image sensors

trapping at the Si-SiO2 interface and is fully depleted [5], high-speed photoelectron
transfer in the photodiode is possible if the dimension, shape, and forming condition
of the photodiode are well engineered. PPD also reduces the dark current signifi-
cantly because traps at the Si-SiO2 interface, which is a major dark current source,
are filled with holes. The amount of photoelectrons is sensed at the floating diffu-
sion (FD) amplifier after the photoelectrons in the PPD are completely transferred
through the transfer gate (TX). Although reset noise or kT C noise is generated at the
FD, the noise can be perfectly removed by a true correlated double sampling (CDS)
operation. Figure 6.4 summarizes the signal chain in our CMOS image sensors. The
pixel part is based on the 4T pixel. To realize charge modulation or time window-
ing, as well as CDS operation, a photodiode is followed by a storage diode. The
diodes are implemented by a pinned diode to achieve high-speed electron transfer
and low dark current. Photoelectron transfer between the PPD and the pinned stor-
age diode (PSD) and between the PSD and the FD amplifier is controlled by MOS
gates. Photoelectron transfer from the PPD to the PSD is the most crucial aspect
in pixel design because it determines the electron transfer speed and efficiency.
Hence, the potential shape from the PPD to the PSD should be engineered very
carefully.

The analog front-end and the ADC technologies are as important as the pixel
design. We have developed low-noise (approximately one electron rms) and high
dynamic range (>80 dB) column ADCs. However, these are not the main points in
this book. Refer to [6] for more information.
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6.3 Our Method: Lateral Electric Field (LEF) Control

6.3.1 Concept and Implementation of LEF Control

Basic operations for photoelectron manipulation are sorting and draining. As dis-
cussed above, (1) noiseless, (2) high-speed (in less than one nanosecond), and (3)
lossless photoelectron transfer are required for these operations. Requirement 1 can
be satisfied by complete electron transfer with a pinned photodiode and a pinned stor-
age diode. A fringing electric field can effectively satisfy Requirement 2, and any
barrier should be avoided in the transfer path. To fulfill Requirement 3, any dip and
Si-SiO2 traps should be avoided because even a small dip traps a few photoelectrons
so that no electrons are transferred in the low-light condition.

We have proposed lateral electric field (LEF) control, which is effective for noise-
less, high-speed, lossless photoelectron transfer. The fundamental concept of LEF
control is that the potential shape in the photoelectron transfer path is controlled by
the potential on both sides of the path. There is a smooth fringing electric field in the
transfer path, so neither a barrier nor a dip is generated in the path.

Figures 6.5 and 6.6 depict the basic structure of the LEF control pixel. The n1
region is for the photodiode and the photoelectron transfer path, and the n2 regions
work as the storage diode. Both n1 and n2 regions are capped by a p+ layer. Con-
trol gates, G1 and G2, are located beside the n1 region. Note that no n1 region is
underneath the control gates. The crucial design of this structure is that the p+ layer
is softly pinned, although it is fixed to the p-substrate voltage (typically ground) in
ordinary 4T pixels. Therefore, the voltage of the p+ layer can move slightly, which
induces a potential change of the n1 region adjacent to the control gate. As shown in
Fig. 6.6, low-level voltage (−2 V) or high-level voltage (1 V) is applied to G1 and
G2. When different voltages are applied to G1 and G2, a fringing electric field is
generated in the n1 region, as shown in Fig. 6.6a. Thus, the photoelectrons are readily

Fig. 6.5 Structure of LEF
control pixel (top view)

Y

Y’
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(a) (b)

Fig. 6.6 Cross-sections of the LEF control pixel. a Cross-section and potential (X-X≈), b Cross-
section and potential (Y-Y≈)

transferred to either location of the storage diodes. A concern is that dark current is
generated under the control gates. However, the dark current can be alleviated by the
accumulated holes beneath the control gates, which are generated while the control
voltage is low.

For draining, a new gate, G3, and its diffusion region on the other side of the
photodiode should be inserted between G1 and G2. The highest voltage (3.3 V) is
applied to G3 while low-level voltage is applied to G1 and G2 to keep the photoelec-
trons in the storage diodes. Then, the photoelectrons at the photosensitive area are
exhausted to the diffusion (drain).

Our detection approach is very different from that by a SPAD. In a SPAD, every
photon is time-stamped. Therefore, pre-processing (e.g., time windowing) and post-
processing (e.g., histogram analysis) are possible. On the other hand, our photo-
electron modulation approach does not distinguish each photon. Pixels calculate
the inner products of the temporal light intensity function and some base functions
implemented by the control voltages applied to the gates in the photoelectron region,
which is a noiseless operation. Typical base functions are repetitive rectangular func-
tions with a different phase. For example, two or three rectangular functions are used
to measure the distance in time-of-flight methods [7]. Well-designed base functions
enable us to retrieve valuable information as an image from fewer data than the data
needed by the event-driven approach. In the event-driven approach, every event has
to be precisely detected and processed. Therefore, a huge amount of time-stamped
data has to be processed on chip or read out and processed off chip. However, in our
approach, the amount of information is significantly reduced by the charge-domain
inner product calculation. In addition, due to the accumulation operation of mod-
ulated photoelectrons, the signal-to-noise ratio is increased effectively for image
reproduction post-processing.
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Fig. 6.7 Transfer-gate-based two-stage transfer (TST) pixel

6.3.2 Comparison with Transfer-Gate-Based Implementation

To clarify the advantages of the LEF control pixel, it is compared with a previous
two-stage transfer (TST) pixel [8]. The TST pixel is more similar to the 4T pixel
than is the LEF control pixel. Photoelectron transfer from the PPD to the PSD is
controlled by a transfer gate, TX. Because the transfer gate is placed in the transfer
path, barriers and dips can be generated around the transfer gate. The barrier φB in
Fig. 6.7 disturbs fast electron transfer, and dips make the sensor insensitive in a very
low light condition because the dips work as a charge trap. Although the transfer-
gate-based charge transfer method is very common in CMOS image sensors, it is not
suitable for fast and lossless photoelectron transfer.
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6.3.3 Simple Implementation: Draining-Only Modulation

The draining-only charge modulation (DOM) pixel [9] shown in Fig. 6.8 is a sim-
plified version of the LEF control pixel. G2 in Fig. 6.5 is omitted, and a fringing
electric field is intrinsically prepared. In this pixel, a PPD is bridged to a PSD via a
channel with a gate attached along the channel for draining all the photoelectrons.
When the draining gate is closed, the photoelectrons generated and detected in the
PPD are rapidly transferred to the PSD in less than a nanosecond if the channel is
well engineered to prevent any potential barrier in the signal path from the PPD to
the PSD. When the drain gate (G1) is opened, all the photoelectrons in the PPD are
drained.

Fig. 6.8 Draining-only mod-
ulation pixel
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6.4 Chip Implementation and Experiments

6.4.1 Fluorescence Lifetime Imaging Microscopy (FLIM) Image
Sensor

One of the useful applications of DOM pixels is fluorescence lifetime imaging, which
is becoming important in biological imaging. By using time windows controlled by
the MOS gate, which have applied voltage represented by the TD in the DOM pixel,
as shown in Fig. 6.9, the decaying process of the fluorescence can be observed with
sub-nanosecond resolution. In the measurement, a single image is captured at a
certain delay. A number of short light pulses are applied to a specimen, and the
image is read out after accumulation of the modulated photoelectrons. To obtain the
whole decay curve, the delay is scanned; that is, the time window slides as images
are captured. Because the obtained images are an integral of the original decay curve
inside a time window, the extinction parameter τ is determined by differentiating the
series of captured images.

The structure of the DOM pixel and schematic potential diagrams are shown in
Fig. 6.10. An intrinsic fringing electric field is formed by tapering the n-type region.
The narrowest part is the PPD, whose potential is the shallowest, and the widest part
is the PSD, whose potential is the deepest.

6.4.2 Experimental Results

A fabricated DOM image sensor and its specifications and measured results are
shown in Fig. 6.11 and Table 6.1, respectively.

Figure 6.12 shows the measurement results of fluorescence decaying and the
intrinsic response of the device. A time-resolved imager with DOM pixels

Fig. 6.9 Principle of decaying
measurement by the DOM
pixel
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Fig. 6.10 Pixel structure and potential diagram of the DOM pixel

implemented in a 0.18-µm CMOS image sensor technology and a 374-nm semi-
conductor laser with a pulse width of 80 ps are used for the measurement [10]. In
the present design, the measured lifetime of the DOM devices is 2 ns. If the fluores-
cence lifetime to be measured (target lifetime) is sufficiently higher than the device
lifetime, the fluorescence lifetime is accurately measured. In Fig. 6.12, the measured
lifetime of the green quantum dot having a target lifetime of 18.9 ns is 19.0 ns. If the
target lifetime is comparable or even smaller than the device lifetime, the device life-
time affects the measured fluorescence lifetime. For example, a fluorescence lifetime
having a target lifetime of 3 ns is measured to be 4.4 ns. This error can be reduced if
a deconvolution technique using the impulse response of the DOM pixel is applied.

An important property of the DOM pixel is the single photoelectron sensitivity
for time resolution on the nanosecond or sub-nanosecond time scale. As shown in
Fig. 6.13, in the sensitivity measurement of the DOM pixel with a time window width
of 125 ns, which is useful for measuring the fluorescence lifetime of nano- to a few
tens of nanoseconds, the signal increase of the number of applied light pulses is linear
at a very low light level of single photoelectron generation per 20 light pulses. This
demonstrates that the DOM pixel can manipulate and detect a single photoelectron.
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Fig. 6.11 Fabricated DOM
image sensor

Table 6.1 Summary of
specifications and measured
results

Parameter Value

Effective pixel 256(Column)×256(Row)
Pixel size 7.5µm × 7.5µm
Frame rate 15 fps
Fill factor (without
microlens)

4.6 %

Conversion gain 30µV/e−
PSD full well
capacity

3800 e−

Extinction ratio 30:1 (@ 440 nm)
Dark signal
generation ratio

1e− per 546 TD pulses

Temporal noise @
300 K

17.2e−
rms (@ CDS Gain 1.07×)

2.0e−
rms (@ CDS Gain 30×)

Intrinsic lifetime 2 ns

To further demonstrate fluorescence decay imaging, the intensity decay images
of HeLa cells stained with two types of fluorophores are shown in Fig. 6.14. The
cell nucleus is stained by a Hoechst dye with a measured lifetime of 5.6 ns, and the
cytoplasm is stained by quantum dots (QD) with a measured lifetime of 14.0 ns.



6 Single Photoelectron Manipulation and Detection 157

Fig. 6.12 Measured decaying responses

Fig. 6.13 Relationships between light intensity (number of light pulses) and detected electrons

The delay time is shown at the bottom of each image. This figure demonstrates that
the fluorescence by Hoechst dye decays more quickly than that by the quantum dots.

6.5 Conclusions

In this chapter, two-dimensional lateral electric field (LEF) control for single pho-
toelectron manipulation and detection with sub-nanosecond resolution has been
described. The draining-only modulation (DOM) pixel as a time-resolved single
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(QD)
Cytoplasm

Cell nucleus
(Hoechst)

0 ns 10 ns

20 ns 30 ns

Fig. 6.14 Captured images of fluorescence decays of HeLa cells

photoelectron detector was introduced and its application to fluorescence life-
time imaging was described as an example of single photoelectron sensitivity in
highly time-resolved imaging. The photoelectron modulation technique using two-
dimensional or three-dimensional electric field control is expected to be a powerful
tool for future applications in biological imaging, such as fluorescence correlation
spectroscopy and Raman spectroscopy, and in industrial imaging, such as very high
resolution time-of-flight range measurement.
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Chapter 7
Engineering of a Nanometric Optical System
Based on Optical Near-Field Interactions
for Macro-Scale Applications

Naoya Tate, Makoto Naruse and Motoichi Ohtsu

Abstract The operating principle of our nanometric optical system is based on its
hierarchical structure. This hierarchy is due to the characteristic behavior of optical
near-fields induced by nanometric interactions between light and materials. In order
to exploit such nanometric phenomena in macro-scale applications, it is essential
to design and engineer each component of the system so that the optical near-field
behavior can be extracted as macro-scale optical responses. Here we introduce the
basic concept of our nanometric optical system, and we describe some demonstrations
of macro-scale applications whose operation is based on this concept.

7.1 Introduction

Conventional optical phenomena are described by various physical quantities of
light, such as intensity, wavelength, phase, and polarization. In the research field
of optical computing [1] and its related technologies, several characteristics of con-
ventional propagating light are used for implementing multidimensional informa-
tion elements to realize novel kinds of information processing. The propagation
speed, spatial parallelism, and multi-dimensionality of related phenomena made sig-
nificant contributions to a number of developments in the 1980s, particularly the
progress made in high-speed optical communications and high-density optical stor-
age. On the other hand, conventional propagating light exhibits wave-like behavior
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in macro-scale space, and the diffraction limit has recently become a high barrier to
further advances demanded by our growing information society, including not only
faster processing and more highly integrated systems, but also energy and resource
saving in the construction and operation of information systems.

We have been studying applications that utilize the characteristic behavior of
dressed photons [2], which are often described as non-propagating light induced
by irradiation of a nanometric component with propagating light. Because the wave-
length of a dressed photon cannot be physically defined, the diffraction limit does not
come into play. This has allowed us to realize both quantitative innovations, where
the applicable scales are much smaller than the diffraction limit of light, and qual-
itative innovations, which reveal novel optical functions that are uniquely realized
only by using dressed photon technologies.

Our nanometric optical system is one example exploiting such innovations. The
fundamental principle of our nanometric optical system is based on its intrinsic
hierarchical structure [3], which allows multi-step interfacing from nano-scale to
macro-scale space due to optical near-field interactions induced between nanomet-
ric components of the system. By appropriately designing and systematically engi-
neering nanometric components, we experimentally verified that the characteristic
behaviors of optical near-fields in nano-scale space can be successfully used as novel
optical functions in macro-scale space.

In this Chapter, first we describe the basics of nanophotonics based on the concept
of dressed photons. Then, we describe the concept of our nanometric optical system
and introduce some demonstrations of actual nanometric optical systems.

7.2 Nanometric Optical System

7.2.1 Nanophotonics

Nanophotonics is a new optical technology utilizing local interactions between nano-
metric components via optical near-fields [2]. The optical near-fields are schemat-
ically described as a virtual cloud of photons that is constantly localized around
nanometric components illuminated by incident light, as shown in the left hand side
of Fig. 7.1. In this situation, a real photon, which corresponds to scattered light, can
be emitted from an electron in an illuminated nanometric component. As shown in
the right hand side of Fig. 7.1, represented by a Feynman diagram, independently of
the real photon, another photon is emitted from the electron, and this photon can be
re-absorbed within a short time. This photon, which is regarded as a virtual photon,
is nothing more than the optical near-field, and its energy is localized at the surface
of the nanometric component. Since the virtual photon remains close to the elec-
tron, it can couple with the electron in a unique manner. This coupled state, called
a dressed photon, is regarded as a quasi-particle that contributes to exciton energy
transfer [4–6].
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Fig. 7.1 Schematic diagram of induced optical near-field (left), and description of optical near-field
and dressed-photon using Feynman diagram (right)

Various characteristic features of dressed photons have been actively studied from
both theoretical and experimental aspects [2]. As a result, dressed photons have
allowed the realization of a number of qualitative innovations in optical technolo-
gies that would not be possible if only conventional propagating light were used.
Examples include novel optical devices [7–12], fabrication technologies [13–15],
energy conversion [16, 17], and information systems [3, 18, 19]. The achievements
of dressed photon technology are also expected to offer advantages in energy saving
and environmental protection for future society.

7.2.2 Basics of Nanometric Optical System

The spatial distribution of an optical near-field defines the scale of the interactions
between multiple nanometric components, which are represented by the exchange
of dressed photons between them. The optical response of a single nanometric elec-
tron system, which consists of the minimum number of components exhibiting the
required functions, as shown in Fig. 7.2a, can be extracted to macro-scale space by
a chain of elemental steps from a single setup to a more complex setup consisting of
a number of integrated systems. We define such a system structure as a nanometric
optical system. As conceptually shown in Fig. 7.2b, the most important characteris-
tic of a nanometric optical system is its hierarchical structure [3], which consists
of multiple accessible layers in an information space extending from the nano-scale
to the macro-scale. In such a structure, two types of electronic actions are induced:
an action terminating in each single layer, and an action connecting to a larger-scale
layer. Moreover, the most important point is that such actions are induced inde-
pendently and can occur individually. Exploiting this enables us to realize novel
information systems in which a large number of functions are highly integrated in
a single system by appropriately associating each function with the corresponding
action revealed at each layer of the system.
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Fig. 7.2 Schematic diagram of a a single nanometric electron system and b concept of hierarchical
structure of nanometric optical system due to a chain of optical near-field interactions between
nanometric electron systems

The behavior of each nanometric electron system depends on the physical prop-
erties, shape, and size of its components. On the other hand, the chain of elemental
steps depends on the spatial alignment of the nanometric electron systems and their
interaction with the environmental system. What is fundamental in constructing a
nanometric optical system is appropriate design and engineering of not only each sin-
gle nanometric electron system but also the environmental system and the interaction
mechanism between them.

This hierarchy of the nanometric optical system is important when discussing
interfacing from the scale of optical near-fields to that of optical far-fields. Namely,
by accessing an arbitrary layer in the system, we can extract the behavior of optical
near-field interactions in the form of an observable optical far-field response at the
macro-scale, which is a result of the chained elemental steps. As demonstrations
of this concept, we previously reported a method for magnified transcription of an
optical near-field distribution by using a photo-induced phase transition in a metal
complex [20], and polarization conversion utilizing a quadrupole–dipole transforma-
tion based on optical near-field interactions between precisely aligned nanometric
metal structures [21, 22]. Both of these ideas were realized by defining appropri-
ate correspondences between the nanometric behavior of electrons in nano-scale
space and the optical responses in macro-scale space, in order to directly retrieve
the nanometric behavior in the form of macro-scale optical responses. Moreover, a
hierarchical nanophotonic hologram [19, 23, 24] has been successfully developed as
a novel optical security device in which both covert and overt security are revealed
in nano-scale space and macro-scale space, respectively.
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7.3 Modulatable Nanophotonics

7.3.1 Concept

A semiconductor quantum dot (QD) is a three-dimensional nanometric structure that
can confine an injected electron, hole, and related exciton. It has quantum energy
levels due to the quantum size effect. Because of their small size and stable absorp-
tion and emission properties, QDs have been used as a source of optical near-fields
and as basic components of nanophotonic devices which exhibit functional optical
responses by utilizing optical energy transfer between QDs via the induced opti-
cal near-fields. Recently, various experimental demonstrations, such as logic gates,
transmission channels, and optical switches, have been achieved as typical examples
of nanophotonic devices [7–12].

The operation of the nanophotonic devices described above exhibits a one-to-
one correspondence with respect to input signals, because the physical properties,
size, shape, and alignment of the components for the characteristic optical near-field
interactions are fixed on each substrate. In order to realize a one-to-many corre-
spondence with a single nanophotonic device, it is necessary to implement modu-
latable optical near-field interactions and corresponding optical far-field functions.
Here, we describe the novel concept of modulatable nanophotonics to realize such a
system [25] . As schematically shown in Fig. 7.3, it is realized by providing appropri-
ate external controls to modulate the parameters of the components. In our concept,
optical far-field retrieval of induced optical near-field interactions is achieved by
modulating the intensity, the polarization, and the spectra of the subsequent emis-
sions from QDs. This is one of the most characteristic features of our nanometric
optical system; that is, the effect of nano-scale interactions can be directly revealed
as macro-scale optical outputs by appropriately designing and engineering the setup.

Fig. 7.3 Conceptual diagram
of one-to-many correspon-
dence in nanophotonic device
based on concept of modulat-
able nanophotonics

Optical
Far-field
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the environment
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Fig. 7.4 Schematic diagram of local energy transfer between closely positioned smaller and larger
QDs. Energy transfer and subsequent energy dissipation are allowed only via optical near-fields
induced between the two QDs

7.3.2 Basics of Optical Energy Transfer

Here we describe the basics of energy transfer between size-selected QDs via induced
optical near-field interactions. Figure 7.4 schematically shows smaller and larger
quantum dot structures QDS and QDL, respectively. The ratio of their sizes is strictly
controlled to be 1:

≈
2 in the case of a cubic structure, so that they both satisfy the

energy condition that the ground level ES1 of QDS and the first excited level EL2 of
QDL are resonant with each other. Because the wave function of EL2 in QDL is an
odd function, EL2 is generally assumed to be an optically forbidden level that cannot
be excited by propagating light. However, in the case where the two QDs are closely
positioned, excitation of QDL is allowed via local electrical divergence due to the
optical near-fields induced at the neighboring QDS. As a result, energy transfer from
ES1 to EL2 is allowed via excitation of the barrier layer in both QDs. The transferred
energy is immediately dissipated from EL2 to the lowest excited state EL1 of QDL,
and a photon is subsequently emitted. Experimental and theoretical results showing
good agreement with each other have been discussed in detail in previous papers
[5, 26–29]. On the other hand, emission from QDS cannot be observed.

In the case where the two QDs are sufficiently separated from each other, no inter-
actions are induced between the two QDs, and the two QDs emit photons individually.
The required size of this separation is defined by the scale of the optical near-field
interactions and corresponding size-resonant effects [30]. Because the induced opti-
cal near-fields are localized around nanometric structures, and the scales of their
spatial distributions are comparable to the sizes of the structures, as described by
a Yukawa function [31], the energy of the optical near-field interactions between
two nanometric structures is expected to be maximized when the sizes of the two
structures are similar. This indicates that the separation limit for the optical energy
transfer via the optical near-field interactions is similar to the size of each QD.
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7.3.3 Modulated Emission Based on Optical Energy Transfer

Here, we describe the basic concept of modulatable nanophotonics, in which optical
near-field interactions and the corresponding optical far-field responses are modu-
lated. The concept can be experimentally verified by utilizing energy transfer between
closely positioned resonant QD pairs dispersed on a flexible substrate. Modulation
by physical flexion of the substrate changes the distances between the QDs to control
the amount of optical energy transfer between neighboring QDs.

As described in Sect. 7.3.2 above, closely positioned resonant QD pairs exhibit
high-quantum-efficiency and selective energy transfer via induced optical near-fields
between the QDs. Here, we consider the case where QDs composed of the same
material are dispersed on a substrate having sufficient physical flexibility. When
the substrate is flexed, the distance between the QDs can be varied. Figure 7.5a, b
show schematic diagrams comparing the emission processes in resonant and non-
resonant QD pairs, respectively. In the case of a resonant QDs pair, denoted QDS−R
and QDL−R in Fig. 7.5a, energy transfer occurs when the QDs are sufficiently close,
because the magnitude of the optical near-field interaction, i.e., the coupling strength
between QDS−R and QDL−R, depends on the distance r between them, as represented
by the Yukawa function:

U = Aexp(−μr)

r
, (7.1)

where μ and A represent the distribution of optical near-fields, which are determined
by the exciton energy and the dipole moment, respectively [31]. Thus, emission
is preferentially obtained from the lowest excited state of QDL−R. In contrast, if
the separation between QDS−R and QDL−R is increased by flexing the substrate in
order to significantly decrease the coupling strength, both QDS−R and QDL−R emit
light independently. This means that the spectral intensities of QDS−R and QDL−R,
as well as the relative spectral intensity ratio between them, can be modulated by
flexing, i.e., by modulating, the coupling strength. Thus, the spectral intensity ratios
between QDS−R and QDL−R in the cases with and without flexion are evidently
different. On the other hand, in the case of non-resonant QDs, denoted QDS−NR and
QDL−NR in Fig. 7.5b, energy transfer never occurs between them. Each QD emits
light individually, regardless of whether the substrate is flexed. In this case, only a
change in spectral intensity that depends on the areal density of the QDs is obtained.
Therefore, the spectral intensity ratios between QDS−NR and QDL−NR in the cases
with and without flexion are always equal.

Here, we define a figure-of-merit called the modulatability, Msp, of the emission
by using the spectral intensities I (eS) and I (eL), which correspond to the peak optical
energies in the emission spectra of QDS and QDL, respectively:

Msp =
∣∣∣∣ I √(eS)

I (eS)
− I √(eL)

I (eL)

∣∣∣∣, (7.2)
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Fig. 7.5 Schematic diagram of a modulatable optical energy transfer between resonant QD pairs
dispersed on a flexible substrate and b non-modulatable, non-resonant QD pairs

where I and I √ represent the peak emission intensities of the spectra without and
with flexion, respectively. In the case of the resonant QDs, the value of I √/I depends
on the magnitude of the coupling strength, which is governed by the flexion, which
means that Msp is calculated to be a non-zero value (Msp ∞= 0). On the other hand,
in the case of the non-resonant QDs, the value of I √/I remains unchanged for all
wavelengths because the areal density of the QDs is homogeneously modulated by
the flexion. Therefore, Msp is calculated to be nearly zero (Msp ∨ 0). One remark
regarding 7.2 is that singularity may be a problem when the denominators are zero.
However, we can assume that the denominators are non-zero in realistic physical
situations, which guarantees the validity of the representation in 7.2.

7.3.4 Numerical Demonstration

To numerically estimate the spectral intensity modulation based on the proposed
concept, we assumed a calculation model consisting of four QDs configured as
resonant QD pairs, i.e., two small QDs (QDS−A and QDS−C) and two large QDs
(QDL−B and QDL−D), representing many QDs dispersed on a substrate, as shown
in Fig. 7.6a. We simulated temporal evolution of the exciton populations of the rele-
vant excited states in these QDs using quantum master equations [32]. The exciton
populations correspond to the intensity of radiation from each QD, and their evo-
lution is modulated by modulating the magnitude of the optical near-field coupling
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field interactions between each QD. In our model, each parameter is variable, and their variations
are assumed to be imposed by flexion of the substrate

strength between QDs, which corresponds to flexion of the substrate. As previously
reported in [33], the initial condition is set as a vacuum state, and the duration and the
amplitude of the incident light are given by a Hamiltonian representing interactions
between the incident light and the QDs. The magnitude of the optical near-field inter-
action, i.e., the coupling strength, between the two QDs is denoted by the Yukawa
function of 7.1.

In this model, the evolution of the exciton population in each QD is calculated for
various distances r , which correspond to different degrees of coupling, controlled
by flexion. The initial distances between each QD on a 2D xy-surface are set to
rAB = rBD = rAC = rCD = 100 (nm), and the magnitudes of the coupling strengths
UAB, UBD, UAC, UCD, UAD, and UBC depend on these distances, as schematically
shown by Fig. 7.6b. In our model, the relaxation time constant Γ −1 is set at 10 ps, and
the radiation lifetimes of QDS and QDL, denoted as γ−1

S and γ−1
L , are respectively

set at 2.8 and 1.0 ns, according to a typical parameter set for CdSe-QDs used in
our previous experiments [9], which is based on the pattern of conventional energy
transfer models between CdSe-QDs. Based on these parameters and the proportional
relation A ∧ μ ∧ L3 in 7.1, the diameter of the smaller QDs, L , is assumed to be
approximately 50 nm, and that of the larger QDs, L √, satisfies L √ = ≈

2L . Because
the scale of optical near-fields is inversely proportional to the square of the distance
from the source, sufficient energy transfer between QDs via optical near-fields is
expected with such a model.

First, we assumed stretching of the substrate in the x and y directions, as shown
in Fig. 7.7a, and calculated the exciton populations with various stretch lengths δr .
In the case of the x-directional stretching, rAC and rBD are constant, in a first-order
approximation, and rAB, rCD, rAD, and rBC are varied. On the other hand, in the case
of the y-directional stretching, rAB and rCD are constant, and rAC, rBD, rAD and rBC
are varied. Figure 7.7b shows the calculated results. The horizontal axis represents
the relative stretch length, which is defined as δr/L .
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Evident changes in the exciton populations are obtained by the x-directional
stretching, because the excitons always preferentially transfer from smaller QDs
to larger QDs (from QDS−A to QDL−D). This result indicates that the coupling
strength between the smaller QDs and the larger QDs is decreased by the x-directional
stretching, and they emit independently.

Here we assume that the emission intensity from each QD is proportional to the
exciton population at the corresponding QD energy level. Therefore, in the case
of the x-directional stretching, Msp is calculated to be 9.26 at a stretch length of
δr = 500 nm. The population in the lowest excited state of the larger QDs finally
approaches zero, and Msp is calculated to be infinity. On the other hand, y-directional
stretching gives Msp ∨ 0 at the same stretch length. Therefore, only the former model
can be said to be a modulatable nanophotonic system.

Next, a shear model is assumed for the x-directional shift of QDS−C and QDL−D.
A schematic diagram is shown in Fig. 7.7c. In the case of the model, rAB and rCD are
constant, and rAC and rBD are increased. Figure 7.7d shows the results of calculations.
By increasing the shear length δr , which is defined by the shifted values of QDS−C
and QDL−D, only the exciton population at QDL−B increases, because the magnitude
of energy transfer toward QDL−B increases not only from QDS−A but also from
QDS−C. In contrast, that to QDL−D decreases. This is also because of the increase
in the energy transferred from QDS−C not only to QDL−D but also to QDL−B. As
a result, the population at QDS−C is decreased, whereas that at QDS−A remains
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unchanged, because the main route of energy transfer is from QDS−A to QDL−B,
regardless of the stretching. By these contributions of the exciton populations at the
smaller QDs (QDS−A and QDS−C) and the larger QDs (QDL−B and QDL−D), the
calculated Msp in the shear model shows a non-zero value (Msp = 0.11 for a shear
length of δr = 100 nm).

7.3.5 Experimental Demonstration

We conducted an experiment to observe the change in energy transfer between
QDs and related emission spectra before and after flexion of each substrate. We
used commercially available CdSe-QDs (Ocean Optics Inc.; Evidot) as test speci-
mens. The QDs were uniformly dispersed in a toluene solvent at a concentration of
10 mg/mL. Their exciton energy transfer has already been studied [4–6], and reso-
nant and non-resonant conditions have been experimentally verified [9]. The peak
absorption optical energy eAB and peak emission optical energy eEM of large QDs,
QDL−R and QDL−NR, were as given in the technical specifications provided by the
manufacturer, namely, 2.13 and 2.05 eV, respectively. The QDs used as QDS−R had
eAB = 2.37 eV and eEM = 2.27 eV, and those used as QDS−NR had eAB = 2.19 eV
and eEM = 2.15 eV. This emission optical energy eEM corresponds to the opti-
cal energy of emission from the lowest excited state of each QD. The respective
diameters D of the resonant pair, QDS−R and QDL−R, were assumed to be 8.2 and
8.7 nm, and those of the non-resonant pair, QDS−NR and QDL−NR, were assumed
to be 7.7 and 8.7 nm. For the experimental demonstration, we used polydimethyl-
siloxane (PDMS), which is particularly known for its strong rheological properties.
We mixed 5 mL of each QD solution to prepare the resonant and non-resonant QD
pairs. The mixed QD solutions were uniformly dispersed on a 2 cm × 2 cm square
of PDMS substrate and allowed to dry naturally. In our experiments, although evi-
dent heterogeneity of the distributions was observed, the average r was assumed
to be approximately 5 ◦ 10 nm from the thickness of the shell and the length of
the modified ligand to each QD. The QDs were excited by a He-Cd laser (photon
energy 3.82 eV) with a power density of 5 mW/cm2. In our experiment, the PDMS
substrate was set on an aperture formed at the side of a vacuum desiccator and was
flexed by evacuation. The flexion brought the dispersed QDs closer to each other, as
represented by δr < 0. The air pressure was decreased and fixed to ◦0.07 MPa to
achieve a 20 % in-plane compression ratio of the substrate, which was geometrically
determined from the size of the aperture and the depth of the flexed substrate.

We experimentally observed the emission spectra of the resonant and non-resonant
QDs without and with flexion by using a spectrometer (JASCO; CT-25TP), as shown
in Fig. 7.8a, b, respectively. The fractional ratio of the numbers of small QDs to large
QDs was 1:1. The smoothed curves in these figures represent Gaussian curves fitted
to the measured spectral profiles. The differences in peak optical energy from those
shown in the technical specifications were due to the variability of each particle’s
size and the inhomogeneous dispersion of the size distribution.
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Fig. 7.8 Obtained emis-
sion spectra with a resonant
and b non-resonant samples
before (blue curves) and after
(red curves) flexion of the
substrate. Dashed curves rep-
resent the results of Gaussian
fitting of each spectrum
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As shown, the intensities of the spectra were increased as a whole because the
number of QDs per unit area was increased by flexing each substrate. However, only
an increase of the emission intensity from QDS−R was suppressed in the case where
the resonant pair was used. This is because the average distance between QDS−R and
QDL−R is shortened by the flexion, which induces energy transfer from QDS−R to
QDL−R. Similar behavior was predicted by our numerical demonstrations described
above. To quantitatively evaluate this behavior, we examined the intensities at the
spectral peak from the fitted curves and calculated the values of I √(eL)/I (eL) and
I √(eS)/I (eS), as shown in Fig. 7.8a, b. By taking the difference, the modulatabil-
ities Msp obtained with the resonant and non-resonant QDs were 0.45 and 0.02,
respectively. Therefore, as in the numerical demonstration in Sect. 7.3.4, it was con-
firmed that the resonant QDs showed a much larger Msp compared with that of the
non-resonant QDs.

The difference in the rates of change of each spectral peak intensity for the reso-
nant QD sample corresponds to a difference in color tone of the emission from the
sample. Our experimental results indicated that a change in the emitted color tone
was observed by flexion of the substrate on which the resonant QDs were dispersed.
We constructed a chromaticity diagram based on the color matching functions of
each observed emission spectrum and defined another modulatability Mch to directly
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Fig. 7.9 Calculated modulatabilites Mch with a resonant and b non-resonant samples. An evident
difference in Mch, defined as the distance in the chromaticity coordinates before and after flexion,
was observed

evaluate the amount of each modulation for several samples. The value of Mch is
defined as the shift between coordinates of each spectrum in the chromaticity dia-
gram due to the modulation. Figure 7.9a, b show chromaticity coordinates of previous
experimental results and corresponding values of Mch. As shown, the resonant QD
sample exhibited larger values of Mch (Fig. 7.9a), whereas the non-resonant QD sam-
ple exhibited relatively small values of Mch (Fig. 7.9b). Because we used the same
materials for the QD pairs in our experiment, similar shift vectors from the two coor-
dinates on the chromaticity diagram were obtained. That is to say, we can evaluate
each modulation, not only in terms of the amount but also the material, based on pos-
sible directions of each vector from before modulation to after modulation. Variation
of the material is another fundamental issue that must be considered in applications
utilizing one-to-many correspondences.
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7.3.6 Conclusion

We have described the basic concept of modulatable nanophotonics as a typical
demonstration of the interfacing between nano- and macro-scale spaces. Numerical
and experimental demonstrations of the concept utilizing QDs dispersed on flexi-
ble substrates have been described. The modulatability was qualitatively evaluated
by introducing the figures-of-merit Msp and Mch, and resonant QD pairs exhibited
unique modulatability of their emission intensities. Moreover, such modulatability
was not observed by using non-resonant QD pairs. As we numerically and experimen-
tally verified, the modulatability fundamentally depends on the amounts of energy
transfer due to the coupling strength between the QDs via induced optical near-fields.
From the viewpoint of the conceptual nanometric optical system described here, the
results of our demonstration can be regarded as an actual example of optical inter-
facing between the nano-scale and the macro-scale. The evident modulation of the
emission spectra at the macro-scale is fundamentally due to nano-scale changes in
the distances between QDs.

7.4 Nanophotonic Droplet

7.4.1 Concept

The time and energy resources required for local electromagnetic interactions
between nanometric components via optical near-fields are very small. The high-
speed performance, energy efficiency, and compactness of several nanophotonic
devices have been experimentally demonstrated [7, 9, 12, 34, 35]. Such a discus-
sion can be similarly applied to our nanometric optical system as well. In order
to realize further improvements for future practical use, several autonomous tech-
niques for arranging QDs and metal materials in the intended structures have been
developed [14, 36–38].

Here we describe a novel method for selective and autonomous pairing of par-
ticular QDs by utilizing a phonon-assisted optical near-field process [16]. Paired
QDs are subsequently encapsulated into a submillimeter-scale structure forming a
nanophotonic droplet [39], and they are appropriately aligned to induce optical
near-field interactions. Therefore, as conceptually illustrated in Fig. 7.10, although
each QD serving as a component of a nanophotonic droplet exhibits its intrinsic
behavior in nano-scale space, the nanophotonic droplet as a whole exhibits high-
quantum-efficiency optical-near-field interactions and corresponding optical far-field
responses, so that it can be directly utilized in various macro-scale applications.
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Fig. 7.10 Conceptual dia-
gram of integration and
utilization of nanophotonic
droplets for macro-scale appli-
cations
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7.4.2 Basics

We have demonstrated that a dressed photon can excite a multi-mode phonon in
a nanometric material, and that excited phonon states can couple with each other
[17, 36, 38, 40]. The quasi-particle representing this coupled state has been named a
dressed-photon-phonon. In our proposed photo-curing method, we use the dressed-
photon-phonon for fixing heterogeneous QDs in a solution of a photo-curable poly-
mer. In order to induce photo-curing in a self-assembled manner, the mixture in
the solution, in which the QDs freely float due to thermal energy, is illuminated by
assisting light.

An overview of our proposed method is schematically shown in Fig. 7.11. We
assume a mixture containing two types of QDs, QDA and QDB, and a photo-curable
polymer, and the mixture is irradiated with assisting light having photon energy
hνassist. The transition energies of QDA and QDB are EA.bg and EB.bg, respectively,
and the activation energy of the photo-curable polymer is Epoly.act. When the ener-
gies satisfy the condition EA.bg < hνassist < Epoly.act < EB.bg, the following process
can be induced. If the numbers of QDs, or in other words, their volume densities,
in the mixture are not sufficiently high and they rarely encounter each other, only
QDA spontaneously emits visible light by absorbing the assisting light. In this case,
no subsequent physical or chemical reaction occurs. On the other hand, if the den-
sity is sufficiently high that the QDs can frequently encounter each other, multistep
energy excitation of the photo-curable polymer occurs due to dressed-photon-phonon
interactions between neighboring QDA and QDB, and the photo-curable polymer is
subsequently cured, as shown in the upper diagram in Fig. 7.11. Moreover, addi-
tional multistep excitation of QDB by continuous illumination with the assisting
light induces spontaneous emission of QDB with a higher photon energy than the
assisting light, and the photo-curable polymer in the surroundings of QDA and QDB
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Fig. 7.11 Schematic diagram
of fabrication process of a
nanophotonic droplet based
on phonon-assisted photo-
curing method
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is locally cured by absorption of this emitted light. As a result, the cured polymer
gradually encapsulates the paired-QDs, preventing further combination or separation
of the encapsulated QDs. Since the spatial distribution of the dressed-photon-phonon
energy generated on the surface of the QDs is expressed by a Yukawa function [31],
the separation between the two QDs is theoretically defined by the Yukawa func-
tion. Moreover, the encapsulated paired-QDs are necessarily composed of hetero-
geneous QDs, because the above sequence is induced only when QDA and QDB
encounter each other. Descriptions of the electronic transitions via such a coupled
state induced by the assisting light have been previously described in a recent report
by the authors [39].

7.4.3 Experimental Demonstrations

First, we verified the effect of the phonon-assisted process by direct observation
of a nanophotonic droplet. Figure 7.12 shows the energy conditions used for the
demonstration. These conditions fulfill the previously described energy conditions
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Fig. 7.12 Practical energy
conditions of the materials
used for the experimental
verification: two heteroge-
neous QDs, CdSe-QDs and
ZnO-QDs, and a UV-curable
polymer
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for inducing the sequential process of the phonon-assisted photo-curing. We used
commercially available CdSe-QDs (Ocean Optics Inc.; Evidot) and ZnO-QDs pre-
pared by sol-gel synthesis using photo-induced desorption [37]. The QD solutions
were then dispersed in a UV-curable polymer (Norland Products Inc.; NOA 65) and
illuminated by assisting light emitted from a 120 mW laser diode with a photon energy
of 2.71 eV. The total amount of the mixed solution was limited to 50 µL to main-
tain spatially uniform illumination. This volume contained about 1014 CdSe-QDs and
about 1012 ZnO-QDs. Under these experimental conditions, the QDs can be assumed
to encounter each other at a sufficiently high frequency to induce the phonon-assisted
photo-curing. After irradiation with the assisting light, the mixture was separated into
cured and un-cured materials by centrifugation at 10,000 rpm for 5 min. The distilled
cured material, which was assumed to contain nanophotonic droplets, was dispersed
in a toluene solution and uniformly spin-coated on a Si substrate. Figure 7.13a, b
show SEM images and microscope images of samples illuminated with assisting
light for 30 and 90 min, respectively. With the shorter illumination time, as shown in
Fig. 7.13a, a number of nanophotonic droplets of quite similar size were obtained. The
diameter of each nanophotonic droplet was about 500 nm. The longer illumination
time produced nanophotonic droplets of micrometer size, which were successfully
observed in the microscope images, as shown in Fig. 7.13b. The images at the left-
and right-hand sides in Fig. 7.13b show the sample under white light and UV light
illumination, respectively. As shown in the right-hand image, each nanophotonic
droplet clearly exhibited emission from the contained CdSe-QD.

The photoluminescence (PL) spectral properties of the produced nanophotonic
droplets were investigated. By irradiating the sample with excitation light from a
He-Cd laser, whose photon energy (3.82 eV) was sufficiently high to excite both the
CdSe- and ZnO-QDs, the preferred optical energy transfer from ZnO-QDs to CdSe-
QDs is expected to occur only in the case where these two are coupled. As a result
of this transfer, the decreases and increases in the PL intensities from these QDs
are expected to vary in an anti-correlated manner. That is, the PL intensity from the
CdSe-QDs should increase while that from the ZnO-QDs decreases. We measured
the relation between the irradiation time of the assisting light used for encapsulation
and the PL intensities from both QDs. Because the surrounding polymer absorbs
most of the PL light emitted from the excited state of an exciton in the ZnO-QDs,
we measured the emission intensities from defect levels in the ZnO-QDs, which are
assumed to be proportional to the emission from the excited state.
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Fig. 7.13 a SEM images
and b microscope images of
mass-produced nanophotonic
droplets
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Figure 7.14b shows the obtained emission spectra of nanophotonic droplets with
various illumination times of the assisting light. The left- and right-hand spectra,
whose peak energies were lower and higher than 2.50 eV, represent PL from the lowest
excitation level of the CdSe-QDs and the defect levels in the ZnO-QDs, respectively.
The peak energies of the two spectra were 2.21 and 2.61 eV, respectively. As shown,
the expected anti-correlated decreases and increases in the emission intensities from
the CdSe- and ZnO-QDs were successfully observed. These results indicate that
paired-QDs in each nanophotonic droplet selectively consisted of both CdSe- and
ZnO-QDs, and that the number of paired-QDs and nanophotonic droplets gradually
increased during irradiation with the assisting light.
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Fig. 7.15 a Obtained emission image of aggregated nanophotonic droplets. b Emission spectra
of multiple nanophotonic droplets, collectively observed emission spectrum of CdSe-QDs, and a
Lorentzian fitted curve

In order to compare multiple emission spectra of individual nanophotonic droplets
and verify the uniformity of their optical properties, we constructed a two-dimensional
map of the emission spectra of samples obtained with a micro-spectrophotometer
(JASCO; NFGP-740) [41]. Samples were irradiated by a laser diode with a photon
energy of 3.06 eV. The spatial resolution of the experimental setup was expected
to be less than 200 nm. Figure 7.15a shows a two-dimensional emission image of
aggregated nanophotonic droplets. The inset represents a bright-field image under
white-light illumination. The individual emission spectra of nanophotonic droplets
A, B, C, and D indicated in Fig. 7.15a are respectively plotted in Fig. 7.15b.

As shown, the heights and widths of the emission spectra are quite similar to each
other. Because they can be simply fitted by a single Lorentzian, which is generally
applied to approximate the emission spectrum of a single illuminant, it is considered
that the nanophotonic droplets contain single CdSe-QDs of similar size and cou-
pled ZnO-QDs. The results demonstrate the uniformity of the optical properties of
mass-produced nanophotonic droplets. We also measured the collectively observed
emission spectrum of multiple CdSe-QDs, as shown in Fig. 7.15b. The sample was
prepared by mixing a solution of CdSe-QDs and a UV-curable polymer, which was
directly spin-coated on a substrate without any irradiation with assisting light. There
was a 40 meV difference between the peak optical energy in the spectra of the indi-
vidual nanophotonic droplets and the collective spectrum of the multiple CdSe-QDs.
Such a large difference is due to not only re-absorption of emission within the collec-
tive CdSe-QDs, but also size-selectivity due to the size-resonance between CdSe- and
ZnO-QDs during the pairing process. The result indicates that ZnO-QDs preferably
paired with smaller CdSe-QDs in the mixed solution and revealed such uniformity
in their emission spectra.
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7.4.4 Conclusion

We have described the concept of a nanophotonic droplet and its fabrication process
based on a phonon-assisted self-organized photo-curing method consisting of pair-
ing of heterogeneous QDs and encapsulation of paired-QDs. The proposed method
utilizes a phonon-assisted excitation process between QDs and a photo-curable poly-
mer. We verified the effectiveness of our technique via an experiment using sample
solutions containing CdSe-QDs, ZnO-QDs, and a UV-curable polymer. Moreover,
we observed the expected characteristic optical responses of the sample, demonstrat-
ing the validity of our idea.

We successfully verified the uniformity of the optical properties of mass-produced
nanophotonic droplets. This is a fundamental feature in the concept of our nanometric
optical system, because it will allow us to construct a number of functional nanometric
setups with uniform optical properties by an all-autonomous fabrication process,
which will enable direct application of our method to various fields where there
is a demand for novel nanophotonics and nanotechnologies that will contribute to
practical developments.

7.5 Summary

In this Chapter, we described the characteristics of the hierarchy of our nanometric
optical system, which is implemented by exploiting some of the basic concepts of
nanophotonics and dressed photon technology. All experimental demonstrations of
nanometric optical system are designed to be conducted at the macro-scale. More-
over, such characteristic features of nanometric optical systems are realized not by
using rare materials, but by utilizing novel design and engineering methods. These are
important and fundamental issues from the standpoint of developing nanophotonics
and dressed photon technology.

For further developments in nanometric optical systems, several related nanomet-
ric phenomena should continue to be looked at more deeply, such as the behavior of
photons in nanometric space, excitation transfer and relaxation in nanometric space,
and the primary mechanisms of phonon-assisted processes. Such fundamental studies
are expected to contribute to the establishment of novel applications of nanometric
optical systems in the near future.
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Chapter 8
Photonic Neuromorphic Signal Processing
and Computing

Alexander N. Tait, Mitchell A. Nahmias, Yue Tian, Bhavin J. Shastri
and Paul R. Prucnal

Abstract There has been a recent explosion of interest in spiking neural networks
(SNNs), which code information as spikes or events in time. Spike encoding is widely
accepted as the information medium underlying the brain, but it has also inspired a
new generation of neuromorphic hardware. Although electronics can match biologi-
cal time scales and exceed them, they eventually reach a bandwidth fan-in trade-off.
An alternative platform is photonics, which could process highly interactive infor-
mation at speeds that electronics could never reach. Correspondingly, processing
techniques inspired by biology could compensate for many of the shortcomings that
bar digital photonic computing from feasibility, including high defect rates and signal
control problems. We summarize properties of photonic spike processing and ini-
tial experiments with discrete components. A technique for mapping this paradigm
to scalable, integrated laser devices is explored and simulated in small networks.
This approach promises to wed the advantageous aspects of both photonic physics
and unconventional computing systems. Further development could allow for fully
scalable photonic networks that would open up a new domain of ultrafast, robust,
and adaptive processing. Applications of this technology ranging from nanosecond
response control systems to fast cognitive radio could potentially revitalize special-
ized photonic computing.

8.1 Introduction

The brain, unlike the von Neumann processors found in conventional computers,
is very power efficient, extremely effective at certain computing tasks, and highly
adaptable to novel situations and environments. While these favorable properties are
often largely credited to the unique connectionism of biological nervous systems, it is
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clear that the cellular dynamics of individual neurons also play an indispensable role
in attaining these performance advantages. On the cellular level, neurons operate on
information encoded as events or spikes, a type of signal with both analog and digital
properties. Spike processing exploits the efficiency of analog signals while overcom-
ing the problem of noise accumulation inherent in analog computation, which can
be seen as a first step to attaining the astounding capabilities of bio-inspired process-
ing [1]. Other physical and signal processing features at the single neuron level,
including hybrid analog-digital signals, representational interleaving, co-location of
memory and processing, unsupervised statistical learning, and distributed represen-
tations of information, have been implicated in various positive and conventionally
impossible signal processing capabilities. Engineers have tried for nearly half a cen-
tury to take inspiration from neuroscience by separating key properties that yield
performance from simple idiosyncrasies of biology.

If some biological properties are distilled while others deemed irrelevant, then a
bio-inspired engineered system could also incorporate nonbiological properties that
may lead to computational domains that are potentially unexplored and/or practically
useful. Many microelectronic platforms have attempted to emulate some advantages
of neuron-like architectures while incorporating techniques in technology; however,
the majority target rather than exceed biological time scales. What kind of signal
processing would be possible with a bio-inspired visual front-end that operates ten
million times faster than its biological counterpart? Unfortunately, microelectronic
neural networks that are both fast and highly interconnected are subject to a funda-
mental bandwidth connection-density tradeoff, keeping their speed limited.

Photonic platforms offer an alternative approach to microelectronics. The high
speeds, high bandwidth, and low cross-talk achievable in photonics are very well
suited for an ultrafast spike-based information scheme with high interconnection
densities. In addition, the high wall-plug efficiencies of photonic devices may allow
such implementations to match or eclipse equivalent electronic systems in low
energy usage. Because of these advantages, photonic spike processors could access a
picosecond, low-power computational domain that is inaccessible by other technolo-
gies. Our work aims to synergistically integrate the underlying physics of photonics
with bio-inspired spike-based processing. This novel processing domain of ultra-
fast cognitive computing could have numerous applications where quick, temporally
precise and robust systems are necessary, including: adaptive control, learning, per-
ception, motion control, sensory processing, autonomous robotics, and cognitive
processing of the radio frequency spectrum.

In this chapter, we consider the system implications of wedding a neuron-inspired
computational primitive with the unique device physics of photonic hardware. The
result is a system that could emulate neuromorphic algorithms at rates millions
of times faster than biology, while also overcoming both the scaling problems of
digital optical computation and the noise accumulation problems of analog optical
computation by taking inspiration from neuroscience. Our approach combines the
picosecond processing and switching capabilities of both linear and nonlinear optical
device technologies to integrate both analog and digital optical processing into a
single hardware architecture capable of ultrafast computation without the need for



8 Photonic Neuromorphic Signal Processing and Computing 185

conversion from optical signals to electrical currents. With this hybrid analog-digital
processing primitive, it will be possible to implement processing algorithms of far
greater complexity than is possible with existing optical technologies, and far higher
bandwidth than is possible with existing electronic technologies.

The design and implementation of our devices is based upon a well-studied
and paradigmatic example of a hybrid computational primitive: the spiking neuron.
These simple computational elements integrate a small set of basic operations (delay,
weighting, spatial summation, temporal integration, and thresholding) into a single
device which is capable of performing a variety of computations depending on how
its parameters are configured (e.g., delays, weights, integration time constant, thresh-
old). The leaky-integrate-and-fire (LIF) neuron model is a mathematical model of
the spiking dynamics which pervade animal nervous systems, well-established as
the most widely used model of biological neurons in theoretical neuroscience for
studying complex computation in nervous systems [2]. LIF neurons have recently
attracted the attention of engineers and computer scientists for the following reasons:

• Algorithmic Expressiveness: They provide a powerful and efficient computational
primitive from the standpoint of computational complexity and computability
theory;

• Hardware Efficiency/Robustness: They are both robust and efficient processing
elements. Complex algorithms can be implemented with less hardware;

• Utility in signal processing: There are known pulse processing algorithms for
complex signal processing tasks (drawn from neuro-ethology). Pulse processing
is already being used for implementing robust sensory processing algorithms in
analog VLSI.

After comparing the fundamental physical traits of electronic and photonic plat-
forms for implementation of neuromorphic architectures, this chapter will present
a detailed cellular processing model (i.e. LIF) and describe the first emulation of
this model in ultrafast fiber-optic hardware. Early experiments in photonic learning
devices, critical for controlling the adaptation of neural networks, and prototypical
demonstrations of simple bio-inspired circuits will be discussed. Recent research
has sought to develop a scalable neuromorphic primitive based on the dynamics of
semiconductor lasers which could eventually be integrated in very large lightwave
neuromorphic systems on a photonic chip. This chapter will focus on the compu-
tational primitive, how it can be implemented in photonics, and how these devices
interact with input and output signals; a detailed account of the structure and imple-
mentation of a network that can link many of these devices together is beyond the
scope of this chapter.

8.2 Neuromorphic Processing in Electronics and Photonics

The harmonious marriage of a processing paradigm to the physical behaviors that
bear it represents an important step in efficiency and performance over approaches
that aim to abstract physics away entirely. Both thalamocortical structures observed
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in biology and emerging mathematical models of network information integration
exhibit a natural separation of computation and communication. Computation rarely
takes place in the axons of a neuron, but these communication pathways and their
rich configurability are crucial for the informatic complexity of the network as a
whole. Because of their favorable communication properties (i.e. low dispersion, high
bandwidth, and low cross-talk), photonic spiking network processors could access
a computationally rich and high bandwidth domain that is inaccessible by other
technologies. This domain, which we call ultrafast cognitive computing, represents
an unexplored processing paradigm that could have a wide range of applications in
adaptive control, learning, perception, motion control, sensory processing (vision
systems, auditory processors, and the olfactory system), autonomous robotics, and
cognitive processing of the radio frequency spectrum.

Currently developing cortically-inspired microelectronic architectures includ-
ing IBM’s neurosynaptic core [3, 4] and HP’s proposed memristive nanodevices
[5, 6] use a dense mesh of wires called a crossbar array to achieve heightened net-
work configurability and fan-in, which are less critical in conventional architectures.
These architectures aim to target clock rates comparable to biological time scales
rather than exceed them. At high-bandwidths, however, densely packed electronic
wires cease to be effective for communication. Power use increases drastically, and
signals quickly attenuate, disperse, or couple together unfavorably, especially on a
crossbar array, which has a large area of closely packed signal wires. In contrast,
photonic channels can support the high bandwidth components of spikes without an
analogous speed, power, fan-in, and cross-talk trade-off.

Optical neural networks based on free space and fiber components have been
explored for interconnection in the past, but undeveloped fiber-optic and photonic
technologies in addition to scalability limitations of particular strategies (e.g. diffrac-
tion limit, analog noise accumulation) relegated these systems to small laboratory
demonstrations [7–9]. Optical processing elements and lasers were not realistically
available for use as fast computational primitives, so the ultrafast domain where
optics fundamentally dominates microelectronics was never fully considered. Per-
haps as culpable in the initial failure of optical neural networks was the sparsity of
neurocomputational theories based on spike timing. The current states of photonic
technology and computational neuroscience have matured enormously and are ripe
for a new breed of photonic neuromorphic research.

8.3 Photonic Spike Processing

Optical communication has extensively utilized the high bandwidth of photonics,
but, in general, approaches to optical computing have been hindered by scalability
problems. We hypothesize that the primary barrier to exploiting the high bandwidth
of photonic devices for computing lies in the model of computation being used, not
solely in the performance, integration, or fabrication of the devices. Many years of
research have been devoted to photonic implementation of traditional models of
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computation, yet neither analog nor digital approaches has proven scalable due
primarily to challenges of cascadability and fabrication reliability. Analog pho-
tonic processing has found widespread application in high bandwidth filtering of
microwave signals, but the accumulation of phase noise, in addition to amplitude
noise, makes cascaded operations particularly difficult. Digital logic gates that sup-
press noise accumulation have also been realized in photonics, but photonic devices
have not yet met the extremely high fabrication yield required for complex digital
operations, a tolerance requirement that is greatly relaxed in systems capable of bio-
morphic adaptation. In addition, schemes that take advantage of the multiple available
wavelengths require ubiquitous wavelength conversion, which can be costly, noisy,
inefficient, and complicated.

The optical channel is highly expressive and correspondingly very sensitive to
phase and frequency noise. Any proposal for a computational primitive must address
the issue of practical cascadability, especially if multiple wavelength channels are
intended to be used. Our proposed unconventional computing primitive addresses
the traditional problem of noise accumulation by interleaving physical represen-
tations of information. Representational interleaving, in which a signal is repeat-
edly transformed between coding schemes (digital-analog) or physical variables
(electronic-optical), can grant many advantages to computation and noise proper-
ties. For example, a logarithm transform can reduce a multiplication operation to
a simpler addition operation. As discussed in Sect. 8.3.1, the spiking model found
in biology naturally interleaves robust, discrete representations for communication
signals with precise, continuous representations for computation variables in order to
leverage the benefits of both types of coding. It is natural to deepen this distinction to
include physical representational aspects, with the important result that optical noise
does not accumulate. When a pulse is generated, it is transmitted and routed through
a linear optical network with the help of its wavelength identifier. It is received only
once into a fermionic degree of freedom, such as a deflection of carrier concentration
in a photonic semiconductor or a current pulse in a photodiode. The soma tasks occur
in a domain that is in some ways computationally richer (analog) and in other ways
more physically robust (incoherent) to the type of phase and frequency noise that
can doom optical computing architectures.

Another major hurdle faced by substantial photonic systems is relatively poor
device yield. While difficult for digital circuits to build in redundancy overhead,
neuromorphic systems are naturally reconfigurable and adaptive. Biological nervous
systems adapt to shunt signals around faulty neurons without the need for external
control. The structural fluidity of neural algorithms will itself provide an effective
resistance against fabrication defects.

8.3.1 Spiking Signals

On the cellular level, the brain encodes information as events or spikes in time [10],
"hybrid signals" with both analog and digital properties as illustrated in Fig. 8.1.
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Fig. 8.1 Spiking neural net-
works encode information as
events in time rather than bits.
Because the time at which a
spike occurs is analog while
its amplitude is digital, the
signals use a mixed-signal or
hybrid encoding scheme

Fig. 8.2 Comparison of digi-
tal, analog, and hybrid systems
in terms of robustness, expres-
siveness, power efficiency,
and bandwidth limiter

Spike processing has evolved in biological (nervous systems) and engineered (neu-
romorphic analog VLSI) systems using LIF neurons as processing primitives that
encode data in the analog timing of spikes as inputs. Through its fine grained inter-
leaving of analog and digital processing, it provides the means for achieving scalable
high bandwidth photonic processing by overcoming both the analog noise accumula-
tion problem [1] and the bandwidth inefficiency of digital processing. These unique
properties of the spike processing model of computation enable a hybrid analog and
digital approach that will allow photonics hardware to scale its processing complexity
and efficiency. The foregoing discussion is summarized in Fig. 8.2 which compares
digital, analog, and hybrid systems in terms of robustness, expressiveness, power
efficiency, and the characteristic property that determines usable bandwidth. Spik-
ing signals, which in addition to being inherently advantageous, carry information
in a natural and accessible fashion that forms the very foundation of some of the
astounding capabilities of systems studied in neuroscience.

8.3.2 Spike Processor: Computational Primitive

Like a gate in a digital computer, a spike processor serves as the baseline unit of
larger interconnected networks that can perform more complex computations. There
are five key computational properties to consider: (1) integration, the ability to sum
and integrate both positive and negative weighted inputs over time; (2) thresholding,



8 Photonic Neuromorphic Signal Processing and Computing 189

the ability to make a decision whether or not to send a spike; (3) reset, the ability
to have a small refractory period during which no firing can occur immediately
after a spike is released; (4) pulse generation, the ability to generate new pulses;
and (5) adaptability, the ability to modify and regulate response properties on slow
timescales based on statistical properties of environmental inputs and/or training.

These five properties all play important roles in the emulation of the widely
accepted neurocomputational primitive, the LIF neuron. This model is more compu-
tationally powerful than either the rate or the earlier perceptron models [11], and can
serve as the baseline unit for many modern cortical algorithms [12–14]. Although
not every property is needed to do constrained useful computations, each one serves
an important purpose to assure a high level of richness and robustness in the overall
computational repertoire.

Integration is a temporal generalization of summation in older perceptron-based
models. Spikes with varying amplitudes and delays arrive at the integrator, chang-
ing its state by an amount proportional to their input amplitudes. Excitatory inputs
increase its state, while inhibitory inputs deplete it. The integrator is especially sen-
sitive to spikes that are closely clustered in time or with high amplitudes, the basic
functionality of temporal summation. Eventually, the state variable will decay to
its equilibrium value without any inputs. Both the amplitude and timing play an
important role for integration.

Thresholding determines whether the output of the integrator is above or below a
predetermined threshold value, T . The neuron makes a decision based on the state
of the integrator, firing if the integration state is above the threshold. Thresholding
is the center of nonlinear decision making in a spiking system, which reduces the
dimensionality of incoming information in a useful fashion and plays a critical role
in cleaning up amplitude noise that would otherwise cause the breakdown of analog
computation.

The reset condition resets the state of the integrator to a low, rest value immediately
after a spike processor fires, causing a refractory period in which it is impossible
or difficult to cause the neuron to fire again. It plays the same role in time as the
thresholder does for amplitude, cleaning up timing jitter and preventing the temporal
spreading of excitatory activity while putting a bandwidth cap on the output of a given
spiking unit. It is additionally a necessary component for simulating the rate model
of neural computation with spiking neurons.

Pulse generation refers to the ability for a system to spontaneously generate pulses.
If pulses are not regenerated as they travel through systems, they will eventually be
lost in noise. A system with this property can generate pulses without the need to
trigger on input pulses whenever the integrator’s state variable reaches the threshold,
T , which is crucial for simulating the rate model.

Adaptability is the network’s ability to change to better suit changing environ-
mental and system conditions. Adaptation of network parameters typically occurs
on time scales much slower than spiking dynamics and can be separated into either
unsupervised learning, where alterations in overall signal statistics cause auto-
matic adjustments, or supervised learning, where changes are guided based on the
behavior of the system compared to a desired behavior presented by a teacher.
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Table 8.1 Spiking neural automata properties

Integration Temporally sum weighted inputs
Thresholding Fire one spike when integrator state exceeds some level
Reset Return integrator state to rest immediately following a spike
Pulse generation Introduce a new spike into the network
Adaptability Modify behavioral parameters based on input statistics

Because of the extreme reconfigurability and fluidity of massively parallel neural net-
works, adaptation rules are necessary to stabilize the system’s structure and accom-
plish a desired task. Adaptation also corrects catastrophic system alterations by, for
example, routing signals around a failed neuron to maintain overall process integrity.

The characteristics mentioned above are summarized in Table 8.1. In summary,
(1) and (4) provide key properties of a system that is the basis of asynchronous com-
munication, while (2) and (3) clean up amplitude and temporal noise, respectively,
to allow for cascadability. Any processor designed to closely emulate LIF neurons
should have all five properties.

In photonics, the challenge of creating a flexible, scalable, and efficient native
hardware implementation of the spike processing model of computation lies in the
design of the critical, programmable component devices of the LIF neuron. The abil-
ity of the LIF to perform matched filtering, dimensionality reduction, evidence accu-
mulation, decision making, and communication of results requires analog, tunable
component hardware elements as described in Table 8.2. These parts must perform
adjustable operations and demonstrate configurable interconnectivity between large
numbers of LIF neurons.

The weights and delays of the matched filter are applied at the interconnection
of two LIF neurons and form a complicated junction that acts as the primary com-
munications between the spiking elements. These interconnection controls are a key
feature of the LIF and must be capable of rapid read and write reconfigurability and
adjustability either through direct programming or through learning algorithms like
spike timing dependent plasticity (STDP).

In the next section we review the LIF neuron model which is a mathematical
model of the spiking neuron primitive.

Table 8.2 Fabricating LIF neurons requires photonic elements

Challenges Required analog control Photonic device candidates

Matched filtering Connectivity weights and delays Amplifiers, tunable microring
resonators

Dimensionality reduction Summation of input lines Couplers, waveguides
Evidence accumulation Temporal integration constant Photodiodes
Decision making Adjustable thresholding Laser bias; saturable absorber

devices
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8.4 Spiking Neuron Model

Our devices are based upon a well-studied and paradigmatic example of a hybrid
computational primitive: the spiking neuron. Studies of morphology and physiology
have pinpointed the LIF model as an effective spiking model to describe a variety of
different biologically observed phenomena [2]. From the standpoint of computability
and complexity theory, LIF neurons are powerful and efficient computational prim-
itives that are capable of simulating both Turing machines and traditional sigmoidal
neural networks [15]. These units perform a small set of basic operations (delaying,
weighting, spatial summation, temporal integration, and thresholding) that are inte-
grated into a single device capable of implementing a variety of processing tasks,
including binary classification, adaptive feedback, and temporal logic.

The basic biological structure of a LIF neuron is depicted in Fig. 8.3a. It consists
of a dendritic tree that collects and sums inputs from other neurons, a soma that acts
as a low pass filter and integrates the signals over time, and an axon that carries an
action potential, or spike, when the integrated signal exceeds a threshold. Neurons are
connected to each other via synapses, or extracellular gaps, across which chemical
signals are transmitted. The axon, dendrite, and synapse all play an important role
in the weighting and delaying of spike signals.

According to the standard LIF model, neurons are treated as an equivalent electri-
cal circuit. The membrane potential Vm(t), the voltage difference across their mem-
brane, acts as the primary internal (activation) state variable. Ions that flow across
the membrane experience a resistance R = Rm and capacitance C = Cm associated

Fig. 8.3 a Schematic and b
operation of a leaky integrate-
and-fire neuron. Weighted
and delayed input signals are
summed onto the soma, which
integrates them together and
makes a spike or no-spike
decision. The resulting spike
is sent to other neurons in the
network
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with the membrane. The soma is effectively a first-order low-pass filter, or a leaky
integrator, with the integration time constant ψm = RmCm that determines the expo-
nential decay rate of the impulse response function. The leakage current through Rm

drives the membrane voltage Vm(t) to 0, but an active membrane pumping current
counteracts it and maintains a resting membrane voltage at a value of Vm(t) = VL .

Figure 8.3b shows the standard LIF neuron model [15]. A neuron has: (1) N
inputs which represent induced currents through input synapses α j (t), that are con-
tinuous time series consisting either of spikes or continuous analog values; (2) an
internal activation state Vm(t); and (3) a single output state O(t). Each input is
independently weighted1 by π j and delayed by ψ j resulting in a time series that
is spatially summed (summed pointwise). This aggregate input electrical current,
Iapp(t) = Γn

j=1π jα j (t − ψ j ). The result is then temporally integrated using an
exponentially decaying impulse response function resulting in the activation state

Vm(t) = VLe
t−t0
ψm + 1

Cm

∫ t−t0
0 Iapp(t − s)e

s
ψm ds, where t0 is the last time the neuron

spiked. If Vm(t) ≈ Vthresh, then the neuron outputs a spike, O(t) = 1, and Vm(t)
is set to Vreset. After issuing a spike, there is a short period of time, the refractory
period, during which it is difficult to issue another spike; that is, if O(t) = 1 then
O(t − Ωt) = 0, Ωt √ Trefract. Consequently, the output of the neuron consists of a
continuous time series comprised of spikes.

The parameters determining the behavior of the device are: the weights π j , delays
ψ j , threshold Vthresh, resting potential VL , refractory period Trefract, and the integration
time constant ψm . There are three influences on Vm(t): passive leakage of current,
an active pumping current, and external inputs generating time-varying membrane
conductance changes. These three influences are the three terms contributing to the
differential equation describing Vm(t) as

dVm(t)

dt︸ ︷︷ ︸
Activation

= VL

ψm︸︷︷︸
Active pumping

− Vm(t)

ψm︸ ︷︷ ︸
Leakage

+ 1

Cm
Iapp(t)

︸ ︷︷ ︸
External input

; (8.1)

if Vm(t) > Vthresh then release a pulse and set Vm(t) ∞ Vreset. (8.2)

8.5 Photonic Neuron Bench-Top Model

The first emulation of spiking LIF behavior in ultrafast optical components was a
large fiber-based system that took up the area of an optical bench. Although this
rudimentary photonic neuron was bulky, power hungry (2 W), and inefficient (1 %),
it demonstrated a variety of important hybrid spike processing functions, including
integration and thresholding [16–18]. Many of the same physical principles explored
in these initial prototypes remain fundamental to more recently developed integrated
models (Sect. 8.8).

1 Since π j can either be positive or negative, both, excitation and inhibition can be implemented.
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The most striking resemblance between the physics of photonics and the neural
computing paradigm is shown in a direct correspondence between the equations
governing the intracellular potential of a LIF neuron (see 8.1a) and the gain dynamics
of a semiconductor optical amplifier (SOA):

d N ∨(t)
dt︸ ︷︷ ︸

Activation

= N ∨
rest

ψe︸ ︷︷ ︸
Active pumping

− N ∨(t)
ψe︸ ︷︷ ︸

Leakage

+ Γ a(γ)

E p
N ∨(t)P(t)

︸ ︷︷ ︸
External input

(8.3)

where N ∨(t) is the excited carrier concentration in the optically-coupled semicon-
ductor junction, ψe is the carrier lifetime, P(t) is the incident optical power, and
Γ a(γ)

E p
is a wavelength-dependent light-matter coupling coefficient. The correspon-

dence between the equations indicates that the natural physical behaviors of this
standard electro-optical material can be made to emulate the primary analog portion
of neural dynamics: summing and integration. Despite being dynamically isomor-
phic, these two equations operate on vastly different time scales; whereas the time
constant RmCm = ψm in biological neurons is around 10 ms, ψe in SOAs typically
falls within the range of 25–500 ps. It is thus possible to emulate a model of the neural
integration function and perhaps tap into neuro-inspired processing techniques for
applications at time scales millions to billions of times faster.

Electronic free carriers in the active region of the SOA are analogous to neuron
state. Input spikes rapidly perturb the carrier concentration, which then decays back
to its resting value. Optical inputs can perturb the SOA state either positively or
negatively depending on their wavelength [19], which is represented in (8.3) by the
gain parameter a(γ). Wavelengths within the gain band of the SOA will deplete the
carrier concentration while shorter wavelengths can pump it for the opposite effect.
Figure 8.4 shows an experimental demonstration of simultaneous optical excitation
and inhibition in an SOA integrator.

Fig. 8.4 Experimental setup for demonstrating simultaneous excitatory and inhibitory stimuli in
the SOA through gain pumping and depletion by different wavelengths. Inputs have identical bit
patterns, resulting in no net change in the probe power. Unbalanced inputs would result in positive
and negative modulations of the SOA transmittance at probe wavelength
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Fig. 8.5 Block diagram of a bench-top fiber based photonic neuron. G variable attenuator. T
tunable delay line. γ1 low power pulse train samples the carrier concentration of the SOA, which
is depleted by input pulses

To extract information about the carrier concentration of the integrating SOA,
a probe signal (γ1 in Fig. 8.5) is modulated by its instant gain, which depends on the
free carrier concentration. The stream of modulated pulses is sent to an optical thresh-
older, which makes the nonlinear spike or no-spike decision seen in biological spiking
neurons. This represents the digital portion of the hybrid nature of the computation.
Thresholding is performed by a nonlinear optical loop mirror (NOLM), which utilizes
the nonlinear Kerr effect to induce an approximately sigmoid-like power transmis-
sion function [20]. Two NOLMs in succession were used in the experimental set-up
shown in Fig. 8.5 to improve the sharpness of the thresholding characteristic.

Since both the SOA and the mode-locked laser are integratable devices, the ability
to integrate the feedforward neuron depends crucially on shrinking the thresholder
into a small footprint. A device has been recently been invented to better performs
this task: the dual resonator enhanced asymmetric Mach-Zehnder interferometer
(DREAM) [21, 22]. By tailoring the finesse of rings in each arm, the pulse width and
peak power can be balanced to obtain an energy transfer response that very closely
resembles the desired step function (Fig. 8.6). The DREAM could exceeed NOLM
performance by four orders of magnitude in each of its key performance criteria:

Fig. 8.6 Thresholding capa-
bilities of DREAM simulated
in a commercial FDTD envi-
ronment. Input pulse widths
are 10 ps, threshold level is
350 pJ. The ideal thresholding
characteristic is a Heaviside
step function (red line)
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size, decision latency, and switching power. Decision latencies on the order of ten
picoseconds are attainable using current material technologies [23].

Although this model successfully performs two qualitative features of biological
computation integration and thresholding, it lacks a reset condition, the ability to
generate optical pulses, and truly asynchronous behavior. Several modifications to
this bench-top model, including a delayed output pulse fed back to reset the SOA,
make it suitable for preliminary experiments in learning (Sect. 8.7) and simple light-
wave neuromorphic circuits (Sect. 8.6). The original fiber-based photonic neuron is
hardly scalable to networks of many neurons, but it identifies a new domain of ultra-
fast cognitive computing, which has informed the development of more advanced
photonic neuron devices based on excitable laser dynamics, a model that is described
in Sect. 8.8.

8.6 Lightwave Neuromorphic Circuits

Neuromorphic engineering provides a wide range of practical computing and signal
processing tools by exploiting the biophysics of neuronal computation algorithms.
Existing technologies include analog very-large-scale integration front-end sensor
circuits that replicate the capabilities of the retina and the cochlea [24]. To meet the
requirements of real-time signal processing, lightwave neuromorphic signal process-
ing can be utilized to provide the high-speed and low-latency performance that is
characteristic of photonic technology. We have demonstrated several small-scale
lightwave neuromorphic circuits to mimic important neuronal behavior based on
the bench-top model of the photonic neuron detailed in Sect. 8.5. Here, we present
several prototypical lightwave neuromorphic circuits including: (1) simple auditory
localization inspired by the barn owl [25], useful for light detection and ranging
(LIDAR) localization; (2) the crayfish tail-flip escape response [18], which demon-
strates accurate, picosecond pattern classification; and (3) principle and independent
component analysis, which can adaptively separate mixed and/or corrupted signals
based on statistical relationships between multiple sensors.

8.6.1 Barn Owl Auditory Localization Algorithm

Figure 8.7 shows a simple diagram of auditory localization. Due to the difference
in position of object 1 and object 2, there is a time difference between the signals
arriving at the owl’s left sensor and right sensor, denoted as ΩT1 = (t1a − t1b) for
object 1 and ΩT2 = (t2a − t2b) for object 2. Thus, the neuron can be configured to
respond to a certain object location by adjusting the weight and delay of the neu-
ron inputs. If the weighted and delayed signals are strong enough and arrive within
the integration window, a given neuron spikes; otherwise no spike results and a dif-
ferent neuron corresponding to another location may fire. Figure 8.7 illustrates the
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Fig. 8.7 a Schematic illus-
tration of the auditory local-
ization algorithm of the barn
owl. b and c SOA carrier
density when two signals are
far apart (no spike) and when
two signals are close (spike),
respectively

(a)

(b)

(c)

corresponding SOA-based integrator response when the two weighted and delayed
signals are relatively far apart. The stimulated signal cannot pass through the thresh-
older and therefore no spike is obtained. When the two inputs are close enough,
the carrier density reaches the threshold and leads to a spike as depicted in Fig. 8.7.
This algorithm could be used for front-end spatial filtering of RADAR waveform or
LIDAR signals.

Figure 8.8 depicts the temporal sensitivity of the spike processor [17]. More specif-
ically, Fig. 8.8 corresponds to the inputs consisting of a number of pulses (signals)
with the same intensity but with different time interval, that is, in case I the input
signals are close together (measured temporal resolution limited by the bandwidth
of the photodetector) and in case II the input signals are further apart. After temporal
integration at the SOA and thresholding at the optical thresholder, a spiking output
is obtained as shown in Fig. 8.8. Due to the gain depletion property of the SOA,
the spike output is inverted. No spike is observed when the input signals are close
together (case I), while spike are observed when the input signals are further apart
(case II).



8 Photonic Neuromorphic Signal Processing and Computing 197

Fig. 8.8 a Input to the photonic neuron: (1) case I input signals are close together; and (2) case
II input signals are further apart. b Photonic neuron outputs (inverted): (1) case II no spike when
signals are close; and (2) case II spike when signals are further apart

8.6.2 Crayfish Tail-Flip Escape Response

We have also demonstrated a device for signal feature recognition based on the escape
response neuron model of a crayfish [26]. Crayfish escape from danger by means
of a rapid escape response behavior. The corresponding neural circuit is configured
to respond to appropriately sudden stimuli. Since this corresponds to a life-or-death
decision for the crayfish, it must be executed quickly and accurately. A potential
application of the escape response circuit based on lightwave neuromorphic signal
processing could be for pilot ejection from military aircraft. Our device, which mim-
ics the crayfish circuit using photonic technology, is sufficiently fast to be applied
to defense applications in which critical decisions need to be made quickly while
minimizing the probability of false alarm.

Figure 8.9 illustrates the (a) crayfish escape neuron model and (b) optical real-
ization of the escape response for signal feature recognition. As shown in Fig. 8.9,
signals from the receptors (R) are directed to the first stage of neurons—the sensory
inputs (SI). Each of the SI is configured to respond to specific stimuli at the receptors.
The SI integrate the stimuli and generate spikes when the inputs match the default
feature. The spikes are then launched into the second stage of the neural circuit—the

Fig. 8.9 a Schematic illus-
tration of the crayfish tail-flip
escape response. R receptors;
SI sensory inputs; LG lateral
giant. b Schematic illustration
of the optical implementation
of the escape response. w
weight; t delay; EAM electro-
absorption modulator; TH
optical thresholder. Inset,
measured recovery temporal
profile of cross-absorption
modulation in EAM
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lateral giant (LG). The LG integrates the spikes from the first stage and one of the
receptor signals. The neuron responds only when the signals are sufficiently close
temporally and strong enough to induce a spike—an abrupt stimulus.

Our analog optical model shown in Fig. 8.9b exploits fast (subnanosecond) sig-
nal integration in electro-absorption modulators (EAM) and ultrafast (picosecond)
optical thresholding in highly Ge-doped nonlinear loop mirrors (Ge-NOLM). The
basic model consists of two cascaded integrators and one optical thresholder. The
first integrator is configured to respond to a set of signals with specific features, while
the second integrator further selects a subset of the signal from a set determined by
a weighting and delay configuration and responds only when the input stimuli and
the spike from the first integrator arrive within a very short time interval.

The inputs a, b, and c are weighted and delayed such that the first EAM integrator
(EAM 1) is configured to spike for inputs with specific features. A train of sampling
pulses is launched together with the inputs to provide a pulsed source for the EAM to
spike. The spiking behavior is based on cross-absorption modulation (XAM) [27] in
an EAM. That is, when the integrated input power is large enough for XAM to occur,
the sampling pulses within the integration window are passed through the EAM;
otherwise they are absorbed. The spike output is then thresholded at the Ge-NOLM
[20] such that the output spikes are of similar height, and the undesired weak spikes
are removed. The thresholded output and part of input b are launched into the second
integrator as the input control through path ρ and ω, respectively. Sampling pulses
are launched to the integrator through path ϕ as a spiking source. Through weighting
and delaying of the inputs, spikes by the second integrator occur only for inputs with
the desired features. The selection of the desired features can be reconfigured simply
by adjusting the weights and delays of the inputs.

The recognition circuit detects input patterns of abc and ab− having specific time
intervals between the inputs as we configured. Figure 8.10 shows the experimental
measurements of the signal feature recognizer. Figure 8.10a shows all eight combina-
tions of the three inputs with specific weights and delays. We use “1” to represent the
presence of input, while “0” means there is no input. Superimposed temporal profile
of the input signal is shown in the inset of Fig. 8.10a. Sampling pulses with separa-
tion of ∧25 ps are used, as indicated by the arrows. The input signals are integrated,
and the transmittance of the EAM 1 is represented by the spike pattern at the output
(Fig. 8.10b). A Ge-NOLM is used to threshold the output of EAM 1 (Fig. 8.10c). The
inset shows the superimposed temporal profile of the thresholded output.

When the output spikes from the first neuron arrive at the second integrator slightly
after input b, i.e., within the integration interval, the second integrator will spike.
By adjusting the time delay of the inputs to the EAM 2, the pattern recognizer
identifies patterns abc and ab− (Fig. 8.10d) or just abc (Fig. 8.10e). However, when
the spikes from the first neuron arrive too late, i.e., exceed the integration time, the
second integrator will not spike (Fig. 8.10f). These examples indicate that the signal
feature recognizer is performing correctly and is reconfigurable through time delay
adjustment.
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Fig. 8.10 Experimental results. a Optical inputs to EAM 1; b different spike patterns resulted from
the first integrator; c thresheld output; d output spikes from EAM 2, recognizing pattern abc and
ab−; e output spike from EAM 2, recognizing pattern abc only; f output from EAM 2, none of the
input is recognized

8.7 Ultrafast Learning

Although biological neurons communicate using electro-chemical action potentials,
they also possess a variety of slower, chemical regulatory processes that analyze the
statistical properties of information flow. Such processes ensure network stability,
maximize information efficiency, and adapt neurons to incoming signals from the
environment [28, 29]. Learning as it occurs in biological neural networks can be
divided into two primary categories: synaptic plasticity and intrinsic plasticity [30].
Synaptic plasticity controls the dynamics at the synapse between two communicating
neurons and intrinsic plasticity controls the nonlinear transfer function of the neuron
itself. Both play an important role in maximizing the mutual information between
the input and output of each node and as a consequence, can perform principle
component analysis (PCA) and independent component analysis (ICA) on incoming
signals [31].

Our proposed photonic neural networks analogously use coherent light pulses to
communicate and slower but higher density microelectronics to implement adap-
tive learning rules. Furthermore, successful implementation of PCA and ICA in
our system will result in a robust, error-tolerant architecture that can blindly sepa-
rate statistically independent unknown signals (including interference) received by
antenna arrays.
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Fig. 8.11 The change in
weight wi j for a given edge
as a function of the pre- and
post- spike timings

8.7.1 Synaptic Time Dependent Plasticity

STDP is a highly parallel, linear gradient descent algorithm that tends to maximize
the mutual information between the input and output of a given neuron. It operates
independently on each connection and thus scales proportionally with the number
of neurons times the average fan-in number. In the context of biological networks,
it is an adaptive biochemical system that operates at the synapse—or gap—between
communicating neurons. Its generality and simplicity allows it to be utilized for
both supervised and unsupervised learning for a large variety of different learning
tasks [32].

The rules governing STDP are as follows: suppose there are two neurons i , j ,
such that neuron i (pre-synaptic) connects to neuron j (post-synaptic) with weight
wi j . If neuron i fires at tpre before j fires at tpost, STDP strengthens the weight,
wi j , between them. If neuron j fires before i , wi j weakens. Figure 8.11 illustrates
the change in weight wi j as a function of the pre- and post-synaptic neuron relative
spike timing difference ΩT = tpost − tpre. This plasticity curve asymmetric in ΩT
is not the only kind of learning rule. Hebbian learning is an example of a symmetric
kind of plasticity; however, STDP is more difficult to implement at ultrafast time
scales because of the sharp discontinuity at ΩT = 0. We therefore focus on STDP
because it requires a photonic implementation whereas other learning rules could be
implemented in slower electronic devices.

If a powerful signal travels through a network, the connections along which it
travels tend to strengthen. As dictated by the STDP, since the pre-neuron i will
fire before the post-neuron j , the strength between them will increase. However,
misfires of the post-neuron or spike blockage of the pre-neuron will tend to decrease
the corresponding weight. As a general rule, STDP emphasizes connections between
neurons if they are causally related in a decision tree.

Alternatively, one can view STDP in terms of mutual information. In a given
network, a neuron j can receive signals from thousands of other channels. Neurons,
however, must compress that data into a single channel for their output. Since STDP
strengthens the weight of causally related signals, it will attempt to minimize the
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difference between the information in the input and output channels of neuron j . It
thereby maximizes the mutual information between input and output channels.

STDP is naturally suited for unsupervised learning and cluster analysis. After
feeding the network ordered input, STDP will correlate neural signals to each other,
organizing the network and designate different neurons to fire for different patterns or
qualities. For supervised learning, forcing output units at the desired values allows
STDP to correlate input and output patterns. Since STDP attempts to change the
network connection strengths to reflect correlation between the input and output of
each node, it will automatically correlate associated examples and mold the network
for the given task.

In biological networks, STDP is implemented using bio-molecular protein trans-
mitters and receivers. This technology is noisy but scalable. Unfortunately, photonic
technology cannot match the scalability of biology. Because there are N · k connec-
tions for a network of N neurons with mean indegree k, there is correspondingly a
need for N · k STDP circuits to adjust each connection. This presents a scaling chal-
lege for photonic STDP because integrated photonic neural primitives themselves
already approach the diffraction limit of light, and each may have many inputs.

8.7.2 Intrinsic Plasticity

Intrinsic Plasticity (IP) describes a set of adaptive algorithms that regulate the internal
dynamics of neurons rather than the synapses connecting them [33]. IP operates
within the neuron after STDP has applied the weights. Unlike STDP, it refers to a
class of adaptations instead of a unified learning rule. Researchers posit that it tends to
maximize the mutual information between a neuron’s input and output channels, like
STDP [34]. Since IP controls spiking dynamics rather than connection strengths, it
scales with the number of neurons, N and does not present a significant architectural
challenge. Photonic neurons exhibit changes in their dynamics with changes in the
current injected into the semiconductor, providing this as a mechanism for photonic
IP. The combination of IP algorithms with STDP encourages network stability and
allows for a higher diversity of applications, including (ICA) [31].

8.7.3 Principal Component Analysis

PCA seeks to find the eigenvector(s) of a high-dimensional space of data along the
direction of maximal variance. This assures that an orthogonal projection of the data
into a desired subspace retains the maximum information from the original data set
as possible. Spiking neurons can extract the principle components of incoming data
using a combination of STDP, synaptic scaling (SS), and lateral inhibition. In this
kind of circuit, signals are simply encoded as spike rates, where the amplitude of
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an incoming signal modulates the rate of fixed amplitude spikes. Spike-based rate
coding is more robust against analog noise than direct analog modulation.

Though neural weights are controlled by slow electronic integrators, a photonic
STDP circuit (see Fig. 8.13a) is needed to distinguish pulse arrival times with picosec-
ond resolution. The weight learning rule for STDP is given by a piecewise exponential
curve in the spike relative arrival time domain (see Fig. 8.13b).

Synaptic scaling normalizes the sum of weights across all the inputs for a given
neuron, preventing STDP from destabilizing the weights and introducing compe-
tition between weights. This normalization is implemented electronically. Lateral
inhibition between neurons in the output layer decouples signals from each neuron,
forcing them to avoid correlated outputs. This effect is required for extraction of
principal components other than the first.

The PCA algorithm takes N inputs encoded in spike rates along N channels.
Neurons output a projection of this data onto an initial vector (the weight vector)
determined by the strength of the connections to that neuron. STDP is set to operate
in a simple Hebbian learning scheme in which a positive change in weight depends
multiplicatively on both the input and output firing rates. As each STDP circuit
operates in parallel along each of the N dimensions, the net effect is an adaptive
adjustment of the weight vector towards the principle component eigenvector (see
Fig. 8.12). Subsequent principle components can also be extracted by subtracting
higher principle components from other neurons using lateral inhibition, forcing
them to extract information from what remains.

8.7.4 Independent Component Analysis

Although PCA is useful for a variety of tasks, it cannot perform blind source separa-
tion if the signals are not mixed orthogonally. ICA, on the other hand, can separate

Fig. 8.12 An example of signal demixing with PCA. The top signal is mixed with an interfering
signal in two channels, leading to the second two signals. Simulations with STDP and synaptic
scaling show that a single neuron can extract the original signal from the mixed signals using PCA
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multivariate data into its independent subcomponents for an arbitrary unknown mix-
ing matrix. ICA operates effectively under the conditions that the numbers of inputs
(or antennas) are at least as great as the number of original signals and the signals
have non-Gaussian distributions. Spiking neurons can perform ICA with the addi-
tion of IP which can be implemented with photodetectors to measure activity and
electronic circuits to implement adaptation.

The ICA algorithm operates similarly to the PCA algorithm with two modifica-
tions: (1) STDP can decrease the strength of the connection for inputs that initiate
low outputs, and (2) IP can change the slope of the neuron’s transfer function based
on the current activity of the neuron. The interaction of STDP with IP results in a
learning scheme that favors highly kurtotic dimensions, allowing the extraction of
non-orthogonal independent components [31]. Like in PCA, subsequent independent
components can be extracted using lateral inhibition.

8.7.5 Photonic STDP

Artificial STDP has been explored in VLSI electronics [35], and more recently, has
been proposed [36] and demonstrated [37] in memristive nanodevices. Some ongo-
ing projects in microelectronics seek to develop hardware platforms based on this
technology [3, 4]. The analog nature and resilience to noise of neuromorphic process-
ing naturally complements the high variability and failure rates of nanodevices [6],
enabling the possibility of densely connected adaptive spiking networks [38]. STDP
was first explored in the optical domain by [39].

The optical STDP circuit is illustrated in Fig. 8.13. This implementation uses two
slow integrators and optical summing to create an exponential-like response func-
tion. The resulting response is then incident on a photodetector, which regulates an
electronic circuit to control the weight between two neurons. The response function
shape can be dynamically adjusted with various control parameters (Fig. 8.14). This
photonic STDP design can be integrated, but the exceptional need for up to N ·k inde-
pendent units limits the scalability of an overall system. Analogous STDP devices
proposed in electronics such as memristors in nano-crossbar arrays [6] overcome this
scaling challenge with extremely small nano-devices (on the order of nanometers).
Novel implementations of STDP based on electronic-optical, photonic crystal [40],
or plasmonic [41] technologies may become important to support scaling of com-
plete adaptability. The requirement of every connection to adapt without supervision
can also be relaxed, for example, by organizing the system as a liquid state machine
(LSM) or in other reservoir architecture [42].
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Fig. 8.13 a Photonic circuit diagram of STDP and b experimental function of output power vs.
spike interval. Pre and post synaptic inputs cross phase modulate one another, with time constants
determined by the SOA and EAM to give the characteristic STDP curve

Fig. 8.14 Adjustable parameters in both the EAM and SOA can dynamically change the properties
of the STDP circuit
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8.8 Excitable Laser Neuron

The fiber-based bench-top photonic neuron provided a starting basis for investiga-
tions into photonic implementations of spiking neuromorphic devices. The primary
reason for moving beyond it is integrability. Photonic integration, much like elec-
tronic integration, enables much greater scalability, which is required to access a
much more interesting and rich computational repertoire based on large groups of
neurons. We have found that laser dynamics constrained to a dynamically excitable
regime can also emulate the LIF model, in many ways more accurately and unambigu-
ously than the initial bench-top device did [43, 44]. Experiments with a fiber-based
prototype laser with a graphene SA have confirmed the ability of this laser model to
achieve excitable dynamics [45, 46]. Additional advantages of integration include
very low power operation, hardware cost reduction, and added robustness to envi-
ronmental fluctuations. In this section, we reveal the analogy between the LIF model
and a modified excitable laser model.

Our starting point is a set of dimensionless equations describing SA lasers that
can generalize to a variety of different laser systems, including passively Q-switched
microchip lasers [47], distributed BRAGG reflector lasers [48], and vertical cavity
surface emitting lasers (VCSELs) [49]. The Yamada model describes the behavior of
lasers with independent gain and saturable absorber (SA) sections with an approx-
imately constant intensity profile across the cavity [50], as illustrated in Fig. 8.15.
We assume that the SA has a very short relaxation time on the order of the cavity
intensity, which can easily be achieved either through doping or special material
properties. The dynamics now operate such that the gain is a slow variable while
the intensity and loss are both fast. This three-dimensional dynamical system can be
described with the following equations:

Fig. 8.15 A simple schematic
of a SA laser. The device is
composed of (i) a gain section,
(ii) a saturable absorber,
and (iii) mirrors for cavity
feedback. In the LIF excitable
model, inputs selectively
perturb the gain optically or
electrically
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Fig. 8.16 Simulation results of an SA laser behaving as a LIF neuron. Arrows indicate excitatory
pulses and inhibitory pulses that change the gain by some amount ◦G. Enough excitatory input
causes the system to enter fast dynamics in which a spike is generated, followed by the fast recover
of the absorption Q(t) and the slow recover of the gain G(t). Variables were rescaled to fit within
the desired range. Values used: A = 4.3; B = 3.52; a = 1.8; φG = 0.05; φL , φI >> 0.05

˙G(t) = φG [A − G(t) − G(t)I (t)] (8.4)

˙Q(t) = φQ [B − Q(t) − aQ(t)I (t)] (8.5)

˙I (t) = φI [G(t) − Q(t) − 1] I (t) + ε f (G) (8.6)

where G(t) models the gain, Q(t) is the absorption, I (t) is the laser intensity, A is
the bias current of the gain, B is the level of absorption, a describes the differential
absorption relative to the differential gain, φG is the relaxation rate of the gain, φQ

is the relaxation rate of the absorber, φI is the inverse photon lifetime, and ε f (G)

represents the small contributions to the intensity made by spontaneous emission
(noise term) where ε is very small. Although conventionally φI is set to 1, we include
the reverse photon lifetime φI for clarity.

We further assume that inputs to the system cause perturbations to the gain G(t)
only. Pulses—from other excitable lasers, for example—will induce a change ◦G
as illustrated by the arrows in Fig. 8.16 and analog inputs will modulate G(t) con-
tinuously. This injection can be achieved either via optical pulses that selectively
modulate the gain medium or through electrical current injection.

8.8.1 Before Pulse Formation

Since the loss Q(t) and the intensity I (t), are fast, they will quickly settle to their
equilibrium values. On slower time scales, our system behaves as:
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˙G(t) = φG [A − G(t) − G(t)I (t)] + θ(t) (8.7)

Q(t) = Qeq (8.8)

I (t) = Ieq (8.9)

with θ(t) representing possible inputs, and the equilibrium values Qeq = B and
Ieq = ε f (G)/ [φI (1 − G(t) + Q(t))]. Since ε is quite small, Ieq ≈ 0. With zero
intensity in the cavity, the G(t) and Q(t) variables are dynamically decoupled. The
result is that if inputs are incident on the gain, they will only perturb G(t) unless I (t)
becomes sufficiently large to couple the dynamics together.

If I (t) increases, the slow dynamics will break. I (t) will become unstable when
G(t) − Q(t) − 1 > 0 because İ (t) ≈ φI [G(t) − Q(t) − 1] I (t). Given our pertur-
bations to G(t), we can define a threshold condition:

G thresh = Q + 1 = B + 1 (at equilibrium) (8.10)

above which fast dynamics will take effect. This occurs after the third excitatory
pulse in Fig. 8.16.

8.8.2 Pulse Generation

Perturbations that cause G(t) > G thresh will result in the release of a short pulse.
Once I (t) is lifted above the attractor I = 0, I (t) will increase exponentially. This
results in the saturation of Q(t) on a very fast time scale until Q = 0, followed by
the slightly slower depletion of the gain, G(t). Once G(t) − Q(t) − 1 < 0, that is,
G(t) < 1 following saturation, I (t) will hit its peak intensity Imax, followed by a
fast decay on the order of 1/φI in time. I (t) will eventually reach I ≈ 0 as it further
depletes the gain to a final value Greset, which—with a large enough intensity—is
often close to the transparency level Greset ≈ 0.

A given pulse derives its energy from excited carriers in the cavity. The total
energy of the pulse is E pulse = Nhν, where N is the number of excited carriers that
have been depleted and hν is the energy of a single photon at the lasing frequency.
Because the gain is proportional to the inversion population, N must be proportional
to the amount that the gain G(t) has depleted during the formation of a pulse. Thus,
if Gfire is the gain that causes the release of a pulse, we can expect that an output
pulse will take the approximate form:

Pout = Epulse · δ(t − ψ f ) (8.11)

E pulse ∃ Gfire − Greset (8.12)

where ψ f is the time at which a pulse is triggered to fire and δ(t) is a delta
function. One of the properties of spike-encoded channels is that spike energies
are encoded digitally. Spikes must have a constant amplitude every iteration, a
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Fig. 8.17 Neuron threshold
functions. The red and blue
curves are simulated, normal-
ized transfer functions for a
single input spike when the
neuron is operated far from
and close to the threshold,
respectively. Setting Geq close
to G thresh reduces the required
perturbation ◦G to initiate a
pulse and thereby minimizes
the impact it has on the result-
ing output pulse, leading to
the flatter one level region on
the blue curve

characteristic property of the all-or-nothing response shared by biological neurons.
We can normalize our output pulses if we set our system to operate close to thresh-
old G thresh − Geq ∀ G thresh. Since the threshold is effectively lowered, the size of
input perturbations ◦G must be scaled smaller. This implies Gfire ≈ G thresh, which
helps in suppressing variations in the output pulse amplitude by reducing the input
perturbation to the system. This leads to a step-function like response, as illustrated
in Fig. 8.17, which is the desired behavior.

After a pulse is released, I (t) ∞ 0 and Q(t) will quickly recover to Qeq . The fast
dynamics will give way to slower dynamics, in which G(t) will slowly creep from
Greset to Geq . The fast dynamics of Q(t) assure that the threshold G thresh = 1+ Q(t)
recovers quickly after a pulse is generated, preventing partial pulse release during
the recovery period. In addition, the laser will experience a relative refractory period
in which it is difficult—but not impossible—to fire another pulse.

8.8.3 LIF Analogy

If we assume the fast dynamics are nearly instantaneous, we can compress the
behavior of our system into the following set of equations and conditions:

dG(t)

dt
= −φG(G(t) − A) + θ(t); (8.13)

if G(t) > G thresh then (8.14)

release a pulse, and set G(t) ∞ Greset.

where θ(t) represent input perturbations. This behavior can be seen qualitatively in
Fig. 8.16. The conditional statements account for the fast dynamics of the system that
occur on times scales of order 1/φI , and other various assumptions—including the
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fast Q(t) variable and operation close to threshold—assure that G thresh, Greset and
the pulse amplitude Epulse remain constant. If we compare this to the LIF model, or
(8.1):

Cm
dVm(t)

dt
= − 1

Rm
(Vm(t) − VL) + Iapp(t);

ifVm(t) > Vthresh then

release a spike and set Vm(t) ∞ Vreset.

the analogy between the equations becomes clear. Setting the variables φG =
1/RmCm , A = VL , θ(t) = Iapp(t)/RmCm , and G(t) = Vm(t) shows their alge-
braic equivalence. Thus, the gain of the laser G(t) can be thought of as a virtual
membrane voltage, the input current A as a virtual leakage voltage, etc. There is a
key difference, however—both dynamical systems operate on vastly different time
scales. Whereas biological neurons have time constants ψm = Cm Rm on order of
milliseconds, carrier lifetimes of laser gain sections are typically in the ns range and
can go down to ps.

8.8.4 Excitable VCSELs

Although the excitable model is generalizable to a variety of different laser types,
vertical cavity surface emitting lasers (VCSEL) are a particularly attractive candidate
for our computational primitive as they occupy small footprints, can be fabricated in
large arrays allowing for massive scalability, and use low powers [51]. An excitable
VCSEL with an intra-cavity SA that operates using the same rate equation model
described above has already been experimentally realized [52]. In addition, the tech-
nology is amenable to a variety of different interconnect schemes: VCSELs can send
signals upward and form 3D interconnects [53], can emit downward into an intercon-
nection layer via grating couplers [54] or connect monolithically through intra-cavity
holographic gratings [55].

A schematic of our VCSEL structure, which includes an intra-cavity SA, is illus-
trated in Fig. 8.18. To simulate the device, we use a typical two-section rate equation
model such as the one described in [49]:

d Nph

dt
= Γaga(na − n0a)Nph + Γsgs(ns − n0s)Nph (8.15)

− Nph

ψph
+ VaρBr n2

a

dna

dt
= −Γaga(na − n0a)

(Nph − φ(t))

Va
− na

ψa
+ Ia

eVa
(8.16)
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Fig. 8.18 A schematic dia-
gram of an excitable VCSEL
interfacing with a fiber leading
to the network. In this config-
uration, inputs γ1,γ2 . . .γn
selectively modulate the gain
section. Various frequencies
lie on different parts of the
gain spectrum, leading to
wavelength-dependent excita-
tory or inhibitory responses.
The weights and delays are
applied by amplifiers and
delay lines within the fiber
network. If excited, a pulse
at wavelength γ0 is emitted
upward and transmitted other
excitable lasers

dns

dt
= −Γsgs(ns − n0s)

Nph

Vs
− ns

ψs
+ Is

eVs
(8.17)

where Nph(t) is the total number of photons in the cavity, na(t) is the number of
carriers in the gain region, and ns(t) is the number of carriers in the absorber. Sub-
scripts a and s identify the active and absorber regions, respectively. The remaining
device parameters are summarized in Table 8.3. We add an additional input term
φ(t) to account for optical inputs selectively coupled into the gain and an SA current
injection term Is/eVs to allow for an adjustable threshold.

These equations are analogous to the dimensionless set of (8.4) provided that the
following coordinate transformations are made:

G(t̃) = ψphΓaga(na(t) − n0a), I (t̃) = ψaΓaga

Va
Nph(t)

Q(t̃) = ψphΓsgs(n0s − ns(t)), t̃ = t

ψph

where differentiation is now with respect to t̃ rather than t . The dimensionless para-
meters are now

φG = ψph

ψa
, A = ψaψphΓaga

[
Ia

eVa
− n0a

ψa

]
,

φQ = ψph

ψs
, B = ψsψphΓsgs

[
n0s

ψs
− Is

eVs

]
,

φI = 1, a = ψsΓsgs Va

ψaΓaga Vs
,



8 Photonic Neuromorphic Signal Processing and Computing 211

Table 8.3 VCSEL-SA excitable laser parameters [49, 56–58]

Parameter Description Value

γ Lasing wavelength 850 nm
Va Active region cavity volume 2.4×10−18 m3

Vs SA region cavity volume 2.4×10−18 m3

Γa Active region confinement factor 0.06
Γs SA region confinement factor 0.05
ψa Active region carrier lifetime 1 ns
ψs SA region carrier lifetime 100 ps
ψp Photon lifetime 4.8 ps
ga Active region differential gain/loss 2.9×10−12 m3s−1

gs SA region differential gain/loss 14.5×10−12 m3s−1

n0a Active region transparency carrier density 1.1×1024 m−3

n0s SA region transparency carrier density 0.89×1024 m−3

Br Bimolecular recombination term 10×10−16 m3s−1

ρ Spontaneous emission coupling factor 1×10−4

ηc Output power coupling coefficient 0.4

ε f (G) = ψaψphΓagaρBr

[
G

ψphΓaga
+ n0a

]2

For the simulation, we set the input currents to Ia = 2 mA and Is = 0 mA for
the gain and absorber regions, respectively. The output power is proportional to the
photon number Nph inside the cavity via the following formula:

Pout(t) ≈ ηcΓa

ψp

hc

γ
Nph(t) (8.18)

in which ηc is the output power coupling coefficient, c the speed of light, and hc/γ
is the energy of a single photon at wavelength γ. We assume the structure is grown
on a typical GaAs-based substrate and emits at a wavelength of 850 nm.

Using the parameters described above, we simulated the device with optical injec-
tion into the gain as shown in Fig. 8.19. Input perturbations that cause gain depletion
or enhancement—represented by positive and negative input pulses—modulate the
carrier concentration inside the gain section. Enough excitation eventually causes
the laser to enter fast dynamics and fire a pulse. This behavior matches the behavior
of an LIF neuron described in Sect. 8.8.3.

Our simulation effectively shows that an excitable, LIF neuron is physically real-
izable in a VCSEL-SA cavity structure. The carrier lifetime of the gain is on the
order of 1 ns, which as we have shown in Sect. 8.8.3 is analogous to the RmCm time
constant of a biological neuron—typically on the order of 10 ms. Thus, our device
already exhibits speeds that are 10 million times faster than a biological equivalent.
Lifetimes could go as short as ps, making the factor speed increase between biology
and photonics up to a billion.
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Fig. 8.19 Simulation of
an excitable, LIF excitable
VCSEL with realistic parame-
ters. Inputs (top) selectively
modulate the carrier concen-
tration in the gain section
(middle). Enough excitation
leads to the saturation of
the absorber to transparency
(bottom) and the release of a
pulse, followed by a relative
refractory period while the
pump current recovers the
carrier concentration back to
its equilibrium value

8.8.5 Other Spiking Photonic Devices

Since the early bench-top model of a spiking photonic neuron suggested an ultra-
fast cognitive computing domain, several other approaches have arisen to develop
scalable, integrated photonic spike processing devices. One device designed and
demonstrated by [59, 60] uses the nonlinear dynamics of polarization switching
(PS) in a birefringent VCSEL to emulate the behavior of specialized kinds of neu-
rons. Characteristic behaviors of the resonate-and-fire neural model [61] (as opposed
to the above integrate-and-fire model) including tonic spiking, rebound spiking, and
subthreshold oscillations have been observed. The state of the VCSEL depends on the
lasing power of competetive orthogonally polarized modes, so the direction of input
fluence (excitatory or inhibitory) is determined by the injected light polarization and
wavelength.

Semiconductor ring lasers (SRL) have also been shown to exhibit dynamic
excitability [62]. They are investigated for application as a computational primitive
in [63]. Excitable bifurcations in SRLs can arise from weakly broken Z2 symmetry
between counterpropagating normal modes of the ring resonator, where Z2 refers to
the complex two-dimensional phase space that describes the SRL state. The direc-
tion of input fluence on SRL state is strongly modulated by the optical phase of the
circulating and input fields due to this complex phase space characteristic of optical
degrees of freedom. These neuron-like behaviors currently under investigation are
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so far all based on different constrained regimes of the dynamically rich laser equa-
tions. They differ primarily in their physical representation of somatic integration
variables, spiking signals, and correspondingly the mechanism of influence of one
on another.

8.9 Cortical Spike Algorithms: Small-Circuit Demos

This section describes implementation of biologically-inspired circuits with the
excitable laser computational primitive. These circuits are rudimentary, but funda-
mental exemplars of three spike processing functions: multistable operation, synfire
processing [64], and spatio-temporal pattern recognition [65].

We stipulate a mechanism for optical outputs of excitable lasers to selectively mod-
ulate the gain of others through both excitatory (gain enhancement) and inhibitory
(gain depletion) pulses, as illustrated in Fig. 8.18. Selective coupling into the gain
can be achieved by positioning the gain and saturable absorber regions to interact
only with specific optical frequencies as experimentally demonstrated in [52]. Exci-
tation and inhibition can be achieved via the gain section’s frequency dependent
absorption spectrum—different frequencies can induce gain enhancement or deple-
tion. This phenomenon been experimentally demonstrated in semiconductor optical
amplifiers (SOAs) [19] and could generalize to laser gain sections if the cavity modes
are accounted for. Alternatives to these proposed solutions include photodetectors
with short electrical connections and injection into an extended gain region in which
excited carriers are swept into the cavity via carrier transport mechanisms.

A network of excitable lasers connected via weights and delays—consistent with
the model described in Sect. 8.4—can be described as a delayed differential equation
(DDE) of the form:

d

dt
x(t) = f(x(t), x(t − ψ1), x(t − ψ2) · · · x(t − ψn)) (8.19)

where the vector x(t) contains all the state variable associated with the system. The
output to our system is simply the output power, Pout(t),2 while the input is a set of
weighted and delayed outputs from the network, α(t) = ⎧

k WkPout(t −ψk). We can
construct weight and delay matrices W, D such that the Wi j element of W represents
the strength of the connection between excitable lasers i, j and the Di j element of
D represents the delay between lasers i, j . If we recast (8.15) in a vector form, we
can formulate our system in (8.19) given that the input function vector φ(t), is

φ(t) = ΩΘ(t) (8.20)

2 We absorb the attenuation or amplification the pulse experiences en route to its destination along
with the responsivity of the perturbation to the incident pulse into a single weight parameter Wi j .
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where we create a sparse matrix Ω containing information for both W and D, and a
vector Θ(t) that contains all the past outputs from the system during unique delays
U = [ψ1, ψ2, ψ3 · · · ψn]:

Ω = [W0 W1 W2 · · · Wn] (8.21)

Θ(t) =

⎛
⎜⎜⎜⎜⎜⎝

Pout(t)
Pout(t − ψ1)

Pout(t − ψ2)
...

Pout(t − ψn)

⎞
⎟⎟⎟⎟⎟⎠

(8.22)

Wk describes a sparse matrix of weights associated with the delay in element k
of the unique delay vector U . To simulate various system configurations, we used
Runge-Kutta methods iteratively within a standard DDE solver in MATLAB. This
formulation allows the simulation of arbitrary networks of excitable lasers which we
used for several cortical-inspired spike processing circuits described below.

8.9.1 Multistable System

Multistability represents a crucial property of dynamical systems and arises out of
the formation of hysteretic attractors. This phenomenon plays an important role in
the formation of memory in processing systems. Here, we describe a network of two
interconnected excitable lasers, each with two incoming connections and identical
weights and delays, as illustrated in Fig. 8.20. The system is recursive rather than
feedforward, which results in a settable dynamic memory element similar to a digital
flip-flop.

Results for the two laser multistable system are shown in Fig. 8.20. The network
is composed of two lasers, interconnected via optical connections with a delay of
1 ns. An excitatory pulse travels to the first unit at t = 5 ns, initiating the system to
settle to a new attractor. The units fire pulses repetitively at fixed intervals before
being deactivated by a precisely timed inhibitory pulse at t = 24 ns. It is worth
noting that the system is also capable of stabilizing to other states, including those
with multiple pulses or different pulse intervals. It therefore acts as a kind of optical
pattern buffer over longer time scales. Ultimately, this circuit represents a test of the
network’s ability to handle recursive feedback. In addition, the stability of the system
implies that a network is cascadable since a self-referent connection is isomorphic
to an infinite chain of identical lasers with identical weights W between every node.
Because this system successfully maintains the stability of self-pulsations, process-
ing networks of excitable VCSELs are theoretically capable of cascadibility and
information retention during computations.
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Fig. 8.20 a Bistability
schematic. In this configura-
tion, two lasers are connected
symmetrically to each other.
b A simulation of a two laser
system exhibiting bistability
with connection delays of
1 ns. The input perturbations
to unit one are plotted, fol-
lowed by the output powers of
units 1 and 2 , which include
scaled version of the carrier
concentrations of their gain
sections as the dotted blue
lines. Excitatory pulses are
represented by positive per-
turbations while inhibitory
pulses are represented by
negative perturbations. An
excitatory input excites the
first unit, causing a pulse to be
passed back and forth between
the nodes. A precisely timed
inhibitory pulse terminates the
sequence

(a)

(b)

8.9.2 Synfire Chain

Synfire chains have been proposed by Abeles [66] as a model of cortical function.
A synfire chain is essentially a feedforward network of neurons with many layers
(or pools). Each neuron in one pool feeds many excitatory connections to neurons in
the next pool, and each neuron in the receiving pool is excited by many neurons in
the previous pool, so that a wave of activity can propagate from pool to pool in the
chain. It has been postulated that such a wave corresponds to an elementary cognitive
event [67].

Synfire chains are a rudimentary circuit for population encoding, which reduces
the rate of jitter accumulation when sending, receiving, or storing a spatio-temporal
bit pattern of spikes [64]. Population encoding occurs when multiple copies of a signal
are transmitted along W uncorrelated channels (W for chain width). When these
copies arrive and recombine in subsequent integrator units, statistically uncorrelated
jitter and amplitude noise is averaged resulting in a noise factor that is less than the
original by a factor of W −1/2. One of the key features of a hybrid analog-digital
system such as an SNN is that many analog nodes can process in a distributed and
redundant way to reduce noise accumulation. Recruiting a higher number of neurons
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Fig. 8.21 a Synfire
schematic. In this configu-
ration, two groups of lasers
are connected symmetrically
two each other. b Simulation
of a four laser circuit forming
synfire chains with connection
delays of 14 ns. The input
perturbations to units 1, 2 are
plotted over time, followed
by the output powers of units
1–4 with the scaled carrier
concentrations of their gain
sections as the dotted blue
lines. A characteristic spike
pattern is repeatedly passed
back and forth between the
left and right set of nodes

(a)

(b)

to accomplish the same computation is an effective and simple way of reducing spike
error rates.

Figure 8.21a shows a demonstration of a simple four-laser synfire chain with
feedback connections. The chain is simply a two unit expansion of each node in the
multistability circuit from Fig. 8.20a. Like the multistability circuit, recursion allows
the synfire chain to possess hysteric properties; however, the use of two lasers for
each logical node provides processing redundancy and increases reliability. Once
the spike pattern is input into the system as excitatory inputs injected simultaneously
into the first two lasers, it is continuously passed back and forth between each set
of two nodes. The spatio-temporal bit pattern persists after several iterations and is
thereby stored in the network as depicted in Fig. 8.21b.

8.9.3 Spatio-Temporal Pattern Recognition Circuit

The concept of polychrony, proposed by Izhikevich [65] is defined as an event rela-
tionship that is precisely time-locked to firing patterns but not necessarily synchro-
nous. Polychronization presents a minimal spiking network that consists of cortical
spiking neurons with axonal delays and synaptic time dependent plasticity (STDP),
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Fig. 8.22 a Schematic of a
three-laser circuit that can
recognize specific spatio-
temporal bit patterns. b A
simulation of a spatio-
temporal recognition cir-
cuit with ◦t1 = 5 ns and
◦t2 = 10 ns. The input per-
turbation to unit 1 is plotted,
along with the output powers
of units 1–3 with the scaled
carrier concentrations of their
gain sections as the dotted
blue lines. The third neuron
fires during the triplet spike
pattern with time delays ◦t1
and ◦t2 between spikes

(b)

(a)

an important learning rule for spike-encoded neurons. As a result of the interplay
between the delays and STDP, spiking neurons spontaneously self-organize into
groups and generate patterns of stereotypical polychronous activity.

One of the key properties of polychronization is the ability to perform delay
logic to perform spatio-temporal pattern recognition. As shown in Fig. 8.22a, we
construct a simple three unit pattern recognition circuit our of excitable lasers with
carefully tuned delay lines, where each subsequent neuron in the chain requires
stronger perturbations to fire. The resulting simulation is shown in Fig. 8.22b. Three
excitatory inputs separated sequentially by Ωt1 = 5 ns and Ωt2 = 10 ns are incident
on all three units. The third is configured only to fire if it receives an input pulse
and pulses from the other two simultaneously. The system therefore only reacts to a
specific spatio-temporal bit pattern.

Although this circuit is simple, the ability to perform temporal logic implies that
excitable, neuromorphic systems are capable of categorization and decision making.
Two existing applications utilize temporal logic, including LIDAR sensitivity that
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is analogous to an owl’s echolocation system and the escape response of a crayfish
[18, 25] as detailed in Sect. 8.6. Combined with learning algorithms such as STDP
which has recently been demonstrated in optics [68], networks could potentially
perform more complex tasks such as spike-pattern cluster analysis.

8.10 Summary and Concluding Remarks

In an effort to break the limitations inherent in traditional von Neumann architec-
tures, some recent projects in computing have sought more effective signal processing
techniques by leveraging the underlying physics of devices [3, 4, 6, 69–71]. Cogni-
tive computing platforms inspired by biological neural networks could solve uncon-
ventional computing problems and outperform current technology in both power
efficiency and complexity [72–74]. These novel systems rely on alternative sets
of computational principles, including hybrid analog-digital signal representations,
co-location of memory and processing, unsupervised learning, and distributed rep-
resentations of information.

On the cellular level, the brain encodes information as events or spikes in time
[10], a hybrid signal with both analog and digital properties. Studies of morphol-
ogy and physiology have pinpointed the LIF model as an effective spiking model to
describe a variety of different biologically observed phenomena [2]. From the stand-
point of computability and complexity theory, LIF neurons are powerful computa-
tional primitives that are capable of simulating both Turing machines and traditional
sigmoidal neural networks [15]. These units perform a small set of basic operations
(delaying, weighting, spatial summation, temporal integration, and thresholding) that
are integrated into a single device capable of implementing a variety of processing
tasks, including binary classification, adaptive feedback, and temporal logic. Though
purely analog processing is susceptible to noise accumulation, this is overcome by
neurons because the amplitude of spikes carry no information. The digital spike can
be thresheld and restored by each neuron, which can then be cascaded like electronic
logic gates. Thus neurons exploit both the bandwidth efficiency of analog signal
processing and the scalability of digital logic. Networks of connected neurons can
perform a wide variety of very powerful computing systems.

Spike processing algorithms are well understood in a number of important bio-
logical sensory processing systems and are finding growing use in signal processing
applications [15]. The combination of these physiological principles with engineer-
ing not only helps in studying biological neural circuits [75], but also opens up a wide
range of applications in emulating biological circuits in silico. A photonic realization
of spiking neuron dynamics harnesses the high-switching speeds, wide communica-
tion bandwidth of optics, and low cross-talk achievable in photonics, making them
well suited for an ultrafast spike-based information scheme. Optical spike processing
devices are a result of the cross-fertilization between spike processing in the fields
of computational neuroscience and high speed processing in the nonlinear optical
device physics. While the fastest timescale on which biological neurons operate is in
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the order of milliseconds, the photonic integrate-and-fire devices operate on picosec-
ond width pulses, and have an integration time constant in the order of 100 ps, which
is about eight orders of magnitude faster. Because of this, photonic spike processors
can access a computational domain that is inaccessible by other technologies. This
domain, which we describe as ultrafast cognitive computing, represents an unex-
plored processing paradigm that could have a wide range of applications in adaptive
control, learning, perception, motion control, sensory processing, autonomous robot-
ics, and cognitive processing of the radio frequency spectrum.

Recently, there has been a growing interest in photonic spike processing which
has spawned a rich search for an appropriate computational primitive. In this context,
we have demonstrated one of the first implementations of photonic spiking neurons
capable of processing signals at terahertz rates [16, 17, 39]. Like its physiological
counterpart, functions performed by photonic neurons are determined by the configu-
ration of a set of parameters including the weights and delays of interconnections, the
temporal integration time, and the spiking threshold. The first implementations of a
photonic spiking neuron [16] achieves noise suppression and thresholding through a
NOLM, generated pulses synchronously via a mode-locked laser, and utilized a SOA
for integration. This model demonstrated temporal integration and spike threshold-
ing, but too much excitation could lead to the release of multiple pulses, degrading
spike-encoded information. In addition, spikes were not asynchronous, making the
output of the system digital. Next, we demonstrated a fully functioning photonic
neuron [17] which integrated both excitation and inhibition, but also suffered from
the problems mentioned above. A newer asynchronous model was proposed recently
by our group in [39] that generated spikes based on incoming spikes. Although the
system could emit a pulse at analog times, because the system did not generate its
own spikes through internal mechanisms, the spikes could eventually degrade into
noise as non-spike inputs led to non-spike outputs.

These implementations are based on discrete photonic components and together
with the reliance on nonlinear fibers and other similar technologies, have made these
demonstrations bulky (on the order of meters), complex, and power-hungry (hundreds
of watts). These platforms are simply unscalable beyond a few neurons and are
best-suited for broadband signal processing applications that can be implemented
with simple circuits. For example, we recently demonstrated several prototypical
lightwave neuromorphic circuits including the simple auditory localization inspired
by the barn owl [25], useful for light detection and ranging (LIDAR) localization, and
the crayfish tail-flip escape response [18], which demonstrates accurate, picosecond
pattern classification.

Integrated lasers, in contrast to first bench-top systems, are physically compact
and are capable of using feedback rather than feedforward dynamics to radically
enhance nonlinearity. Feedback allows for the emergence of more complex behav-
iors, including bistability, the formation of attractors, and excitability. The excitable
models are a step in the right direction, given the similarities between lasers and
biological phenomena and the stability of feedback systems.

Our latest photonic neuron model—excitable LIF laser neuron—avoids many
previous issues by combining an excitable approach with some of the ideas of the
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feedforward model. The integration of a laser gain section—which is dynamically
analogous to an SOA—and a saturable absorber, which is essentially a feedback
version of the thresholder used in the fiber model, leads to many desirable properties
and a close analogy with biology, including the formation of highly stereotyped
and well-defined optical spikes. Furthermore, this device is capable of implementing
cortical-inspired algorithms. We have shown that, unlike previous models, our device
can effectively perform cognitive algorithms at ultrafast time scales. Networks of
such devices are stable, robust to noise, and can recognize patterns.

One of the greatest strengths of neural systems is their natural amenability to learn-
ing. Learning based on experience is essential for a system to dynamically adapt to an
unpredictable or changing environment, or one that is too complex to be characterized
a priori. There are several different methods by which neurons can learn: unsuper-
vised learning extract structure from an unknown signal environment for efficient
encoding, dimensionality reduction, or clustering; supervised learning programs a
system to perform a function defined in terms of its input-output pairs; and reinforce-
ment learning optimizes a particular function based on performance criterion. In all
these cases, the learning mechanism configures a set of system parameters, such as
synaptic weights, based upon the activity of the system in response to its inputs,
and as a consequence, the system changes. Synaptic plasticity is not only respon-
sible for learning and information storage but also the formation and refinement of
neuronal circuits during development. With photonic neurons, we focus on learning
through a type of synaptic plasticity called STDP, whereby the strength on input
connections is determined by the relative timing of pre-synaptic and post-synaptic
spikes. The experimentally demonstrated optical STDP [68] is potentially useful for
applications including coincidence detection, sequence learning, path learning, and
directional selectivity in visual response. These demonstration forms the foundation
for photonic neurons to learn about the environment like a biological brain.

All the components employed for optical STDP—including the Mach-Zehnder
configuration, the EAM, and the SOA—can be fabricated with a small footprint in
planar photonics. Integrating this together with LIF excitable neurons on a single chip
could lead to systems that emulate a well-established paradigm for adaptive com-
puting on a scalable platform. These compact, adaptive, unconventional processing
systems would operate on unprecedented time scales. Large networks could poten-
tially be constructed as LSMs for optical reservoir computing [76] to aid in the study
of biology or open up new applications to high bandwidth signal processing, ultra-
fast control loops, ultralow latency classification functions, and ultrafast adaptive
processing.
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Chapter 9
A Nanophotonic Computing Paradigm:
Problem-Solving and Decision-Making Systems
Using Spatiotemporal Photoexcitation Transfer
Dynamics
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Abstract In contrast to conventional digital computers that operate as instructed
by programmers, biological organisms solve problems and make decisions through
intrinsic spatiotemporal dynamics in which their dynamic components process
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environmental information in a self-organized manner. Previously, we formulated
two mathematical models of spatiotemporal dynamics by which the single-celled
amoeba (a plasmodial slime mold), which exhibits complex spatiotemporal oscilla-
tory dynamics and sophisticated computing capabilities, could solve a problem and
make a decision by changing its amorphous shape in dynamic and uncertain envi-
ronments. These models can also be implemented by various physical systems that
exhibit suitable spatiotemporal dynamics resembling the amoeba’s shape-changing
capability. Here we demonstrate that the photoexcitation transfer phenomena in cer-
tain quantum nanostructures mediated by optical near-field interactions mimic the
amoeba-like spatiotemporal dynamics and can be used to solve two highly complex
problems; the satisfiability problem, which is one of the most difficult combina-
torial optimization problems, to determine whether a given logical proposition is
self-consistent, and the multi-armed bandit problem, which is a decision-making
problem in finding the most profitable option from among a number of options
that provide rewards with different unknown probabilities. Our problem-solving and
decision-making models exhibited better performances than conventionally known
best algorithms. These demonstrations pave the way for a novel nanophotonic com-
puting paradigm in which both coherent and dissipative processes are exploited
for performing powerful solution searching and efficient decision-making with low
energy consumption.

9.1 Introduction

“Natural computing” is an emerging research field that uses the knowledge obtained
from various natural phenomena, including biological processes, to complement and
overcome the limitations of conventional digital computers in solving intractable
problems, making optimal decisions in uncertain environments, reducing energy con-
sumption, and so on [1–4]. In this context, the single-celled amoeboid organism, a
plasmodium of the true slime mold Physarum polycephalum, has been actively inves-
tigated owing to its intriguing computational capabilities. Nakagaki et al. showed that
this amoeba, despite the absence of a central nervous system, connects the optimal
routes among food sources by changing its amorphous shape [5, 6]. Aono et al.
devised an amoeba-based computer (ABC) [7–9], which incorporated the amoeba
to solve various optimization problems. These computational capabilities emerged
from the amoeba’s complex spatiotemporal behavior, in which the volume of each
part oscillates in a fluctuating manner [10, 11].

ABC harnessed the complex spatiotemporal oscillatory dynamics of several
pseudopod-like branches of the amoeba by introducing a unique optical feedback
control, which was called “bounceback control.” The organism inherently grows its
branches by supplying its intracellular resource (protoplasm) to maximize its body
area and thereby maximize its nutrient absorption from an agar plate. However, the
branches retreat when stimulated by visible light as the resource bounces back from
the illuminated region owing to the photoavoidance response. In ABC, we updated
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the light stimulation conditions at regular intervals on the basis of a set of bounceback
rules, which blocked the resource supply to undesirable combinations of the branches,
with reference to the changes in the amoeba’s shape. Under this bounceback control,
the organism tried to deform into an optimal shape, maximizing the body area for
maximal nutrient absorption while minimizing the risk of being exposed to light
stimuli. Interestingly, ABC found a high-quality solution to the traveling salesman
problem, which is one of the most studied combinatorial optimization problems, with
high probability and in linearly suppressed time [12].

While the amoeba can change its shape, the conservation law of the total resource
volume holds, which in effect enables the branches to rapidly exchange informa-
tion on stimulated experiences in a spatially correlated manner. That is, a volume
decrement in one branch is immediately compensated by volume increment(s) in
the other branch(es). Extracting the essential factors by which the amoeba exhibited
this powerful search ability, Aono et al. and Kim et al. formulated amoeba-inspired
computing models for solving the satisfiability problem (SAT) [13] and the multi-
armed bandit problem (BP) [14–17], respectively. These models suggested that to
develop novel computing devices that operate much faster than the amoeba, it would
be possible to use the stimulus-responsive spatiotemporal dynamics of various phys-
ical systems in which some resource of the system is transferred to its subsystems in
a fluctuating manner. In fact, Naruse et al. showed that the spatiotemporal dynamics
of photoexcitation transfer between quantum mechanical electronic states (excitonic
states), which are implemented in semiconductor nanostructures and are mediated
by optical near-field interactions, could be used to solve constraint satisfaction prob-
lems [18, 19], and they proposed a methodology to utilize photoexcitation transfer
dynamics to solve SAT [20] and BP [21].

Optical near-field interactions occur at scales far below the wavelength of light and
enable photoexcitation transfer to dipole-forbidden energy levels, which cannot be
realized by conventional optical far-fields. A useful theoretical treatment of the near-
field photoexcitation transfer process has been established on the basis of the dressed
photon model [22], and the process has been experimentally demonstrated in quantum
dot (QD) systems based on various semiconductors such as InGaAs [23], ZnO [24],
and CdSe [25]. It has been demonstrated that photoexcitation transfer can be realized
using two layers of two-dimensionally ordered InGaAs QDs at room temperature
[26]. A system with a total QD density of 4.73 × 1012 /cm2 has been fabricated using
60 highly stacked layers of InAs QDs [27]. DNA-based self-assembly technology
can also be employed for fabricating controlled nanostructures [28]. It should be
emphasized that the minimum energy dissipation in photoexcitation transfer has
been shown to be 104 lesser than that required for a bit flip in a CMOS logic gate in
conventional electrically wired devices [29]. These facts suggest that by exploiting
photoexcitation transfer dynamics, a novel computing paradigm can be implemented
in highly integrated low-energy-use quantum nanostructures.

In this paper, we first introduce the concept of photoexcitation transfer between
QDs. Then we review our developed models for solving SAT and BP.
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9.2 Photoexcitation Transfer

As shown in Fig. 9.1, we consider two spherical QDs whose radii are rS and rL

(>rS), called as a small QD (QDS) and a large QD (QDL), respectively. Under
irradiation by input light, an exciton (electron–hole pair) is generated in QDS . Here
the photoexcitation transfer phenomena between QDS and QDL are considered, i.e.,
the transitions of an exciton to the states specified by (q1, q2), where q1 and q2
are the orbital angular momentum quantum number and magnetic quantum number,
respectively. The energy eigenvalues of the states are given as follows:

E(q1,q2) = Eg + Eex + �
2α(q1,q2)

2

2mr2 (q1 = 1, 2, 3, . . .), (9.1)

where Eg is the bandgap energy of the bulk semiconductor, Eex is the exciton binding
energy in the bulk system, m is the effective mass of the exciton, and α(q1,q2) are
determined from the boundary conditions, for example, α(q1,0) = q1π, α(1,1) = 4.49.

There is a resonance between the level with quantum number (1, 0) in QDS ,
denoted by S in Fig. 9.1a, and that with quantum number (1, 1) in QDL , denoted by
LUpper , if rL/rS = 4.49/π ≈ 1.43. These energy levels S and LUpper are in resonance
and are connected by an interdot optical near-field interaction, US,L , which is given
by a Yukawa-type potential

US,L = ν exp(−μdst(S, L))

dst(S, L)
, (9.2)

where dst(S, L) denotes the distance between QDS and QDL , and ν and μ are con-
stants [22, 30]. In typical light–matter interactions via optical far fields, transitions
to states specified by (q1, q2) = (1, 1) are not allowed, because this is a dipole-
forbidden energy level. However, in optical near-field interactions, because of the

(a) (b)

Fig. 9.1 Photoexcitation (excition) transfer between QDS and QDL [20]. a Exciton in QDS is
transferred to QDL , from which it subsequently radiates. b The exciton is bounced back from QDL
when the lower energy level LLower is filled with another exciton
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large spatial inhomogeneity of the localized optical near fields at the surface of
nanoscale materials, LUpper is allowed to be populated by excitons, violating the
conventional optical selection rules [30]. Therefore, the exciton at level S in QDS

could be transferred to level LUpper in QDL .
In QDL , because of the sublevel energy relaxation with the relaxation constant

ΓL, which is faster than the optical near-field interaction, the exciton relaxes to
the (1, 0) level, denoted by LLower , from where it radiatively dissipates (Fig. 9.1a).
In addition, because the radiation lifetime of QDs is inversely proportional to their
volume [31], we finally find “unidirectional” exciton transfer from QDS to QDL . We
consider that the exciton is transferred from QDS to QDL when we observe light
emission from QDL due to the “radiation” of optical energy. The radiation from
LLower is represented by the relaxation constant γL .

The unidirectionality of exciton transfer originates from the energy dissipation
occurring in QDL . Therefore, by disturbing the sublevel energy relaxation in QDL ,
we can block exciton transfer to QDL . In fact, when the lower energy level LLower

of QDL is filled with another exciton, the exciton in QDS cannot move to QDL .
The blocked exciton will bounce back and forth between QDL and QDS (optical
nutation) and will finally dissipate from QDS according to the relaxation constant γS

(Fig. 9.1b). We can fill the state LLower of QDL by light stimulation; this is referred
to as “state filling.” The probability of exciton transfer to QDL is reduced when it is
state-filled, just like the branch of the amoeba that retreats when illuminated.

9.3 Nanophotonic Problem Solver

9.3.1 The Satisfiability Problem

The Satisfiability Problem (SAT) was the first problem proven to be nondeterministic
polynomial time (NP)-complete, i.e., the most difficult problem among those that
belong to the complexity class NP [32]. Given a logical formula φ, which consists
of N boolean variables xi √ {0 (false), 1 (true)} (i √ I = {1, 2, . . . , N}), SAT is
the problem of determining whether there exists at least one “satisfying” assignment
of the truth values (0 or 1) to the variables represented by xi such that it makes
the formula evaluate to true (φ = 1). Roughly speaking, φ represents a logical
proposition, and the existence of a satisfying assignment verifies that the proposition
is self-consistent. For example, the formula φex = (x1 ∞ ¬x2) ∨ (¬x2 ∞ x3 ∞ ¬x4) ∨
(x1 ∞ x3) ∨ (x2 ∞ ¬x3) ∨ (x3 ∞ ¬x4) ∞ (¬x1 ∞ x4) has a satisfying assignment,
(x1, x2, x3, x4) = (1, 1, 1, 1), which is a uniquely existing solution.

Even if φ has more than one solution, this instance can be solved if at least one
solution is found. However, to prove “unsatisfiability,” the only sure method known
to be applicable to arbitrary formulae is to check the inconsistency of all possible
assignments, the number of which grows exponentially as 2N . Therefore, all known
SAT solvers are exponential-time algorithms.
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SAT is called 3-SAT when φ consists of M clauses that are connected by ∨ (and),
and each clause connects at most three literals by ∞ (or) as (x∧

j ∞ x∧
k ∞ x∧

l ), where
each literal x∧

i can be either xi or ¬xi. Any SAT instance can be transformed into a
3-SAT instance, and 3-SAT is also NP-complete. A powerful SAT solver has great
potential for wide applications such as artificial intelligence, information security,
and bioinformatics, because the NP-completeness implies that all NP problems,
including thousands of practical real-world problems, can be reduced to SAT [32].

9.3.2 Spatiotemporal Dynamics of Photoexcitation Transfer

For simplicity, we consider a system where a QDS is surrounded by four QDL’s,
QDA, QDB, QDC , and QDD, each of which have the same upper level, lower level,
sublevel relaxation constant, and radiation constant, LUpper , LLower , ΓL , and γL , as
shown in Fig. 9.2. We suppose that the system initially has one exciton in S. For each
QDL , the exciton in S could be transferred to LUpper through the interdot interaction
US,L . Accordingly, we can derive quantum master equations using the density matrix
formalism [30, 33]. The interaction Hamiltonian is given by

Hint =




0 US,A US,B US,C US,D

US,A 0 0 0 0
US,B 0 0 0 0
US,C 0 0 0 0
US,D 0 0 0 0


 . (9.3)

Although interactions between the QDLs occur, for simplicity they are not considered
here. The relaxation regarding the above-mentioned states is described by NΓ =
diag(γS, ΓA, ΓB, ΓC, ΓD). Then, the Liouville equation for the system is

dρ(t)

dt
= − i

�
[Hint, ρ(t)] − NΓ ρ(t) − ρ(t)NΓ , (9.4)

where ρ(t) is the density matrix with respect to the five energy levels and � is
Planck’s constant divided by 2π. Similarly, we can derive ordinary differential equa-
tions with respect to LLower , which is populated by the relaxations from LUpper

with constants ΓL , which decay radiatively with relaxation constants γL . In the
numerical calculation, we assume U−1

S,L = 100 ps, Γ −1
L = 1 ps, γ−1

L = 1 ns, and

γ−1
S = (rL/rS)

3 × γ−1
L ≈ 2.92 ns as a typical parameter set.

By numerically solving the above Liouville equations, the time evolution of “pop-
ulations” of the lower energy levels of the QDLs, which are relevant to occurrences
of radiation, can be calculated. We can obtain the probability pL that the exciton
in QDS is transferred to QDL , from which it subsequently radiates by numerically
integrating the time evolution of the population of LLower over 6,000 ps and dividing
it by a certain gain constant g, as shown in Fig. 9.2 a, b. In our numerical calculation,
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(a)

(b)

Fig. 9.2 Nanophotonic problem solver with a QDS surrounded by four QDLs, QDA, QDB, QDC ,
and QDD [20]. a In the absence of state-filling stimulation, radiation occurs in the four large dots
with an equal probability, as shown in the right panel. b When QDA and QDC are state-filled,
the exciton is likely to be transferred to either QDB or QDD from which it radiates with a higher
probability

we assume that radiation occurs in QDL if a uniformly generated random number in
[0.0, 1.0] is less than the value of pL . Therefore, pL represents the probability that
radiation from QDL is observed within 6,000 ps. Thus, more than one radiation event
can occur in a number of QDLs. This verifies that pA + pB + pC + pD ◦= 1. The
radiation probabilities when QDL is state-filled and nonstate-filled are denoted by
p+

L and p−
L , respectively.

The system shown in Fig. 9.2a uniformly grows the populations of ALower , BLower ,
CLower , and DLower while reducing the population of S and finally reaches an equilib-
rium. Figure 9.2b shows the case where QDA and QDC are subjected to state filling
by light stimulation. A way of describing such a state-filling effect is to induce a
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(a) (b)

Fig. 9.3 Relationship between radiation probability and the number of all state-filled QDj,us,
f = ∑

j,u Fj,u, in a nanophotonic problem solver consisting of 150 QDj,us for solving a 75-variable

SAT [20]. a Radiation probability p+
i,v in a state-filled QDi,v. b Radiation probability p−

i,v in a

nonstate-filled QDi,v. Each probability grows nonlinearly as a function of f , where p−
i,v = p+

i,v = 0.5
when f = 0

significant increase in the sublevel relaxation lifetime of the state-filled QDA and
QDC ; we assume that the lifetime increased to Γ −1

A = Γ −1
C = 105 ps. Such a

formation has been validated in the literature [19]. Because of these changes in the
parameters, the exciton is more likely to be transferred to QDB or QDD than to QDA

or QDC , as shown in Fig. 9.2b.
As shown in the right-hand-side panels of Fig. 9.2 a, b, pA and pC decreased owing

to state-filling stimulation, whereas p−
B and p−

D increased as if they tried to compensate
for the decrements in pA and pC . That is, the radiation probability of each QDL varied
in response to the current state-filling stimulation applied to other distant QDLs.
In other words, the stimulus response of each QDL is not determined locally. This
nonlocal property is shown more clearly in Fig. 9.3. The radiation probabilities of the
state-filled and nonstate-filled QDLs, p+

L and p−
L , increased nonlinearly as a function

of the number of all state-filled QDLs. In the case of the amoeba, the conservation
law of the total resource volume entailed a nonlocal correlation among the amoeba’s
branches; i.e., a volume increment in one branch is immediately compensated by
volume decrement(s) in the other branch(es). This nonlocal correlation was shown
to be useful for efficient and adaptive decision making [14].

9.3.3 Model of a Nanophotonic Problem Solver (NanoPS)

We call our numerical calculation model for simulating a nanophotonic problem
solver “NanoPS.” As shown in Fig. 9.4, to solve an N-variable 3-SAT, we use 2N
QDLs, QDi,vs, which receive optical energy from QDS; the label (i, v) indicates that
value v √ {0, 1} is assigned to variable xi (i √ I = {1, 2, . . . , N}), i.e., xi = v. When
the exciton in QDS is transferred to QDi,v and subsequently radiation is observed
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(a)

(b)

Fig. 9.4 Bounceback control and solution representation in a nanophotonic problem solver for
solving the four-variable satisfiability problem [20]. a Bounceback control applies state-filling
stimulations F1,1(t + 1) = F2,1(t + 1) = F3,0(t + 1) = 1, if X1,0(t) = 1. b Configuration
X = (0, 1, 0, 1, 0, 1, 0, 1), which represents a solution (x1, x2, x3, x4) = (1, 1, 1, 1)
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at a discrete time step t, we write this status as Ri,v(t) = 1, whereas Ri,v(t) = 0
indicates that no radiation occurs. When state-filling stimulation is applied to QDi,v,
we denote this status as Fi,v(t) = 1, whereas Fi,v(t) = 0 denotes no state-filling.
Thus, radiation Ri,v(t) = 1 occurs with a probability that depends on the state-filling
stimulation Fi,v(t) as follows:

Ri,v(t) =
⎧⎛
⎜

1 (with a probability p+
i,v(t) if Fi,v(t) = 1),

1 (with a probability p−
i,v(t) if Fi,v(t) = 0),

0 (otherwise).
(9.5)

Figure 9.3 shows the dependence of the radiation probabilities of nonstate-filled and
state-filled QDi,vs, p−

i,v(t) and p+
i,v(t), on the number of all state-filled QDj,us, i.e.,∑

j,u Fj,u(t).
Each radiation event Ri,v is accumulated by a newly introduced variable Xi,v √

{−1, 0, 1} as follows:

Xi,v(t + 1) =
⎧⎛
⎜

Xi,v(t) + 1 (if Ri,v(t) = 1 and Xi,v(t) < 1),

Xi,v(t) − 1 (if Ri,v(t) = 0 and Xi,v(t) > −1),

Xi,v(t) (otherwise).
(9.6)

The above dynamics can be implemented either physically or digitally; i.e., the values
of Xi,v can be stored either by some additional QDs or by some external control unit,
respectively. At each step t, the system transforms a configuration X = (X1,0, X1,1,

X2,0, X2,1, . . . , XN,0, XN,1) into an assignment x = (x1, x2, . . . , xN ) as follows:

xi(t) =
⎧⎛
⎜

0 (if Xi,0(t) = 1 and Xi,1(t) ≤ 0),

1 (if Xi,0(t) ≤ 0 and Xi,1(t) = 1),

xi(t − 1) (otherwise),
(9.7)

where xi(0) = undefined for all i.
The state-filling stimulations Fi,vs are updated synchronously according to the

following dynamics:

Fi,v(t + 1) =
⎝

1
⎞

if ∃(P, Q) √ B
⎟∀(j, u) √ P (Xj,u(t) = 1) and (i, v) √ Q

⎠)
,

0 (otherwise),
(9.8)

where B is a set of bounceback rules to be defined in this section. Each element (P, Q)

in B implies the following statement: if all the Xj,us specified by P are positive at
t, then stimulate all QDi,vs specified by Q to inhibit their radiation at t + 1. Stated
simply, if xj = u, then xi should not be v.

To understand the meaning of the bounceback rules, let us consider the example
formula φex. To satisfy this formula for φex = 1, we should make every clause true
because all clauses are connected by ∨. For example, suppose the system tried to
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assign x1 = 0, i.e., X1,0(t) = 1, as indicated by the black broken circle in Fig. 9.4a.
Now let us focus on the first clause (x1∞¬x2) inφex . To make this clause true, if x1 = 0
then x2 should not be 1. Therefore, we apply state-filling stimulation F2,1(t + 1) = 1
to inhibit radiation R2,1(t + 1) of QD2,1, as indicated by the gray broken circle. On
the other hand, because x3 in the third clause (x1 ∞ x3) should not be 0, we apply
F3,0(t + 1) = 1 (the gray dotted circle). In addition, we apply F1,1(t + 1) = 1
(the solid circle), because if x1 = 0, obviously x1 should not be 1. Likewise,
the set of all bounceback rules B is determined by scanning all clauses in φex.

The elements of the set B = INTRA ≤ INTER ≤ CONTRA are formally defined as
follows. INTRA forbids each variable i to take two values 0 and 1 simultaneously:

INTRA = { ({(i, v)}, {(i, 1 − v)}) | i √ I ∨ v √ {0, 1} }. (9.9)

Each clause c = (x∧
j ∞ x∧

k ∞ x∧
l ) in φ is represented as a set C = {j∧, k∧, l∧}

with its literals x∧
i mapped to i∧ = i if x∧

i = xi and to −i otherwise, and the
formula φ is expressed equivalently by a set Φ, which includes all the clauses as
its elements. For example, the example formula φex is transformed into Φex =
{{1,−2}, {−2, 3,−4}, {1, 3}, {2,−3}, {3,−4}, {−1, 4}}. For each C in Φ and each
variable i in C, INTER blocks the radiation [either Ri,0(t + 1) or Ri,1(t + 1)] that
makes c false:

INTER = {(P, {(i, 0)}) | i √ C∨C √ Φ }≤{(P, {(i, 1)}) | −i √ C∨C √ Φ}, (9.10)

where P = { (j, 0) | j √ C ∨ j ◦= i } ≤ { (j, 1) | − j √ C ∨ j ◦= i }. Some rules in
INTER may imply that neither 0 nor 1 can be assigned to a variable. To avoid this
contradiction, for each variable i, we build CONTRA by checking all the relevant
rules in INTER:

CONTRA = {(P ≤ P′, P ≤ P′)| i √ I ∨ (P, {(i, 0)})
√ INTER ∨ (P′, {(i, 1)}) √ INTER}. (9.11)

Before the computation, B is obtained in a polynomial time of O(N · M) by generating
all the bounceback rules in INTRA, INTER, and CONTRA according to the above
procedures.

The computation starts at Xi,v(0) = Ri,v(0) = Fi,v(0) = 0 for all (i, v), and
the time evolution of the system is simulated by calculating the above equations
iteratively. Figure 9.5 shows that the system successfully found the solution of the
example formula φex at t = 13, which is represented by the configuration shown in
Fig. 9.4b.
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Fig. 9.5 Simulated time evolution of Xi,v(t) in a nanophotonic problem solver [20]. Black dots
and broken dotted lines indicate Xi,v(t) = 1 and Fi,v(t) = 1, respectively. The system found the
solution (x1, x2, x3, x4) = (1, 1, 1, 1) at t = 13

9.3.4 WalkSAT Algorithm

The performance of NanoPS is compared with that of the best studied stochastic
local search algorithm, WalkSAT. Initially, an assignment x(0) = (x1(0), x2(0), . . . ,

xN (0)) is randomly chosen. At each time step t, by checking whether each clause in
f is satisfied by the current assignment x(t), WalkSAT randomly chooses one of the
unsatisfied clauses and satisfies it by flipping one of its variables chosen at random
as xi(t + 1) = 1 − xi(t). This routine is iterated until a satisfying assignment is
obtained, or we run out of time. Schöning estimated the average number of iterations
that WalkSAT required for finding a solution to a 3-SAT problem as the exponential
function of (4/3)N poly(N) [34]; WalkSAT is one of the fastest stochastic local search
algorithms for solving this problem [35].

9.3.5 NanoPS versus WalkSAT

We used benchmark problem instances provided by SATLIB online [36], which were
the most difficult 3-SAT instances obtained by randomly generating three-literal
conjunctive normal form formulae, where the difficulty can be maximized by setting
the ratio between the number of variables N and the number of clauses M at the phase
transition region around M/N = 4.26 [37, 38]. We chose 100 instances from each
of the test sets uf75–325 and uf100–430, which took satisfiable N = 75–M = 325
and N = 100–M = 430 formulae from the most difficult region, M/N ≈ 4.333 and
M/N = 4.3, respectively.
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Fig. 9.6 Performance comparison between a simulation model of a nanophotonic problem solver,
NanoPS (black points), and the well-known WalkSAT (gray points) for benchmark 3-SAT instances
of N = 75 and N = 100 [20]. Each point indicates the average number of iterations over 500 trials
required to find a solution for a particular instance. For each algorithm and each N , we evaluated 100
points (instances). The instances were sorted (ranked) from easiest to most difficult in the ascending
order of the average number of iterations that WalkSAT required to find a solution. That is, the result
of WalkSAT and that of NanoPS for an identical instance are located at the same position on the
horizontal axis. The results are compared on a logarithmic scale, which implies that NanoPS has a
significant advantage over WalkSAT

For each instance, we conducted 500 trials consisting of Monte Carlo simulations
to obtain the average number of iterations (time steps t) required to find a solution. As
shown in Fig. 9.6, NanoPS found a solution after a much smaller number of iterations
than WalkSAT. The advantage of NanoPS over WalkSAT increased as N increased.

9.4 Nanophotonic Decision Maker

9.4.1 Multi-Armed Bandit Problem (BP)

For a formal discussion on the decision making, we tackle BP, which is stated as
follows. Consider a number of slot machines, each of which rewards the player with
a coin at a certain probability Pk (k √ {1, 2, . . . , N}) when played. To maximize
the total amount of reward, it is necessary to make a quick and accurate judgment
of which machine has the highest probability of giving a reward. To accomplish
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this, the player should gather information about many machines; however, in this
process, the player should not fail to exploit the reward from the known best machine.
These requirements are not easily met simultaneously, because there is a trade-off
between “exploration” and “exploitation.” BP is used to determine the optimal strat-
egy for maximizing the total reward with incompatible demands, either by exploiting
rewards obtained through already collected information or by exploring new informa-
tion to acquire higher pay-offs through risk taking. Biological organisms commonly
encounter this “exploration-exploitation dilemma” in their struggle to survive in an
unknown world. This dilemma has no known generally optimal solution.

BP was originally described by Robbins [39], although the same problem in
essence was also studied by Thompson [40]. However, the optimal strategy is known
only for a limited class of problems in which the reward distributions are assumed to
be known to the players [41, 42]. Furthermore, computing the Gittins index in practice
is not tractable for many problems. Agrawal and Auer et al. proposed algorithms that
could express the index as a simple function of the total reward obtained from a
machine [43, 44]. These algorithms are used worldwide for many applications, such
as Monte Carlo tree searches [45, 46].

Inspired by the amoeba’s shape-changing process under dynamic light stim-
uli, Kim et al. proposed an algorithm for BP called the “tug-of-war model”
(TOW) [14–17]. TOW is a dynamical system model of an amoeba-like body, which
maintains a constant intracellular resource volume while collecting environmental
information by concurrently expanding and shrinking its branches. The conserva-
tion law entails a “nonlocal correlation” among the branches. The volume increment
in one branch is immediately compensated by volume decrement(s) in the other
branch(es). This nonlocal correlation was shown to enhance the performance in
solving BP [14].

9.4.2 Model of a Nanophotonic Decision Maker (NanoDM)

We describe a numerical calculation model for simulating a nanophotonic decision
maker, called “NanoDM,” which implements a variant of TOW using photoexcitation
transfer dynamics among QDs. Although we only demonstrate only the two-armed
case, NanoDM can be easily extended to N-armed (N > 2) cases. We use three types
of cubic QDs with side lengths of a,

√
2a and 2a, which are represented by QDS ,

QDM and QDL respectively, as shown in Fig. 9.7. We assume that five QDs are one-
dimensionally arranged in QDL-QDM -QDS-QDM -QDL or QDM -QDL-QDS-QDL-
QDM . When an exciton is generated at QDS , it is transferred to the lowest energy
levels in QDLs; we observe negligible radiation from QDMs. However, when the
lowest energy levels of QDLs are populated with excitons by control lights, which
induce state-filling effects, the exciton at QDS is more likely to be radiated from
QDM .

We consider the radiation from either left QDML or right QDMR as the decision
of selecting slot machine A and B, respectively. The intensity of the control light to
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Fig. 9.7 Photoexcitation (exciton) transfer in a nanophotonic decision maker consisting of five
QDs denoted as QDLL , QDML , QDS , QDMR and QDLR [21]. Two cubic quantum dots QDS and
QDM , whose side lengths are a and

√
2a, respectively, are located close to each other. The exciton in

QDS can be transferred to neighboring structures QDM via optical near-field interactions, denoted
by US1M2 , because there exists a resonance between the level of quantum number (1, 1, 1) for
QDS (denoted by S1) and that of quantum number (2, 1, 1) for QDM (M2). The energy levels in
the system are summarized as follows. The (2, 1, 1)-levels of QDML , QDMR, QDLL and QDLR are
denoted by ML2, MR2, LL2 and LR2, respectively. The (1, 1, 1)-level of QDML , QDMR, QDLL and
QDLR are denoted by ML1, MR1, LL1 and LR1, respectively. The (2, 2, 2)-levels of QDLL and QDLR
are denoted by LL3 and LR3, respectively. The optical near-field interactions are US1Mi2 , US1Li3 ,
UMi2Li3 and UMi1Li2 (i = L, R)

induce state-filling at the left and right QDLs is respectively modulated on the basis
of the resultant rewards obtained from the chosen slot machine. It should be noted
that photoexcitation transfer phenomena among QDs are fundamentally probabilistic
and are described on the basis of density matrix formalism in a manner that is similar
to NanoPS. Until energy dissipation is induced, an exciton simultaneously interacts
with potentially transferable destination QDs in the resonant energy level. We exploit
such probabilistic behavior for the function of exploration for decision making.

NanoDM is modeled using density matrix formalism. For simplicity, we assume
one excitation system. There are in total 11 energy levels in the system: S1 in QDS;
ML1 and ML2 in QDML; LL1, LL2 and LL3 in QDLL; MR1 and MR2 in QDMR; LR1,
LR2 and LR3 in QDLR. Therefore the number of different states occupying these
energy levels is 12 including the vacancy state, as schematically shown in Fig. 9.8.
Because a fast intersublevel transition in QDLs and QDMs is assumed, it is useful to
establish theoretical treatments on the basis of the exciton population in the system
composed of QDS , QDMs and QDLs, where 11 basis states are assumed.

The optical near-field interaction between energy levels E1 and E2 is represented
by UE1E2 . For instance, the interaction between the (1, 1, 1)-level of QDS (S1) and the
(2, 1, 1)-level of QDML (ML2) is denoted by US1ML2 . The radiative relaxation rates
from S1, Mi1, and Li1 are given by γS1 , γMi1 and γLi1 , respectively. The quantum
master equation of the total system is then given by [33]
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Fig. 9.8 Schematic summary of the state transitions in nanophotonic decision maker[21]. The
relaxation rates ΓLL3 , ΓLL2 , ΓML2 , ΓMR2 , ΓLR3 and ΓLR2 , and the radiative decay rates γLL1 , γML1 ,
γS1 , γMR1 and γLR1 are shown

dρ(t)

dt
= − i

�
[Hint, ρ(t)]

+
∑

i = S1, ML1, MR1, LL1, LR1

γi

2

⎞
2Riρ(t)R†

i − R†
i Riρ(t) − ρ(t)R†

i Ri

)

+
∑

i = ML2, LL3, LL2, MR2, LR3, LR2

Γi

2

⎞
2Siρ(t)S†

i − S†
i Siρ(t) − ρ(t)S†

i Si

)
,

(9.12)

where the interaction Hamiltonian is given by Hint . Let the (i, i) and (j, j) elements of
ρ(t) be the probabilities of the two states that are transformable between each other
via an optical near-field interaction denoted by Uij. Then, the (i, j) and (j, i) elements
of the interaction Hamiltonian are given by Uij. The matrices Ri (i = S1, ML1, MR1,
LL1, LR1) are annihilation operators that annihilate excitations in S1, ML1, MR1,
LL1 and LR1, respectively, via radiative relaxations. The matrices R†

i (i = S1, ML1,
MR1, LL1, LR1) are creation operators given by the transposes of the matrices of Ri.

The radiative decay times γ−1
LL1

= γ−1
LR1

= 1 ns, γ−1
ML1

= γ−1
MR1

= 2
3
2 × 1 ∼ 2.83 ns

and γ−1
S1

= 23 × 1 ∼ 8 ns are inversely proportional to the volumes of the QDS .
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The matrices Si (i = ML2, LL3, LL2, MR2, LR3, LR2) are annihilation operators that
annihilate excitations in ML2, LL3, LL2, MR2, LR3 and LR2, respectively, via sublevel
relaxations Γi and populate excitations in the corresponding lower energy levels.

When there is no state-filling induced at LL1 and LR1, the sublevel relaxations are
assumed to be equally fast, Γi = 10 ps. On the other hand, when control lights are
used to induce state-filling at LL1 and/or LR1, we have to consider a multi-excitation
system in order to calculate the exact dynamics of the system. Another way of
describing the effect of state filling is that the sublevel relaxation time increases, for
example by a factor of 10, that is, Γ −1

LL2
= Γ −1

LR2
= 10 × 10 ps. Such an approach has

been validated in [19].
Through optical near-field interactions, an exciton generated at QDS is transferred

to the lowest energy levels in the largest-size QD, namely the energy level LL1
or LR1. However, when LL1 and LR1 are occupied by other excitations, the input
excitation generated at S1 should be relaxed from the middle-sized QD, that is, ML1
and MR1. The concept of the NanoDM is to induce state filling at LL1 and/or LR1
while observing radiations from ML1 and MR1. If radiation occurs in ML1 (MR1),
then we consider that the system selects machine A (B). We can modulate these
radiation probabilities by changing the intensity of the incident light.

9.4.3 Intensity Adjuster of NanoDM

We adopt the intensity adjuster (IA) to modulate the intensity of incident light to
large QDs, as shown at the bottom of Fig. 9.9. The initial position of the IA is zero.
In this case, the same intensity of light is applied to both LL1 and LR1. If we move
the IA to the right, the intensity at the right increases and that at the left decreases.
In contrast, if we move the IA to the left, the intensity at the left increases and that at
the right decreases. This situation can be described by the following relaxation rate
parameters as functions of the IA position j: ΓLR2 = 1

100 − 1
10,000 j + 1

100,000 , and

ΓLL2 = 1
100 + 1

10,000 j + 1
100,000 .

We calculated two (right and left) radiation probabilities in advance from ML1 and
MR1, namely SA(j) and SB(j), in each of the 201 states (−100 ≤ j ≤ 100) by using
the quantum master equation of the entire system. We used the following relaxation
rate and radiative decay parameters as shown in Fig. 9.8, γS1 = 1⎟

2
⎠3

1,000
, γMR1 =

1⎟√
2
⎠3

1,000
, γML1 = 1⎟√

2
⎠3

1,000
, γLR1 = 1

1,000 , γLL1 = 1
1,000 , ΓMR2 = 1

10 , ΓLR3 = 1
10 ,

ΓLR2 = 1
100 − 1

10,000 j + 1
100,000 , ΓML2 = 1

10 , ΓLL3 = 1
10 and ΓLL2 = 1

100 + 1
10,000 j

+ 1
100,000 , where j represents the position of the IA.
Note that we used the following optical near-field interaction parameters so that

the QDs are one-dimensionally arranged in the QDM -QDL-QDS-QDL-QDM order
for this calculation: US1MR2 = 1

10,000,000 , US1LR3 = 1
100 , UMR2LR3 = 1

10,000 , UMR1LR2

= 1
10,000 , US1ML2 = 1

10,000,000 , US1LL3 = 1
100 , UML2LL3 = 1

10,000 and UML1LL2 =
1

10,000 . Here we used a = 0.1 and k = 109 for the parameters. Then, the distance
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Fig. 9.9 Intensity adjuster (IA) and the difference between radiation probabilities from ML1 and
MR1 in a nanophotonic decision maker [21]. The difference between radiation probabilities SB(j)
− SA(j) as a function of the IA position j, which are calculated from the quantum master equation
of the total system, is denoted by the solid line. Here we used the parameters ΓLR2 = 1

100 − 1
10,000 j

+ 1
100,000 , and ΓLL2 = 1

100 + 1
10,000 j + 1

100,000 . As supporting information, the dashed line denotes

the case where ΓLR2 = 1
10+500(100+j) , and ΓLL2 = 1

10−500(100−j)

between QDS and QDL (r1) is 20 nm, and the distance between QDL and QDM (r2)
is 24.5 nm, such that U(r1) = 1

100 and U(r2) = 1
10,000 . Finally, we obtained two

radiation probabilities whose maximum ratio is 8520.82. The difference between
radiation probabilities, SB(j) − SA(j), is shown by the solid line in Fig. 9.9.

If j > 0, the intensity of incident light to the LR1 increases (the ΓLR2 decreases by
the amount of j/10,000), while that to the LL1 decreases (the ΓLL2 increases by the
amount of j/10,000). Correspondingly, the radiation probability SB(j) is larger than
SA(j) for j > 0, while the radiation probability SA(j) is larger than SB(j) for j < 0.
For j < −100, we used probabilities SA(−100) and SB(−100). Similarly, we used
SA(100) and SB(100) for j > 100.

The dynamics of the IA are defined as follows:

1. Set the IA position j to 0.
2. Select machine A or B by using SA(j) and SB(j).
3. Play on the selected machine.
4. If a coin is dispensed, then move the IA to the selected machine’s direction, that

is, j = j − D for A, and j = j + D for B.
5. If no coin is dispensed, then move the IA to the inverse direction of the selected

machine, that is, j = j + D for A, and j = j − D for B.
6. Repeat step (2).

Here, D is a parameter. In this way, NanoDM selects A or B, and the IA moves to
the right or left according to the reward.
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9.4.4 Softmax Algorithm

The performance of NanoDM is compared with that of the Softmax algorithm, which
is known as the best-fitting algorithm for human decision-making behavior in the
BP task [47]. In the Softmax algorithm, the probability of selecting A or B, P′

A(t) or
P′

B(t), is given by the following Boltzmann distributions:

P′
A(t) = exp[βQ′

A(t)]
exp[βQ′

A(t)] + exp[βQ′
B(t)] , (9.13)

P′
B(t) = exp[βQ′

B(t)]
exp[βQ′

A(t)] + exp[βQ′
B(t)] , (9.14)

where Q′
k (k√{A, B}) is the estimated reward probability of slot machines k, denoted

by Pk , and “temperature” β is a parameter. These estimates are given as,

Q′
k(t) = Wk(t)

Mk(t)
, (9.15)

Wk(t) = wk(t) + Wk(t − 1), (9.16)

Mk(t) = mk(t) + Mk(t − 1). (9.17)

Here wk(t) (k √ {A, B}) is 1 if a reward is dispensed from machine k at time t,
otherwise 0, and mk(t) (k √ {A, B}) is 1 if machine k is selected at time t, otherwise 0.

In our study, the “temperature” β was modified to a time-dependent form as
follows:

β(t) = τ · t. (9.18)

Here, τ is a parameter that determines the growth rate. β = 0 corresponds to a
random selection, and β → ∞ corresponds to a greedy action. A greedy action
means that the player selects A if Q′

A > Q′
B, or selects B if Q′

A < Q′
B.

9.4.5 NanoDM versus Softmax

Figure 9.10a, b demonstrate the efficiency (cumulative rate of correct selections) for
NanoDM (solid line) and Softmax with the optimized parameter τ (broken line) in
the case where the reward probabilities of the slot machines are (a) PA = 0.2 and
PB = 0.8 and (b) PA = 0.4 and PB = 0.6. In these cases, the correct selection
is “B” because PB is greater than PA. These cumulative rates of correct selections
are average values for each 1,000 samples. Hence, each value corresponds to the
average number of coins acquired from the slot machines. Even with a nonoptimized
parameter D, the performance of NanoDM was higher than that of Softmax with
an optimized parameter τ , in a wide parameter range of D = 10 – 100 although we
show only the D = 50 case in Fig. 9.10a, b.
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(a) (b)

Fig. 9.10 Performance comparison between a simulation model of a nanophotonic decision maker,
NanoDM (solid lines), and the well-known Softmax algorithm (broken lines) [21]. a Results for slot
machine reward probabilities of PA = 0.2 and PB = 0.8. The cumulative rate of correct selections
for NanoDM with fixed parameter D = 50 and the Softmax algorithm with optimized parameter
τ = 0.40 are shown. b Results for slot machine reward probabilities of PA = 0.4 and PB = 0.6. The
cumulative rate of correct selections for NanoDM with fixed parameter D = 50 and the Softmax
algorithm with optimized parameter τ = 0.25 are shown

In this study we dealt with restricted problems, namely, PA + PB = 1. However,
general problems can also be solved by the extended NanoDM although the IA
dynamics becomes a bit more complicated.

9.5 Discussion and Conclusion

In this paper, we reviewed NanoPS and NanoDM, which are models that use
photoexcitation transfer phenomena in QDs systems for solving SAT and BP,
respectively. NanoPS and NanoDM outperformed conventional algorithms. In par-
ticular, the advantage of NanoPS over WalkSAT increased as the problem-size N for
SAT increased. At each iteration, WalkSAT flips a single state without implementing
any interaction among the variables. In contrast, NanoPS updates at most 2N states
through a large number of interactions among the QDs, which exchange information
on stimulated experiences via the bounceback control dynamics. This difference in
the number of interactions might produce a large difference in the computational
power [1]. The computational power of NanoPS, therefore, emerges from its “con-
current” nature, in which a large number of search processes run simultaneously in
a spatially correlated manner, interfering with each other through the bounceback
control dynamics.

An important issue that we should address to implement NanoPS and NanoDM
experimentally is the means of introducing bounceback control dynamics and the
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intensity adjuster. An external approach would be to use some external control unit
such as a combination of a PC with light projection equipment. However, the external
control unit may impose additional energy costs and limit the processing speed of
our paradigm. On the other hand, an internal approach could implement the control
dynamics using additional QDs without the need for an external control unit. It may
be possible to embed the counterpart of the external control unit in the arrangement of
QDs, because the bounceback rules are expressed by combining elementary logical
operations, and these logical operations have already been implemented experimen-
tally in several QD systems [26].

Our nanophotonic computing paradigm is fundamentally different from
conventional optical computing or optical signal processing, which are limited by the
properties of propagating light. Our paradigm also differs from the current quantum
computing paradigm, which exploits a superposition of all possible states to produce
a correct solution. This is because our paradigm exploits both coherent and dissipative
processes. In fact, optical-near-field-mediated photoexcitation transfer is a coherent
process, suggesting that an exciton could be transferred to all possible destination
QDL’s via a resonant energy level, but such coherent interaction produces a unidirec-
tional transfer by an energy dissipation process occurring in QDL . An advantage of
our paradigm is that photoexcitation transfer is 104 times more energy efficient than
that in conventional electrically wired bit-flip circuits [29]. Furthermore, our SAT and
BP solvers have great potential for wide applications such as artificial intelligence,
information security, bioinformatics, and information communication technologies.
Putting these facts together, our nanophotonic computing paradigm will contribute
to developing low-energy-use highly versatile computers.
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