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How does one reason about and build dependable distributed systems in
which no component is guaranteed to follow the specified protocol?

While the setting of this question may appear implausible, this is precisely the en-
vironment in which services that span multiple administrative domains (MAD)
must function. In such services—which include applications such as content dis-
semination (e.g.., [2]),, file backup (e.g., [6]), volunteer computing (e.g., [5]), multi-
hop wireless networking (e.g., [4]), and Internet routing—resources are not under
the control of a single administrative domain, so the necessary cooperation cannot
simply be achieved by fiat. Instead, it is imperative that the service be structured
so that nodes—which are administered by different, potentially selfish entities—
have an incentive to help sustain it. Indeed, such issues are not imaginary: ample
evidence suggests that a large number of peers will free-ride or deviate from the
assigned protocol if it is in their interest to do so (e.g., [3,9,16,21]).

The presence of rational nodes challenges all approaches to dependability that
rely on a clean separation between correct and faulty nodes. The standard ap-
proach to fault tolerance that relies on correct nodes to take appropriate action
to mask or tolerate faulty nodes no longer applies when nodes that are not faulty
may nonetheless selfishly deviate from their correct specification. Even the basic
question of deciding on a failure model appropriate for reasoning about depend-
able MAD systems does not offer an obvious answer. Of course one could model
all deviations, whether due to faults or to selfishness, as Byzantine faults [17],
but many interesting problems in distributed computing become unsolvable once
the number of Byzantine nodes exceeds a third of the total [17]—and there is
no inherent reason why the combined number of faulty and selfish node should
conveniently stay below that threshold. Alternatively, one could apply classic
notions from game theory to model selfish behavior, but these typically only ac-
count for rational behavior, and become brittle if some (faulty) nodes behave in a
seemingly irrational fashion. This is particularly the case in cooperative services,
where the nodes themselves are often unreliable personal machines riddled with
malware and other exploits [1,11]. The natural way forward, then, is to somehow
combine insight from game theory and fault-tolerant distributed computing.

One strategy is to specify a notion of equilibrium that draws inspiration from
traditional Byzantine fault tolerance and to aim for a solution concept in which
rational nodes prefer the specified strategy despite the presence of a thresh-
old of arbitrary failures [7,8,15]. This is the approach adopted by the elegant
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(k, t)-robustness solution concept [7]. Rational nodes have no incentive to deviate
from a (k, t)-robust equilibrium despite up to t Byzantine nodes; further, unlike
Nash equilibria, which are robust only against unilateral deviations, (k, t)-robust
equilibria can tolerate collusions of up to k rational nodes. Unfortunately, the
elegance of (k, t)-robustness comes at the cost of strong assumptions, which in
principle can limit the practical applicability of this solution concept in realistic
scenarios (more on this later).

An alternative strategy, explored in the BAR approach [10,14] is to classify
nodes as belonging to one of three classes (Byzantine, Acquiescent, and Ratio-
nal) and to model explicitly the expectations held by rational nodes concerning
the behavior of Byzantine nodes. On the positive side, the BAR model has been
successfully applied to build several real systems [10,18,19] that tolerate both
malicious and rational deviations; however, these systems, as well as other work
that has relied on models similar to BAR [20], suffer from several limitations of
their own. First, they assume that rational nodes always model that Byzantine
behavior as malicious, with Byzantine nodes hell-bent on producing the worst
possible outcome for every other node; second, while they do not rely on acquies-
cent nodes to provide their guarantees, they also do not take advantage of their
presence; finally, they do not explicitly handle collusion among rational nodes:
at best, colluding rational nodes are modeled as Byzantine [10,19].

What should then be the basis for a rigorous treatment of cooperative ser-
vices? How should participating nodes be modeled and what guarantees should
we aim for? And can these models and guarantees be applied to real systems?
This talk reviews our recent progress in trying to answer these questions.

Which solution concept can offer rigorous and practical basis for dependable
cooperative services? To answer this question, we introduce a communication
game that captures the key characteristics of most distributed systems that tol-
erate arbitrary faults. Specifically, our game models systems in which (a) some
node-to-node communication is necessary to achieve some desired functional-
ity (b) bandwidth is not free; and (c) the desired functionality is achievable
despite t Byzantine failures. We find that notions of equilibrium inspired by
traditional Byzantine fault-tolerant techniques, such as (k, t)-robustness, are ca-
pable of achieving equilibrium in communication games only under very limited
circumstances, severely limiting their practical usefulness [22,24]. Our findings
suggest that practical solution concepts must explicitly model the beliefs of ra-
tional nodes when it comes to Byzantine behavior.

What is the role of acquiescent nodes in cooperative services? Although real
MAD systems include a sizable fraction of acquiescent (correct and unselfish)
nodes, their impact on the incentive structure of MAD services is not well under-
stood. In particular, systems built under the BAR model have sidestepped the
challenge by designing protocols that neither depend on nor leverage the pres-
ence of acquiescent nodes—indeed, it seems possible that the very presence of
acquiescent nodes may demotivate selfish rational nodes from contributing their
share of resources, in the hope of free-riding off the acquiescent nodes’ good will.
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Can that good will be leveraged without imperiling rational participation? By
distilling this question to a rational peer’s last opportunity to cooperate, we find
that not only is the good will of acquiescent nodes not antithetical to rational
cooperation, but that, in a fundamental way, rational cooperation can only be
achieved in the presence of the scintilla of altruism that acquiescent nodes bring
to the system [23].

How should collusion be managed? The literature offers two approaches to guar-
antee that deviations resulting from collusion do not affect the incentives pro-
vided to rational nodes. The first is to model collusion as a fault and col-
luding nodes as Byzantine—which, similar to modeling rational deviations as
Byzantine, forces an artificially low cap on the number of colluders. The second
approach—taken by strong Nash [12], k-resilient equilibria [7,8], and coalition-
proof Nash equilibria [13], to name a few—is to deny any benefit to colluders:
if the equilibrium is a best response not just to every individual, but also to ev-
ery possible coalition, then collusion poses no harm to the equilibrium’s stability,
since nodes gain no benefit by colluding. However, nodes that collude are likely to
trust each other more and, more generally, be able to hold stronger assumptions
about one another. Since stronger assumptions typically lead to more efficient
protocols, identifying a single strategy that is a best response both inside and
outside of every possible coalition is in practice very hard.

To overcome this challenge, we propose a fundamentally different approach
to dealing with coalitions, based on the observation that while finding a sin-
gle best response between all nodes is sufficient to prevent nodes from de-
viating, it is not necessary to achieve such stability. We introduce two new
notions of equilibrium that leverage the observation that coalitions (includ-
ing the trivial singleton coalition of one non-colluding node) will not deviate
from an equilibrium as long as the equilibrium specifies a best-response strat-
egy for every coalition. We thus allow the strategy a node follows to depend
on whom the node is colluding with, thereby enabling the equilibrium to ex-
plicitly account for the advantages of coalition members while guaranteeing
that nodes have no incentive to deviate from the specified equilibrium [22].

∼ ∗ ∼

We are working on the design and implementation of a new hybrid (in that it
relies on both servers and peer-to-peer cooperation) content distribution sys-
tem that aims to apply these insights towards building a scalable, robust, and
dependable method for distributing content.
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