
Hendrik Decker
Lenka Lhotská
Sebastian Link
Josef Basl
A Min Tjoa (Eds.)

 123

LN
CS

 8
05

6

24th International Conference, DEXA 2013
Prague, Czech Republic, August 2013
Proceedings, Part II

Database and Expert
Systems Applications



Lecture Notes in Computer Science 8056
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Hendrik Decker Lenka Lhotská
Sebastian Link Josef Basl A Min Tjoa (Eds.)

Database and Expert
Systems Applications
24th International Conference, DEXA 2013
Prague, Czech Republic, August 26-29, 2013
Proceedings, Part II

13



Volume Editors

Hendrik Decker
Instituto Tecnológico de Informática, Valencia, Spain
E-mail: hendrik@iti.es

Lenka Lhotská
Czech Technical University in Prague, Czech Republic
E-mail: lhotska@fel.cvut.cz

Sebastian Link
The University of Auckland, New Zealand
E-mail: s.link@auckland.ac.nz

Josef Basl
University of Economics, Prague, Czech Republic
E-mail: basl@vse.cz

A Min Tjoa
Vienna University of Technology, Austria
E-mail: amin@ifs.tuwien.ac.at

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-40172-5 e-ISBN 978-3-642-40173-2
DOI 10.1007/978-3-642-40173-2
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2013944804

CR Subject Classification (1998): H.2, H.3, H.4, I.2, H.5, J.1, C.2

LNCS Sublibrary: SL 3 – Information Systems and Application,
incl. Internet/Web and HCI

© Springer-Verlag Berlin Heidelberg 2013

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The book you are reading comprises the research articles as well as the abstracts
of invited talks presented at DEXA 2013, the 24th International Conference on
Database and Expert Systems Applications. The conference was held in Prague,
the lovely Czech capital, where DEXA already took place in 1993 and 2003.
The presented papers show that DEXA has successfully stayed true to a core
of themes in the areas of databases, intelligent systems, and related applica-
tions, but also that DEXA promotes changing paradigms, new developments,
and emerging trends. For the 2013 edition, we had called for novel results or
qualified surveys in a wide range of topics, including:

* Acquisition, Modeling, Management and Processing of Knowledge
* Authenticity, Consistency, Integrity, Privacy, Quality, Security of Data
* Availability
* Constraint Modeling and Processing
* Database Federation and Integration, Interoperability, Multi-Databases
* Data and Information Networks
* Data and Information Semantics
* Data and Information Streams
* Data Provenance
* Data Structures and Data Management Algorithms
* Database and Information System Architecture and Performance
* Data Mining and Data Warehousing
* Datalog 2.0
* Decision Support Systems and Their Applications
* Dependability, Reliability and Fault Tolerance
* Digital Libraries
* Distributed, Parallel, P2P, Grid, and Cloud Databases
* Incomplete and Uncertain Data
* Inconsistency Tolerance
* Information Retrieval
* Information and Database Systems and Their Applications
* Metadata Management
* Mobile, Pervasive and Ubiquitous Data
* Modeling, Automation and Optimization of Processes
* Multimedia Databases
* NoSQL and NewSQL Databases
* Object, Object-Relational, and Deductive Databases
* Provenance of Data and Information
* Replicated Databases
* Semantic Web and Ontologies
* Sensor Data Management
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* Statistical and Scientific Databases
* Temporal, Spatial, and High-Dimensional Databases
* User Interfaces to Databases and Information Systems
* WWW and Databases, Web Services
* Workflow Management and Databases
* XML and Semi-structured Data

In response to this call, we received 174 submissions from all over the world, of
which 43 are included in these proceedings as accepted full papers, and 33 as
short papers. We are grateful to the many authors who submitted their work
to DEXA. Decisions on acceptance or rejection were based on at least three
reviews for each submission. Most of the reviews were detailed and provided
constructive feedback to the authors. We owe our deepest thanks to all members
of the Program Committee and to the external reviewers who invested their
expertise, interest, and time in their reviews.

The program of DEXA 2013 was enriched by three exceptional invited keynote
speeches, presented by distinguished colleagues:

• Trevor Bench-Capon: “Structuring E-Participation in Policy Making Through
Argumentation”

• Tova Milo: “Making Collective Wisdom Wiser”
• Klaus-Dieter Schewe: “Horizontal and Vertical (Business Process) Model

Integration”

In addition to the main conference track, DEXA 2013 also featured seven work-
shops that explored a wide spectrum of specialized topics of growing general
importance. The organization of the workshops was chaired by Franck Morvan,
A. Min Tjoa, and Roland R. Wagner, to whom we say “many thanks indeed”
for their smooth and effective work.

Special thanks go to the host of DEXA 2013, the Prague University of Eco-
nomics, where, under the admirable guidance of the DEXA 2013 General Chairs
Josef Basl and A. Min Tjoa, an excellent working atmosphere was provided.

Last, but not at all least, we express our heartfelt gratitude to Gabriela Wag-
ner. Her professional attention to detail, skillful management of the DEXA event
as well as her preparation of the proceedings volumes are greatly appreciated.

August 2013 Hendrik Decker
Lenka Lhotská
Sebastian Link
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Maria Jesús Garćıa Godoy Universidad de Málaga, Spain
Di Jiang Hong Kong University of Science and

Technology, Hong Kong
Christos Kalyvas University of the Aegean, Greece
Anas Katib University of Missouri-Kansas City, USA
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Emir Muñoz DERI NUI Galway, Ireland
Konstantinos Nikolopoulos City University of New York, USA
Christos Nomikos University of Ioannina, Greece
Ermelinda Oro ICAR-CNR, Italy
Nhat Hai Phan LIRMM, France
Maria del Pilar Villamil University Los Andes, Colombia
Gianvito Pio University of Bari, Italy
Jianbin Qin University of New South Wales, Australia
Laurence Rodrigues do

Amaral Federal University of Uberlandia, Brazil
Wei Shen Tsinghua University, China
Sebastian Skritek Vienna University of Technology, Austria
Vasil Slavov University of Missouri-Kansas City, USA
Alessandro Solimando Università di Genova, Italy
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Establishing Relevance of Characteristic Features
for Authorship Attribution with ANN

Urszula Stańczyk

Institute of Informatics, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland

Abstract. Authorship attribution is perceived as a task of the para-
mount importance within stylometric analysis of texts. It encompasses
author characterisation and comparison, and by observation and recog-
nition of patterns in individual stylistic traits enables confirmation or
rejection of authorship claims. Stylometry requires reliable textual de-
scriptors and knowledge about their relevance for the case under study.
One of the possible ways to evaluate this relevance is to employ a fea-
ture selection and reduction algorithm in the wrapper model. The paper
presents research on such procedure applied to artificial neural networks
used to categorise literary texts with respect to their authors, with im-
portance of attributes discovered through sequential backward search.

Keywords: Stylometry, Authorship Attribution, Characteristic Feature,
Feature Relevance, Feature Selection, Sequential Backward Search.

1 Introduction

Stylometry (or computational stylistics) is a science that investigates intricacies
of writing styles. It is considered as a successor of historical textual analysis and
exploits quantitative measures to express uniqueness of human thought captured
in words and sentences [1]. Putting aside the subject content and categorisation
of texts with respect to what we write about, stylometry shifts focus to how we
do it and allows for characterisation of authors by detecting their age, gender,
educational and cultural background, linguistic preferences. Through comparison
of styles it extracts similarities and differentiating traits and enables recognition
of authorship, which is widely perceived as the most important of its tasks [3].

Stylometry requires reliable textual descriptors, reflecting elements of writ-
ing styles. Typically there are used content-independent markers referring to
function words and syntactic structures [2]. When various sets of characteristic
features are proposed and not a single explanation or reasoning gives motivation
for strong preference of some set over others, it is a common practice to use a
set as large as possible (and feasible), and discover relevance of features by em-
ploying data mining techniques. With such approach if some features are found
redundant, irrelevant, or less relevant than others, they can be discarded.

Selection and reduction of characteristic features is a widely studied problem,
applicable in many domains [5]. It can be executed by filtering, regardless of a

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 1–8, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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particular classifier employed, or the choice can be dependent on the classifier
performance in the wrapper model. This last approach was exploited in the re-
search presented in this paper. As a classifier used to recognise authorship for
literary works artificial neural network was employed [10]. Starting with the set
of arbitrarily selected characteristic features the algorithm for sequential back-
ward search was applied next and effects of reduction for single attributes with
regard to classification accuracy observed. The procedure leads to establishing
an ordering of features reflecting their relevance for the case under study.

The paper is organised as follows. Section 2 presents basic stylometric notions
whereas Section 3 addresses the problem of feature extraction, selection, and re-
duction. Section 4 provides some details of the experimental setup and Section 5
describes ANN classifier employed in the research. The process of establishing
relevance of features and results of performed experiments are given in Section 6.
Section 7 contains concluding remarks.

2 Stylometric Analysis

A style is an elusive phenomenon — intuitively we can tell a difference between
various styles, yet how to express our subtle and individual impressions in precise
terms, how to represent them in some unemotional objective measures under-
standable to machines and required for automatic recognition?

It is relatively easy to describe a text by its genre and topic, but as Jussi
Karlgren states [1]: Texts are much more than what they are about. Perceiving
discrepancies only in plots, characters would be extremely superficial. Even with
focus on works by a single author we can observe varieties in linguistic forms and
constructions. While writing, authors make choices how to capture their ideas in
words and sentences, how to organise them. Some of these choices are conscious,
some subconscious. When they are consistent and observable throughout all
works they gave base to definitions of individual writing styles.

In order to distinguish styles there are needed textual features reflecting lin-
guistic characteristics present and detectable in analysed samples of writing.
Selection of these features is one of key issues within stylometric processing [7].
For text categorisation with respect to topic specific words or phrases are suf-
ficient, whereas for style-based categorisation we have to go deeper and study
such statistics as frequencies of usage for words, averages of word and sentence
lengths, organisation of sentences into paragraphs giving syntactic structure.

To process these lexical and syntactic descriptors either statistic-oriented
methodologies or techniques from artificial intelligence domain are employed [9].

3 Feature Extraction, Selection and Elimination

A task of finding characteristic features is demanding — they are typically ex-
pected to be exploited for automatic recognition, result in a high predictive
accuracy, and should not be too numerous since that would complicate classifi-
cation. The task takes on one of two forms:
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– Feature selection — when the original form and meaning of features is pre-
served within processing,

– Feature extraction — when they are transformed into other measures, and
we lose original semantic information.

A set of attributes describing objects for recognition could be dictated by
domain knowledge, but more often we need to make a choice from the available
alternatives. This selection can be executed in two approaches [5]:

– Filtering, basing on which we sieve through all features and arrive at such set
that meets conditions. Filters tend to be more general and applicable in most
domains as they are not dependent on any particular learning algorithm.

– Wrapping, when the choice of characteristic features is conditioned by the
performance of a classifier used. Wrappers are biased by the specifics of the
classifier and while obtained subsets of features can bring increase of its
accuracy, they are not necessarily equally suitable for another.

In both approaches a compromise between minimality and suitability of a
feature set is required as the proverbial saying of "never too much of a good
thing" in case of features is not true. When there are too many features the
curse of dimensionality usually works against efficiency.

It is impractical and often unfeasible to perform an exhaustive search for
features, so the generation of a set of features for evaluation starts with either:

– No features, and then we add them in forward selection,
– A group of features, selected either arbitrarily or randomly, that is next

expanded or reduced,
– All features, some of which are later rejected in backward elimination.

Observations on how elimination of features affects the classifier performance
bring information about relevance of the studied attributes for the problem to
be solved, as illustrated in this paper.

4 Input Datasets

The first rule of stylometric analysis, or, in fact, for any pattern recognition
and classification task, is that we need access to some sufficiently large number
of samples, sufficient being the operative word in this statement. Basing on
these samples the characteristic features are next selected or extracted. Once
they are acquired, a data processing technique can be employed and a classifier
constructed. Its performance depends on many aspects, whether it is suitable
for the task, if descriptive properties of features express characteristics of data
samples, whether there are enough samples, if they are representative.

In the research on authorship recognition as the corpus there were used se-
lected literary works by Jane Austen and Edith Wharton, available thanks to
Project Gutenberg (http://www.gutenberg.org), as listed in Table 1. Since in
such long novels as these some variations of styles can be observed, they were

http://www.gutenberg.org


4 U. Stańczyk

Table 1. Literary works analysed within stylometric research

Jane Austen Edith Wharton
"Emma" "A Backward Glance"

Learning dataset "Mansfield Park" "The Age of Innocence"
"Pride and Prejudice" "The Glimpse of the Moon"

"Persuasion" "The Reef"
"Northanger Abbey" "Certain People"

Testing dataset "Sense and Sensibility" "House of Mirth"
"Lady Susan" "Summer"

divided into smaller samples of writing, of comparable length, typically corre-
sponding to chapters or their parts, few pages or about 4 thousands words long,
the same number of samples for both authors in both datasets.

To describe samples we need textual markers, referring to lexical and syntactic
elements of a linguistic style. Therefore, the frequencies of usage were considered
for punctuation marks and some function words selected basing on the list of
the most popular words in English language, as follows:

– Syntactic descriptors reflected the usage of a comma, a colon, a semicolon,
a bracket, a hyphen, a fullstop, a question mark, an exclamation mark.

– Lexical markers: but, and, not, in, with, on, at, of, as, this, that, by, for, to,
if, what, from.

Together both types of descriptors amount to 25 attributes, the set employed
in the past research works dedicated to authorship attribution [8]. For this set
of features the base connectionist classifier was next built.

5 ANN Classifier

Connectionist classifiers are an alternative to rule-based solutions in cases where
observation of subtle patterns in data is needed. Originally invented to model the
work of biological neurons and their systems [4], artificial neural networks infer
knowledge from the available data samples by adapting their internal structure.

Multilayer Perceptron (MLP), employed in the presented research, is a feed-
forward network constructed from an input, output, and some hidden intercon-
nected layers, with the number of neurons in them determined by the specifics of
a classification task. Typically MLP employs supervised learning by backprop-
agation. In this algorithm the network adjusts a vector of weights associated
with connections (W) in order to minimise the error on the output, equal to the
difference between the expected dmi and the obtained outcome ymi (W), for all I
output neurons and for all M learning facts:

e(W) =
1

2

M∑
m=1

I∑
i=1

(dmi − ymi (W))
2 (1)
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In the experiments performed California Scientific Brainmaker simulation soft-
ware was exploited. To define a network, an operator needs to choose an acti-
vation function for neurons (sigmoid was selected), which determines when they
fire, and the number of neurons and layers. Two outputs corresponded to two
recognised classes (authors), while 25 inputs were dedicated to the original se-
lection of textual attributes. The number of hidden layers and neurons is an
important parameter of ANN performance, often established in tests, the results
of which are given in Table 2. To minimise the effect of the initiation of weights
executed at the beginning of each learning phase, multi-starting procedure was
used and each network was trained 20 times. The results are listed in three
categories: the worst, the best, and median classification accuracy.

Table 2. Performance of ANN classifier in relation to the network structure

Number of hidden layers 0 1 2
Number of neurons 25 25 14 21 19
in hidden layers 0 25 14 7 25 2 13 6 6

Classification accuracy [%]
Minimal 90.00 90.00 90.00 90.00 90.00 90.00 88.89 90.00 90.00
Median 90.00 91.11 91.11 91.11 91.11 91.11 91.11 91.11 91.11
Maximal 91.11 91.11 92.22 92.22 93.33 92.22 91.11 92.22 93.33

All tested ANNs returned acceptable results, yet in order as not to worry
about linear separability of the problem to be solved, we need a network with
two hidden layers, and from these constructed the best results for the fewest
neurons are given in the right-most column of Table 2. The total number of
hidden neurons equals that of inputs, and they are divided into two layers: to
the second the integer part of one fourth, the rest to the first layer. This rule
was employed for all networks tested within the presented research.

6 Relevance of Characteristic Features

In this age of optimisation, construction of classifiers which return satisfactory
results is rarely considered as the end of the road. Even if attempts at increasing
the performance fail, it is informative to discover the relevance of features for
the considered classification task and expose their individual influence.

The wrapper approach to feature selection and reduction requires the process-
ing technique used not to possess its own mechanisms dedicated to dimension-
ality reduction. It is not entirely true for artificial neural networks since there
exist several pruning algorithms [6], which enable detection and removal of such
neurons that by low weights of interconnections have relatively little influence
on the output. However, these algorithms are not inherent parts of a network.
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In the research to establish relevance of characteristic features in authorship
attribution task, the sequential backward elimination procedure was exploited.
Starting with the original set of 25 attributes, the classifier performance was
tested when one feature was rejected. From all alternatives the one with the
best predictive accuracy was selected as the starting point for the next stage
of execution, where the process was repeated and another attribute discarded.
The procedure stops when there are no features left to reduce or some other
conditions met. For N studied features there are up to N− 1 stages, and up to

N + (N − 1) + (N − 2) + · · ·+ 3 + 2 =
(N + 2)(N − 1)

2
(2)

networks to be tested, which for high N can become prohibitive. Also, the elim-
ination procedure imposes an ordering of features within which the search is not
exhaustive. Once a feature is rejected it is not reconsidered again. Despite these
drawbacks application of the described methodology can result in increased pre-
dictive accuracy for some reduced number of inputs, it also provides information
about redundancy of some features while indicating those of higher relevance,
which can be compared against other classifiers and other tasks.

The results of conducted experiments are given in Table 3 and Fig. 1. Table 3
specifies the list of remaining features and the one eliminated at each stage of
execution, along with the classification accuracy for each best network. It also
indicates ranking of features corresponding to their relevance.

Fig. 1 displays these results in graphs, plotting the minimal, median and best
predictive accuracies for all networks. It is apparent, that with this procedure
even when reduction of features reaches 84% (21 out of 25 eliminated and only 4
left), the resulting artificial neural network classifies with better accuracy than
the base network with the complete set of 25 attributes.
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Fig. 1. Classification accuracy in relation to the number of features employed, ex-
pressed as: a) an absolute value, b) a calculated difference (increase + or decrease -)
with respect to the base performance for all characteristic features

The relatively simple procedure described enables to detect these character-
istic features which can be treated as either irrelevant or redundant for the par-
ticular classification task, and, when discarded, can bring significant decrease in
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Table 3. Establishing the relevance of characteristic features by sequential backward
elimination. The stage of execution with the index 0 is the starting point where all
features are involved in classification. In subsequent stages with increasing indices one
feature at a time is eliminated based on the classifier performance.

Elimination Features remaining Eliminated Classification
stage feature accuracy [%]

0 but and not in with on at of as this that by 91.11
for to if what from . , ; : ! ? ( -

1 but and not in with on at of as this that by , 93.89
for to if what from . ; : ! ? ( -

2 but and not in with on at of as this that by ( 94.44
for to if what from . ; : ! ? -

3 but and not in with on at of as this that by - 95.56
for to if what from . ; : ! ?

4 but and not in with on of as this that by for at 96.67
to if what from . ; : ! ?

5 but and not in on of as this that by for to if with 97.78
what from . ; : ! ?

6 but and not in on of as this that by for to if what 97.78
from . ; : ! ?

7 but and not in on of as this that by for to if from 97.78
. ; : ! ?

8 but and not in on of as this that by for if . ; : to 97.78
! ?

9 but and not in on of as this that by if . ; : ! ? for 97.78
10 but and not in on as this that by if . ; : ! ? of 97.78
11 but and not in on as this that by if ; : ! ? . 98.89
12 but and not on as this that by if ; : ! ? in 98.33
13 but and not on as this that by if ; : ? ! 98.89
14 but and not on as that by if ; : ? this 98.89
15 and not on as that by if ; : ? but 98.89
16 and not on as by if ; : ? that 98.89
17 and not on as by ; : ? if 97.78
18 and not on as by ; : ? 97.78
19 not on as by ; : and 95.56
20 not on as ; : by 94.44
21 not on as ; : 95.56
22 not on ; as 90.00
23 not ; on 82.22
24 not ; 62.22

the classifier size and even noticeable increase of its performance. On the other
hand, the lack of generality due to wrapper approach and additional computa-
tional and processing costs involved can be considered as certain disadvantages.
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7 Conclusions

The paper presents research on authorship attribution performed with ANN
classifier. Starting with the set of arbitrarily selected characteristic features, the
sequential backward elimination procedure is employed, where at each stage one
attribute is reduced. From all alternatives there is selected one with the highest
predictive accuracy. The process stops when there are no features left to reject.
With this approach not only we can discover the network which performs better
for fewer inputs but also expose the influence of individual attributes on classifi-
cation accuracy reflecting their relevance. Since in the search there is considered
a part of possible feature subsets the methodology cannot guarantee finding the
best solution, and for a high number of features the additional computational
costs involved can become prohibitive, yet the process is relatively simple and
it gives a reasonable chance of arriving at such subset of features for which the
performance is improved and the structure of the classifier reduced. In the future
research the procedure will be employed and tested for rule-based classifiers.
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Abstract. Service compositions build new web services by orchestrating
sets of existing web services provided in service repositories. Due to the
increasing number of available web services, the search space for finding
best service compositions is growing exponentially. In this paper, a com-
bination of genetic programming and random greedy search is proposed
for service composition. The greedy algorithm is utilized to generate valid
and locally optimized individuals to populate the initial generation for
genetic programming, and to perform mutation operations during ge-
netic programming. A full experimental evaluation has been carried out
using public benchmark test cases with repositories of up to 15,000 web
services and 31,000 properties. The results show good performance in
searching for best service compositions, where the number of atomic web
services used and the tree depth are used as objectives for minimization.

1 Introduction

Service-oriented software is built on top of service repositories containing hun-
dreds or thousands of atomic web services. Due to the increasing number of
available services, the search space for finding the best service composition is
growing exponentially. Hence, computing optimal solutions is impractical in gen-
eral. Rather, one is interested in efficient and effective approaches for computing
near-optimal solutions.

Web service composition has recently attracted much interest. Many existing
approaches tackle service composition tasks by considering them as planning
problems using established planning techniques [5, 8, 13–16]. However, these
approaches do not scale. The complexity that they consider is much lower than
the one typically observed in service composition tasks based on dedicated web
service languages like OWL-S [12] and BPEL4WS [1]. Other approaches tackle
service composition tasks by using artificial intelligence techniques [18, 20, 21].
Most approaches have been tested for small service repositories only, without
any attention to scalability. In [2, 17, 19], genetic programming (GP) is used for
computing near-optimal service compositions. A thorough analysis reveals the
limited effectiveness of the evolutionary process in these GP-based approaches
that is due to the complexity of the data structures used and the randomness
of the initial population. Therefore, it requires extremely long time to discover
near-optimal solutions, and the results are very unstable, see [17].

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 9–17, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The goal of this paper is to propose a novel GP-based approach to web ser-
vice composition that overcomes shortcomings of previous GP-based approaches.
Instead of starting with an initial population of service compositions that are
randomly generated from the huge number of atomic web services in the repos-
itory, we apply a greedy search algorithm to pre-filter the repository for those
atomic web services that are exclusively related to the given service composition
task. We have examined our proposal using the public web service repositories
of OWL-S TC [11], WSC2008 [4] and WSC2009 [9] as benchmarks. Specifically,
we have investigated the following objectives:

1. Whether the new method can achieve reasonably good performance, and in
particular outperforms existing GP-based approaches.

2. Whether the greedy algorithm can effectively discover atomic web services
that are exclusively related to the service composition task.

3. Whether the evolved program (the solution to the given service composition
task) is interpretable.

This paper is structured as follows: Section 2 discusses representations of service
compositions. Sections 3 and 4 present our approach, while Section 5 reports on
the experiments conducted to test it. Finally, Section 6 states our conclusions.

2 Representation of Service Compositions

Web services for complex tasks can be composed from atomic web services pro-
vided in the service repository. A web service takes certain inputs to generate
certain outputs. The inputs and outputs can be semantically described through
ontologies as concepts, cf. [4, 9]. Assume, for example, the given task is to de-
termine the maximum price of a book, its ISBN and the recommended price in
dollars for a given input AcademicItemNumber. That is, a web service is needed
that takes the concept I = {AcademicItemNumber} as input, and produces the
concept O = {MaxPrice, ISBN,RecommendedPrice} as output, see Fig. 1. If
the service repository contains no such atomic web service, a composite service
might be able to accomplish the given task.

Service compositions are often represented as directed acyclic graphs, see
Fig. 1(a). Squares represent atomic web services used in the composition, while
circles represent the input concept I and the output concept O of the compos-
ite service S. Arcs are labelled by the properties that are transferred from one
atomic service to another, or taken from the input I, or produced for the output
O. The service composition must be verified for formal correctness. For that,
each atomic web service used in the composition must satisfy the matching rule:
its input concept must be subsumed by the union of the properties on its incom-
ing arcs, and its output concept must subsume the union of the properties on its
outgoing arcs. In this case, the input concept matches the properties received,
and the output concept matches the properties sent. In our example, all atomic
web services satisfy their respective matching rules.
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(a) Graph representation of S (b) Tree representation of S

Atomic web service Input Output
S1 GetMaxPrice Author Book, MaxPrice
S2 GetISBN Book, Publisher Author, ISBN
S3 GetRecommendedPricePublisher Book RecommendedPrice, Publisher
S4 GetBookAuthor AcademicItemNumber Book, Author

(c) Some atomic web services in the repository

Fig. 1. A composite web service S composed from four atomic web services S1, . . . , S4

found in the repository

The number of candidate service compositions grows exponentially with the
number of atomic web services in the repository and with the number of proper-
ties involved. Due to the inherent complexity of the service composition problem
we employ GP to find near-optimal solutions. We assume that the reader is famil-
iar with the principles of genetic programming (GP) [10]. While directed acyclic
graphs are a natural way to represent service compositions, GP traditionally
represents evolved programs as tree structures in memory.

To facilitate the use of tree-based GP techniques the graph representation of
service compositions is converted into a tree representation. We make use of the
standard transformation of directed acyclic graphs into trees [3], also known as
unfolding. In our example, the directed acyclic graph in Fig. 1(a) is transformed
into the tree in Fig. 1(b). Unfolding starts with the output concept O which
becomes the root of the tree, while the terminal nodes of the tree represent
multiple copies of the input concept I of the composite service S. Unfolding
often causes duplicate nodes. In Fig. 1(b), there are two S1 nodes, two S3 nodes,
four S4 nodes, and four I nodes. For the sake of simplicity, we occasionally skip
the subtree rooted at a duplicated node in our illustrations.

Related Work. Several GP-based approaches for web service composition have
been proposed. [2] pioneered the use of GP by introducing genetic operators and
fitness functions for service compositions, but tested only with very small repos-
itories. [17] proposed a tree representation of individuals, with internal nodes
for control structures and terminal nodes for atomic web services, and used a
context-free grammar to randomly initialize the first generation for GP. By con-
struction, the initial generation contains many weak individuals, thus making
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the approach inefficient and unstable. To overcome shortcomings of [17], [19]
refined the tree representation, and introduced the service dependency graph for
checking the matching rules. A major limitation is that only atomic web services
with a single property as output are permitted. Other approaches work with
graph representations of service compositions [20, 21], but are not GP-based.
[7], for example, used breath first search to compute valid service compositions,
but made no efforts to find best solutions.

3 The Novel GP-Based Approach

Now, we define the variables commonly used in GP, i.e., the terminal set, the
function set, and the fitness function [10]. A service composition task is defined
by an input concept I, an output concept O, and a repository R of atomic web
services. We use the atomic web services in the given repository as the function
set in GP, i.e., we regard the atomic web services as functions that map inputs
to outputs. GP uses the tree representation discussed above: the internal nodes
correspond to functions, all terminal nodes to the input concept I, and the root
to the output concept O.

Fig. 2. An example for our crossover

A fitness function is used to measure the quality of candidate compositions.
We use the unduplicated number of atomic web services used in a service com-
position to measure the fitness of a service composition. The fewer atomic web
services used in the service composition, the better its performance will be.
Occasionally, we also use the tree depth to measure the fitness of service com-
positions. The tree depth corresponds to the length of the longest path from
the input concept to the output concept. In our example in Fig. 1, the number
feature is 4, since S1, . . . , S4 are used and duplicates are not considered, and the
depth feature is 3. We use the depth feature only to distinguish service com-
positions with identical number feature. If two service compositions share their
number feature, shallow trees are preferred.

GP uses the operations crossover, mutation, and reproduction to evolve indi-
viduals, i.e., service compositions in our case. To perform crossover, we stochas-
tically select two random individuals and check if there is one node representing
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Fig. 3. An example for our mutation

the same atomic web service in both individuals, and then swap the node to-
gether with their subtrees between the two individuals. This guarantees that the
matching rules stay satisfied. In Fig. 2, for example, the S3 nodes in the two
individuals are swapped together with the subtrees rooted at them. As usual,
the two new individuals generated as offsprings from the two individuals from
the previous generation are then included into the next generation.

The mutation operator is normally used to replace a node together with its
subtree in a selected individual, or to replace only the node. In our approach,
we perform mutation by stochastically selecting one node in a randomly chosen
individual and replacing its subtree with a new subtree generated by applying
a greedy algorithm that will be presented in Section 4. In Fig. 3, for example,
assume S3 is selected for mutation and ca and cb are properties that S3 receives
from S5 and S6, respectively. Then, the mutation operator replaces the subtree
of S3 with a new subtree to generate a new individual as an offspring.

The fitness of the offspring generated by crossover or mutation can be smaller
than its parents’ one. To avoid a decrease of fitness of the fittest individuals we
choose a top percentage of individuals from the old generation for mere repro-
duction and include them into the next generation without any modification.

4 Random Greedy Search for Initialization and Mutation

Next we propose a random greedy algorithm for computing locally optimal so-
lutions for a service composition problem, see Algorithm 1. Its inputs are the
input concept I, the output concept O, and the repository R of the service com-
position task to be solved. The algorithm generates the tree representation of a
service composition S that is formally correct for the composition task at hand.

In the algorithm, Csearch denotes the concept used for searching the repository
R, and Sfound denotes the set of all those atomic web services whose inputs
match Csearch. To begin with, Csearch is initialized by the input concept I. The
discovered atomic web services are added to Sfound, the outputs of these services
are adjoined to Csearch. Steps 4 to 8 are repeated until no new atomic web service
is discovered. This is in particular the case when Csearch is no longer extended.
Afterwards it is checked whether Csearch subsumes the required output concept
O of the composition task. If so, then the composition task has a solution.
By applying the matching rule, the nodes of the tree are then stochastically
connected to generate the arcs of the tree. Otherwise, there is no solution.
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Input: I,O, R
Output: a service composition S
1: Csearch ← I ;
2: Slist ← {};
3: Sfound ← DiscoverService();
4: while |Sfound| > 0 do
5: Slist ← Slist ∪ Sfound;
6: Csearch ← Csearch ∪ Coutput of Sfound;
7: Sfound ← DiscoverService();
8: end while
9: if Csearch ⊇ O then
10: ConnectNodes();
11: Report solution;
12: else
13: Report no solution;
14: end if

Algorithm 1. A greedy algorithm for service composition.

We use the random greedy algorithm as an auxiliary to our GP-based ap-
proach in Section 3. It generates a set of locally optimal individuals to populate
the initial generation for GP. By construction, all of them are formally correct
solutions for the composition task at hand. By using the search concept Csearch

the algorithm only considers services that are related to the composition task.
The locally optimal individuals constitute an initial population that is already
of high quality, thus overcoming a weakness of previous GP-based approaches.

Moreover, we apply our greedy algorithm to perform mutation in our GP-
based approach. We use it to generate the new subtree rooted at the selected
node. This time, the output of the corresponding atomic web service serves as
O, and R is restricted to the atomic web services that occur in the composition.

5 Empirical Results

To evaluate our proposal we tested it using the collection of benchmark test
cases provided by the web service competitions WSC2008 and WSC2009. Each
test case specifies a service composition task including input concept, output
concept, and service repository. The complexity of the composition tasks is very
diverse in terms of the overall number of properties considered. In addition,
we also used the benchmark test cases of OWL-S TC V2.2 for testing. While
the repositories of WSC2008 and WSC2009 are all randomly generated, the
repositories of OWL-S TC are all from real domains.

Our test platform was a PC with an i5-3320(2.60GHz) processor, 4.0 GB
RAM, and Windows 7 64-bit operating system. As our approach is stochastic,
we run each task 30 independent times to record the average and standard
deviation of the best fitness and the time consumed. Clearly, the population size
and the number of generations used for GP affected the time. For our tests we set
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Table 1. Original repositories vs. shrunk repositories from greedy search

Task
|Atomic Web Services| |Properties|
Original Shrunk Original Shrunk

WSC2008-1 158 61 1540 252
WSC2008-2 558 63 1565 245
WSC2008-3 604 106 3089 406
WSC2008-4 1041 45 3135 205
WSC2008-5 1090 103 3067 423
WSC2008-6 2198 205 12468 830
WSC2008-7 4113 165 3075 621
WSC2008-8 8119 132 12337 596
WSC2009-1 572 80 1578 331
WSC2009-2 4129 140 12388 599
WSC2009-3 8138 153 18573 644
WSC2009-4 8301 330 18673 1432
WSC2009-5 15211 237 31044 1025

the parameters population size = 200, number of generations = 30, reproduction
percentage = 0.1, crossover percentage = 0.8, mutation percentage = 0.1, and
left the tree depth unbounded.

To evaluate the effectiveness of our greedy algorithm we applied it to all test
cases provided by WSC2008 and WSC2009. Table 1 shows the number of atomic
web services and the number of properties used for the original repositories, and
for the repositories shrunk by applying the greedy algorithm for initialization.
For example, for task 1 of WSC2008, there are 158 atomic web services in the
original repository, but only 61 of them are related to the given composition
task. This demonstrates the effectiveness of our greedy algorithm for reducing
the search space.

Table 2 shows a comparison of our approach with a recent approach proposed
in [17] that also used OWL-S TC, WSC2008, and WSC2009 for testing. Column
“min” records the number of atomic web services in the best known solutions,
see [4, 9, 11]. There are three columns for our approach: Column “number”
records the number of atomic web services in the best solution found by our ap-
proach, column “depth” records the tree depth of the best solution, and column
”time(ms)” records the search time used for computing the best solution. For
the existing approach [17] the respective information is given in the remaining
three columns. Note that the search times recorded for the two approaches are
not directly comparable as they were evaluated on different platforms.

Our approach was successful in computing a solution for each of the service
composition tasks specified by WSC2008 and WSC2009, except for tasks 9 and
10 of WSC2008 which are both known not to have a solution [4]. Recall that our
approach only needs the initial greedy search to check for the mere existence of
a solution, and is therefore very efficient.

Note that [17] tested their approach with only 5 tasks from OWL-S TC and 3
tasks from WSC2008. Our approach achieved good test results for the remaining
tasks, too. For all solvable tasks, our solutions are interpretable and the numbers
of services in our solutions are equal or very close to the numbers of services in
the best known solution, with less than 1.00 of standard deviation. In terms of
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Table 2. Average results for the tests (χ̄± σ)

Task Our Approach Existing Approach [17]
name min number depth time(ms) number depth time(ms)

OWL-S TC1 1 1.00 ± 0.00 1.00 ± 0.00 14 ± 10 1.00 ± 0.00 1.00 ± 0.00 749 ± 364
OWL-S TC2 2 2.00 ± 0.00 2.00 ± 0.00 51 ± 15 2.00 ± 0.00 2.00 ± 0.00 484 ± 139
OWL-S TC3 2 2.00 ± 0.00 2.00 ± 0.00 250 ± 16 2.00 ± 0.00 2.00 ± 0.00 473 ± 76
OWL-S TC4 4 4.00 ± 0.00 2.63 ± 0.49 341 ± 15 5.70 ± 1.19 2.20 ± 0.40 3010 ± 422
OWL-S TC5 3 3.00 ± 0.00 1.00 ± 0.00 389 ± 21 3.30 ± 0.46 1.00 ± 0.00 1098 ± 240
WSC2008-1 10 10.00 ± 0.00 3.00 ± 0.00 2338 ± 33 15.80 ± 5.71 6.00 ± 1.26 6919 ± 1612
WSC2008-2 5 5.00 ± 0.00 3.87 ± 0.35 2172 ± 23 6.00 ± 0.89 3.50 ± 0.67 11137 ± 3106
WSC2008-3 40 40.60 ± 0.62 23.00 ± 0.00 145135 ± 2102 n/a n/a n/a
WSC2008-4 10 10.00 ± 0.00 5.00 ± 0.00 1301 ± 31 n/a n/a n/a
WSC2008-5 20 20.00 ± 0.00 8.00 ± 0.00 7630 ± 52 49.90 ± 16.84 9.20 ± 2.96 95390 ± 43521
WSC2008-6 40 45.80 ± 0.92 9.00 ± 0.00 38935 ± 297 n/a n/a n/a
WSC2008-7 20 20.00 ± 0.00 15.00 ± 0.00 25433 ± 385 n/a n/a n/a
WSC2008-8 30 32.10 ± 0.30 23.00 ± 0.00 27123 ± 257 n/a n/a n/a
WSC2008-9 n/a n/a n/a n/a n/a n/a n/a
WSC2008-10 n/a n/a n/a n/a n/a n/a n/a
WSC2009-1 5 5.00 ± 0.00 3.67 ± 0.96 4986 ± 29 n/a n/a n/a
WSC2009-2 20 20.03 ± 0.18 6.00 ± 0.00 19086 ± 93 n/a n/a n/a
WSC2009-3 10 10.20 ± 0.76 3.07 ± 0.25 19173 ± 179 n/a n/a n/a
WSC2009-4 40 42.03 ± 0.85 8.00 ± 4.32 192930 ± 3288 n/a n/a n/a
WSC2009-5 30 30.07 ± 0.25 19.00 ± 0.00 93209 ± 382 n/a n/a n/a

search time, our results are also stable with standard deviation less than 5% of
the average. The time consumed is short, even for the most complex tasks of
WSC2008 (task 3) and WSC2009 (task 4).

The evaluation results show that our proposed web service composition ap-
proach can efficiently produce correct and interpretable near-optimal solutions.

6 Conclusions

In this paper we presented an approach for performing web service composition
using a combination of GP and greedy search. The random greedy algorithm is an
auxiliary to GP. It generates locally optimal individuals for populating the initial
generation for GP, and to perform mutations during GP. Moreover, it guarantees
that the generated individuals are formally correct and thus interpretable for
web service composition. We have tested our approach with service composition
tasks from the common benchmark test case collections. The analysis of the
experimental results shows that our approach is efficient, effective and very stable
for computing near-optimal solutions. Most notably, the initial greedy search
helps to shrink the number of atomic web services to be considered by GP later
on, thus greatly reducing the search space.
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Abstract. A novel associative model was developed to predict petroleum well 
performance after remedial treatments. This application is of interest, particular-
ly for non-uniform oilfields such as naturally fractured ones, and can be used in 
decision support systems for water control or candidate well selection. The 
model is based on the Gamma classifier, a supervised pattern recognition model 
for mining patterns in data sets. The model works with multivariate inputs and 
outputs under the lack of available data and low-quality information sources. 
An experimental dataset was built based on historical data of a Mexican natu-
rally fractured oilfield. As experimental results show, this classifier-based pre-
dictor shows competitive performance compared against other methods. 

Keywords: data mining, Gamma classifier, prediction, petroleum engineering. 

1 Introduction 

Data mining (DM) techniques permit exploring large amounts of data in search of 
consistent patterns and/or interesting relationships between variables [1]. They pro-
vide tools for data analysis enabling better decision making in different domains. In 
Earth sciences, pattern recognition techniques have shown to be very useful for solv-
ing such DM tasks as segmentation, classification, and indexing [2]; recently they 
were used for prediction [3]. Nevertheless, despite such advantages of associative 
models as low complexity, high capacity for non-linearity, or high performance, their 
feasibility as a tool for multivariate prediction has not been fully explored yet. 

In previous papers the Gamma classifier was introduced, which is a supervised pat-
tern classifier of recent emergence, belonging to the associative approach to pattern 
recognition. Recently this model has been extended to univariate time series forecast-
ing, for one-step-ahead and long-term scenarios, where it showed competitive results 
[4, 5]. Here, said model is extended to multivariate mixed prediction, where some va-
riables are time series fragments, others are categorical and yet others are numerical. 
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The contribution of the present work is twofold. First, an algorithm for multivariate 
prediction based on the Gamma classifier is developed; then, tests for multivariate 
prediction were performed on a specific data set of oil wells workovers. The main 
feature of the case study is a small data sample, containing only 43 instances. The ex-
perimental results show that for these data sets, the proposed model can be preferable 
in terms of prediction accuracy compared to well-known techniques, such as Bayesian 
network and the k-Nearest Neighbor (k-NN) algorithm [6, 7]. 

The rest of the paper is organized as follows. In the next section the motivation for 
research is discussed. Section 3 presents the Gamma classifier, which is the basis  
for the proposal. The methodology for developing the prediction model is further 
discussed in section 4. Section 5 presents the experimental results and discusses the 
advantages and limitations of each model, followed by concluding remarks. 

2 Motivation for Research 

During oil and gas production nearly all wells go through remedial treatments  
involving invasive techniques to improve productivity. These operations are called 
workovers and interventions, and may include stimulation treatments like hydraulic 
fracturing, matrix treatments, gel treatment, or replacement of damaged production 
tubing. During interventions production may be suspended for several days. One of 
the most important steps for successful interventions is to identify candidate wells.  

Traditionally, in the oil and gas industry the selection of wells to be treated has 
been based on complicated reservoir models or, often, unreliable anecdotal screening 
guidelines, which may result in inconsistent outcomes and poor performance [8]. 
Recently machine learning methods have been used to analyze pre- and post-
treatment historical data for gel-polymer water treatments [9, 10], showing a dramatic 
improvement in success rates. Neural networks (ANN) prediction was applied also to 
estimate monthly oil production potential for infill wells [11]. The ANN provided 
predicted production for each gridpoint of the oilfield, about 64K points, giving a 
correlation coefficient of 0.79. 

The main requirement for their application is that enough data are available to train 
the networks, which is not always the case. Thus, here we propose a different predic-
tion method based on the Gamma classifier. Though the proposal can be considered 
as a generic one for remedial treatment applications, a particular case of matrix treat-
ment was selected. The prediction accuracy is tested and the relative importance of 
various predictors is evaluated. 

3 Gamma Classifier 

This supervised learning associative model was originally designed for pattern classi-
fication, and borrows its name from the operation at its heart: the Gamma operator [4, 
5]. This operation takes as input two binary patterns —  and  — and a non-
negative integer  and gives a 1 if both vectors are similar or 0 otherwise. Other  
operations ( , , and ) used by the Gamma operator are also included. 
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Definition 1 (Alpha and Beta operators). Given the sets 0,1  and 0,1,2 , the alpha ( ) and beta ( ) operators are defined in a tabular form as shown in 
Table 1. Their corresponding vector versions for inputs  and  give an 
n-dimensional vector as output, whose i-th component is computed as follows. 

 , ,  and , ,  (1) 

Table 1. The alpha ( ) and beta ( ) operators :   :  

x y ,  x y ,  
0 0 1  0 0 0 
0 1 0  0 1 0 
1 0 2  1 0 0 
1 1 1  1 1 1 
    2 0 1 
    2 1 1 

 
Definition 2 (  operator). Considering the binary pattern  as input, this 
unary operator gives the following n-dimensional vector as output. 

 ∑ ,  (2) 

Definition 3 (Gamma operator). The similarity Gamma operator takes two binary 
patterns —  and ; ,   — and a non-negative integer  
as input, and outputs a binary number, according to: 

 , , θ 1 if ,  mod 20 otherwise , (3) 

where mod denotes the usual modulo operation. 
The Gamma classifier uses these definitions, as well as the Modified Johnson-

Möbius code [4, 5] in order to classify a (potentially unknown) test pattern , given a 
fundamental set of learning patterns , , by following the next algorithm. 

1. Convert the patterns in the fundamental set into binary vectors using the Modified 
Johnson- Möbius code. 

2. Code the test pattern with the Modified Johnson- Möbius code, using the same pa-
rameters used for the fundamental set. 

3. Compute the stop parameter . 
4. Transform the index of all fundamental patterns into two indices, one for their 

class and another for their position in the class (e.g.  in class i becomes ). 
5. Initialize 0. 
6. Do , , θ  for each component of the fundamental patterns.  

7. Compute a weighted sum c  for each class: c ∑ ∑ µ, ,
, where k  is 

the cardinality in the fundamental set of class i. 
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8. If there is more than one maximum among the different , increment  by 1 and 
repeat steps 6 and 7 until there is a unique maximum, or . 

9. If there is a unique maximum for the , assign  to the class of that maximum.  
10. Otherwise, assign  to the class of the first maximum. 

4 Prediction Algorithm Based on the Gamma Classifier 

The current proposal takes the previous work on univariate time series forecasting and 
extends it to multivariate prediction, by building the patterns used by the Gamma 
classifier in a specific way. First, each time series segment is converted into a real-
valued vector, by concatenating each data point in the segment. For instance, time 
series segment  with length  would be converted into vector : 

 …  (4) 

Then, any categorical variable is converted to a numeric representation by means of a 
conversion scale, which should represent the relationships between categories as close 
to the original as possible. For instance, the categorical feature height could be de-
fined by the set of categories: H1 = {tall, above-average, medium, below-average, 
short}, which could be represented by the following scale: H2 = {19, 18, 17, 16, 15}.  

The final patterns are built by concatenating the former vectors, and any converted 
nominal and numeric variable to be used. Thus, if there are two time series segments 
(  and , of length ), two numerical (  and ), and one categorical variable ( ), 
the patterns are built by concatenating the real-valued versions of each variable: 

 , , , ,  (5) 

Once the set of patterns has been built and partitioned into fundamental (learning) and 
testing sets, the Gamma classifier is trained and operated on these sets. 

5 Experimental Design 

For experiments real production data was compiled for matrix treatments of a natural-
ly fractured Mexican oilfield. Following petroleum engineering practice, the effect of 
a treatment is measured during the three months after it. Since matrix treatments af-
fect all fluids from the porous media, oil production Qo, water production Qw, and 
gas/oil ratio (GOR) after treatment are predicted. Since we consider six months before 
the treatment as production input data, the available data was filtered such that any 
interference of other treatments during the observed 9 months are excluded, leaving 
only 43 cases which were recorded at 24 producing wells. 

One of the first steps of preprocessing for data mining is rescaling, since input pa-
rameters are often of different units and scales. Since both of the rescaling techniques 
(normalization and standardization) have their known drawbacks, in order to compare 
the behavior of the Gamma classifier, experiments were run for real, normalized and 
standardized data. The discussion of these results is out of the scope of this paper. 
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Since the prediction with normalized data set showed slightly better accuracy, we 
refer to this setting in further discussion, while de-normalized data are used for the 
analysis of the results. 

As validation technique for the experiments, a Leave-One-Out (LOO) cross-
validation is used, in which the model is repeatedly refit leaving out a single observa-
tion and then used to derive a prediction for the left-out observation. Although LOO 
gives prediction error estimates that are more variable than other forms of cross-
validation such as K-fold (in which the training/testing is performed after breaking the 
data into K groups), LOO is chosen due to the small size of available data. The ob-
tained results are compared with other two prediction methods commonly used in DM 
and petroleum engineering: the nearest-neighbor method and Bayesian networks. 

The nearest-neighbor method is perhaps one of the simplest of all algorithms for 
prediction, and is called the k-NN algorithm. For the experiments the 1 version 
(IB1) is selected. Bayesian network (BN) and Naïve BN models were also used for 
comparison of the results of our approach. This selection is explained by the com-
monly observed effectiveness of the Bayesian methods for modeling situations where 
some prior information is known and incoming data are uncertain or partially unavail-
able. A particular advantage of BNs over predictive models based on neural networks 
is that BN structure explicitly represents the inter-relationships among the data-set 
attributes, which favors their acceptance in petroleum engineering practice [9].  

To provide the experiments, the STATISTICA software was used for feature selec-
tion, the Gamma classifier based proposal was implemented in MATLAB and the 
reference DM models were selected from the WEKA open source DM tool. 

6 Experimental Results and Their Analysis 

Since the methods used for comparison on the experimental data (IB1, NaïveBayes, 
and BayesNetwork) do not lend themselves to naturally work with time series, the 
input patterns (initially made up by three time series segments 6 samples long each, 6 
numeric, and one categorical variable), were converted into input patterns of 9 numer-
ic and one categorical variables. Meanwhile, the output patterns (originally 3 time 
series of 3 points each), became 3 numerical variables. All numeric variables —
including the converted time series— have been normalized to values between 0 and 
1 inclusive, depending on the minimum and maximum values for each feature, at each 
particular record. Given the characteristics of the Gamma classifier, the proposed 
model is able to deliver the output patterns directly. However, the methods used for 
comparison require a post-processing stage, consisting of a look-up table matching 
class and corresponding output pattern.  

Table 2 shows the prediction performance on the data set with average data instead 
of time series, expressed in Mean Square Error (MSE) for each output variable. The 
Gamma classifier offers competitive performance: the error for Qo is the best among 
the four models, while that for GOR is below the mean, although it presents the larger 
error for Qw. BayesNetwork shows the best error on GOR, while its Qo error is the  
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Table 2. Prediction performance using summarized data (average), in MSE. The best 
performers are shadowed. 

Model Qo Qw GOR 
BayesNet 3.99E+7 9.48E+6 1.68E+3 
Gamma 3.06E+7 3.44E+7 7.56E+3 

IB1 3.70E+7 7.20E+6 1.81E+4 
NaïveBayes 3.95E+7 2.16E+7 4.42E+3 

 
worst. However, considering that oil is usually the variable of most interest, and that 
in practice, monthly production forecasts are a common requirement, the prediction of 
monthly production of oil, water, and gas are necessary. 

To address the latter, a second data set was built, using the original time series in-
stead of their summarized versions, along with the pattern building method presented 
above for the Gamma classifier, lending part of the proposal robustness to the other 
models. Thus, the second data set has input patterns of 25 dimensions built from the 3 
time series segments, 6 numeric, and one categorical variable; while the output pat-
terns are 9-dimensional vectors built from the 3 time series segments. 

The summarized results for this second experiment can be seen in Table 3. The 
proposed model is competitive again, performing much better than before. The results 
shown by the Gamma classifier are below the mean for eight of the nine output va-
riables, being the best result for Qo2 and Qo3, even though Qo1 exhibits a larger error 
than BayesNet. NaïveBayes shows the worst performance for the experimental data 
set, giving the largest error for 6 of the 9 output variables, even when its performance 
for Qo3 is below the mean. Also, notice that BayesNet offers the best errors for the 
three variables related to water: Qw1, Qw2, and Qw3. 

Table 3. Prediction performance on the second experiment, in MSE. Results below the mean 
are shadowed 

Model Qo1 Qo2 Qo3 Qw1 Qw2 Qw3 GOR1 GOR2 GOR3 

Gamma 5.01E+7 5.70E+7 4.62E+7 4.06E+7 3.48E+7 3.34E+7 6.82E+3 1.40E+4 1.32E+4 

IB1 5.57E+7 6.77E+7 1.28E+8 8.59E+7 5.63E+6 8.69E+6 2.75E+3 4.24E+3 3.19E+4 

BayesNet 3.48E+7 9.51E+7 1.01E+8 6.29E+6 8.41E+6 1.29E+7 2.53E+4 2.62E+4 3.72E+4 

NaïveBayes 5.64E+7 8.60E+7 8.80E+7 1.15E+8 1.21E+8 1.14E+8 3.12E+4 3.08E+4 3.06E+4 

Table 4. Prediction performance of the Gamma classifier on the second experiment, in SMAPE 

Model Qo1 Qo2 Qo3 Qw1 Qw2 Qw3 GOR1 GOR2 GOR3 

Gamma 7% 12% 12% 24% 33% 33% 8% 10% 9% 

 
Water production presents difficulties for all models, and the Gamma classifier in 

particular. If we select as an optimality measure the adjusted or symmetric MAPE 
(SMAPE), the proposal shows the following results (Table 4). This may be due to its 
high variability: mean is 2288.53 while standard deviation is 4899.78. 
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In general, a SMAPE of 10% is considered to be very good. Also, for a similar 
problem (candidate well selection for gel treatment), the methods based on neural and 
Bayesian networks reported the average accuracy in predictions from 77 to 84% [9, 
10]. They were tested on data sets from 22 and 14 wells respectively. For the ANN 
model used for the estimation of monthly oil production potential, the correlation 
coefficient between predicted and actual production was 0.79 [11]. They all used 
summarized numeric variables. As it can be seen from Table 4, the use of time series 
instead of averaged productions increase the accuracy up to 90% (obviously the com-
parison is relatively unfair since the experimental settings were different). 

These results emphasize some of the Gamma classifier benefits. Even though it 
does not need to summarize time series data into a numeric value to work with them 
(as the other methods do) the proposal offers competitive performance on the first 
experiment, even giving the lowest error for oil production prediction, which is usual-
ly the fluid of most interest. On the other hand, when working with the original time 
series segments coded as proposed —and even lending this coding technique to the 
other methods— our proposal offers a better, more robust performance, with 8 of 9 
output variables below their means, and two lowest errors (again for oil). This consis-
tent behavior is of particular interest, given that in practice a method that gives good 
results (even when they are sub-optimal) is quite appreciated. 

Notice also that these competitive performances are obtained without greater com-
plexity. As discussed in [4], the Gamma classifier has a complexity of O  for a 
fundamental set of p patterns , while the complexity of the simpler of the 
other models, k-NN, is also O . However, given the small size of the data sets 
used for the experiments, the differences in complexity among the models is barely 
noticeable in execution time, even against the most complex one: the BayesNet; these 
experiments are run in less than 3 seconds, for any models used. 

7 Conclusions 

An extended version of Gamma classifier combined with a new coding technique 
have been developed to predict post-treatment well behavior, based on future values 
of oil and water production along with GOR after matrix treatments. Compared to 
several well-known prediction techniques (Bayesian network, Naïve Bayes and the k-
NN algorithm) the experimental results show a competitive performance by the 
Gamma classifier. 

As experimental results show, the Gamma classifier outperforms all the competitors 
in half of the cases. Yet, its main advantage is the balanced behavior in prediction: for 
almost all the cases it shows above average accuracy, even when its performance is 
sub-optimal. Another of its advantages is that compared to its competitors it doesn’t 
need pre-processing: it generates real vectors of arbitrary dimension. In order to apply 
the proposal to different data, such as hydraulic fracturing, gel treatment, or at different 
time intervals, new fundamental and test pattern sets should be built and presented to 
the method. Currently the model is used in decision support systems for candidate well 
selection for matrix treatment and water control. 
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Attributes for Computational Stylistics
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Abstract. Computational stylistics (or stylometry) advocates that
any writing style can be uniquely defined by quantitative measures.
The patterns observed in textual descriptors are specific to authors in
such high degree that it enables their recognition. In processing there
can be employed techniques from artificial intelligence domain such as
Dominance-Based Rough Set Approach (DRSA). Its starting point com-
prises establishing a preference order in value sets of attributes, which
can be dictated by domain knowledge, arbitrarily assumed, or obtained
through some analysis. The paper describes the process of finding pref-
erence orders through such sequential adjustments that lead to induc-
tion of minimal cover decision algorithms with the highest classification
accuracy.

Keywords: Computational Stylistics, Authorship Attribution, DRSA,
Decision Algorithm, Preference Order, Conditional Attributes.

1 Introduction

Authorship of handwritten texts is usually recognised through analysis of shapes
of letters, slant, spaces between characters. When a text is prepared using some
word processor, all these descriptive features cease to be individual as they are
applied automatically. Yet also for manuscripts in electronic formats analysis
leading to authorship attribution can be performed, by employing the concept
of writer or author invariant that is fundamental to computational stylistics [3].

Computational stylistics is a study of writing styles that relies on numerical
characteristics of texts [2]. Descriptors used refer to lexical, syntactic, content-
specific, or structural features, which give statistics of usage for characters,
words, reflect organisation of a text, its content, formatting. When markers allow
for recognition of authors, they correspond to writer invariants. The process can
be treated as detection and recognition of patterns [1], hence in data analysis
some connectionist or rule-based classifiers can be employed. Dominance-Based
Rough Set Approach constitutes an example from this last group [7].

DRSA procedures, proposed to support multicriteria decision making [4], en-
able both nominal and ordinal classification by observing preference orders in
value sets of conditional attributes. Depending on the application area, prefer-
ence orders can be naturally determined by general or domain knowledge, yet
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in its absence some approach must be employed. One way to proceed is firstly
to make an arbitrary assumption then optimise induced decision algorithms [9],
another requires establishing an order by some trial and error procedures. This
latter strategy was implemented in the research presented in this paper.

From stylometric perspective, not only textual markers and their values com-
prise authorial invariants but preference orders present in the value sets as well,
and as such by definition they are task-dependent. Therefore, by adapting the
sequential search there was proposed an algorithm for fine-tuning preference or-
ders of DRSA conditional attributes that results in induction of minimal cover
decision algorithms while keeping or increasing their classification accuracy.

The process starts with assumption of a preference order for all attributes.
Next a preference order of a single attribute is changed and decision algorithm
calculated, iteratively for all attributes, and there is chosen the one with the
highest classification accuracy. The conditional attribute whose change lead to
selection is excluded from the considered set and the whole procedure is repeated.
The processing stops when it is impossible to find any new preference order with
higher quality of approximation, when either all attributes are already consid-
ered, or all changes bring worsening of performance. Since the search procedure
is not exhaustive, it does not guarantee finding the absolute best preference
order, yet it gives a reasonable chance at obtaining such.

The paper is organised as follows. In Section 2 some fundamental notions of
computational stylistics are presented. Section 3 describes elements of rough set
theory while Section 4 details the experimental setup. Algorithm for establishing
preference order for conditional attributes is explained in Section 5 along with
results obtained from tests. Concluding remarks are given in Section 6.

2 Fundamental Notions of Computational Stylistics

To prove or disprove the authenticity or settle the questions about disputed
texts, in its early days textual analysis relied on striking features. Since these
kinds of descriptors can be imitated, falsification of someone else’s style was not
out of realm of possibility. Modern word processors make possible forgery even
easier yet computational powers of computer technologies enable also much more
complex text processing, detect characteristics invisible to the bare human eye,
and observe subtle linguistic elements, employed in less conscious way.

Computational stylistics studies documents through quantitative measures
which allow for characterisation of authors as well as detect differences and
similarities among texts. The fundamental claim states that, given representative
number of writing samples, it is possible to compile such set of textual markers
that enables unambiguous recognition of authorship. It is called writer or author
invariant. By definition author invariants capture individuality of writing styles,
so there is no general arbitrary procedure as to how to construct them.

Markers that are widely used in writer recognition refer to lexical and syn-
tactic characteristics, the former giving frequencies of usage for letters, words,
averages of word length, sentence length, etc., while the latter express the general
composition of sentences, paragraphs, as lined out by the punctuation marks [6].
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A choice of a processing technique is yet another essential point for consider-
ations, even more important when taking into account that some methodologies
determine also the type of data sets they work upon. Furthermore, data mining
procedures quite often possess their own mechanisms dedicated to detection of
importance for studied features. As a result, the popular approach is to con-
sider descriptors within the context of a particular data processing technique
employed, treating them as not only task- but methodology-dependent as well.

Techniques used involve either statistic-oriented computations or artificial in-
telligence methodologies [5]. DRSA belongs in this latter group.

3 Dominance-Based Rough Set Approach

Theory of rough sets is dedicated to cases of imperfect and incomplete knowledge,
with information about the objects of the universe U seen in the form of granules.
In Classical Rough Set Approach, defined by Z. Pawlak in 1982 [5], these granules
are determined by the indiscernibility relation that returns equivalence classes
of objects that cannot be discerned, basing on which CRSA observes presence or
absence of features and enables nominal classification by rough approximations.

The data is contained in the decision table DT, an information system:

DT = (U,Q) = (U,C ∪D) (1)

where Q is a finite set of attributes describing objects of the universe U , divided
into C conditional and D decision attributes. An irreducible subset of conditional
attributes that maintains the quality of approximation of the whole decision table
is called a relative reduct. For all attributes included in Q there exist functions
fq, determining fq : U → Vq with Vq being the set of values of attribute q.

When the values of attributes show monotonic properties the indiscernibility
relation can be insufficient for efficient multicriteria decision making and that
is why it has been proposed to replace it with dominance which resulted in
Dominance-Based Rough Set Approach (DRSA) [4,7]. Observation of preference
order for attributes allows for ordinal classification.

If for all criteria q ∈ P ⊆ C, x �q y (�q stands for a weak preference relation),
then x dominates y with respect to P , denoted by xDP y. D+

P (x) is a set of objects
dominating x, and D−

P (x) a set of objects dominated by x. These two sets define
the granules of knowledge in DRSA as follows:

D+
P (x) = {y ∈ U : yDPx} D−

P (x) = {y ∈ U : xDP y} (2)

The preference order for the decision attribute D = {d} is determined by
its values which partition the universe into decision classes Cl = {Clt}, for t =
1, . . . ,K. The increasing indices indicate increasing preference of decision classes.
The sets of objects to be approximated are upward or downward unions of these
classes (dominance cones):

Cl≥t =
⋃
s≥t

Cls Cl≤t =
⋃
s≤t

Cls (3)
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P -lower approximation of Cl≥t is the set of objects that belong to Cl≥t (de-
noted as P (Cl≥t )), and P -upper approximation of Cl≥t , P (Cl≥t ), is the set of
objects which could belong to Cl≥t :

P (Cl≥t )= {x ∈ U : D+
P ⊆ Cl≥t } P (Cl≥t )= {x ∈ U : D−

P ∩ Cl≥t �= ∅} (4)

Finding approximations of the dominance cones constitutes the starting point
for the procedure of induction of decision rules, which can be certain, possible, or
approximate. A set of decision rules is complete when no object of the decision
table remains unclassified. It is minimal when it is complete and irreducible.

The minimal set of rules does not guarantee the highest classification accuracy,
which is typically considered as the most important factor indicating how good
the algorithm is, as there are found only the rules sufficient to cover the learning
samples. Especially in case of real-valued attributes these samples cannot cover
all points of the multidimensional input space and the testing set could be so
different that it results in incorrect recognition or no rules matching. So, there are
also tried strategies with inducing all rules and then construction of optimised
classifiers by selection of rules based on measures of importance [8].

4 Experimental Setup

To achieve reliability, the markers have to be calculated over representative num-
ber of samples. In fact, the bigger the corpus, the higher chance at good recogni-
tion ratio. That is why in the experiments there were processed selected literary
works of two writers, Edith Wharton and Jane Austen. Samples for the training
and testing set were constructed basing on chapters from the selected novels.

For authorship attribution many candidate sets of characteristic features are
proposed [3]. In the research there were studied frequencies of usage for:

– 8 punctuation marks: a fullstop, a comma, a question mark, an exclamation
mark, a semicolon, a colon, a bracket, a hyphen.

– The lexical markers arbitrarily selected basing on the list of the most popular
words in English language: but, and, not, in, with, on, at, of, this, as, that,
what, from, by, for, to, if.

It resulted in the set with the total cardinality equal 25, successfully used in the
past experiments [9]. Once the frequencies for all markers were calculated for all
samples, the obtained data sets were used to construct the decision table.

Frequencies of usage are continuous real values with natural ordering, but
DRSA requires definition of preference order which is more demanding. From
the stylometric perspective it is not possible to state how these attributes are
preference ordered as it would imply the existence of some a priori knowledge
that some frequencies point to specific writers. On the other hand, we do know
that lexical and syntactic descriptors enable authorship attribution, which in
turn does imply that certain combinations of calculated frequencies are associ-
ated with certain authors. This observation confirms the existence of preference
orders and permits to employ DRSA in text mining.
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Unfortunately, there is no general arbitrary methodology for establishing pref-
erence orders for all attributes, which would be applicable regardless of the stud-
ied area. Usually in such cases either there is assumed some arbitrary order or
preferences are adjusted by some trial and error procedures.

In the preliminary stage of experiments two opposite preference orders have
been assumed, the same for all conditional attributes, and the minimal cover
decision algorithms generated. The performance of these classifiers was then
verified with testing. The results are given in three categories of decisions: cor-
rect, incorrect, and ambiguous. The third category is used in case of no rules
matching a sample, or when there are several matching rules with contradicting
decisions. All situations of ambiguous decisions were treated as incorrect.

The minimal cover algorithm calculated for decreasing preference order as-
sumed for conditional attributes without any constraints on rules recognised
barely half of the testing samples. Standard procedure helps in limiting the rules
by imposing some hard constraints upon their support or length [9]. Support of
a rule states for how many training samples it is valid while length specifies the
number of elementary conditions included in the premise part of the rule. No
limitations on rules did, however, increase the performance of this classifier.

For increasing preference order of all attributes the minimal cover algorithm
returned 62% recognition while without constraints, which increased to 76%
when only decision rules with supports equal or higher than 6 were taken into
consideration. This result can be treated as satisfactory, but it can still be en-
hanced by fine-tuning preference orders of attributes.

5 Algorithm for Establishing Preference Order

When generation of all rules on examples decision algorithm and its optimisa-
tion is considered as too time-consuming, and minimal cover algorithm gives
unsatisfactory classification results, yet another strategy can be employed focus-
ing on preference orders of attributes, adjusting them to the specifics of a task.
The strategy is illustrated with the previously described problem of authorship
attribution with 25 conditional attributes.

The conditional attributes reflect naturally ordered frequencies of usage of
lexical and syntactic markers. From the point of DRSA an order can be treated
as either increasing or decreasing (the higher value the higher or the lower class,
respectively). For N = 25 attributes, the total number of possible orderings is
2N = 225. The exponential character of this relation makes processing all of them
in order to find the best unfeasible. Instead there is proposed another systematic
approach, listed in Algorithm 1, which by adapting the sequential search limits
a number of preference orders to be checked to more manageable polynomial:

N + (N − 1) + (N − 2) + · · ·+ 2 + 1 =
(N + 1)N

2
(5)

in the worse case scenario, when through iterative introduction of changes for a
single attribute at a time the complete set of features is considered and at the
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end all attributes have the preference orders opposite to the ones they had at
the beginning. The execution of the algorithm can be stopped earlier if all new
changes result only in worsening of performance.

Algorithm 1. Algorithm for establishing preference orders of conditional at-
tributes based on analysis of classification accuracy of minimal cover decision
algorithms generated, with changes of preference orders for single attributes
Input: Decision Table DT, number of conditional attributes N
Output: Best preference order BestPrefOr of conditional attributes

Best minimal cover decision algorithm BestMCDA
Begin

for each conditional attribute CondAttr do
assume a preference order

endfor
BestPrefOr ← current preference order PrefOr
generate MCDA
BestCA ← ClassifAccuracy(MCDA)
BestMCDA ← MCDA
NrCondAttrLeft ← N
repeat

IndxAttr ← 0
for i = 1 to NrCondAttrLeft do

change preference order of CondAttr(i)
generate MCDAi
if ClassifAccuracy(MCDAi)≥ BestCA then

BestCA ← ClassifAccuracy(MCDAi)
BestMCDA ← MCDAi
BestPrefOr ← PrefOri
IndxAttr ← i

else disregard change of preference order of CondAttr(i)
endif

endfor
NrCondAttrLeft ← NrCondAttrLeft-1
if IndxAttr>0 then

remove CondAttr(IndxAttr) from the set
endif

until (NrCondAttrLeft=0) OR (IndxAttr=0)
End

At the beginning, the minimal cover algorithm for all attributes with the same
preference order is taken as the reference point. Next, going through the complete
set, a preference order of a single attribute is changed and minimal cover algo-
rithm calculated. From all N = 25 orderings there is selected the one for which
classification accuracy is the highest and at least the same as the one previously
obtained. The attribute whose change resulted in the increase of performance is
excluded from further considerations and the higher recognition ratio taken as
the new reference point. The procedure is repeated for the gradually decreasing
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(N−1 = 24, then N−2 = 23, and so on) number of attributes until the stopping
condition is satisfied when either no attribute remains yet to be considered, or
when all most recent changes bring only decreasing performance.

The search for preference order does not try exhaustively all possible order-
ings, so it cannot guarantee to result in the best solution. The search space could
be expanded by repeating the procedure with different staring points, with some
arbitrary or random selection of starting preference orders for attributes. When
we can afford to explore more search paths, we can choose the best from them,
yet even with following one path in the binary tree of changes offers a reasonable
chance at arriving at satisfactory results, which is illustrated in Table 1.

Table 1. Establishing the preference order of conditional attributes by sequential
search. The 0th stage of execution is a starting point where all attributes have de-
creasing order, in subsequent stages changed into increasing. The stage with index Z
is the opposite starting point with all attributes of increasing preference, next changed
into decreasing. At each stage attributes adjusting preference order are indicated and
classification accuracies for the best generated minimal cover decision algorithms given.

→ Stage of execution ←
0 1 2 3 4 5 6 7 8 U V W X Y Z

Conditional
Attribute not what : at in to but , - on ! and ;
Classification
accuracy [%] 51 63 74 75 80 84 84 85 84 77 82 82 81 73 62

In the first group of experiments the preference order adjustment procedure
stopped at the 8th stage. The set of conditional attributes is not yet exhausted,
but all modifications within this stage resulted in worsened performance. The
best algorithm at this stage has classification accuracy of 84% while at the pre-
vious 7th stage the predictive accuracy was 85%. Starting from the opposite
end, with all conditional attributes assigned to increasing preference order and
then changing them one by one to decreasing, resulted in execution of the pro-
cedure for just 5 times. At the Vth stage the calculated algorithm returned 82%
recognition ratio that was only worsened by all further changes.

Within the proposed approach
25+24+23+22+21+20+19+18=172 and
25+24+23+22+21=115

(the total of 287) out of 225 possible preference orderings were tested. Obviously,
there is no guarantee that the two best preference cases found are the best in
general, as these maximal classification accuracies could be, and usually are
rather local than global, yet the presented algorithm gives a reasonable chance
to arrive at more informed choice of preference orders than assumed arbitrarily,
when otherwise there is no domain knowledge to support this choice.
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6 Conclusions

The paper presents an algorithm for establishing preference orders of conditional
attributes within Dominance-Based Rough Set Approach to the stylometric task
of authorship attribution. For the considered lexical and syntactic characteristic
features referring to usage frequencies of textual markers, the real-valued data
sets are naturally ordered. However, whether the monotonicity is perceived as
increasing or decreasing depends on perspective which betrays individuality of
a writing style. Since domain knowledge is insufficient to define such preferences
and arbitrary assumptions do not necessarily result in satisfactory performance
of the constructed classifiers, by adapting the sequential search there was pro-
posed a procedure for iterative fine-tuning of preference orders for conditional
attributes by observing how changes of preference of single features influence
the classification accuracy of the generated minimal cover decision algorithms.
Even though it is not exhaustive, the search process offers a reasonable chance
at finding the solution that satisfies requirements.
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Abstract. Some of the attributes of a database relation may evolve
over time i.e., they change their values at different instants of time. For
example, affiliation attribute of an author relation in a bibliographic
database which maintains publication details of various authors, may
change its value. When a database contains records of this nature and
number of records grows to a large extent then it becomes really very
challenging to identify which records belong to which entity due to lack
of a proper key. In such a situation, the other attributes of the records
and the timed information associated with the records may be useful in
identifying whether the records belong to the same entity or different. In
the proposed work, the records are initially clustered based on email-id
attribute and the clusters are further refined based on other temporal and
non-temporal attributes. The refinement process involves similarity check
with other records and clusters. A comparative analysis with two existing
systems DBLP and ArnetMiner shows that the proposed technique can
able to produce better results in many cases.

Keywords: Bibliographic Database, Entity Matching, Temporal Data,
Similarity Check.

1 Introduction

Entity matching technique identifies records that refer to the same entity. It is a
well known problem in the field of database and artificial intelligence. Other syn-
onyms that are used to refer to this problem are merge/purge problem [5], object
distinction [10], temporal record linkage [6,7], author name ambiguity [8], etc,.
Researchers have proposed various approaches to tackle this problem. Among
the available techniques two broad classes can be identified. The first one deals
with non-temporal attributes only. Relationships among records are established
by using different rule based strategies like [5,2,3,9] or machine learning based
strategies like [1,10].

In addition to non-temporal attributes, second one deals with temporal at-
tributes [4] also. Many bibliographic databases like DBLP contain temporal data,
for example, the month and year of published papers. Often such temporal in-
formation provides additional evidences in linking records. However, the impor-
tance of such temporal attribute in entity matching technique is only considered

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 34–41, 2013.
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recently [6,7] where authors tried to link the records based on the concepts of
time decay which is used to capture the effect of elapsed time on entity value
evolution. The attributes considered here are name, affiliation and co-author.
However, attributes like email id, venue, reference are ignored here although
they provide some additional clue in merging records.

In this paper, we have proposed an entity matching technique for bibliographic
database which is also termed as EMTBD. We have considered the temporal
attribute like time-stamp of the paper along with several other non-temporal
attributes like author, co-author, affiliation of author and co-author, email-id of
author, venue and references. Similarity check and clustering techniques are used
to obtain the result. For similarity computation, different threshold values are
used. The threshold values are computed dynamically and depend on the number
of records available for a particular author. The proposed EMTBD technique is
compared with DBLP1 and ArnetMiner2 which maintain a database of large
number of research papers.

The rest of the paper is organized as follows: Section 2 gives a description
of proposed methodology. Section 3 emphasizes on RAC-Cluster which is the
primary module of our approach. In section 4 we have detailed different datasets
and performed analysis on our results. Finally, Section 5 concludes the paper
and gives the future direction of the work.

2 Proposed Methodology

The proposed EMTBD technique is described using Figure 1 and Figure 2. The
steps of the proposed methodology is illustrated as follows.

2.1 Initial Classification

We start with creating clusters based on email-ids of the authors. The reason is
that it is very rare for two authors to share the same email-id. This classification
leads to two types of clusters - (1) Cluster with email-id and (2) Cluster without
email-id.

2.2 Affiliation Email Cluster (AE-Cluster)

In this step, the clusters in cluster with email-id are processed. Two such clusters
are merged if they have the common affiliation and same initials of email-id.

2.3 Affiliation Co-author Cluster (AC-Cluster)

Here we process the clusters in cluster without email-id. We merge these types of
clusters if they have the same affiliation and some common co-author. For this
we have used Co-authorship graph which we create for each affiliation.

1 http://www.informatik.uni-trier.de/ ley/db/
2 http://arnetminer.org/
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Co-authorship Graph: It is an undirected graph G = (V,E) such that: V is a
set of vertices, where each vi ∈ V denotes the distinct co-author of an affiliation.
E is a set of edges, where each e ∈ E, represents an edge between two vertices
u and v if and only if the co-authors represented by these vertices belong to the
same record.

Let’s illustrate the co-authorship graph with an example. Table 1 shows
six clusters with their co-authors and affiliation. The co-authorship graph of
these clusters shown in Figure 3 provides two component: {C1, C2, C3, C4} and
{C5, C6}. These components determine the number of resultant clusters that are
obtained from the given clusters. Here six clusters are merged into two clusters
as described by the above two components.

2.4 Ranking

The clusters obtained after AE-Cluster and AC-Cluster are then considered to-
gether and a rank is assigned to each cluster. The ranking process starts with
arranging the records in the order of non-decreasing time-stamp. Two notations-
earliest time-stamp or ETS and latest time-stamp or LTS are introduced here.
ETS is the oldest time-stamp among all the records of the cluster under consid-
eration while LTS is the recent most time-stamp among all the records of the
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Table 1. Clusters C1, C2, · · ·, C6 with
their co-authors and affiliation

Cluster Co-author Affiliation

C1 ca1,ca2 xyz

C2 ca2,ca3 xyz

C3 ca5,ca6 xyz

C4 ca3,ca4,ca5 xyz

C5 ca7,ca8 xyz

C6 ca8,ca9 xyz

4ca

3ca ca8

6ca ca7 ca9ca5

ca1 ca2

Fig. 3. Co-authorship graph of the clus-
ters shown in Figure

cluster under consideration. ETS and LTS may be same in case the cluster has
single record or all the records of the cluster have the same time-stamp.

For ranking module, we assign rank 1 to that cluster having minimum ETS.
If two or more clusters are having the same ETS then assign the rank to that
cluster having lowest LTS. This whole process is repeated until rank is assigned
to each clusters.

Table 2. Clusters in the increasing time-
stamp order of their records

C1 C2 C3 C4

Jan-1999 Feb-1999 Feb-1999 Feb-2000

May-1999 Feb-2000 Feb-2001 Mar-2000

Jan-2001 Feb-2001 Sep-2001 Jul-2000

Sep-2002 May-2002 Oct-2001 Nov-2000

Table 3. ETS and LTS of different clus-
ters with their rank shown in Table 2

Cluster ETS LTS Rank

C1 Jan-1999 Sep-2002 1

C2 Feb-1999 May-2002 3

C3 Feb-1999 Oct-2001 2

C4 Feb-2000 Nov-2000 4

In Table 2, four clusters C1, C2, C3 and C4 are shown. Each record of the
cluster is associated with a time-stamp. ETS and LTS of each cluster together
with their rank are shown in Table 3. The basic aim of assigning rank to clusters
is that rank arranges them in time-stamp order and reduces the no. of steps for
merging of two clusters.

3 RAC Cluster

RAC Cluster module is depicted in Figure 2. It is termed as RAC because here we
process the records(R) and clusters(C) using various attributes(A). This module
is used to process the ranked clusters in two steps.

3.1 C-C Similarity Based Clustering

C-C Similarity is calculated between two clusters. At first we check whether two
clusters are intersecting in nature. To understand this, let eti and etj denote
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the ETS of the cluster Ci and Cj respectively while lti and ltj represent the
corresponding LTS. Formally, two clusters Ci and Cj are intersecting if any
one of the following condition satisfies: (1)etj ≤ eti ≤ ltj (2)etj ≤ lti ≤ ltj
(3)eti ≤ etj ≤ lti (4)eti ≤ ltj ≤ lti

We now introduce two terms Time Line and Variation-count to analyse the
clusters further.

Time Line: It is a line joining the points representing the time-stamps of each
record of the cluster. The time-stamps can be represented in a time dimension-
axis. Let T1 = {t1a, t1b, · · · , t1k} and T2 = {t2a, t2b, · · · , t2m} be the sets of points
representing the time-stamp of each record in clusters C1 and C2 respectively. k
and m are no. of records in clusters C1 and C2 respectively. Using sets T1 and
T2, two Time Line can be obtained.

Now a variation-count parameter is introduced to check the no. of times
author has changed his/her affiliation between two affiliation. Consider the
point representing min(ETS(T1), ETS(T2)). From this point, draw a line to
next nearest time-stamp point. The process continues till the point representing
max(LTS(T1), LTS(T2)) is not reached.

<2,1999>

<5,1999>

<2,2000>

<1,2001><1,1999>

<2,2001> <5,2002>

<9,2002>
Time
Dimension
Axis

Time
Dimension
Axis

<2,1999>

<2,2000>

<3,2000>

<7,2000>

<11,2000>

<9,2001>

<10,2001><2,2001>

(a) (b)

Fig. 4. Time line corresponding to cluster C1,C2 and C3,C4

Variation-Count: It is described as the no. of lines joining the points (ti, tj)
where ti ∈ T1 and tj ∈ T2 obtained from the above process. If the variation-
count is more than the threshold then we do not process these clusters further.
We have used 6 as a threshold here. The reason is that it is very rare that author
switches between two affiliation more than 6 times. Figure 4(a) describes the
time line corresponding to cluster C1 and C2 of Table 2 with variation-count 6
and Figure 4(b) shows the time line corresponding to cluster C3 and C4 of Table
2 with variation-count 2.

Similarity Computation: Similarity is computed between two clusters if they
are non-intersecting in nature or if they are intersecting in nature and variation-
count is less than the threshold. Similarity is computed using the 4 attributes
namely co-author, co-author affiliation, references and venue.

Let simcca(Ci,Cj ,A) represents the attribute similarity between Ci and Cj .
This attribute similarity give the no. of distinct matching attribute value between
Ci and Cj . Let thc, thca and thr denote the thresholds for co-author, co-author
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affiliation and references respectively. Let simcc(Ci,Cj) be the similarity between
two clusters Ci and Cj . Formally, for two clusters Ci and Cj ; simcc(Ci,Cj) = 1
if any three of the following four conditions are satisfied.

(1) simcca(Ci,Cj ,co-author) ≥ thc (2) simcca(Ci,Cj ,reference) ≥ thca

(3) simcca(Ci,Cj ,co-author affl) ≥ thr (4) simcca(Ci,Cj ,venue) ≥ 1
The possible values of the thc, thca and thr are calculated as below. Here #

is used to denote the count operation and dist is used to find the distinct values.

thc = min(� #(coauthorCi)

#(dist(coauthorCi))×#(Ci)
, � #(coauthorCi)

#(dist(coauthorCi))×#(Cj)
)

thc = min(�#(dist(coauthor afflCi))

#(Ci)
, �

#(dist(coauthor afflCj))

#(Cj)
)

thr = min (|Ci|, |Cj |) .

If sim (Ci, Cj) = 1 then we combine these two clusters otherwise do not combine
them. We process the clusters in the ascending order of their rank. We compare
the cluster having rank 1 with all other clusters and if the merging criteria is
satisfied then we immediately merge those two clusters. The cluster which is
merged will never be processed further. After processing first cluster, we process
second cluster with the remaining clusters and repeat this process for all the
remaining clusters. We repeat this whole process until we get the same clustering
result in the two consecutive iterations. This is the convergence criteria for C-C
Similarity.

3.2 R-C-R Similarity Based Clustering

In R-C-R Similarity we compute two types of similarities: record-cluster similar-
ity (R-C Similarity) and record-record similarity (R-R Similarity). The resultant
clusters after C-C Similarity are processed next. Here record implies all the clus-
ters having single record and cluster represents all the clusters having more
than one record. First each record is compared with all the clusters and if they
can be merged by satisfying a prescribed threshold, we merge them. After this,
records are compared with each other. If two records are merged then they form
a cluster. Here we use R-R Similarity and R-C Similarity both.

R-C Similarity: For calculating the R-C Similarity, we consider 2 attributes-
co-author and co-author affiliation and find their similarities. These attribute
similarities provide the no. of distinct matching attribute values from the record
and cluster under consideration. Let simrc(r, C) represents the R-C Similarity
between record r and cluster C while simrca(r, C,A) denotes the similarity be-
tween attribute A of r and C. Formally, R-C Similarity between r and C is
calculated by

simrc(r, C) =

∑
A∈A wA(δt).simrca(r, C,A)∑

A∈A wA(δt)
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Computation of δt: Let r.t is the record(r) time-stamp and ri.t, i ∈ [1, n] rep-
resents the time-stamp of each record of the cluster(C) provided clusters has n
records. δt is calculated as follows. δt=min (|r1.t− r.t|, |r2.t− r.t|, · · · , |rn.t−r.t|)

wA(δt) is a function of time and is calculated as wA(δt) = 1/((δt)/12) =
12/(δt). In case δt is 0, we fix weight to 24 corresponding to each participating
attribute.

R-R Similarity: It is computed with the help of 2 attributes that are same
as described previously in R-C Similarity. Let simrra(ri,rj ,A) represents the
similarity between attribute A of two records ri and rj and simrr(ri,rj) expresses
the R-R Similarity between ri and rj . Formally R-R Similarity between two
records ri and rj is calculated by

simrr(ri, rj) =

∑
A∈A wAδt.simrra(ri, rj , A)∑

A∈A .wA(δt)

and wA(δt) is calculated as follows. δt = |ri.t− rj .t|

4 Evaluation and Analysis

In this section, we describe the different datasets that we have considered in
evaluating proposed EMTBD technique. We have also compared our results with
DBLP and ArnetMiner. Seven datasets are used for evaluating the performance
of our approach where each dataset corresponds to an author. Table 4 shows
the different datasets and comparison with 2 existing systems. For evaluation
of EMTBD technique, we have used three basic measures -precision, recall and
f-measure as found in [10]. Here, we have used 0.8 as threshold values in R-C
and R-R similarity.

For Xin Dong dataset, we could not find all the records in ArnetMiner. In
case of Bin Yu dataset, the initials of email-id is providing sufficient evidences
for merging two clusters. In intersecting nature of clusters the initials of email-
id is same within the same affiliation. While evaluating the performance of Jim

Table 4. Statistics about the datasets and comparison of performance. NR: no. of
records, NE: no. of entities, NER: No. of records per entity.

Name NR∗ NE∗ f-measure
NER∗

DBLP Arnetminer EMTBD

Xin Dong 55 10 88.63 NA 97.37 {38,1,1,4,1,1,6,1,1,1}
Ajay Gupta 26 9 50.83 60.00 97.95 {2,12,1,4,2,1,1,2,1,}

Samrat Goswami 17 1 100 100 93.75 {17}
Bin Yu 124 21 34.10 52.70 100.00

{ 50,22,11,7,7,2,2,1,2,
2,3,1,1,4,1,1,1,1,2,1,2}

M. Hasanuzzaman 16 3 62.85 62.85 94.23 {5,1,10}
Jim Smith 38 5 55.94 45.80 100.00 {17,17,2,1,1}
David Jensen 52 4 91.97 86.75 97.87 {48,2,1,1}
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Smith dataset, the attribute references provides the strong evidence. In this
dataset 33% of the references between two clusters are matching. We are getting
low recall (recall = 88.23 while f-measure = 93.75) for dataset Samrat Goswami.
The records in this dataset belongs to single entity but it has been split into two
entities- one having 16 records and another having 1 record. The reason is that
nearly at the same time (1 month difference) two papers are published without
having any common attribute value.

5 Conclusion and Future Scope

The proposed technique is specifically applicable for bibliographic database.
Both temporal and non-temporal attributes are considered for finding the links
between different records. The technique is based on similarity check and clus-
tering of records. The thresholds that are used for similarity computation are
computed dynamically and depend on the number of records available. All these
concepts have made the proposed EMTBD a very sound one. This is well sup-
ported by the given comparative results with DBLP and ArnetMiner. This
clearly shows that the proposed technique outperforms the other two techniques
in many cases. In future, we like to generalize this approach so that it can be
applicable on other type of databases also.
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Abstract. Map-matching is a hot research topic as it is essential for
Moving Object Database and Intelligent Transport Systems. However,
existing map-matching techniques cannot satisfy the increasing require-
ment of applications with massive trajectory data, e.g., traffic flow anal-
ysis and route planning. To handle this problem, we propose an efficient
map-matching algorithm called Passby. Instead of matching every single
GPS point, we concentrate on those close to intersections and avoid the
computation of map-matching on intermediate GPS points. Meanwhile,
this efficient method also increases the uncertainty for determining the
real route of the moving object due to less availability of trajectory infor-
mation. To provide accurate matching results in ambiguous situations,
e.g., road intersections and parallel paths, we further propose Passby*.
It is based on the multi-hypothesis technique and manages to maintain
a small but complete set of possible solutions and eventually choose the
one with the highest probability. The results of experiments performed
on real datasets demonstrate that Passby* is efficient while maintaining
the high accuracy.

Keywords: Efficient Map-matching, Multi-Hypothesis Technique.

1 Introduction
The past few years have seen a dramatic increase of GPS-embedded and hand-
held navigation devices. These devices allow to record accurately the spatial
displacement of moving objects. Given their low set-up cost, large volumes of
data can be easily generated. In order to provide a range of Intelligent Trans-
port Systems services, e.g., traffic flow analysis [1], route planning [2], hot route
finder [3], we need to analyze large amounts of trajectory data. An essential
pre-processing step that matches the trajectories to the road network is needed.
This technique is commonly referred as map-matching.

However, existing map-matching techniques cannot fully satisfy the increasing
requirement of applications with massive trajectory data. Some local/increment
map-matching methods [4,5] are fast but generate inconsistent matching results
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 pi (ti , xi , yi)

 pj (tj , xj , yj)

Fig. 1. An example of Passby

since they ignore the correlation between subsequent points and topological in-
formation of the road network. Meanwhile, more advanced map-matching meth-
ods, e.g., global approach [6,7] and statistical approach [8,9], manage to be quite
accurate, but suffer from high computational complexity.

To handle this problem, we propose an efficient map-matching algorithm
called Passby. Instead of matching every single GPS point, we concentrate on
those close to intersections and avoid the computation of map-matching on in-
termediate GPS points. In the circumstances of constrained road network, if a
moving object passes by the start vertex of edge e at ti, and the end vertex of e at
a reasonable time tj , the object is then supposed to be on e at the time interval
between ti and tj . Figure 1 illustrates an example of such case, i.e., we just have
to match these thick blue points close to intersections instead of analyzing every
single point. While cutting the cost of computing on intermediate GPS points
makes map-matching more efficient, nevertheless it is not at no cost. The uncer-
tainty for determining the real route of the moving object also arises due to less
availability of trajectory information. The challenge of this work is to keep pro-
viding accurate matching results in ambiguous situations, e.g., road intersections
and parallel paths. To handle this challenge, we propose another algorithm called
Passby*, which is based on the multi-hypothesis technique, to maintain all the
possible solutions in situations of ambiguity and eventually choose the one with
the highest probability. Meanwhile, several efficient approaches for hypothesis
management are developed to further improve the performance of Passby*.

To summarize, this paper makes the following contributions:

• We propose two efficient map-matching algorithms, Passby and Passby*.
They avoid large parts of computation by only performing map-matching on
GPS points close to intersections and inferring the remaining ones.

• We develop a set of novel approaches for hypothesis creation, evaluation and
management which make the algorithm both efficient and accurate.

• We present a solution to edge simplification and edge measurement error.
As Passby* mainly bases on positions of intersections and road connectivity,
it is robust when geometric information of the edge is not available or not
accurate enough.

• We conduct experimental study on real dataset and demonstrate the efficiency
and accuracy of the proposed algorithms.

The rest of the paper is organized as follows. Section 2 discusses the related work.
Section 3 gives the problem statement. The proposed algorithm is described in
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Section 4. The results of experiments and the analysis are presented in Section 5.
Finally, conclusions and future work are summarized.

2 Related Work

In this section, we present a brief overview of previous studies on map-matching
and the multi-hypothesis technique.

2.1 Map-Matching Techniques

Map-matching is commonly referred as the process of aligning a sequence of
observed positions with the road network. Approaches for map-matching algo-
rithms can be categorized into three groups [6]: local/incremental method [4,5,10],
global method [6,7,11], and statistical method [8,9]. The local/incremental
method tries to find local match of geometries, and performs matching based
on the previous matching result of a point. The global method aims to find
a global optimal match for the entire trajectory and a path in the road net-
work. The algorithm in [11] is based on Frechét distance and its variant. [6]
proposes an algorithm that takes temporal information into consideration and
manages to get a high accuracy for low-sampling-rate GPS trajectories. Sta-
tistical method is also widely used. A method based on the Bayesian classifier
is presented in [9]. [8] proposes an algorithm that takes advantage of the rich
information extracted from the historical trajectories to infer the real routes.

Many advanced techniques are also integrated with map-matching [12]. [13]
proposes a fuzzy logical based method that is able to take noisy, imprecise input
and yield crisp output. [7] proposes a method based on the Hidden Markov Model
which can deal with the inaccuracies of the location measurement systems.

Most existing map-matching algorithms have to perform map-matching on
every single trajectory point which is not always necessary. Instead of matching
every single GPS point, we concentrate on those close to intersections and infer
the results for the remaining points to avoid extra computation.

2.2 Multi-Hypothesis Technique

The Multi-Hypothesis Technique(MHT) is a method to track multiple targets
under the clutter environment using a likelihood function [14]. To realize a map
matching method using the MHT, pseudo-measurements are generated utilizing
adjacent roads of GPS position and the MHT is reformulated as a single tar-
get problem [15]. The main advantage of multi-hypothesis map-matching over a
mono-hypothesis approach is that it maintains all the possible solutions in situ-
ations of ambiguity and eventually chooses the one with the highest probability.
Two map-matching methods using the MHT are proposed in [15] and [16]. These
previous works are more focused on the accuracy than the efficiency which makes
them unsuitable for processing massive trajectory data. Moreover, these meth-
ods have to use extra information from the dead reckoning device, e.g., heading,
acceleration and speed, which is not always available.
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3 Problem Statement
We have a standard road network representation in which intersections are repre-
sented by vertices and roads are represented by directed edges and the geometric
detail of roads are described by polylines.

Definition 1 (Road Network). The road network G is defined as:

G = (V,E) (1)

where V is the set of vertices while E is the set of directed edges. A vertex
of G is defined as: v = (vid, lat, lng), where vid is the identifier of v while lat
and lng denote the latitude and longitude of v. An edge of G is defined as:
e = (eid, geo, len, vfrom, vto), where eid is the identifier of e, len is the length of
e, vfrom and vto represent the start and the end vertices of e, geo is a polyline
representing the geometry of e.

In the most simplified road network described in [17], geo is not available
which will pose a great challenge to map-matching algorithms. For robustness
evaluation, we will also conduct experiments on the most simplified road network.

Definition 2 (Path). A path P is defined as a sequence of edges:

P = (ei)
n
i=1 n ≥ 1 ∧ ∀1 ≤ i < n ei+1.start = ei.end (2)

The start vertex and the end vertex of P are defined as:

P.start = e1.start P.end = en.end

Definition 3 (Trajectory). The trajectory of a moving object is defined as a
sequence of points with timestamps:

T = (pi)
n
i=1 = (ti, lati, lngi)

n
i=1

We use T [i] to represent the ith point of T and −−−−→pi, pi+1 to represent the ith
trajectory segment of T . −−−−→pi, pi+1 is defined as the directed line segment formed
by pi and pi+1.

Definition 4 (Matching Result). Given a trajectory T = (pi)
n
i=1, the match-

ing result R is defined as:
R = (pi, ei)

n
i=1 (3)

where ei denotes the edge that pi be matched to.

Definition 5 (Matching Accuracy). Given the matching result R=(pi, ei)
n
i=1

and the ground truth Rt = (pi, êi)
n
i=1, the accuracy A is defined as:

A =

∑n
i=1 θi
n

θi =
{1 if R.ei = Rt.êi

0 otherwise
(4)

Problem Statement The Map-matching problem can be described as, given a
road network G and a trajectory T , how to efficiently find a matching result R,
with the goal of maximizing the matching accuracy A.
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4 Proposed Algorithms

In this section, we first illustrate the key observations of Passby followed by the
algorithm description and implementation, then we describe several novel ap-
proaches for the multi-hypothesis model in detail including hypothesis creation,
evaluation and management.

Observation 1. In most cases, if a moving object passes by both the start and
the end intersections of an edge within a reasonable period of time, the object is
supposed to be on that edge during the time interval.

According to Observation 1, we can improve the efficiency of map-matching
algorithm by avoiding the computation on intermediate GPS points.

Observation 2. The representation of vertices is generally more accurate than
edges especially when edges are simplified.

The most commonly used representation of vertex and edge in a road network
is point and polyline. Sometimes, the road network is simplified [17,18], the
deviations between real edges and polylines can be up to hundreds of meters
due to edge simplification or edge measurement error while the representation
of vertices tends to be more accurate.

4.1 Passby: A Baseline Approach

Based on above observations, we design a map-matching algorithm called Passby,
which mainly depends on positions of intersections and road connectivity. In
particular, this algorithm does not need either the heading information or the
instantaneous speed of the vehicle from the dead reckoning device.

One of the key processes in Passby is to estimate how likely the moving object
passes by a certain vertex. We measure it using the passby probability.

Definition 6 (Passby Probability). The passby probability is defined as the
likelihood that the moving object passes by the vertex v.

Fp(T, v) =
1√
2πσ

e
(λ−μ)2

2σ2 λ = d(T, v) = min
0<i<|T |−1

d(−−−−→pi, pi+1, v)

where λ is the distance between the trajectory T and the vertex v, i.e., the
minimum distance between the segments of T and v. We use a zero-mean normal
distribution with a standard deviation of 6.4m for the training dataset.

Algorithm 1 gives an overview of Passby. The function init(G, T, i) takes three
arguments: the road network G, the trajectory T and the start index i, to find the
first passed vertex vc that d(T, vc) is less than a threshold σp, e.g., 25m, and the
index of corresponding trajectory segment ic. This can be efficiently calculated
by building indices on GPS points and vertices. The function pass(T, v, i) takes
three arguments: the trajectory T , the vertex v, and start index of trajectory
segment i, and returns the index of the nearest trajectory segment from v, or 0
if no valid trajectory segment is found.



On Efficient Map-Matching According to Intersections You Pass By 47

Algorithm 1. Passby(G, T )

Input:Road network G, trajectory T = (pi)
n
i=1 = (ti, lati, lngi)

n
i=1

1: (vc, ic)← init(G,T, 1)
2: while ic ≤ n do
3: Sc ← ∅, Se ← {e|e.start = vc}
4: for each e ∈ Se do
5: i← pass(T, e.end, ic)
6: if i > 0 then
7: Sc ← Sc ∪ {(i, e)}
8: if Sc 
= ∅ then
9: t← argmin

t∈Sc

(t.i)

10: match {pic+1, . . . , pt.i} to edge t.e
11: ic ← t.i, vc ← t.e.end
12: else
13: (vc, i

′
c)← init(G,T, ic)

14: match {pic+1, . . . , pi′c} to nearest edges
15: ic ← i′c

First, the algorithm performs the initialization to get the first passed vertex
vc and the corresponding index of the trajectory segment ic. (line 1). Then the
algorithm repeats the following process until the end of trajectory: 1) it retrieves
all the candidate edges (line 3); 2) it filters out infeasible edges using passby
probability (line 4 - line 7); 3) if valid edges exist, the edge t.e with the smallest
index is selected (line 8 - line 9), then the algorithm matches the points between
pic+1 and pt.i to t.e (line 10), otherwise a re-initialization will be made to find
the next vertex vc and corresponding index (line 13). The intermediate points
will be matched to their nearest edges (line 14). As illustrated in Figure 1, the
algorithm needs only to match the initial and the final points in most cases and
is consequently very efficient.

4.2 Passby*: A Multi-Hypothesis Based Approach

The Passby algorithm works well in the premise that every passed vertices can be
found and the one closest to the moving object is the real passed vertex. However,
this assumption may not always hold, e.g., several vertices can be quite close to
the moving object at the same time while the real passed vertex might not
be close enough to be found. To generate stable matching results in ambiguous
situations, we propose another algorithm called Passby*, which is integrated with
the multi-hypothesis technique to maintain all the possible solutions in situations
of ambiguity and eventually choose the one with the highest probability.

4.2.1 Hypothesis Creation
The traditional hypothesis creation method usually generates new hypotheses
at each step, which will result in an exponential computational complexity. To
be efficient, we redesigned the rule of hypothesis creation.
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Algorithm 2. createCands(G, T, sp)

Input: Road network G, trajectory T = (ti, lati, lngi)
n
i=1, path structure sp

Output: A set of candidate path structures: Ssp

1: Ssp ← ∅
2: Sv ← {v|d(v, T [sp.i]) + d(v, T [sp.i+ 1]) ≤ 2a}
3: SP ← buildPath(G,Sv, sp)
4: for each P ∈ SP do
5: i← pass(T, P.end, sp.i)
6: if i > 0 then
7: f ← sp.f · Fp(T, P.end) · Ft(T, P )
8: Ssp ← Ssp ∪ {(P.end, i, f, sp}
9: return Ssp

Algorithm 2 shows the pseudo-code of candidate creation process. Function
createCands(G, T, sp) takes three arguments: the road network G, the tra-
jectory T , and the path information structure sp : (v, i, f, ptr) which contains
information about the candidate path, where v is the vertex, i is the index of
the trajectory segment that is nearest to the v, f is the score of the path and
ptr is the pointer to the parent structure, which is used to get the whole path.

pi
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e3
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e4

e6 e7
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e1 e2
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Fig. 2. Examples of hypothesis creation

Take Figure 2(a) for example, the algorithm first retrieves all the edges whose
start vertices lie within the error ellipse that has a major axis of 2a (line 2).
e6 is not a valid edge as its start vertex falls outside the ellipse. e7, e8 won’t be
considered either as they are not connected with valid edges. Then the algorithm
builds candidate paths in line 3. These paths start from sp.v and are extended
with candidate edges based on road connectivity. Finally, the algorithm finds
these candidate paths whose end vertices are considered passed by the moving
object, and calculates their scores using passby probability and vertex transition
probability (line 4 - line 8).

Definition 7 (Vertex Transition Probability). The vertex transition prob-
ability is used to measure the likelihood that the moving object transfers between
vertices, and is defined as:
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Ft(T, P ) = exp(−αt

∑
e∈P len(e)∑

e∈P len(proj(e, T ))
) (5)

where αt is the scaling factor, len(e) returns the length of e, and proj(e, T )
returns the projection of e on T . Figure 2(b) shows the candidate path {e2, e4},
the thick blue line represents the projection of the path on T . The efficiency of
this hypothesis creation method will be discussed in Section 4.2.3.

4.2.2 Solutions to Ambiguous Situations
In practice, there exist many ambiguous situations, e.g., Y-junctions [12] and
parallel paths, which pose a challenge to map-matching.

Definition 8 (Ambiguous Situation). An ambiguous situation is defined as
the situation in which there exists a path P in the candidate set, the end vertices
of more than one of P ’s candidate edges are close to the trajectory.
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Fig. 3. Examples of ambiguous situations

Figure 3(a) shows a case of Y-junctions problem with vertices represented by
solid circles are considered possibly passed by the moving object while empty
ones not, e.g., v5. It is difficult to determine whether p2, p3, p4 should be matched
to e1 or to e2. [11] describes a solution by performing certain steps of look-ahead.
However, this method is quite time-consuming especially when the number of
look-ahead is large [10].

Observation 3. In most cases, the deviation between the wrong path and the
real route of the moving object tends to increase with the elapse of time.

This simple observation is helpful to solve the Y-junctions problem. We use the
example in Figure 3(a) to explain. Let P be the path to be extended, as both
v2 and v3 satisfy the criteria, two new paths P1 = P ∪ {e1} and P2 = P ∪ {e2}
will be created. As stated in Observation 3, the deviation between the real route
and the wrong path P2 increases, there is no GPS points near the candidate
edges of P2, thus it will not be extended any more, i.e., this hypothesis will be
automatically discarded. However, Observation 3 will not hold in another kind
of ambiguous situation called Parallel Paths.

Definition 9 (Parallel Paths). Parallel Paths is defined as a set of paths Spp

satisfying the following two conditions:
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• The maximum Hausdorff distance [19] between any two paths in SP is lower
than 2σp.

max
Pi,Pj∈Spp

h(Pi, Pj) < 2σp

• All of these paths have identical start and end vertices.

∀Pi, Pj ∈ Spp Pi.start = Pj .start ∧ Pi.end = Pj .end

Figure 3(b) gives an example of parallel paths. Both of these two paths start
from v1 and end at v6. As these two paths come quite close to each other, all the
vertices in the two paths can be possibly passed by the moving object, which
makes it difficult to find the real path. After analyzing the relation between the
cost of a path, i.e., the minimum time required to pass it, and the actual time
used to go through it, we found Observation 4.

Observation 4. The cost of the real path tends to be similar to the actual time
used to go through it.

Although the lengths of the parallel paths might be nearly the same, the differ-
ences between their costs are relatively large, e.g., the highway and the service
road nearby. Therefore, we are likely to find the real path by further considering
the cost similarity.

Definition 10 (Cost Similarity). Given a path P and a trajectory T , the cost
similarity Fc(T, P ) is defined as follows:

Fc(T, P ) =
∏
e∈P

exp(−αc|ce − ĉe|) = exp(
∑
e∈P

−αc|ce − ĉe|) (6)

ce = T [i].t− T [j].t ĉe =
len(e)

se

where ce is the actual time used to pass e, ĉe is the cost the e, αc is the scaling
factor for cost similarity. i and j are the indices of trajectory segment that pass
the start vertex and the end vertex of e, len(e) is the length of e, se is the speed
limitation of e.

4.2.3 Management of Candidate Paths
The candidate management is mainly used to reduce the candidate size while
preserving all possible solutions. It consists of two aspects: pruning and confir-
mation. Pruning is the process of eliminating infeasible candidate paths while
confirmation is the process of confirming a candidate path as the real path.

Pruning happens in the following conditions: 1)The ratio of the score of a hy-
pothesis to the largest score is lower than a threshold σA, which usually happens
at Y-junctions. 2) In the case of parallel paths, all the parallel paths should be
merged into a single one.

Confirmation happens in the following conditions: 1) The ratio of the largest
score to the next largest one exceeds a threshold σB. 2) There exists only one
hypothesis. σA and σB are two thresholds used to control the candidate size.
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Next, we will show that the number of hypotheses will only increases in am-
biguous situations. In order to increase the number of hypotheses, at least two
sub-paths must be created from a path. Besides, one of the prerequisites of hy-
pothesis creation is that the end vertex of the path must be close enough to the
trajectory, i.e., the ambiguous situation.

4.2.4 Overview of Passby*
Figure 4 gives a description of the procedure of the algorithm. Figure 4(a) shows
the road network and the GPS points, while Figure 4(b) demonstrates the search-
ing process. As mentioned before, vertices represented by solid circles in figures
are considered possibly passed by the moving object while empty ones not. The
red cross denotes a clip of the search graph, with corresponding path being
removed from the candidate set.
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Fig. 4. An example of the Passby* algorithm

Algorithm 3 outlines the framework of Passby*. SO, SP , Spp are all sets of path
information structures, i.e., sp : (v, i, f, ptr). Function getInitialCands(G, T )
is used to get the initial vertices and evaluate them with passby probability.
Function createCands(G, T, sp) is used to get candidate paths with the method
proposed in Section 4.2.1. Function getBestPath(Spp, T ) is used to get the set of
parallel paths and further evaluate them with cost similarity to get the best path.

Take Figure 4(a) for example, the algorithm first gets initial paths in line 4,
and then pop the first item from SO, i.e., the item with smallest i, as spc (line
5). Hypothesis creation method proposed in Section 4.2.1 are used to generate
candidate paths (line 6). These candidate paths are processed in line 7 to line 13.
Line 8 indicates the case of parallel paths, and the best candidate is selected using
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Algorithm 3. Passby*(G, T )

Input:Road network G, trajectory T = (ti, lati, lngi)
n
i=1

Output:The matching result: R
1: SO ← ∅; spc ← (null, 1, 1, null) //(v, i, f, ptr)
2: while spc.i ≤ n do
3: if SO = ∅ then
4: SO ← getInitialCands(G,T, spc.i)

5: while SO 
= ∅ ∧ spc.i ≤ n do
6: spc ← first(SO); SO ← SO\{spc};
7: SP ← createCands(G,T, spc) //Section 4.2.1
8: for each sp in SP do
9: Spp ← {sp′|sp′ ∈ SO ∧ sp′.i = sp.i ∧ sp′v = sp.v}

10: if Spp 
= ∅ then
11: spbest ← getBestPath(Spp, T ) //Section 4.2.2
12: SO ← SO\Spp ∪ {spbest}
13: else
14: SO ← SO ∪ {sp}
15: SO ← pruneConfirm(SO) //Section 4.2.3
16: spc ← argmax

sp∈SO

(sp.f)

17: R← getMatchResult(spc)
18: return R

method in Section 4.2.2 (line 10). The pruning and confirmation are performed
in line 14. Finally, the algorithm finds the path with the maximum score in SO

(line 15), i.e., {e1, e3, e4, e6, e9, e10}, and generates the matching result (line 16).

4.3 Theoretical Analysis

Now we will analyze the complexity of the Passby* algorithm. Let n be the
length of the trajectory T , l be the maximum number of edges in the error ellipse
used in the hypothesis generation process, and k be the maximum number of
candidates.

The time complexity of the function createCands, pruneConform and
getMatchResult are O(l log(l)), O(k) and O(n). In the worst-case, hypothesis
creation might be performed on every single trajectory point, so the Passby*
algorithm has the time complexity of O(nkl log(l) + nk + n) = O(nkl log(l)). In
practice, k is usually quite small, thus the time complexity of Passby* is close to
O(nl log(l)). Furthermore, as indicated by Figure 1, large part of computation
is avoid, so the constant factor is actually quite small, this is also confirmed by
the experiment.

5 Experiments

In this section, we first present the experimental settings, then we evaluate the
efficiency and accuracy of the proposed algorithms, finally we show their perfor-
mances on the most simplified road network.



On Efficient Map-Matching According to Intersections You Pass By 53

5.1 Dataset and Experimental Setup

In our experiment, we use the road network and trajectory data provided by
ACM SIGSPATIAL Cup 2012 [20] , which is a GIS-focused algorithm competi-
tion hosted by ACM SIGSPATIAL. The road network graph contains 535,452
vertices and 1,283,540 road segments. Ground truth files are included in tra-
jectory data file, which are used in results verification. These algorithms have
been implemented with C++ on Visual Studio express platform, the results of
the experiments are taken on a computer with Intel Core2 Dual CPU T8100 2.1
GHz and 3 GB RAM.

Baseline Algorithms. We compare proposed algorithms with the incremental al-
gorithm: IMM05 [11], and the Hidden Markov Model based algorithm: NK09 [7].
IMM05 performs matching based on three aspects: the distance, the direction
and a point’s previous matching result, and is known to have a low time com-
plexity. NK09 is well-known for its high accuracy and the ability to deal with
noise.

For IMM05, we use the suggested settings in [11]: μd = 10, α = 0.17, nd =
1.4, μa = 10, nα = 4. For NK09, we use the following assignment : σ = 4.1, and
β = 5. Preprocessing and optimization suggested in [7] are made to NK09. To
further speed up the algorithm, roads that are more than 50 meters away from
the GPS point are eliminated from the candidate set. For Passby and Passby*,
we use : σ = 6.4, σp = 25, αt = 65, αc = 4, σA = 0.1, σB = 3.
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5.2 Matching Efficiency with Different Sampling Interval

As shown in Figure 5, Passby* is 4∼10 times faster than the NK09, and is even
comparable to IMM05 when sampling interval is small. In addition, the matching
speed of Passby is a little faster than IMM05 . With the increase of the sampling
interval, the speeds of Passby and Passby* begin to decrease due to the fact that
less computation can be avoided.
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The following reasons may contribute to the high efficiency of Passby*:

• Computation of map-matching on a large part of GPS points is avoided.
In most cases, Passby* needs only to match the initial and the final points.
Moreover, there is less shortest path calculation in Passby* than NK09 which
is quite time-consuming.

• The refined hypothesis management method is efficient. With the hypothe-
sis creation method proposed in Section 4.2.1, the number of hypotheses is
usually quite small.

5.3 Matching Accuracy with Different Sampling Interval

As shown in Figure 6, the matching accuracy of Passby* is quite comparable
to NK09, and much higher than IMM05. Meanwhile, the accuracies of all these
algorithms decrease with the increase of sampling interval as the deviation be-
tween the real route of the moving object and the trajectory represented by
polyline becomes larger.

In particular, the matching accuracy of Passby decreases significantly with the
increase of sampling interval. This is mainly because Passby simply choose the
nearest vertex as the real passed one which is less accurate when the distances
between the trajectory and passed vertices become larger. In contrast, Passby*
maintains all the possible paths, and eventually chooses the best one which
makes it less sensitive to the increase of sampling interval. Several reasons may
contribute to the high accuracy of Passby*:

• Passby* evaluates candidate path in terms of both temporal and spatial fac-
tors, e.g, passby probability, vertex transition probability and cost similarity.

• The refined multi-hypothesis model is used to effectively maintain a set of
candidate paths and eventually choose the best one.

• Passby* is less dependent on the geometric detail of the edge, e.g., it needs
no projection to the edge, which makes it robust to edge measurement errors.

5.4 Matching Accuracy on the Most Simplified Road Network

In the most simplified road network, as mentioned in Definition 1, the edge
detail, i.e., geo, is omitted. This will significantly reduce the size of the digital
map. However, the distance between the trajectory point and the simplified edge
becomes much larger, and it sometimes can be up to hundreds of meters. Figure
7 gives an example of edge simplification. To evaluate the robustness of the
algorithms to edge simplification, we test the algorithms on the most simplified
road network.

Figure 8 illustrates the matching accuracies on both the original and the
most simplified road network when the sampling interval is 10s. The accuracy of
Passby* merely changes while the accuracies of other two algorithms suffer from
significant decreases. This is because Passby* matches the trajectory mainly
based on intersections and is less dependent on edge detail information.
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6 Conclusion and Future Work

In this paper, we investigate the problem of how to improve the efficiency of
map-matching, and propose two novel algorithms called Passby and Passby*.
They perform map-matching according to intersections that the moving object
passes by. Taking advantage of the proposed candidate generation and evaluation
methods, Passby* manages to efficiently provide accurate matching results in
ambiguous situations. In addition, Passby* is less dependent on the edge detail
information, and is robust to edge measurement error and edge simplification.
We conduct experimental study on real dataset to evaluate the performance of
proposed algorithms. The results of the experiments indicate that Passby* is
both efficient and accurate.

In the future work, we plan to further improve the algorithm to better process
GPS data of low sampling rate.
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Abstract. With an ever increasing amount of news being published ev-
ery day, being able to effectively search these vast amounts of information
is of primary interest to many Web ventures. As word-based approaches
have their limits in that they ignore a lot of the information in texts, we
present Destiny, a linguistic approach where news item sentences are rep-
resented as a graph featuring disambiguated words as nodes and gram-
matical relations between words as edges. Searching is then reminiscent
of finding an approximate sub-graph isomorphism between the query
sentence graph and the graphs representing the news item sentences, ex-
ploiting word synonymy, word hypernymy, and sentence grammar. Using
a custom corpus of user-rated queries and sentences, the search algorithm
is evaluated based on the Mean Average Precision, Spearman’s Rho, and
the normalized Discounted Cumulative Gain. Compared to the TF-IDF
baseline, the Destiny algorithm performs significantly better on these
metrics.

1 Introduction

With news information volumes that are already overwhelming, a lot of the hu-
man mental activity is nowadays devoted to gathering, filtering, and consuming
news information. Ingenious as we humans are, we have developed crude ways of
filtering information quickly, using only a fraction of the time actually needed to
process all the information accurately. However, reading only the titles or reading
a text in a ‘quick-and-dirty’ fashion only goes so far. While the trade-off between
speed and accuracy can probably not be broken due to the limitations of our
brain, we do have the possibility to assist ourselves with tools in order to attain
results that were previously impossible. One of these possibilities we would like
to consider is to search for sentences, thus searching both within documents and
across documents.

Despite its simplicity, experience has shown that methods based on TF-
IDF [11], or similar metrics where a document is modeled as a bag of words,
performs good in many circumstances. In our evaluation we therefore use TF-
IDF as a baseline to test our approach against.

To better deal with the peculiarities of language, multiple approaches have
been proposed where text is not regarded as a simple collection of words, but
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where, instead, text is processed using natural language processing techniques to
extract valuable information that is implicitly encoded in its structure. A good
example is the Hermes News Portal [12], where news items are annotated, linking
found lexical representations to instances in an ontology. Queries, comprised of a
selected set of concepts from this ontology knowledge base, can then be executed
to get the news items pertaining to the entities in the query.

Unfortunately, there is an intrinsic problem with ontology-based approaches.
Because not text, but the ontology is used for search, concepts that are not
specified in the ontology cannot be found. An ontology thus makes the approach
domain dependent. Furthermore, since an ontology is formally specified, infor-
mation in the text has to be transformed to the logical form of the ontology. This
is known to be difficult and sometimes even impossible since there are sentences
that cannot be symbolized using first-order logic [1], and most ontologies use
propositional logic or description logic (e.g., the many variants of OWL) which
provides even less expressive power than first-order logic.

Thus, given that the meaning of language is both infeasible to extract and to
represent, one can aim for a processing level just below the semantic interpre-
tation phase [10]. Using the principles of homophonic meaning-representation
and compositionality coming from the philosophy of language [3], we can rep-
resent language as an interconnected collection of disambiguated words, where
the connections represent the grammatical relations that exist between words
in a sentence. The interconnected collection of disambiguated words can then
naturally be represented by a graph model, with nodes representing the words
and edges representing the grammatical relations.

When both the news items and the sentence describing the user query are
represented by the above type of graphs, the problem of searching for the query
answers in the set of news items becomes related to the sub-graph isomorphism
problem. While the standard graph isomorphism problem can be solved by Ull-
mann’s algorithm [13], there are some additional considerations that prevent us
from straightway applying it in this situation, the main one being that we are
not only interested in full matches, but also in partial matches. We therefore
want to measure the degree of similarity between the query sentence graph and
all news item sentence graphs, and return a ranked list of sentences in the set of
news items that are most similar to the user query.

2 The Destiny Framework

Based on the considerations in the previous section, our task is twofold: first, a
process needs to be developed to transform raw text into a graph-based represen-
tation using the grammatical relations between words, and second, an algorithm
needs to be devised that can compare graphs and compute a similarity score
to enable ranking news sentences with respect to a query sentence. The Des-
tiny framework is designed to incorporate both news item processing and query
execution on the set of processed news items.
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2.1 News Processing

To transform raw text into a dependencies-based graph representation, we have
developed a pipeline consisting of various components with their own specific
task. The same pipeline is used to process both news items and user queries. In
Figure 1, a schematic overview of the framework is given. On the left hand side,
the process of news item transformation is shown, while on the right hand side,
the process of user query transformation and searching is depicted, each using
the same processing pipeline in the middle.
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Fig. 1. Conceptual representation of framework

The tokenizer and sentence splitter, both standard components in the GATE
framework [2], respectively, determine the word and sentence boundaries, after
which the Stanford Parser [8] can extract the dependencies between words as
well as the Part-of-Speech (POS) tags. Determining the lemma is then performed
by the morphological analyzer, also a standard GATE component, and Porter’s
stemmer [9] algorithm is used to get the word stems.

Based on the information gathered so far, a graph representation of the sen-
tence is built. To that end, we generate a node for each word, and connect these
nodes with directed edges built from the syntactical dependencies output of the
parser. Each node holds all information with respect to the word it represents:
the literal word, lemma, stem, and POS tag. Each edge is labeled with the type
of dependency that exists between these two nodes. As words in a sentence are
uniquely represented by a node, the same word appearing multiple times in a
sentence will result in multiple nodes, one node for each word.

Since words can have multiple senses, just comparing words based on their
lexical representation will result in significant information loss. Therefore, the
correct sense of each word has to be determined. This information is used in
the search algorithm when determining synonym or hypernym relations between
words. As the development of a word sense disambiguation algorithm is not
the core topic of this paper, we have chosen to implement an existing one: the
simplified Lesk algorithm [7].



60 K. Schouten and F. Frasincar

2.2 News Searching

We devise a recursive algorithm for news searching, and the first important
issue is to determine the starting point for the algorithm. As sentences can have
different structures it is often not possible to compare two sentences by simply
starting at the root. However, separately recursing from each node in the graph
is not efficient. To combine efficiency with accuracy, only nouns and verbs in
the query sentence graph are selected as they are the most probable good fits,
the intuition being that these words are most rich in information compared to
other types of words. Each one of these nodes in the query graph is used to find
similar nodes in the news item graphs using an index on the stem values of all
news item nodes. For each matching combination of a node in the query graph
and a similar node in the news item graph, the recursion is performed with that
combination as its starting point. All scores from the various recursion runs are
aggregated on a sentence level so that to each combination of query and news
item sentence, only the highest score is associated.

The algorithm compares the two graphs by starting to compare the two nodes
in the query graph and a news item graph, respectively. After that, it will com-
pare the nodes they are linked to, recursively traversing the graph until the
comparison is complete. Because a node can have multiple parents and multi-
ple children, the algorithm will try to compare edges for both directions. It is
however constrained to only compare edges having the same direction.

There are multiple parameters in this algorithm that can be optimized, for
example the various features that are used to assign similarity scores to nodes
and edges. This optimization has been done using a genetic algorithm which will
be explained later in this section. Besides feature weights, another parameter
is used to control whether the recursion should continue in a given direction. If
there is no direction that has a score (i.e., the similarity score of the edge and the
node it connects to, but not any further in the graph) higher than the threshold
as given by the parameter, than the algorithm will not recurse any further here.

Both the comparison of nodes and edges contributes to the total similarity
score. With features weighted by the genetic optimization, the similarity score
of a node or edge is the sum of all matching features. While edges only have one
feature, the label denoting the type of grammatical relation, nodes have multiple
features.

The five basic features are Boolean comparators on stem, lemma, the full word
(i.e., including affixes and suffixes), basic POS category, and detailed POS cat-
egory. The basic POS category consists of categories like noun, verb, adjective,
etc., while the detailed POS category uses inflections like verb tenses and noun
number (singular or plural) to create more fine-grained POS categories. These
rather simplistic comparators are complemented by a check on synonymy and
hypernymy using the senses acquired by the word sense disambiguation com-
ponent and WordNet. When words are in the same broad POS category (e.g.,
nouns, verbs, adjective, and adverbs), but do not have the same lemma, they
are possibly semantically related by synonymy or hypernymy.
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For synonymy, WordNet is used to check whether both words with that par-
ticular sense are in the same synset, where a synset is used by WordNet to group
words with the same meaning. For hypernymy, WordNet is used to find a relation
of generalization between the two words. Such a relation does not have to be
direct, but can also be indirect, involving multiple words as intermediary steps.
For example, ‘entity’ is the most generalized form of ‘car’, even though there are
multiple words between ‘entity’ and ‘car’ that are thus specializations of ‘entity’
but still generalizations of ‘car’. As the strength of the generalization is depen-
dent on the length of the path between the two words, we use the heuristic that
the score as determined by the genetic algorithm is divided by the length of the
shortest hypernymy path.

The last step in computing the similarity score of a node is an adjustment
factor, which is a value between zero and one denoting how regular this word
is in the news database. Being the inverse of the number of occurrences of this
word in the database, the factor will be zero for the most common word, one for
a word which occurs only once, and somewhere in between for the other cases.

2.3 Genetic Optimization

In order to optimize all parameters, a genetic algorithm was employed to attain
good parameter settings. In Table 1, an overview is given of all parameters and of
the weights assigned to it by the genetic algorithm when applied on the training
set. All weights have values in the interval of 0 and 255. The fitness function the
genetic algorithm maximizes is the normalized Discounted Cumulative Gain, one
of the metrics used in the evaluation. The genetic algorithm itself is a standard
implementation, using random initialization, cross-over, mutation, and elitist
selection.

Interestingly, there seem to be many local optima for this specific optimization
task, as the various cross-validation folds of the genetic algorithm, while roughly
resulting in the same performance, yielded very different weights. The many local
optima are probably due to the redundancy in natural language. For example,
much of the same information can be found in both the literal word, as well as in
the stem and the lemma. The same is true of a word and its context. Given the
context, one is often able to guess a missing word, which means that much of the
information in that word is already covered in the rest of the sentence. Given
this redundancy, it is of no surprise that the features available to the genetic
algorithm have a non-zero correlation.

In spite of the high standard deviations on the set of weights acquired by the
genetic algorithm, there are still some interesting patterns that can be discovered.
For example, we can see that the genetic algorithm clearly prefers the basic POS
tags over the detailed ones. Also interesting is the fact that the fully inflected
word is preferred over the lemma, which in turn is preferred over the stem of
the word. While the fully inflected word represents more information than the
lemma, just like the lemma represents more information than the stem, using
the inflected form of a word makes it less generalizable than using the stem or
even the lemma of a word.
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Table 1. Optimized features and their weights

feature one set avg stdev
of weights weights weights

search threshold 12.44 95.64 67.42
node: word 182.11 125.30 65.75
node: lemma 50.24 105.11 67.53
node: stem 78.18 82.54 76.20

node: basic POS tag 206.46 119.00 77.96
node: detailed POS tag 2.84 50.62 59.76

node: synonym 106.20 136.90 71.53
node: hypernym 232.88 129.65 64.97

edge: label 200.69 171.82 71.58
significance factor

importance 217.32 109.78 70.68

3 Evaluation

The results of Destiny are evaluated against a user-defined standard and com-
pared with a classical text-based search algorithm. To that end, we have created
a news database, containing 1019 sentences, originating from 19 news items, and
10 query sentences. Queries are constructed by rewriting sentences from the set
of news item sentences. In rewriting, the meaning of the original sentence was
kept the same as much as possible, but both words and word order were changed
(for example by introducing synonyms and swapping the subject-object order).
Each combination of a news sentence and a query was rated by at least three
different persons. This led to a data set of over 30,500 data points (10 queries ×
1019 sentences × at least 3 scores).

The various parameters of the search engine were optimized using a genetic
algorithm, as discussed in the previous section. Therefore, the data set was split
into a training and a test set. Because the results for each query are rather
limited, the data set was split on the query level: 5 queries and their results
went into the training set and the other 5 queries comprised the test set. To
allow for cross-validation, 32 different splits were made. Because some queries
have more results than others, all splits were checked to be balanced in the
number of query results. In this way, the quantity of search results could not
influence the quality of the results.

The baseline to compare our results against is the standard TF-IDF algorithm.
All TF-IDF sores are computed over the test set for each of the 32 splits. As TF-
IDF does not have to be trained, the training set was not used. Three metrics
are used to compare the Destiny algorithm with the TF-IDF baseline, which
are the Mean Average Precision (MAP), Spearman’s Rho, and the normalized
Discounted Cumulative Gain (nDCG) [6].

The main concern when using MAP is that it is Boolean with respect to the
relevance of a certain sentence given a query, while the user scores return a
gradation of relevance. This means that in order to compute the MAP, the user
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scores have to split into two groups: relevant and not relevant, based on some
cut-off relevance score c. Since this value is arbitrary, we have chosen to compute
an average MAP score over all possible values of c, from 0 to 3 with a step size
of 0.1.

The results, shown in Table 2, clearly show that Destiny significantly out-
performs the TF-IDF baseline. For nDCG and Spearman’s Rho, the p-value is
computed for the paired one-sided t-test on the two sets of scores consisting of
the 32 split scores for both Destiny and TF-IDF, respectively. For MAP, because
we computed the average over all cut-off values, the same t-test is computed over
30 cut-off values × 32 folds which results in 960 split scores.

Table 2. Evaluation results

TF-IDF mean score Destiny mean score rel. improvement t-test p-value

nDCG 0.238 0.253 11.2% < 0.001
MAP 0.376 0.424 12.8% < 0.001
Sp. Rho 0.215 0.282 31.6% < 0.001

4 Concluding Remarks

By developing and implementing Destiny, we have shown that it is feasible to
search news sentences in a linguistic fashion. Using a natural language process-
ing pipeline, both news items and queries are transformed into a graph repre-
sentation, which are then compared to each other using the degree of sub-graph
isomorphism as a measure for similarity. By representing text as a graph, the
original semantic relatedness between words in the sentence is preserved, thus
allowing the search engine to utilize this information.

Words, represented as nodes in the graph, are compared not only lexically, but
also semantically by means of a word sense disambiguation algorithm present
in the natural language processing pipeline. This allows for checks on both syn-
onymy and hypernymy between words. The Mean Average Precision, Spearman’s
Rho, and normalized Discounted Cumulative Gain achieved by Destiny are sig-
nificantly better than the scores obtained from the TF-IDF baseline.

As future work we would like to improve the accuracy of the search results by
adding named entity recognition and co-reference resolution. The graph-based
approach from [5] seems especially suitable for co-reference resolution. Further-
more, we would like to investigate the benefits of using a graph edit distance [4]
measure, to mitigate problems with varying graph structures which are now not
processed correctly.

Acknowledgement. The authors are partially supported by the Dutch national
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Abstract. The ever growing availability of Web APIs enables web de-
signers to aggregate APIs for fast development of new mashups. However,
a web designer may also use Web APIs in different development tasks, like
completion of an existing mashup, or substitution of one or more Web
APIs within it. A system that supports the web designer during Web
API selection should behave differently according to the development
scenario the web designer is acting in. In this paper, we propose compos-
ite patterns which include different perspectives on Web API descriptions
in order to serve distinct mashup development scenarios. Moreover, we
provide a framework of tools, techniques and mechanisms to support
the web designer during Web API selection according to the composite
patterns.

1 Introduction

Agile development of web applications found new lifeblood in the context of
web mashups [1,2]. Mashup development is fueled by on-line repositories, which
offer large catalogues of Web APIs to be selected. For example, consider a web
designer who aims at building a web application for storing and sharing her
pictures. She may decide to use already available Web APIs, such as the Amazon

S3 or MySpace APIs, avoiding a time-consuming and costly implementation of
their functionalities from scratch. Current repositories enable basic Web API
search modalities (e.g., by keywords and categories), Web API filtering according
to some features like the preferred protocol and data format, Web API ranking
according to their popularity, that is, the number of mashups which include
them. However, on current Web API repositories a web designer cannot perform
more advanced searches: (i) by specifying both features of the Web API to search
for and of the web mashup where the Web API will be used in; (ii) by exploiting
semantic tagging, to avoid limitations of traditional tag-based search, specifically
polisemy and homonymy; (iii) by relying on past choices and Web API ratings
made by other designers (that is a specific kind of collective knowledge [3] applied
in the mashup context); (iv) being assisted in more articulated development
scenarios, other than the creation of a new mashup, such as the completion of
an existing one, or the substitution of one or more Web APIs. For instance, if the
designer has already chosen the Amazon S3 API, the system should suggest her
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other Web APIs that are more commonly combined with Amazon S3 for picture
sharing and storage applications.

Other works rely on the collective knowledge coming from Web API use in
existing web mashups [4,5], but the idea of adapting these techniques to dif-
ferent scenarios is still an unexplored field. As underlined in [6], this kind of
approaches may suffer from the cold start problem, that is, if the criteria for
Web API selection only relies on past mashups, a component that has been used
in a significative number of cases gets more and more used despite the inner
quality of the Web API. To avoid this shortcoming, in [6] different aspects to
search for relevant Web APIs and for ranking the search results are balanced.
Nevertheless, technical features are not considered, in particular for the purpose
of tuning selection mechanisms according to the different search scenarios. The
same limitations hold for approaches described in [7,8].

In this paper, we provide a model of composite patterns for Web API search.
Specifically, a composite pattern is composed of a set of metrics, to be properly
combined for matching the request against available Web APIs and ranking of
search results. Metric aggregation may depend on the search target, such as the
development of a new mashup, the completion of an existing mashup or the
substitution of a Web API in a given mashup, considering only the categories,
tags or features specified in the request or proactively suggesting search results
according to the collective knowledge. The proposed metrics which compose the
patterns have been implemented in a framework that is compliant with the
ProgrammableWeb repository, a well known on-line catalogue where Web API
providers share their own Web APIs and web designers can look for Web APIs
they need. Our framework is partially based on the information extracted from
the repository and on the collaborative semantic tagging system proposed in [7],
where web designers can take actively part in the semantic tagging of Web APIs.
In [9] we demonstrated the usefulness of considering multi-perspective Web API
description for searching purposes on the ProgrammableWeb repository. In this
paper, we perform a step forward with respect to [7,9], through the formulation
of composite patterns.

The paper is organized as follows. Section 2 contains some preliminary defi-
nitions about the Web API model we rely on. Search patterns are described in
Section 3. Section 4 closes the paper.

2 Preliminary Definitions

2.1 Web API Model

Figure 1 shows the UML representation of the Web API model we rely on. The
model starts from Web API characterization presented in [7] and extends it
with Web API technical features such as protocols and data formats, extracted
from the ProgrammableWeb repository, that provides methods for retrieving basic
information on Web APIs and mashups (http://api.programmableweb.com/).
The repository can be kept updated by loading new Web API descriptions, while
the designer may interact with our framework based on the model to exploit
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Fig. 1. The UML representation of the Web API model

additional facilities, such as semantic tagging, and apply advanced Web API
search patterns, described in Section 3.

In our model, a Web API W is described by: (i) a name nW ; (ii) a unique
URIW ; (iii) a category cW ; (iv) a set {tW} of semantic tags; (v) a set TW of
technical features, where a feature is a pair 〈type,{values}〉 (e.g., 〈protocol,
{SOAP,REST}〉).

When a new semantic tag is assigned to the Web API, starting from the
tag name specified by the designer, the WordNet lexical system is queried, all
the synsets that contain that term are retrieved, thus enabling the designer to
select the intended meaning. Therefore, a semantic tag tW is a triplet, composed
of: (i) the name of the term, extracted from WordNet; (ii) the synset, that is,
the set of all the synonyms; (iii) the human readable definition associated with
the synset (attribute description of the synset class in figure). The semantic
tagging procedure has been extensively described in [7]. The set TW of technical
features is general enough to be adapted for different repositories. In particular,
in the current version of the framework that is compliant with ProgrammableWeb

repository, technical features are distinguished among the protocols adopted by
the Web API (e.g., REST, SOAP, XML-RPC), the data formats (e.g., XML,
JSON), the SSL support for security purposes and the authentication mechanism
implemented within the Web API. For instance, the partial description of the
Amazon S3 API, classified in the Storage category, is the following:

AmazonS3 = [URIAmazonS3: http://aws.amazon.com/s3/;

t1AmazonS3: 〈storage, {memory, computer memory, computer storage, store, memory board}, “the
process of storing information in a computer memory or on a magnetic tape or disk”〉;

PAmazonS3: {REST, SOAP}; FAmazonS3: {XML}; SSLAmazonS3: {no}; AAmazonS3: {APIKey}]
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The model also considers a set MW of mashups where the Web API has been
included. Each mashup mW∈MW is described by: (i) a name nmW ; (ii) a unique
URImW ; (iii) a set {tmW} of semantic tags which describe the mashup, defined
in the same way as Web API semantic tags. For instance, the Amazon S3 API
has been included into 88 mashups by 57 developers1 and, among them, the
following ones:
mImaginalaxy∈MAmazonS3 = [URIImaginalaxy : http://www.imaginalaxy.com;

{WImaginalaxy}: {Amazon S3, Facebook, Flickr, MySpace};
t1Imaginalaxy : 〈photo, {photograph, exposure, picture, pic}, “a representation of a person or

scene in the form of a print or transparent slide or in digital format”〉;
t2Imaginalaxy : 〈sharing, {}, “using or enjoying something jointly with others”〉]

mtSpace∈MAmazonS3 = [URItSpace: http://totechphoto.com/space-light/;

{WtSpace}: {MediaFire, GoogleStorage, Dropbox, Amazon S3, MySpace};
t1tSpace: 〈picture, {photograph, photo, exposure, pic}, “a representation of a person or

scene in the form of a print or transparent slide or in digital format”〉;
t2tSpace: 〈sharing, {}, “using or enjoying something jointly with others”〉]

Finally, the model include a set DW of designers who used the Web API W to
build their own mashups and a function μW : DW×MW �→ [0..1] to represent
a quantitative rating assigned to the Web API as used in one of the mashups,
selected by the designer according to the NHLBI 9-point Scoring System. Ac-
cording to our model, each designer di∈DW owns at least one of the mashups
in MW and each mashup mW∈MW has been developed by a designer in DW .
Each designer di∈DW is modeled through the skill σi∈[0..1] for developing web
applications. The skill is asked to the web designer during the registration to the
system, according to a discrete scale: 1.0 for expert, 0.8 for high confidence,
0.5 for medium confidence, 0.3 for low confidence and 0.0 for unexperienced.

In the following, an expert designer d1 assigned a very good rating to the
Amazon S3 API when used in the Imaginalaxy mashup, while a medium-level
designer d2 rated as excellent the same API when used in the tSpace mashup.

σd1
= 1.0 (expert); μAmazonS3(d1,mImaginalaxy) = 0.7 (very good)

σd2
= 0.5 (medium); μAmazonS3(d2,mtSpace) = 0.8 (excellent)

2.2 Web API Request and Search Targets

A Web API request is defined as follows:

Wr = 〈crW , {trW}, {trM}, {Wr
M}, T r

W〉 (1)

where crW is the requested Web API category, {trW} is a set of semantic tags
specified for the Web API to search for, {trM} is a set of semantic tags featuring
the mashup M where the Web API to search for should be used, {Wr

M} is the
set of Web APIs already included in the mashup M and T r

W is the set of required
technical features.

1 Last access on March 29th, 2013.
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Not all the elements listed in Definition (1) are mandatory. Their specification
within Wr depends on the search target pursued by the designer. We identified
the following kinds of targets:

– single Web API selection, when the designer is developing a new mashup
and aims at finding a Web API by specifying the Web API category crW and
semantic tags {trW}; optionally, the designer may also specify the desired
technical features T r

W for the Web API to search for;
– advanced single Web API selection, it is a variant of the previous search

target; in this case, the designer has also in mind the kind of mashup where
the Web API has to be aggregated, specified through a set of semantic tags
{trM};

– mashup completion, when a mashup is already available and the designer
desires to add a new Web API; in this case, {Wr

M} in the request is the set
of Web APIs already inserted in the mashup under construction and, if the
designer does not explicitly specify T r

W , it is automatically composed of the
intersections of technical features of the Web APIs in {Wr

M}, respectively;
in fact, in this specific case, the best solution is that all the Web APIs within
the mashup share the same protocol, data format and security features; the
specification of {trW} and {trM} are optional;

– proactive mashup completion, it is a variant of the previous search target; in
this case, the designer does not specify the category crW and the semantic
tags {trW} of the Web API to search for, since she does not know exactly
what is available, what to look for and using what terms; therefore, she
relies on suggestions of the system, which proposes candidate Web APIs
based on collective knowledge coming from other existing mashups, which
contain Web APIs close to {Wr

M} and present technical features similar to
T r
W ;

– Web API substitution, when the designer desires to substitute a Web API in
an existing mashup; in this case, crW and {trW} are automatically extracted
from the Web API to substitute; the construction of T r

W follows the same
rationale of the (proactive) mashup completion.

An example of request to find a Web API in the category Storage to be used
for picture sharing together with the Amazon S3 and MySpace APIs (mashup
completion request) can be expressed through the category crW = Storage, the
semantic tags {trM} = {picture, sharing} (while {trW} = ∅), the set {Wr

M} =
{AmazonS3, MySpace}.

3 Composite Patterns for Web API Search

A pattern for Web API search is defined through the combination of different
similarity measures, specifically designed to compare categories, semantic tags,
mashups and technical features in Web API descriptions and Web API request,
and ranking criteria, to sort the searching results with respect to the specific
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search target to be issued. The overall similarity is denoted with Sim(Wr,W)
and is obtained as follows:

Sim(Wr,W) = ω1 · Simc(c
r
W , cW) + ω2 · Simt({trW}, {tW}) +

ω3 · AGGmW∈MW [Simt({trM}, {tmW })] +
ω4 · AGGmW∈MW [Simcomp({Wr

M}, {WmW })] +∑N
i=1 ωi · Simi(Wr,W)∈[0..1]

(2)

where the Web APIs returned as search results are those whose overall similarity
is equal or greater than a threshold γ∈[0..1], that can be set by the web designer
(the highest the threshold, the highest the required overall similarity of search
results with respect to the request). Specifically:

– Simc(c
r
W , cW)∈[0..1] is the similarity between the requested category and

the category of W ;
– Simt(·)∈[0..1] is the similarity between two sets of semantic tags;
– Simcomp({Wr

M}, {WmW})∈[0..1] is the mashup composition similarity be-
tween a mashup composed of a set {Wr

M} of Web APIs and another mashup
composed of a set {Wk} of Web APIs;

– Simi(·)∈[0..1] is the similarity betweenWr andW based on the i-th technical
feature, such as protocols or data formats;

– ω1+ω2+ω3+ω4 +
∑N

i=1 ωi = 1 are weights to be set according to the search
target, as summarized in Table 1, where the category similarity is weighted
less than the other factors, since the category is only a coarse-grained entry
point to look for Web APIs in existing repositories.

Table 1. The setup of Web API matching weights depending on the search target

Search target Request formulation

Single Web API selection ω1, ω2, ωi (i = 1..N) equally weighted
or ω1 = 0.2 and ω2 = 0.8 if T r

W = ∅
Advanced single Web API selection ω1 = 0.1, ω2, ω3, ωi (i = 1..N) equally weighted

or ω1 = 0.2 and ω2 = ω3 = 0.4 if T r
W = ∅

Mashup completion ω1 = 0.1, ω2, ω4, ωi (i = 1..N) equally weighted
Proactive mashup completion ω4, ωi (i = 1..N) equally weighted
Web API substitution ω1 = 0.1, ω2, ω4, ωi (i = 1..N) equally weighted

The similarity measures in Equation (2) can be implemented according to dif-
ferent techniques. Our patterns do not commit any specific solution and our
framework implements several variants. For instance, category similarity may be
based on the Jaro-Winkler string similarity measure between category names, or
it may be even simpler, that is, Simc(Wr,W) = 1 if cW = crW , zero otherwise,
or two categories may be considered as more similar as the number of Web APIs
that are categorized in both of them increases with respect to the overall number
of Web APIs classified in crW and in cW (in the latter case, the Dice coefficient is
applied [10]). The similarity between two sets of semantic tags may be computed
by applying the Jaro-Winkler string similarity measure between tag names or
by considering the WordNet-based similarity described in [7]. The similarity be-
tween mashups may be computed as the number of common Web APIs in the
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two mashups with respect to the overall number of Web APIs, through the Dice
coefficient. Finally, the similarity between the technical features required in Wr

and the ones of a Web API W may be computed as the number of common
values for the same type of technical feature specified for Wr and W .

The distinctive features of our framework rely on the aggregation function
AGGmW∈MW [·] and the ranking criteria. The aggregation function is applied in
order to combine the different Simt(·) and Simcomp(·) computations for all the
mashups mW∈MW in which the Web API W has been used. Such aggregation
function can be chosen between MAX (the maximumSimt(·) and Simcomp(·) values
are chosen, respectively), AVG (the average values for Simt(·) and Simcomp(·) are
computed) or DS (weighting based on designers’ skills). The last option takes into
account that a Web API could be used in different mashups by designers di∈DW
who have different skills σi. Therefore, the resulting formula is the following:

AGGmW∈MW [Simt(·)] =
∑|MW |

i=1 σi · Simt({trM}, {tmW })
|MW | ∈[0..1] (3)

where σi is the skill of the developer who owns the i-th mashup of MW . This
formula ensures that the past experiences of more expert designers have a higher
impact on the Simt(·) computation. Intuitively, the closest the σi and Simt(·)
values to 1 (maximum value) for all the designers di, the closest the value of
Equation (3) to 1.0. The computation of AGGmW∈MW [Simcomp(·)] is performed
in the same way.

Finally, search results are ranked according to the following equation:

ρ(W) = Sim(Wr,W) ·
n∏

j=1

[ρj(W)]∈[0..1] (4)

where ρj(W)∈[0..1] are n ranking functions specified in the search pattern. In
our framework, we consider common ranking functions related to Web API pop-
ularity (i.e., the number of mashups where the Web API has been used and
the number of developers who adopted the Web API) and functions related
to the novelty of Web APIs and their use (through the timestamp attributes
in the model). Moreover, we also consider a novel ranking function based on the
ratings assigned by web designers, consider as more important ratings the ones
assigned by more expert designers:

ρ1(W) = 1

|DW | ·
|DW |∑
i=1

∑|Mk|
k=1 σi · μW(di,Mk)

|Mk| ∈ [0..1] (5)

where we must consider the ratings assigned by all the designers di∈DW who
used the Web API W in mashups {Mk}.

4 Conclusions

In this paper we proposed a framework, compliant with the ProgrammableWeb

repository, which implements a set of techniques and mechanisms to support
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Web API search for agile web application development according to different
patterns. Actually, the framework proposed in this paper suggests that there are
really several aspects that can be mixed together in order to support Web API se-
lection. Among them, also social relationships between developers could be used
to automatically infer useful information, such as developers’ reliability. There-
fore, the Web API model could be further extended and the patterns modified as
well. Additional information could be extracted also from other repositories [11],
such as Mashape (www.mashape.com), which is a cloud API hub.
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Abstract. In this paper we present two contributions: a method to
construct simulated document collections suitable for information re-
trieval evaluation as well as an approach of information retrieval using
past queries and based on result combination. Exponential and Zipf dis-
tribution as well as Bradford’s law are applied to construct simulated
document collections suitable for information retrieval evaluation. Ex-
periments comparing a traditional retrieval approach with our approach
based on past queries using past queries show encouraging improvements
using our approach.

1 Introduction

Information retrieval (IR) is finding information (usually text) that satisfies an
information need from within large collections [12]. An information retrieval
system (IRS) represents and stores large amounts of information in order to
facilitate and accelerate determination of information estimated relevant to a
user’s query. A common IRS relies on two main processes: indexing and match-
ing. Indexing intends to construct comparable representations of documents and
queries. Matching intends to estimate the extend to which a given document is
relevant to a query, usually represented via a score. Documents are then returned
to the user in the form of list of results ranked by decreasing score.

IR systems emerged in the late 1940s but improvements really appeared from
the late 1950s. Improvements first concerned indexing, ranking functions, weight-
ing schemes, relevance feedback and then models [17]. IR improvements are
highly related to evaluation of IRS dating back from the late 1950s [5]. The
IR community notably benefited from TREC evaluation campaigns and work-
shops [21]. These have been offering researchers means to measure system effec-
tiveness and compare approaches.

The literature of IR is crammed with different contributions such as index-
ing approaches, matching functions, formal models and relevance feedback ap-
proaches. However, few approaches gain advantage from searches performed in
the past by previous users. Past searches constitute though a useful source of
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information for new users for example. For example, a user searching about a
new subject could benefit from past searches led by previous users about the
same subject.

The weak interest of IR in past queries may be understandable because of
the lack of suitable IR collections. Indeed, most of the existing IR collections are
composed of independent queries. These collections are not usable to evaluate
approaches based on past queries since they do not gather similar queries for
which ground thruth relevance judgments are provided. In addition, elaborating
such collections is difficult due to the cost and time needed. An alternative is to
simulate such collections. Simulation in IR dates back to at least the 1980s [10].

In this paper, on the one hand we propose an approach of creating simulated
IR collections dedicated to evaluating IR approaches based on past searches. We
simulated several scenarios under different probability distributions to build the
collection of documents and determine the relevant documents given a query. On
the other hand, we introduce a first approach of information retrieval using past
queries based on result combination. We experimented this approach on differ-
ent simulated IR collections using the aforementioned approach. We evaluated
the effectiveness of our approach and compared it with a traditional retrieval
approach.

This paper is organized as follows. In Sect. 2, related work on simulation in IR
evaluation and the use of Past Searches in IR is presented. In Sect. 3 we present
our approach to create a simulated IR collection described and the approach of
retrieval based on past queries is presented in Sect. 4. Experiments are detailed
in Sect. 5. Finally, conclusion and future work are presented in Sect. 6.

2 Related Work

2.1 Simulation in IR Evaluation

The use of simulation in IR is not recent, several approaches have been presented
since 1980s. Simulation in IR can be seen as a method where a large collection
of queries together with their judgments can be obtained without user inter-
action [10]. Simulation have been used in different contexts in IR. In [20], an
algorithm was developed with the purpose to simulate relevance judgments of
users. Here, simulated precision is compared with real precision. In [1], queries to
find known-item are simulated. The authors proposed a model to build simulated
topics that are comparable to real topics. Works dedicated to simulate the inter-
action among queries, click log, and preferences of users have been built [6,10].
In addition, today with the exponential growth of the Web, simulation provides
interesting approximations of performance on the Web [2,13].

2.2 Past Searches in IR

Many approaches intending to improve results of queries using past searches
can be found in the literature. A framework dedicated to improve effectiveness



Evaluating the Interest of Revamping Past Search Results 75

measures such as Average Precision (AP), where a set of documents is assigned
to the best system cluster (i.e. best answer given a query) can be found in [3].
Several approaches in IR use past queries for query expansion. For instance, sim-
ilarity measures are defined in [16] to retrieve past optimal queries that are used
to reformulate new queries or to propose the results of past optimal queries. [11]
proposed to learn from old queries and their retrieved documents to expand
a new submitted query. In [19], historical queries, in particular terms defining
queries, are combined to improve average precision for new queries. In [18], feed-
back information, including clickthrough data and previous queries, are used to
improve retrieval effectiveness. Another approach aiming to improve retrieval
effectiveness is presented in [4]. A new selection technique using past queries
is proposed to estimate utility of available information sources for a given user
query. Here, relevance judgments of past queries were not used.

3 Simulating an Information Retrieval Collection

A usual IR collection is composed of three parts: a set of documents,a set of
queries and a set of relevance judgments per query (i.e. indications on documents
considered relevant or not relevant) [21]. Consequently, our approach aims at
defining by simulation. Our method is split in two steps. The first step concerns
the creation of terms, documents and queries. The second step involves the
simulation of relevance judgments using Bradford’s law.

3.1 Creation of Documents and Queries

In this first step, we use an alphabet in to build a set of terms. Each term is
composed of letters of this alphabet. This set of terms can be split in subsets
called topics in order to represent different subjects. Each letter is chosen using
uniform distribution with the purpose to build a term. Thus, each term is unique.

In addition, each document is defined according to all the topics. In order
to build a document, topics are selected using either the exponential or Zipf
distribution and then terms constituting the document are chosen using uniform
distribution. Thus, a document is constructed with terms from one topic mainly
but not exclusively.

Past queries are built from documents. To built a past query, a document is
chosen under uniform distribution. The terms that constitute the query are cho-
sen from the document under uniform distribution. It is important to emphasize
that the intersection among past queries is empty, that is, they have no terms
in common. New queries are then built from past queries. For each past query a
new query is built, either by changing or adding another term. Thus, the most
similar query for the new query is its corresponding past query.

3.2 Simulating Relevant Judgments

In order to simulate the decision given by a user about if a document is relevant or
not relevant for a given query, we relied on the zeta distribution. Zeta distribution
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gives a discrete approximation of Bradford’s law [8]. Bradford’s law says that
among the production of journal papers, there is an heterogeneous number of
papers where most relevant papers are in few journals, while a few number of
relevant papers are spread on a high quantity of journals. In our case, for a given
query, it means that the most relevant documents should be at the top of the
list (most relevant papers are in few journal), while a few relevant documents
should be spread at down of the list document given a query.

In addition, we assume that for two very similar queries q and q′, when a
document is relevant for a query, it could be also relevant for the other query.
In an intuitive way, there is a subset of common relevant documents for both
queries. This does not implies that all relevant documents for query q, are rel-
evant documents for query q′. With the objective to simulate this scenario, we
use zeta distribution as follows. We retrieve documents for queries q′ and q. Zeta
distribution is applied to the set of common documents to the two queries to
determine a subset of common relevant documents to q′ and q. Eventually, zeta
distribution is applied again to retrieved documents of each query q′ and q (other
relevant documents may be added), preserving the relevant common documents
to q and q′. Therefore, the set of relevant documents for q′ differs from the set
of relevant documents for q.

4 Retrieval Using Past Queries

The basic idea behind of our approach is to incorporate to the system every
query with its set of associated documents (query plus its list of documents,
which are part of the answer of this query). Thus, the system has not only the
set of documents but also the queries executed by user (past queries) with the
set of associated documents them. At the beginning just there are documents
without the queries, but every time a query is processed by the system, it is
aggregated with its documents to the system. When a new query is submitted,
first, it is checked and compared with the past queries in the system. When no
similar query is found a traditional retrieval can be performed. When similar
past queries are found, relevant documents of past queries can be used to build
the result for the new query as well as combined with documents retrieved using
traditional retrieval. Different strategies combining results from past queries and
a traditional result. As first tested approach, we built the result for a new query
by adding first the relevant documents from the most similar past query and
then documents from a traditional retrieval.

5 Experiments

5.1 Experimental Environment

For this series of experiments, we used the English alphabet in order to build
a set of terms. In a general way, the length of a term |t| was between 3 and 7.
This length was selected under uniform distribution. The number of terms |T |
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was 700 for each experiment. We generated documents comprising between 300
to 900 words from a vocabulary composed of between 15 to 30 words for each
document [9,15,14]. We defined 7 topics, each topic comprising 100 terms. When
a document is built, terms of the other topics are chosen using either exponen-
tial distribution or Zipf distribution. Therefore, the most words to compose a
document are chosen specific topic. For each experiment we generated five sets
of documents comprising 700, 1400, 2100, 2800, and 3500 documents.

On the other hand, we defined 30 queries comprising between 3 to 8 terms for
each experiment. The terms of a query were chosen from a particular document.
Both terms and documents were chosen using uniform distribution to build the
15 past queries. It is important to mention that intersection among pairs of
queries is empty.

In order to simulate judgments of users on documents retrieved given a query
q, we implemented the zeta distribution with the purpose to represent the Brad-
ford’s law. We applied zeta distribution on the top 30 retrieved documents for
each query. Each experiment gathers three different scenarios of zeta distribution
for determining relevant documents by varying the parameter s with the values
2, 3, and 4.

5.2 Experimental Results

In this section, three experiments are detailed. We used exponential distribution
to build the collection of documents D in the two first experiments and we used
Zipf distribution [23] in the third experiment. We computed P@10 (precision at
ten retrieved documents) on the results returned by our approach using past
results and the traditional cosine retrieval, for each of the thirty queries. Then,
we applied the Student’s paired sample t-test to test if the difference between
the two compared approaches with regards to P@10 was statistically significant.

Experiment 1. Exponential distribution with parameter equal to 1.5 was used
to build the dataset D. When using zeta distribution with parameter s = 2
for relevance, our approach improved P@10 for 26 over 30 queries on average
over the five sets of documents generated (i.e. comprising 700, 1400, 2100, 2800,
and 3500 documents). The average P@10 improvement was +35.00 % over all
queries. Statistical significance was reached in all cases, the highest p-value for
the Student’s t-test being 0.00128 for the set of 700 documents. When using
zeta distribution with parameter s = 3, our approach improved P@10 for 24.4
over 30 queries on average over the five sets of documents. The average P@10
improvement was +33.99 %. Statistical significance was reached in all cases, the
highest p-value for the Student’s t-test being 0.00056 for 3500 documents. When
using zeta distribution with parameter s = 4, our approach improved P@10 for
21.4 over 30 queries on average over the five sets of documents. The average P@10
improvement was +38.48 %. Statistical significance was reached in all cases, the
highest p-value for the Student’s t-test being 0.00732 for 1400 documents.
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Experiment 2. Exponential distribution with parameter equal to 1.0 was used
to build the dataset D. When using zeta distribution with parameter s = 2
for relevance, our approach improved P@10 for 26.2 over 30 queries on average
over the five sets of documents. The average P@10 improvement was +31.12 %.
Statistical significance was reached in all cases, the highest p-value for the Stu-
dent’s t-test being 0.00002 for 1400 documents. When using zeta distribution
with s = 3, our approach improved P@10 for 21.6 over 30 queries on aver-
age. The average P@10 improvement was +26.10 %. Statistical significance was
reached in all cases, the highest p-value for the Student’s t-test being 0.01306
for 3500 documents. When using zeta distribution with parameter s = 4, our
approach improved P@10 for 21.6 over 30 queries on average. The average P@10
improvement was +33.76 %. Statistical significance was reached in all cases, the
highest p-value for the Student’s t-test being 0.00122 for 2800 documents.

Experiment 3. Zipf distribution with parameter equal to 1.6 was used to build
the dataset D. When using zeta distribution with parameter s = 2 for relevance,
our approach improved P@10 for 24.8 over 30 queries on average over the five
sets of documents. The average P@10 improvement was +25.50 %. Statistical
significance was reached in all cases, the highest p-value for the Student’s t-test
being 0.00005 for 700 documents. When using zeta distribution with parameter
s = 3, our approach improved P@10 for 22.6 over 30 queries on average. The
average P@10 improvement was +22.77 %. Statistical significance was reached
in all cases, the highest p-value for the Student’s t-test being 0.00034 for 1400
documents. When using zeta distribution with parameter s = 4, our approach
improved P@10 for 24.8 over 30 queries on average. The average P@10 improve-
ment was +27.92 %. Statistical significance was reached in all cases, the highest
p-value for the Student’s t-test being 0.00031 for 2100 documents.

5.3 Discussion

Due to space limitations, some experiment details were not presented, however
additional observations are reported in this section. Using different parameters in
zeta distribution (s = 2, 3 and 4) for relevance judgments allowed us to analyze
how function influences on the average P@10. According to the evaluations we
observed that average P@10 decreases for both compared approaches when the
parameter s is increases in zeta distribution. In addition, we observed that there
is not a radical tendency in the differences of average P@10 between the approach
using past queries and the traditional retrieval approach when the number of
documents increases.

Summarizing the results reported in this paper, each experiment and each
scenario showed that the approach based on past queries always overcomes the
traditional approach (> +22.50 %). Statistical significance was always reached
since the highest p-value for the Student’s t-test was 0.01306.

In addition one should notice that we applied the Zipf distribution with value
1.6 only to simulate distribution frequencies of terms from topics for document
creation. It would be interesting to test other Zipf distributions to simulate the
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distribution of the frequencies of terms [23]. It is for this reason that we used not
only the Zipf distribution but also exponential distribution to build collections
of documents.

Eventually, our experiments used simulated datasets which allow us to have
promising preliminary results. However, we should test other datasets using other
distributions such as power law for term selection or using queries generated from
different document collections.

6 Conclusion and Future Work

In this paper, we have presented on the one hand an approach of information
retrieval using past queries. This approach is based on the reuse, for a new sub-
mitted query, of relevant documents retrieved for the most similar past query.
On the other hand, due to the lack of available existing IR collections suitable
for evaluating this kind of approach, we proposed an approach to creating sim-
ulated IR collections. We simulated several scenarios under different probability
distributions to build the collection of documents and determine the relevant
documents given a query. We experimented our approach of retrieval based on
past queries on different simulated IR collections using the aforementioned ap-
proach. We evaluated the effectiveness of our approach and compared it with
a traditional retrieval approach. Experiments showed encouraging results when
evaluating the results for the top ten retrieved documents (P@10).

Future work will be devoted first to define more real evaluation datasets suit-
able for IR approaches based on past queries, adapting TREC collections for
instance. We will also develop other approaches to construct the retrieved doc-
uments for a new query from various results of past queries, based on clustering
methods [22] and based on diversification methods [7].
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Abstract. Due to various Web authoring tools, the new web standards, and im-
proved web accessibility, a wide variety of Web contents are being produced 
very quickly. In such an environment, in order to provide appropriate Web  
services to users' needs it is important to quickly and accurately extract relevant 
information from Web documents and remove irrelevant contents such as ad-
vertisements. In this paper, we propose a method that extracts main content ac-
curately from HTML Web documents. In the method, a decision tree is built 
and used to classify each block of text whether it is a part of the main content. 
For classification we use contextual features around text blocks including word 
density, link density, HTML tag distribution, and distances between text blocks. 
We experimented with our method using a published data set and a data set that 
we collected. The experiment results show that our method performs 19% better 
in F-measure compared to the existing best performing method. 

Keywords: Web Document Analysis, Content Extraction, Tag Distribution, 
Block Distance, Context. 

1 Introduction 

As portable smart phones became widely distributed, users are able to access the In-
ternet faster and more conveniently. Also, the development of new web standards and 
publishing tools enables the producers of the web documents to express their messag-
es in easier and more diverse ways. The web documents with extremely free and di-
verse styles are generated in a fast speed not only by business organizations but also 
by individual users via web blogs or SNS. To provide users what they want promptly 
and precisely in the web service environment, where many types of web documents 
are increasing explosively, it is needed to precisely categorize, analyze, and under-
stand web documents. 

Recently, for this purpose, researchers have investigated automatic classification of 
the pre-designated areas of web documents such as the main content, advertisements, 
comments, menus and other. Moreover, studies have been actively conducted on auto-
extraction of the main content of a web document which contains the most important 
information. 
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In the early studies, the researchers analyzed structural features of the HTML doc-
uments by reorganizing the HTML-based web documents in the form of DOM (Doc-
ument Object Model) [1] tree structure and analyzed the results [2-4]. Recently, some 
alternative methods were introduced in order to extract the main content out of an 
HTML document based on its context, overcoming the limitation of the structural 
analysis of the HTML documents, such as: identifying the main content based on a 
linguistic model, which is obtained through learning emerging words and messages in 
the target document [5-8], and extracting the main content using distinct features such 
as tags and hyper-links in the target HTML document [9-12]. However, since all of 
these previous works tested their performances using the restricted types of data such 
as news and blogs, the applicability to the current web environment containing vari-
ous types of documents, remains questionable. 

In this paper, we propose a method that can complement the weaknesses of the  
existing methods. The proposed method extracts the main content of the target docu-
ment more accurately, by decomposing the target HTML document into text blocks 
and determining each text block whether it belongs to the main content or not based 
on the contextual features of the text block such as HTML tag distribution around the 
text block and the information of its neighboring text blocks. The method is applica-
ble to the actual web environment which is full of diverse types of documents.  

2 Related Works 

2.1 Classification/Extraction of the Main Content from Web Documents 

The most representative method to extract the main content from a web document is 
the DOM tree structure analysis, using the structural features of the HTML documents 
[2-4]. Especially, in [2], they convert an HTML document into a DOM tree based on 
visually identifiable blocks for page separation and extraction of the main content 
block. In the DOM tree, the attributes of each node consist of its width, height, fre-
quency of its appearance in the document. Then, the nodes are grouped based on their 
attributes and finally each group is determined whether it belongs to the main content 
or not based on the group features. The main purpose of this method is to investigate 
the possibility of extracting the main content automatically through machine learning 
without using any template information of each web page. However, since it only 
utilizes visibly identifiable information on the screen and structural features of the 
documents that are interpretable to a tree structure, when irrelevant information such 
as advertisement, spam message, and a list of articles constitutes the bigger part of the 
target document, its performance of extracting the main content degrades rapidly. 

To overcome this weakness, other methods were proposed that utilize HTML tags 
and text messages as distinctive attributes on the pattern of the HTML document 
composition [5-8, 10-12]. [5] and [7] convert an HTML document into a list of tags 
and text tokens, analyze the order and context of those items using probability models 
and extract the document regions which match to one of the known patterns as the  
 



 Main Content Extraction from Web Documents Using Text Block Context 83 

 

main content of the document. [11] and [12] propose a process that groups the lines of 
the target document using the appearance frequencies of the HTML tags and non-tag 
texts, then decides the eligibility of each group as the main content. The bottom line 
of these methods is that they attempt to analyze the document on the basis of the text 
tokens and patterns, beyond the structural analysis. However, the use of the text to-
kens of documents causes a risk to constantly revise and expand the database for 
learning to handle newly published web documents. 

Other methods that were recently introduced utilize the characteristics of the 
HTML documents as web documents, which differentiate them from others in extract-
ing the main content [9, 13].  [9] focuses on the fact that the main content of web 
documents usually consists of texts. It first segments text blocks out of the target 
HTML document. Then it decides whether a text block belongs to the main content 
based on the attributes such as the number of words and hyper-linked words in  
the text block, and the information of its neighboring text blocks. By doing so, the 
method shows a relatively high performance. However, it was verified by only  
using limited source of data such as news or blogs. It is still questionable whether it  
is applicable in the current web environment where many different kinds of web  
documents exist. 

2.2 Main Content Extraction Based on Word/Link Density in Text Blocks 

The best known open system for main content extraction from web documents is Boi-
lerpipe proposed by the L3C research center [9, 13]. Boilerpipe consists of four steps. 
The first step is to divide the target HTML document into text blocks using some 
empirical rules. In the second step, it derives attributes of each text block by calculat-
ing each text block's word density and link density corresponding to the number of 
words and links contained in the text block, respectively. The next step is to build a 
classification model by machine learning based on the attributes of each text block 
and the word densities and link densities of its neighboring text blocks. Finally, using 
the model it decides which text block is the main content of the target document. 

To divide an HTML document into text blocks, Boilerpipe utilizes HTML tags. All 
HTML tags in the document become group separators and all text segments separated 
by them are configured into text blocks. The only exception is tag <a> because it is 
only used to insert the hyper-link information and does not bring any structural 
changes. Therefore, <a> tags are only used for calculating link density in an HTML 
document. 

After separating all text blocks, for each text block iTB , the word density 

( )( iWORD TBD ) and link density ( )( iLINK TBD ) are calculated according to equations (1). 

In the equations, )( iTBWord , )( iTBSentence  and )( iTBLinkedWord denote the set 

of all words, the set of all sentences and the set of hyper-linked words by <a> tag in 
the text block, respectively. [9] identifies sentences in a text block by the number of 
words, and each sentence is assumed to have 80 words. 
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Each text block has six attributes for machine learning and classification including the 
word density and link density of itself and the word densities and link densities of its 
neighboring text blocks.  

In [9], the authors identified all text blocks through the procedure described above 
in the L3S-GN1 data set, a collection of 621 news articles on the web gathered by 
Google search. They then checked each text block and marked whether it belonged to 
the main content of the article or not to build the data for machine learning. They 
measured the classification accuracy of the method with the decision tree based clas-
sification algorithm and the 10-fold cross validation. To verify the superiority of the 
method to others, they compared the result with other existing methods, and success-
fully achieved their goals. It implicates that the six attributes, which are attainable in a 
relatively short period of time can classify the main content more accurately. Howev-
er, their verification procedure remains questionable because they took the accuracy 
of the non-main content classification into consideration when they calculated the 
accuracy of the main content classification. Since the non-main content take the larger 
part of the target data set, it is difficult to recognize that the reported accuracy 
represents the exact accuracy of the main content classification. 

3 Main Content Extraction Using Text Block Context  

In this section, we introduce a new method to extract the main content from HTML 
documents more accurately using the contextual features of text block. The contextual 
features consist of the HTML tag distribution around the text blocks and the neighbor-
ing text block information in addition to previously introduced and proven attributes, 
i.e. the word density and link density of the text blocks. Initially, following the proce-
dure of [9], the target HTML document is divided into text blocks and the word densi-
ty and link density are used as the attributes of each text block. The new method adds 
two additional aspects to the existing text block attributes for main content extraction: 
the HTML tag distribution and the neighboring text block information. 

3.1 HTML Tag Distributions Around the Text Blocks 

An HTML document is organized by predefined and tree-structured HTML tags. In 
the main content of an HTML document, which mostly consists of texts, HTML tags 
for the text format and paragraph separation are mainly used [14]. Based on these 
characteristics, we utilize parent tags, which are immediate upper-level HTML tags 
that contain text blocks in a tree structure, as one of the attributes to determine wheth-
er a given text block belongs to the main content or not.  

Figure 1 is an example of parent tag extraction for some text blocks. Since a parent 
tag is an immediate upper-level tag that encompasses the given  text block as men-
tioned before, the parent tag of "By", the first text line in the upper part of Figure 1, is 
<h3> and <span> is the parent tag of "Associated Press". In the case of the text blocks 
in the lower part of Figure 1, the parent tag of "NASA astronaut Sunita..." and "Rus-
sian cosmonaut Yuri..." are the <p> tag which is located right above them. The <br>  
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Fig. 1. Tag distribution around the text block: parent tag information 

tag, located between these two text blocks cannot be the parent tag because it is a 
child tag of the <p> tag and it does not include these two text blocks. 

Any HTML tag – total of 94 tags under the HTML standard 4.0.1 [14] - can be a 
parent tag of a text block. Among them, tags for text format processing and para-
graphing are mostly used near the main content area of an HTML document. There-
fore, in this paper, these tags which are frequently used around the main content  
are considered as the only candidate group of the parent tags. To enhance the effec-
tiveness of the main content extraction process we propose, the syntactic and semantic 
information of all HTML tags [14] is checked, and their distribution and density  
information are analyzed with various examples in the Korean web such as news ar-
ticles and blogs. Figure 2 shows the partial result of these examples.  

 

 

Fig. 2. Tag distribution of an HTML document 
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In the figure, the horizontal axis in graph (a) and (b) represents the sequence num-
ber of lines in the target document that is refined beforehand and the vertical axis 
represents the original identification number that was assigned to each HTML tag. For 
example, a point (x,y) on the two-dimensional graph – blue dots in the figure - 
represents that the HTML tag corresponding to the ID number 'y' appears in the 'x'-th 
line of the target document. With these conditions in mind, when you look at the 
graph (a), you can find that <br>, <dd>, <dl>, and <dt> mainly appear on the inside 
of the main content, while <ul>, <li>, and others are concentrated on the outside of 
the main content. (Similarly, in the graph (b), <br>, <font>, and <p> are located 
mainly on the inside of the main content.) 

We conducted the same analysis as Figure 2 with 15 other arbitrarily collected 
HTML documents and defined 22 tags that mainly appeared on the inside of the main 
content area and less likely to appear in other areas. Table 1 is the list of 22 tags, and 
these tags were used for extracting parent tag information. When extracting the parent 
tags out of a document, if any extracted tag is one of those in Table 1, then it is sepa-
rately marked. If not, it is classified into the same group as the rest. This procedure is 
necessary for learning a classification model during the machine learning process, 
focusing more on the main content text blocks than the non-main content text blocks 
and reducing the possibility of false learning by noises and irregularities. 

Table 1. Meaningful HTML tags of the text block’s parent tag information 

Tag Name Html Function/Description Tag Name Html Function/Description 

a Insert a hyper link img Insert an image 

b Make the next text bold li Describe lists in <ul>, <ol> 

blockquote Indicate a quoted paragraph ol Produce an ordered list 

br Begin a new line p Paragraphing 

dd Describe definitions declared in <dl> pre Maintain document style 

dl List of definitions q Indicate a quoted word and phrase 

dt Describe terms declared in <dl> table Insert a table 

font Set font type ul Produce an unordered list 

h1~h6 Heading  (biggest size ~ smallest size)   

3.2 Neighboring Text Block Information  

The second set of information for the main content extraction method we propose 
consists of two pieces of information: the neighboring text block information and the 
distance to the neighboring text blocks.  

Since the main content of a web document shows up in one specific area of the 
whole document, texts in the main content are located closely in that area. It means if a 
text block is a part of the main content, its neighboring text block is likely to be as 
well. Also, if a text block is not a part of the main content, its neighboring text block is 
less likely to be so. Therefore, the distances from a given text block to its neighboring  
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Fig. 3. Distance to the neighboring blocks 

text blocks and the neighboring text block's attributes are essential in deciding whether 
a certain text block belongs to the main content or not. In this paper, we propose a 
method that can extract the main content more accurately based on such information. 

The distance from the current text block to its neighboring text block is measured 
by the number of lines between the text blocks in the preprocessed HTML file with 
each tag separated on a line. An example is shown in Figure 3. The distance from the 
first text block to its preceding text block is set to 0. Similarly, the distance from the 
last text block to its following text block is also set to 0. In a sense the distance be-
tween text blocks represents the density of text blocks. 

Additionally, the information of two preceding and two following text blocks is al-
so utilized. As mentioned before, the main content text blocks tend to be located 
nearby from one another and so do the non-main content text blocks. To take advan-
tage of such an observation in classifying each text block we use the information of its 
surrounding text blocks as the context information.  

3.3 Attributes for Classification and Classification Algorithm 

In this paper, as mentioned above, we propose a method based on machine learning 
for automatic extraction of the main content from HTML documents using the com-
bination of previously introduced attributes and newly introduced ones in this paper. 

Total of 25 attributes are used, and five attributes from each text block were ex-
tracted. The attributes introduced in [9] such as word density and link density, and the 
ones proposed in this paper such as parent tags, the distance to the preceding text 
block, and the distance to the following text block. Additionally, as mentioned in 
Section 3.2, for each text block the information of the two preceding text blocks and 
two following text blocks are used as the context information as well. Therefore, the 
set of attributes for a text block is composed of 25 attributes from five text blocks 
including its two preceding and two following text blocks. 
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Machine learning for classification is based on the decision tree model which is 
widely used. A decision tree is composed of nodes and arcs which represent attributes 
and attribute values, respectively. A decision tree is constructed by recursively divid-
ing the data space along the selected attribute into subspaces in each of which classes 
are well separated. When selecting an attribute to divide the target data into subgroups 
of good class separation, different algorithms use one of these: Chi-square statistics, 
Gini index, or entropy index [15, 16]. In this paper, we used J48 method provided by 
WEKA [17]. It is most widely used methods and one of the decision tree based on 
C4.5 algorithm which uses the entropy index for attribute selection [16, 17]. 

4 Experiments and Evaluation  

In Section 4, we describe attribute extraction through preprocessing of web docu-
ments, experimental data for learning and evaluation, learning algorithm, and perfor-
mance evaluation. We also verify the proposed method by comparing it with the ex-
isting methods using both public and privately collected data.  

4.1 HTML Document Preprocessing for Attribute Extraction 

Before identifying each text block and extracting its attributes, it is necessary to refine 
the improperly written HTML documents. Although most HTML documents abide to 
the grammatical rules of HTML, some of them ignore the HTML codes that do not 
affect their final display on the screen. Since most HTML documents do not separate 
lines clearly, they have poor readability, thus, it is difficult to discern the text blocks 
and to calculate the distance between text blocks. Consequently, these documents 
should undergo a refining process that corrects or supplements their grammatically 
improper tags and separates lines to make each line to have only one HTML tag or 
one text block. The Neko parser [18], an HTML parser, was used for the refining 
process, and Figure 4 is a partial excerpt of a refined HTML document.  
 

 

Fig. 4. HTML document refining process 
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After the refining process, following the method of [9], all text blocks are identi-
fied using all tags as separators except <a>, then the word density and link density for 
each text block are calculated. Finally, the attributes proposed by this paper, i.e. the 
surrounding tag distribution and the information of the neighboring text blocks, are 
extracted and added to the attribute vector of each text block along with the word and 
link densities. 

4.2 Experiment Data  

To verify the proposed method, we used two data sets in this paper. 
The first data set is L3S-GN1 [19], a public data set made by a German research 

center (L3S) to compare and evaluate the performance of the main content extraction 
from web documents. Based on the assumption that the news articles published by 
various agencies are a generic document with diverse web contents, the authors ga-
thered 621 English news articles through Google web search and published the data. 
In the data each text block is marked manually whether it belongs to the main content 
or not.  

The second data set is called 965-GWeb [20], a collection of 965 web documents 
we gathered. It is a collection of web documents gathered through Google search like 
L3S-GN1, but for a wide spectrum of document types, we collected various kinds of 
documents such as news articles, blog posts, SNS pages, wiki documents, im-
age/video pages, etc. Then, we checked and marked each text block manually whether 
it is a part of the main content or not. 

The number and proportion of all text blocks and main content text blocks are 
shown in Table 2  

Table 2. Distribution of the training data’s records (text block) and class (main content and 
non-main content) 

Data Set 

Number of 

HTML 
Documents 

Number of Learned Records (Text Blocks) 

Total Records 
Main 

Content (%) 

Non-Main 

Content (%) 

L3S-GN1 [19] 621 
84,198 

(Average 136/doc) 

13,209 (15.69%) 

(Average 21/doc) 

70,989 (84.31%) 

(Average 114/doc) 

965-GWeb [20] 965 
141,808 

(Average 147/doc) 

22,308 (15.73%) 

(Average 23/doc) 

119,500 (84.27%) 

(Average 124/doc) 

 
To use the both data sets shown in Table 2 for learning and evaluation without any 

separate validation data, all data in the data set are split for 10-fold cross-validation 
and then used for learning and evaluation.  

4.3 Learning Algorithm and Performance Measure  

For automatic extraction of the main content area, a classification method was used to 
determine whether a certain text block belongs to the main content or not. As for the 
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learning algorithm, J48 was used, which is a decision tree algorithm based on C4.5 
[15, 16], included in WEKA [16, 17].  

In the algorithm, two parameters are supported. The one is the reliability of the 
training data and the other is the number of minimum objects at the leaf node of tree. 
In this paper, while maintaining the reliability of the training data we collected and 
tested directly, as an effort to make the method remain applicable to the current web 
environment where new contents of various types are constantly increasing, we confi-
gured the confidence factor - 'confidenceFactor' option in J48 - 70% instead of 100%. 
As shown in Table 2, considering that the main content of one document consists of 
20 text blocks on average, we set to 10 the number of minimum objects at the leaf 
node of decision tree - 'minNumObj' option in J48, which is about 50% of the average 
number of main content text blocks. 

To measure the accuracy of the main content extraction, we used F-measure, which 
is the most widely used in the evaluation of classification systems. Normally, in mul-
ti-class classification evaluation, for the final F-measure to be calculated, the  
F-measure for each class is calculated first and then the F-measure for each class 
weighted by the size or significance of the class is summed over the whole classes. 
Since in this paper we have the two-class classification problem, i.e. the main content 
and the non-main content, we can acquire the final F-measure by summing up the  
F-measures for the main content and the non-main content, weighted by the number 
of data per class. But, even in a multi-class classification when the data are dispropor-
tionately distributed as shown in Table 2, the F-measure of the total data can be 
swayed by the F-measure of the larger class. For example, in Table 2, the F-measure 
of the main content is 0.5 and the F-measure of the non-main content is 0.9. Thus, the 
F-measure of both classes based on the number of data is 0.84, which is much higher 
than 0.5. This means that even with the accuracy of main content classification, the 
figure that matters is quite low. The final value is relatively high due to the influence 
of the larger and irrelevant class. In this paper, since the main purpose is to identify 
the main content area with accuracy, we only adopt the F-measure of the main content 
class to compare our method with the existing methods and eventually prove the va-
lidity of our method.  

4.4 Performance Evaluation and Comparison  

As mentioned in Section 2, according to [13], Boilerpipe [9] is the most efficient me-
thod for main content extraction. In this paper, we compared the proposed method 
with Boilerpipe using two data sets described in Section 4.2, However, since the re-
ported performance of Boilerpipe is the result of multi-class classification with both 
classes of the main content and non-main content, to avoid the distortion resulting 
from any data disproportion, as mentioned in Section 4.3, the classification accuracy 
of Boilerpipe was re-calculated so that it only covers the main content class.   

Table 3 and Figure 5 compare Boilerpipe and the proposed method in precision, 
recall, and F-measure, based on the two data sets. 
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Table 3. Performance comparison between Boilerpipe and the proposed method 

 
L3S-GN1 Data Set [19] 965-GWeb Data Set [20] 

Precision Recall F-Measure Precision Recall F-Measure 

Boilerpipe [9] 0.858 0.778 0.816 0.793 0.521 0.629 

Proposed Method 0.873 0.827 0.849 0.837 0.795 0.815 

 

 

Fig. 5. Performance comparison between Boilerpipe and the proposed method 

As shown in the table and figure, the proposed method marked higher figures for 
all performance measures than Boilerpipe, known as the best performing method by 
far. For L3S-GN1, the F-measure of the proposed method is approximately 3% higher 
than Boilerpipe and 19% higher for 965-GWeb. The result proves the validity of the 
proposed method. Also, it shows that the proposed method can be more adaptable to 
various types of documents, because unlike Boilerpipe, the proposed method showed 
similar performance for both data sets. 

Especially, the performance difference between Boilerpipe and the proposed me-
thod is significantly larger for the 965-GWeb data set than for the L3S-GN1 data set. 
The reason for this gap seems to be the fundamental difference between the two data 
sets. That is, L3S-GN1 is a collection of English news articles on the web, while 965-
GWeb is a collection of web documents with various types and languages. It also 
means that the attributes such as word density and link density are effective for main 
content extraction of English news articles, while the proposed attributes of the 
neighboring text blocks have little contribution. However, the word density and link 
density may not be effective any more for the documents containing more diverse 
types of contents and languages, and the proposed attributes contribute significantly 
for main content extraction in this case. 

5 Conclusion and Future Works 

Extracting the main content, the important area of any document, out of the large 
group of web documents with free and diverse styles is a substantial and fundamental 
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task to understand and analyze web documents better to achieve improved services. 
For this purpose, we proposed a new method to automatically extract the main content 
of a web document using the contextual features of text blocks. Through an experi-
ment, we proved that the proposed method showed a better performance in F-measure 
than the currently known best performing method by 3% when applied to a publicly 
available data set and 19% when applied to the privately collected data set. The pro-
posed method showed relatively similar performance for both data sets. The experi-
ment result shows that the proposed method is efficient and more suitable for main 
content extraction in the current web environment. 

We need future work to supplement the proposed method.  
The method needs to be extended to automatically extract from web documents 

various document areas which users are interested in, including comments, adver-
tisements, article lists or menu. For this, we need to find out more general attributes 
that are applicable to different areas of web documents. In addition, a study for per-
formance enhancement of the main content extraction should be conducted. In this 
paper, we employed decision tree for classification. However, for enhanced perfor-
mance an ensemble classifier should be investigated to integrate different classifiers.  
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Abstract. Financial time series analysis have been attracting research
interest for several years. Many works have been proposed to perform
economic series forecasting, however, it still is a hard endeavor to de-
velop a general model that is able to handle the chaotic nature of the
markets. Artificial intelligence methods such as artificial neural networks
and support vector machines arose as promising alternatives, but they
hide the processing semantics, limiting the result interpretation. In addi-
tion, one of the main drawbacks of the existing solutions is that they usu-
ally cannot be easily employed as building blocks of new analysis tools.
This paper presents a new approach to financial time series forecasting
based on similarity between series patterns using a database-driven ar-
chitecture. We propose a new feature extractor based on visual features
associated with a boosted instance-based learning classifier to predict a
share’s behavior, thus improving the human analyst understanding and
validation of the results. The analysis is defined through extended SQL
instructions and executed over a fast and scalable engine, which makes
our solution adequate to provide data analysis support for new applica-
tions handling large time series datasets. We also present experiments
performed on data obtained from distinct market shares. The achieved
results show that our approach outperformed existing methods in terms
of accuracy, running time and scalability.
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The stock market, based on real time transactions, is a new and important
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partner-owners, and expand its activities on a global level through investors
around the world. In recent years, the number of shares traded on the stock
exchange markets have grown tremendously [12], and expectations point to an
even faster growth in the future. This scenario has motivated many specialists
to take advantage of the observed past behavior of shares as well as financial
indexes to help avoid periods of instability within a company, or even better,
to predict its behavior in the near future, allowing them to advise investors
about possible risks. Stock markets generate large amounts of data concerning
companies shares. The continuous data flow is part of sets of historic prices and
variations of the value of a company. According to many authors [8,11], it is
possible to use this data to predict a good opportunity for trading and use this
prediction for investment, although accurate predictions are very hard to make
due to the “chaotic” nature of stock markets, which depend on external events,
such as governmental actions, company crises, natural disasters and many other
factors. It can be found several attempts to model economic time series without
considering outside events were made in the last decades, analyzing only the
properties of the long and short-term history of the time series [13].

The objective of this paper is to identify signals that help to predict where
prices may move in the future in the shortest possible time, based on simi-
larity concepts. To do so, we propose a new forecasting content-based method
that obtains relevant features from financial time-series based on the intrinsic
information existing inside stock market time series and enables the creation
of classification models based on their similarity and employing Metric Access
Methods to speedup the process. We propose a new feature extractor for financial
time series, which fragments the series using user-defined windows and extracts
intrinsic features that are visually intuitive for the analysts. The forecasting is
done through an Instance-Based Learning classifier [1] based on the dissimilarity
between series fragments. Our method allows us to accurately answer questions
such as the following: “Regarding the Company Y shares, their values for Monday,
Tuesday, Wednesday, Thursday are known. The Stock Market opens on Friday
having Company Y shares with value X. Should we invest in Y expecting that
the share will increase more than 1%?”. Here we propose employing our method
to perform a classification based on the nearest neighbor operation through an
IBk classifier to decide whether or not it is worth investing in Y. To evaluate
our method, we employed two real financial time series datasets to compare the
accuracy and the speed of our method to that of the ARIMA and ANN-MLP
methods. Through the Wilcoxon discrete test [18] we show, with a high level of
confidence, that our approach was more effective than the other methods as well
as more efficient.

The rest of this paper is structured as follows. Section 2 reviews the related
work and presents the background necessary to follow the paper. Section 3
describes the proposed method. Section 4 shows the experimental results ob-
tained comparing our approach to related methods, and Section 5 presents the
conclusions.
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2 Background and Related Work

2.1 Methods for Financial Time Series Analysis and Forecasting

In stock market analysis, the behavior of share pricing is usually described by
discrete-time series, where each item of the series is a set of attributes regarding
the price variations. Formally, a time series is defined as follows.

Definition 1 (Time series). A time series is a set of observations xt, each
one being recorded at a specified time t.

Time series is a complex data type composed by multiple data items, which can
be represented in several ways. Considering that each observation xt is the value
of a certain random variable Xt, the time series is a particular realization {xt}T1
of a stochastic process, which is the family of random variables {Xt}∞−∞ defined
on an appropriate probability space. Using this representation and following a
set of conditions given by the Wold decomposition theorem, it is also possible to
represent the time series as a linear combination of a sequence of uncorrelated
random variables [13].

The representation of time series as an univariate linear stochastic process is
the development basis of the Autoregressive Model (AR) and the Moving Average
Model (MA), both members of the Autoregressive Integrated Moving Average
(ARIMA) model [5], which has been one of the most popular approaches to time
series forecasting. The ARIMA model takes advantage of both weak-stationary
and non-stationary properties of time series and proposes to integrate auto re-
gressive and moving averages, offering ways to identify seasonalities observed at
the series micro-level. It is based on three parameters: lags of difference (the
auto regressive term), the difference order term and the lags of forecast errors
(the moving average term). An important point to forecast economic time series
using ARIMA is the right choice of the parameters that determine the model.
ARIMA has been employed to assess a wide range of problems regarding fi-
nancial time series, such as currency exchange and share behavior on the stock
market [13]. When non-linearities are present in the data, the linear stochastic
models fail to predict aspects of interest in series. Non-linear methods to model
share price behavior include the Autoregressive Conditional Heteroskedasticity
(ARCH) method [4] and its variations, that estimate non-constant values for
the volatility, models based on the Hidden Markov Chains (HMM) [9], and the
Method of Analogues [7]. These models have some drawbacks, such as the lack of
scalability of the HMM technique and the limitation of the Method of Analogues
to handle long periods of time and high-dimensionality series [6].

Soft-computing approaches based on artificial intelligence methods have sug-
gested new ways to forecast time series outcomes [7]. These methods usually
aim to predict trends using a classifier that gives an interpretation of summa-
rized data. Among these approaches, Artificial Neural Networks (ANN) have
been one of the most popular tools used in recent works regarding the financial
market [12]. The numeric nature of ANN avoids data conversion problems faced
by symbolic manipulation techniques and there is no need to any data distribu-
tion assumption for input data. Moreover, ANN have been successfully combined
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with traditional statistic approaches, yielding relevant improvements [10]. How-
ever, ANN approaches require long training times [6]. Other widely adopted
soft-computing approach for time series forecast is Support Vector Machines
(SVM). Several works have been employing SVM and Support Vector Regres-
sion for financial series forecasting [2,17]. Nevertheless, the inherent “black-box”
processing of ANN and SVM does not provide intuitive clues for the analyst.

A different category of works aims at performing financial time series fore-
casting based on the similarity of the current situation (i.e. a piece of the series)
with past ones. This category includes approaches based on Case-Based Reason-
ing (CBR) [14], which consists in solving new problems by adopting solutions to
analogous problems, and approaches guided by complex data similarity search
and classification [15]. These methods require to extract relevant time series fea-
tures to be employed as a signature for the (pieces of) original series data and to
define an adequate measure to compute similarity between such signatures. The
features must describe characteristics that are intelligible by the market analyst
to allow a clearer interpretation and to improve his/her confidence on the sys-
tem’s solution. The solution we propose in this paper follows the complex data
similarity search and classification approach. Our work differs from existing ones
as it is designed to be a database-centric solution integrated to a SQL-compliant
engine and it focus the financial time series similarity based on visual interpre-
tations of data that are habitually employed by market analysts. Therefore, our
proposal can not only be used to perform market forecasting, as we show in the
experiments section, but also provide consistent and scalable primitives to de-
velop advanced analysis tools over it. The following sections introduce the main
concepts to understand our work.

2.2 Similarity Retrieval and Instance-Based Learning Classification

Complex data, such as multimedia data and time series, enclose rich information
that demand specialized query operations for providing effective retrieval. In
this context, similarity queries are among the most widely employed operations.
Similarity queries retrieve the stored elements that satisfy a given similarity
criterion regarding one or more query elements. Complex data elements have
their intrinsic information extracted into feature vectors that are used in place of
the original (raw) data in the query execution. The similarity evaluation usually
relies on distance functions that quantifies how close two elements are in the
feature space. The closer the elements are the higher is the similarity between
them. Are of particular interest the distance functions that allow defining metric
spaces as metric spaces allow using the indexing structures known as Metric
Access Methods (MAM) to speedup query execution [19]. A MAM employs the
properties of the underlying metric to prune elements, especially the triangular
inequality. One example is the Slim-Tree, which is used by many systems and is
able to answer similarity queries more than two hundred times faster than using
a sequential scan [16]. There are several metrics in the literature. The functions
of the Minkowski family (Lp) are the most widely adopted by similarity retrieval
systems.
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The main types of similarity queries are the Range query (Rq) and the
k-Nearest Neighbor query (k-NNq). A Range query retrieves the elements in the
dataset that are not farther from the query element than a given dissimilarity
threshold, while the k-Nearest Neighbor query retrieves a quantity of similar ele-
ments independent of the threshold. These queries are useful in many situations
when analyzing a financial time series. For example, a typical query in a stock
market decision support tool is: “Find the 3 share weeks in the economic time
series whose behaviors are the most similar to the behavior of the current week,
with regard to a given (set of) company(ies)”. There are systems that support
similarity queries. One example is the SIREN (Similarity Retrieval Engine) [3],
which is a prototype that implements a blade over a commercial DBMS that
interprets an extended-SQL syntax that include similarity query operators.

Similarity can also be useful for time series forecasting. The general idea is
to provide a prediction based on the behavior of a previous similar situation,
which is recorded in any part of the historical series, assuming that situations
with similar behaviors have similar outcomes. This procedure usually relies on
an Instance-Based Learning (IBL) classifier, which is a classifier derived from
the k-NN query. The simplest IBL algorithms is the the IB1 . The IB1 algo-
rithm sets the class of the target element as that of its closest neighbor in the
concept description, using the Euclidean spatial distance to measure the dis-
similarity between instances and adopting a simple policy for tolerating missing
values in the feature vectors. Variations of the IB1 include the IB2 algorithm,
which is identical to IB1 except that it only saves misclassified instances, and
the IB3 that employs a “wait and see” method to determine which of the saved
instances are expected to be helpful for future classifications [1]. Instance-Based
Learning classifiers have several advantages. First of all, their approach is simple
and follows the natural experience-based human reasoning, which allows sup-
porting rigorous analyses in a way that complies with the analyst intuition. The
IBL algorithms are also relatively robust, as they tolerate noisy and irrelevant
attributes (although it is not the case here), and they can represent both prob-
abilistic and overlapping concepts. Finally, as the IBL classification is based on
k-NN queries, it can be homogenously integrated with other content-based re-
trieval operations in a framework for time series analysis and forecasting, which
is the focus of this paper.

2.3 Statistical Measurement of the Classification Effectiveness

When it is desired to compare the success rate of two classifiers, in order to define
the best one for a given application, a good alternative is to use a statistical
hypothesis test. Intuitively, it is wanted to compare the difference between the
success rate of the classification reported by each method. This is the main
idea of the hypothesis test proposed by Wilcoxon [18]. The signed-rank test of
Wilcoxon is a non-parametric alternative that can deal with discrete variables.
In the context of this paper, every difference in the performance of two classifiers
for each dataset, ignoring the signs, receives a number, or a “rank” in the list.
Formally, it can be written as two hypotheses: the null hypothesis H0 that states
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that the classifier A is equal to B, regarding the classification performance, and
the the hypothesis H1 that states that classifier B is better than A. The test is
done as follows. Let di be the difference between the performance score of the
classifier B and of the classifier A on the ith of the n elements in the test dataset.
Let R+ be the sum of ranks in which B outperformed A and let R− be the sum
of ranks in which the opposite happened, defined by equations following.

a) R+ =
∑
di>0

rank(i) +
1

2

∑
di=0

rank(i) b) R− =
∑
di<0

rank(i) +
1

2

∑
di=0

rank(i)

where the ranks are defined according to the absolute value of the differences di
and ties (di = 0) imply half score for R+ and half for R−. Let T be the smaller of
the sums, T = min{R+, R−}. Most books on statistics include a table of exactly
critical values for T for n up to 25 or so. However, the approach of Wilcoxon
can be approximated by the Standard Normal Distribution for a larger number
of samples, as shown in Equation 1. Fixing a confidence level α, the z value can
easily be checked in a table for z-values. This allows concluding whether the null
hypothesis should be accepted or rejected.

z =
T − 1

4n(n + 1)√
1
24n(n + 1)(2n + 1)

(1)

3 The Proposed Approach

The approach we propose in this paper integrates similarity search and classifica-
tion techniques in a common framework to provide financial time series analysis
and forecasting primitives through an efficient database-driven architecture. The
main components of our architecture are: financial time series feature extractors;
distance functions; indexing structures for similarity search; instance-based clas-
sifiers; and an extended-SQL interface on top of a DBMS for end-user application
connections. This allows answering efficiently several questions, such as:

– What are the companies that usually have an income greater than 3% for
two consecutive months?

– Find the five weeks in the historical series that are the most similar to the
current one.

– We are expecting a profit of 3%; should we buy shares of company Y in
August/2013 to sell in September/2013?

Answering these questions uses distinct computational techniques provided by
the proposed architecture. The first question employs conventional queries, that
are natively provided by the underlying DBMS, while the second one uses the
similarity search engine over a financial time series and the third relies on an
instance-based classification algorithm attached to the engine.

Our approach follows the process illustrated in Fig. 1. Every step of the pro-
cess is performed automatically, which not only avoids human subjectivity but
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Fig. 1. The proposed process to financial time series analysis and forecasting

also provides an explainable technique to determine the best combination of
each classification or analysis goal. The first step is the time series storage.
The time series is represented in our approach as a table in which each tuple is
an observation. Therefore, it can be stored several different series, according to
the applications’ requirements. The second step of our approach process is the
feature extraction. This procedure is composed by two parts. The first part is
the fragmentation of the time series in pieces according to a user-defined win-
dow. The window size (i.e. the number of composing observations) as well as the
observations’ granularity can vary, as they are application-dependent. Changing
the observations’ granularity is done manually by the user through DBMS ag-
gregation function queries, while the window size is a parameter provided to the
feature extractor. Subsequent time series fragments can overlap, as this charac-
teristic is useful for some applications. This behavior is controlled by another
parameter provided to the extractor, called window offset, which indicates the
number of observations that the algorithm must go forward from the begining of
a fragment to the begining of the next fragment. Each fragment is automatically
saved as a tuple in an auxiliar table controlled by the system, converting the frag-
ment observations into column values. The second part of the feature extraction
process is the extraction of the intrinsic characteristics of the fragments. The re-
sulting feature vector is stored as an additional column in the auxiliar table. The
third step of Fig. 1 is the similarity search. This step allows posing several types
of similarity queries, using different distance functions, such as the Manhattan,
Euclidean and Chebychev Minkwosky functions (Section 2.2), and executing the
queries over a Metric Access Method. These functionalities are provided by the
SIREN in which we implemented the time series analysis and forecasting meth-
ods. The last step of the process is the classification process that provides
the forecasting capabilities of the approach. It is available the IBk algorithm
(an IB1 variation whose classification is given analyzing the k nearest neigh-
bors), however other instance-based learning classifiers can be easily included.
Every new functionality provided by our approach is included in the SIREN
through SQL user-defined functions and extended-SQL instructions. Therefore,
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any application that connects to SIREN can benefit from the time series analysis
and forecasting primitives to build financial decision support applications.

3.1 A New Feature Extractor for Stock Market Time Series

The success of the similarity evaluation is directly linked to the intrinsic char-
acteristics extracted to represent the data. Thus, the more accurate the features
are the closer the distances between the target and the similar instances and the
better the classification. In this section we present a new feature extractor aimed
at analyzing and predicting the shares’ behavior on the stock market. This ex-
tractor takes advantages of the relation between the price variations of a share
during a period, usually a day. To accomplish the requirement that our approach
should be intuitive and understandable, in contrast to “black-box” methods, the
extractor is based on candlesticks, defined as follows.

Definition 2 (Candlestick). A candlestick is a visual representation for a sub-
set of the information represented by each observation in a stock market series.

Candlesticks are the most common data representation for market analysts.
Fig. 2 (A) shows the visual representation of the two types of candlesticks: the
red candlestick, which represents a time series observation (usually covering a
day) with negative closing, and the green candlestick that corresponds to a day
with positive closing value [11]. Each candlestick has four points: the opening
price (the share’s price at the beginning of the day on the stock exchange), the
closing price (the price at the end of the day), the high price (the maximum
price during the day) and the low price (the share’s minimum price).

Fig. 2. (A) Candlestick representations for economic time series. (B) A candlestick
representation for a share’s week starting on 09-15.

The chart analysis offers some visual features that describe the behavior of
the share, which can be extracted without losing their semantic meaning. For
example, Fig. 2 (B) shows a plot graph of a given share based on candlesticks
for the week starting on 09-15. The day 09-16 shows a graphical phenomenon
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known as a “nail” and the day 09-19 shows a graphical phenomenon known
as a “hammer”, which are phenomenon very familiar to market analysts. The
candlesticks provide obvious graphic distinctions on the correlation between the
average of the opening and closing points of each day, as well as the variance
of the maximum and minimum values of the share on a given day. The closing
price of the share is not necessarily its opening price on the next day, generating
gaps between consecutive days. That gaps are very important for analyzing the
stock market time series because it describes the external influence (for example,
political and environmental events that can affect the trust of the investor). If
the gap is small, it could be a trend towards the recovery of the share price
in the future. Oscillation periods due to external factors can also be better
represented by this feature, improving future classifications that could relate
similar periods. The average behavior projected on the amplitude of the opening-
closing relation can be better described by the variation of the share price during
a day, describing stable or unstable share behavior.

The feature extractor proposed in this paper considers only features expressed
in candlesticks (intrinsic information of the share movement). We do not consider
other external variables, like the trending volume, although they could be used
for weighting particular features in the distance function. The features extracted
are the following.

1. Body-Shadow Relation – The relation body-shadow is a linear function
expressed by the daily values represented on the candlestick (whose visual
interpretation is shown in Fig. 3 (A)) as:

f(x) =

{ (
open(x)+close(x)

)
/2−low(x)

high(x)−low(x) if high(x)− low(x) �= 0

0 otherwise

2. Amplitude Relation – The amplitude relation is a linear function ex-
pressed by the daily values represented by the candlestick (whose visual
interpretation is shown in Fig. 3 (B)). This feature describes phenomenons
such as the “nail” and “hammer” and is given by:

f(x) =

{
open(x)−close(x)
high(x)−low(x) if high(x)− low(x) �= 0

0 otherwise

3. Gap Relation – The gap relation is a linear function between two consec-
utive days in the economic time series. This relation captures the variations
of non-continuous price descriptions, and it can be viewed in Fig. 3 (C). The
closing prices are always greater than 0 for active companies.

f(x) =
open(x)− close(x− 1)

close(x− 1)
. (2)
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4. Projection Relation – The projection relation is a function that describes
the average of the amplitude projected over the day average, as shown in
Fig. 3 (D).

f(x) =

{
f(x) =

(
open(x)+close(x)

)
/2−low(x)

open(x)−close(x) if open(x)− close(x) �= 0

0 otherwise

Fig. 3. Visual representation of the proposed features: (A) Body-Shadow Relation
(B) Amplitude Relation (C) Gap Relation and (D) Projection Relation

The minimum window size is two because of the Gap Relation feature. For a bet-
ter performance, when compared with distance functions, such as the Euclidean
function, it is also required to perform a feature set normalization.

4 Experimental Results

In this section we show experimental results about employing the proposed tech-
nique to classify and to index financial time series. The experiments presented
aimed at testing: (1) if our proposed technique forecasts more accurately than
the methods ARIMA and ANN-MLP (Multi-Layer Perceptron ANN); (2) if our
technique is faster and more scalable than the aforementioned methods. The
experiments were run over the implementations done on the SIREN prototype.

We used two real datasets for the experiments. The first one, hereafter referred
to as BM&FBOVESPA_SHARES, is composed by time series regarding the 33
largest shares in the BM&FBOVESPA stock exchange, according to their average
volume of daily transactions in 2010. The period of the dataset starts in 01-01-
2005 and ends in 01-01-2010. Yahoo Finances1 provides a free database and
analysis for these companies. The main motivation for considering this scenario
is the significant growth of investors in the Brazilian market over the past five
years [12] and the lack of studies on this stock exchange [2]. The second dataset,
referred to as WORLD_STOCKINDEXES, is composed by series regarding the
7 largest stock exchanges indexes around the world: Dow Jones (New York),
FTSE (London), BM&FBOVESPA (São Paulo), Nikkei (Tokyo), SSMI (Bern),
Euronext (Paris) and SSEC (Shanghai). Each series has a particular start but
all of them end in 01-01-2010.
1 http://finance.yahoo.com

http://finance.yahoo.com
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4.1 Forecasting Accuracy

To evaluate the forecasting accuracy of the methods, we first tested the accuracy
to forecast stock market indexes, as they describe the behavior of an entire stock
exchange series and analyzing them is very important for the investors to gain
confidence. This experiment used the WORLD_STOCKINDEXES dataset to
forecast the Friday high index values concerning the earlier week days. Table 1
shows the hit ratio (percentage) achieved by our method, ARIMA and ANN-
MLP, with regard to each of the seven indexes. It can be noticed that our method
outperformed the ARIMA method regarding every index and that our method
also outperformed the ANN-MLP, with the exception of the ˆSSMI index.

We also compared the methods regarding individual shares. To do so, we
performed an experiment whose goal was to answer the question posed at the
beginning of the paper: “Regarding the Company Y shares, their values for Mon-
day, Tuesday, Wednesday, Thursday are known. The Stock Market opens on
Friday having Company Y shares with value X. Should we invest in Y expecting
that the share will increase more than 1%?”. Fig. 4 illustrates the meaning of
this query using real instances of the dataset. Fig. 4 (A) shows the stock be-
havior of the week whose Friday’s outcome is wanted to predict. Figures 4 (B),
4 (C) and 4 (D) show, respectively, the 1st, 2nd and 3rd nearest neighbors of
the query week, regarding the first 4 days. The classification done by the IBk is
the class of the majority of the nearest neighbors returned, which matches the
actual Friday’s result in this example (Fig. 4 (E)).

Table 2 shows the prediction accuracy achieved by the tested methods regard-
ing every company of the BM&FBOVESPA_SHARES dataset. In the table, the
columns 2 to 4 show the hit ratio of the methods (percentage), the ZeroR column
shows the class distribution, the values |dij | and rankij are the values obtained
for the Wilcoxon test between our method and ARIMA, and the values |dik| and
rankik are the needed values for the test between our method and ANN-MLP.
The following comparisons are based on these values.

Table 1. Methods’ accuracy regarding the WORLD_STOCKINDEXES dataset

Index Acronym Our Method % ARIMA % ANN-MLP % ZeroR %
Dow Jones I A ˆDIJ 81.76 68.27 78.54 50.76
London - FTSE ˆFTSE 79.10 66.23 79.00 51.89

Tokyo ˆNIKKEI 75.91 66.17 73.23 54.17
Swiss Market ˆSSMI 71.23 62.25 72.37 50.42

Euronext Paris ˆFHCI 70.38 66.35 70.05 52.25
BM&FBovespa ˆBVSP 63.61 57.17 60.23 52.16
Shangai S E ˆSSEC 61.63 56.32 59.47 51.18

Our Method vs. ARIMA. To compare our predictions with those of ARIMA,
we applied the Wilcoxon Hypoyhesis test. Let A be the accuracy rate achieved
by the ARIMA model and let B be the accuracy rate achieved by our method.
In that case, we consider the following hypothesis:
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Fig. 4. Our similarity approach: given a query center (A), the expert can visualize the
most similar financial time series fragments (in this case k = 3 and (B), (C) and (D)
are the 3 most similar elements) or demand the forecast over it. The image (E) shows
the actual behavior of the query center at the end of Friday, which matches the IBk
classification in this example.

1. Let H0 : A = B be the null hypothesis, which means that using either
method A or method B to perform forecasts produces similar results;

2. Let H1 : A < B be the alternative hypothesis, which means that using
method B is more efficient to perform forecasts than using method A.

Let α = 0.1. The values of R+ and R− are 438 and 123, respectively. The
minimum value for T is 123, thus z = −2.793414. According to the Normal
Distribution Table, P (X < −2.793414) < 0.05. Thus, we must reject H0 and
accept H1, which means that using our method is more accurate than using the
ARIMA model to perform forecasting.

Our Method vs. ANN-MLP. Let B be the accuracy rate achieved by our
method, and let C be the accuracy rate achieved by the ANN-MLP classifier.
Then consider the following hypothesis:

1. Let H0 : C = B be the null hypothesis, which means that using either
method C or B to perform forecasts produces similar results;

2. Let H1 : C < B be the alternative hypothesis, which means that using the
method B is more efficient than using method C to perform forecasting.

Consider a confidence level α = 0.1. The next step is to calculate R+ and R−,
based in rankik. According to Table 2, we have: R+ = 375 and R− = 186. The
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Table 2. Methods’ accuracy regarding the BM&FBOVESPA_SHARES dataset

Share Our Method % ARIMA % ANN-MLP % ZeroR % |dij | |dik| rankij rankik
BOBR4 65.7038 57.00 66.6823 51.2077 8.6038 0.9785 32 10
CRUZ3 65.0713 61.50 62.8940 56.0386 3.5713 2.1772 16 25
AMBV4 64.495 57.86 62.5633 52.0202 6.635 1.932 30 24
PETR4 64.9155 60.57 62.2290 54.3269 4.3455 2.6865 20 29
BRAP4 62.6696 58.55 61.0671 50.2703 4.1196 1.6025 19 19
CCRO3 57.5423 61.27 57.0450 52.973 3.7277 0.4973 17 5
PSSA3 56.5169 48.10 58.0987 53.1401 8.4169 1.5818 31 18
EMBR3 60.6664 54.33 61.3840 50 6.3364 0.7176 28 7
VALE5 58.7958 53.55 58.5430 55.5556 5.2458 0.2528 24 3
TMAR5 56.3266 56.31 57.6486 50.7246 0.0166 1.3220 1 17
ELET6 63.6079 58.98 62.4890 56.5217 4.6279 1.1189 22 13
BBDC4 56.7801 55.81 58.6534 51.3889 0.9701 1.8733 4 23
TNLP4 55.3423 53.87 55.2211 57.971 1.4723 0.1212 6 2
USIM5 59.5722 53.14 57.1590 50.9615 6.4322 2.4132 29 26
TLPP4 61.3458 56.21 58.5647 51.3514 5.1358 2.7811 23 31
CMIG4 60.7181 61.45 58.9773 53.1401 0.7319 1.7408 3 20
LAME4 56.8193 54.28 57.9146 50.2415 2.5393 1.0953 10 12
TAMM4 61.1337 55.38 62.3780 56.0386 5.7537 1.2443 26 15
ITSA4 55.8233 55.26 55.2455 51.3514 0.2633 0.5778 2 6
ELPL4 60.8649 58.21 58.4333 51.0067 2.6549 2.4316 11 27
LIGT3 56.9298 54.87 54.2333 51.2077 2.0598 2.6965 8 30
GOLL4 58.2230 54.37 57.3221 50.8108 3.853 0.9009 18 9
DASA3 59.1217 56.45 59.0145 55.157 2.6717 0.1072 12 1
NATU3 55.7391 54.46 53.9903 52.4324 1.2791 1.7488 5 21
CSNA3 52.479 49.07 54.3245 50.7246 3.409 1.8455 14 22
BBAS4 60.7447 55.45 59.8670 54.29 5.2947 0.8687 25 8
LREN3 50 54.47 52.6793 51.6908 4.47 2.6793 21 28
PDGR3 55.9602 53.46 56.2560 55.2632 2.5002 0.2858 9 4
GGBR4 57.996 55.25 54.9099 59.9099 2.746 3.0861 13 32
RSID3 46.1132 57.86 47.2890 56.5217 11.7468 1.1758 33 14

BRKM5 57.656 59.31 56.5678 51.6584 1.654 1.0882 7 11
BRFS4 49.3213 52.76 44.2595 61.7117 3.4387 5.0617 15 33
EBTP3 47.2426 53.55 48.5002 63.1068 6.3074 1.2576 27 16

T value is 186. According to the Standard Normal Distribution, we should reject
the null hypothesis if P (X < z) ≤ α, where z = −1.67604836. Following the
Normal Distribution Table, we have P (X < −1.67604836) < 0.1. Thus, we must
reject H0 and accept H1, which means that our method is more accurate than
using the proposed features associated with an ANN-MLP classifier.

4.2 Speed and Scalability Analysis

Besides the accuracy, the execution time demanded by the analyses is another
important point to consider. Therefore, we analyzed the computational effort
demanded for executing the stock market index forecasting using the dataset
WORLD_STOCKINDEXES. In these tests we evaluated two versions of our
approach: one that does not use an access method to accelerate the classification
(IBk) and another that uses a Slim-tree to do so (Boosted IBk). In this section,
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we show the results achieved using the Dow Jones index (ˆDIJ), which is the
largest series we tested.

Fig. 5 (A) shows the total time demanded by the methods to perform the
stock market index forecasting experiment (Friday high values) regarding the
ˆDIJ series, varying the series size. The ANN-MLP was the fastest method,
presenting a quasi-constant behavior. The Boosted IBk was the second fastest
method, being up to 130% faster than the traditional IBk and up to 720% faster
than ARIMA. It is worth noticing that this plot considers that the access method
used by Boosted IBk is already created and that the ANN-MLP is trained.
Creating the Boosted IBk Slim-tree for the ˆDIJ series took about 190 seconds
on average and training an ANN-MLP took more than 360 seconds on average. If
the setup time is also considered, the ARIMA was the fastest method, however
the least accurate, our method was the second fastest and the most accurate
and the ANN-MLP was the slowest. The speedup achieved by the Boosted IBk
over the traditional IBk was a result of the reduction in the number of distance
calculations (up to 20%), presented in Fig. 5 (B), and in the number of disk
accesses (up to 70%), showed in Fig. 5 (C).

Fig. 5. Forecast speed comparison among the methods. (A) Total time. (B) Number
of distance calculations. (C) Number of disk accesses.

5 Conclusions

Forecasting financial time series is difficult because the data is very noisy and
chaotic. The predictions are even harder when trying to forecast shares in the
markets of developing countries, which are subject to more expressive unforeseen
external changes. This paper presented a new nonlinear forecasting and analysis
approach using a “white-box” processing. The proposed approach allows iden-
tifying correlations between financial time series fragments using a graphical
representation and perform fast classification through the integration the of an
IBk classifier and a MAM indexing the extracted features. The experiments
showed that our technique can perform forecasting more accurately and faster
than the other tested methods. Moreover, our work, as a time series indexing
technique [10], can also be used for similarity searches and forecasting on very
large time series datasets.
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Inferring Knowledge from Concise Representations
of Both Frequent and Rare Jaccard Itemsets
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Abstract. Correlated pattern mining has become increasingly an important task
in data mining and knowledge discovery. Recently, concise exact representations
dedicated for frequent correlated and for rare correlated patterns according to the
Jaccard measure were presented. In this paper, we offer a new method of infer-
ring new knowledge from the introduced concise representations. A new generic
approach, called GMJP, allowing the extraction of the sets of frequent correlated
patterns, of rare correlated patterns and their associated concise representations
is introduced. Pieces of new knowledge in the form of associations rules can be
either exact or approximate. We also illustrate the efficiency of our approach over
several data sets and we prove that Jaccard-based classification rules have very
encouraging results.

Keywords: Concise representation, Monotonicity, Constraint, Correlated
pattern, Jaccard measure, Generic Approach.

1 Introduction and Motivations

Correlated item set mining is at the core of numerous data mining tasks. The enormous
research efforts dedicated to this topic have led to a variety of sophisticated approaches
[2,8,11,20,21]. In this regard, a variety of correlation measures were proposed and stud-
ied. In this work, we will focus on the Jaccard correlation measure [9]. Indeed, the
Jaccard measure was used in many works under various names like coherence [14],
Tanimoto coefficient [24] and bond measure [18] (1). The bond measure was recently
redefined in [3], where a concise exact representation of the set of frequent correlated
patterns according to the bond measure was also proposed. Moreover, a generic ap-
proach for frequent Jaccard patterns mining was also performed in [20].

Frequent correlated itemset mining was then shown to be an interesting task in data
mining. Since its inception, this key task grasped the interest of many researchers since it
meets the needs of experts in several application fields [3], such as market basket study.
However, the application of correlated frequent patterns is not an attractive solution for
some other applications, e.g., intrusion detection, analysis of the genetic confusion from
biological data, pharmacovigilance, detection of rare diseases from medical data, to cite
but a few [5,12,15,17,19,23]. As an illustration of the rare correlated patterns applica-
tions in the field of medicine, the rare combination of symptoms can provide useful

1 In the rest of this paper, we used ‘bond‘ as a reference for the Jaccard measure.

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 109–123, 2013.
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insights for doctors [25]. We cite that in [6], the authors proposed a concise exact rep-
resentation of the set of rare correlated patterns and designed a rule-based classification
process.

It is to mention, that no previous approach allowing the extraction of both frequent
and rare correlated patterns according to a specified correlation metric was proposed. To
solve this challenging problem, we propose an efficient algorithmic framework, called
GMJP, allowing the extraction of both frequent correlated patterns, rare correlated pat-
terns and their associated concise representations. To achieve the genericity of GMJP,
we distinguish four different running scenarios depending on the required output. We,
also, design a rule-based classifier and we discover meaningful correlations in data for
frequent itemsets as well as for rare ones.

The paper is organized as follows. Section 2 presents the background used through-
out this work. We introduce in Section 3 the recently proposed concise exact represen-
tations of both frequent and rare correlated patterns according to the Jaccard measure.
Section 4 reviews some related work. The generic proposed approach GMJP is detailed
in Section 5. We report an empirical study on different datasets and an association-rules
based classifiction process respectively in Sections 6 and 7. We conclude and skecth
issues of future work in Section 8.

2 Preliminaries

We start by presenting the key notions related to our work. We first define a dataset.

Definition 1. (Dataset) A dataset is a tripletD = (T , I,R) where T and I are, respec-
tively, a finite set of transactions and items, andR⊆ T ×I is a binary relation between
the transaction set and the item set. A couple (t, i) ∈ R denotes that the transaction t
∈ T contains the item i ∈ I.

In this work, we are mainly interested in itemsets as a class of patterns. The two main
kinds of support a pattern can have are defined as follows, for any non-empty pattern I:

- Conjunctive support: Supp(∧I ) = | {t ∈ T | (∀ i ∈ I, (t, i) ∈ R)} |
- Disjunctive support: Supp(∨I ) = | {t ∈ T | (∃ i ∈ I, (t, i) ∈ R)} |

Table 1. An example of a dataset

A B C D E

1 × × ×
2 × × ×
3 × × × ×
4 × ×
5 × × × ×

Example 1. Let us consider the dataset given by Table 1. We have Supp(∧AD) = |{1}|
= 1 and Supp(∨AD) = |{ 1, 3, 5}| = 3.(2)

2 We use a separator-free form for the sets, e.g., AD stands for the set of items {A, D}.
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An itemset I is frequent if its support Supp(I) is above a user-defined minimum support
threshold minsupp, otherwise the itemset I is said to be infrequent or rare.

The constraint of rarity is monotone, i.e., ∀ I , I1 ⊆ I, if I1 ⊇ I and Supp(∧I ) <
minsupp, then Supp(∧I1) < minsupp since Supp(∧I1) ≤ Supp(∧I ). Thus, it induces
an order filter [7] on the set of all the subsets of I, P (I). Contrariwise, the frequency
constraint induces an order ideal [7].

The bond measure [18] is mathematically equivalent to Jaccard [9]. It was redefined
in [3] as:

bond(I) =
Supp( ∧ I)
Supp( ∨ I)

The set of correlated patterns associated to the bond measure is defined as follows.

Definition 2. (Correlated patterns) Considering a minimum correlation threshold min-
bond, the set CP of correlated patterns is equal to: CP = {I ⊆ I | bond(I )≥minbond}
(3) .

The bond measure takes its values within the interval [0, 1]. While considering the uni-
verse of a pattern I [14], i.e., the set of transactions containing a non empty subset of
I , the bond measure represents the simultaneous occurrence rate of the items of the
pattern I in its universe. Thus, the more the items of I are dependent on each other,
(i.e. strongly correlated), the higher the value of the bond measure is, since Supp(∧I )
would be closer to Supp(∨I ). We present in what follows the concise exact representa-
tions associated to correlated patterns.

3 Concise Exact Representations of Correlated Patterns

In [3] and in [6], the authors introduced concise exact representations of respectively
frequent correlated and rare correlated patterns. The proposed approaches are based
on the concept of correlated equivalence classes induced by the fbond closure operator
associated to the bond measure.

In each equivalence class, all the elements have the same fbond closure and the same
value of bond. The minimal patterns of a bond equivalence class are the smallest in-
comparable members, w.r.t. set inclusion and are called Minimal correlated patterns,
while the closed pattern is the largest one and is called Closed correlated patterns.
These two sets are defined [3] as follows:

Definition 3. (Closed correlated patterns by fbond) The set CCP of closed correlated
patterns by fbond is equal to: CCP = {I ∈ CP| � I1 ⊃ I: bond(I ) = bond(I1)}.

Definition 4. (Minimal correlated patterns) The setMCP of minimal correlated pat-
terns is equal to:MCP = {I ∈ CP| � I1 ⊂ I: bond(I ) = bond(I1)}.

While integrating the frequency constraint with the correlation constraint, we can dis-
tinguish between two sets of correlated patterns, which are the “Frequent correlated

3 We refer in the rest of the paper to the minimum support threshold by minsupp and to the
minimum correlation threshold by minbond.
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patterns” set and the “Rare correlated patterns” set. Now, based on these two previ-
ous sets, the concise exact representation of frequent correlated patterns was studied
and proposed in [3], in addition to the concise exact representation of rare correlated
patterns which was proposed in [6].

Definition 5. (The set of frequent correlated patterns) [3] The set FCP of frequent
correlated patterns is equal to: FCP = {I ⊆ I | Supp(∧I ) ≥ minsupp and bond(I ) ≥
minbond}.

Definition 6. (Concise exact representation of the FCP set) [3] The representation
RFCCP is based on the set of frequent closed correlated patterns:

RFCCP = {(I, Supp(∧I), Supp(∨I)) | I ∈ CCP and Supp(∧I) >= minsupp}.

Fig. 1. Localization of the frequent correlated and the rare correlated patterns, and their associated
condensed representation for minsupp = 4 and minbond = 0.2

Now, we present the rare correlated patterns associated to the bond measure:

Definition 7. (The set of rare correlated patterns) [6] TheRCP set of rare correlated
patterns is equal to:RCP = {I ⊆ I | Supp(∧I ) < minsupp and bond(I ) ≥ minbond}.

Definition 8. (Concise exact representation of the RCP set) [6] Let RCPR be the
concise exact representation of the RCP set based on the CRCP set of closed rare
correlated patterns and on theMRCP set of the minimal rare correlated patterns. The
RCPR representation is equal to:RCPR = CRCP ∪MRCP , with

CRCP = {(I, Supp(∧I), Supp(∨I)) | I ∈ CCP and Supp(∧I) < minsupp} and,

MRCP = {(I, Supp(∧I), Supp(∨I)) | I ∈ MCP and Supp(∧I) < minsupp}.

These previous sets are depicted by Figure 1. The support shown at the top left of each
frame represents the conjunctive support.
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After presenting the Jaccard patterns, we propose in the next section, an overview of
the approaches dealing with concise representations of correlated patterns.

4 Related Work

The problem of mining concise representations of correlated patterns was thoroughly
studied in various works in the literature. The bond measure was studied in [13], the
authors proposed an apriori-like algorithm for mining classification rules. Moreover,
the authors in [20] proposed a generic approach for correlated patterns mining. Indeed,
the bond correlation measure and eleven other correlation measures were used, all of
them fulfill the anti-monotonicity property. Correlated patterns mining was then shown
to be more complex and more informative than frequent patterns mining [20]. Also, in
[22], a study of different properties of interesting measures was conducted in order to
suggest a set of the most adequate properties to consider while mining rare associations
rules. However, it is important to highlight that the extraction of rare correlated patterns
was not carried out in [20] nor in [22].

Many other works have also emerged. In [26], the authors provide a unified definition
of existing null-invariant correlation measures and propose the GAMINER approach al-
lowing the extraction of frequent high correlated patterns according to the Cosine and
to the Kulczynski measures. In this same context, the NICOMINER algorithm was also
proposed in [10] and it allows the extraction of correlated patterns according to the Co-
sine measure. In this same context, we cite also the AETHERIS approach [21] which
allow the extraction of condensed representation of correlated patterns according to
user’s preferences. In [2], the authors introduced the concept of flipping correlation pat-
terns according to the Kulczynsky measure. However, the Kulczynsky does not fulfill the
interesting anti-monotonic property as the bond measure. To the best of our knowledge,
this work is the first one that puts the focus on mining concise representations of both
frequent and rare correlated patterns according to the bond measure.

We introduce, in what follows, our new GMJP approach (4).

5 The GMJP Approach

We introduce in this section the GMJP approach which allows, according to the user’s
input parameters, the extraction of the desired output. As shown by Figure 2, four dif-
ferent scenarios are possible for running the GMJP approach:

• First Scenario: outputs the whole set FCP of frequent correlated patterns,
• Second Scenario: outputs theRFCCP concise exact representation of the FCP set,
• Third Scenario: outputs the whole setRCP of rare correlated patterns,
• Fourth Scenario: outputs theRCPR concise exact representation of theRCP set.

The GMJP algorithm takes as an input a dataset D, a minimal support threshold min-
supp and a minimal correlation threshold minbond. We mention that GMJP determines
exactly the support and the bond values of each pattern of the desired output according
to the user’s parameters.

4 GMJP stands for Generic Mining of Jaccard Patterns.
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Fig. 2. Overview of GMJP

5.1 Overview of the Algorithm

We illustrate the different steps of GMJP when running the fourth script aiming to ex-
tract the RCPR representation. Our choice of this fourth scenario is motivated by the
fact that the extraction of theRCPR representation corresponds to the most challeng-
ing mining task for GMJP.

In fact,RCPR is composed by the set of rare correlated patterns which results from
the intersection of two theories [16] induced by the constraints of correlation and rar-
ity. So, this set is neither an order ideal nor an order filter. Therefore, the localization
of the elements of the RCPR representation is more difficult than the localization of
theories corresponding to constraints of the same nature. Indeed, the conjunction of
anti-monotonic constraints (resp. monotonic) is an anti-monotonic constraint (resp.
monotonic) [4]. For example, the constraint “being a correlated frequent pattern” is
anti-monotonic, since it results from the conjunction of two anti-monotonic constraints
namely, “being a correlated pattern” and “being a frequent pattern”. This constraint in-
duces, then, an order ideal on the itemsets lattice. In fact, the GMJP algorithm mainly
operates in three steps as depicted by Figure 3.

1. A first scan of the dataset is performed in order to extract all the items and assigning
to each item the set of transactions in which it appears. Then, a second scan of the
dataset is carried out in order to identify, for each item, the list of the co-occurrent
items.

2. The second step consists in integrating both the constraints of rarity and of corre-
lation in a mining process of RCPR. In this situation, this problem is split into
independent chunks since each item is treated separately. In fact, for each item, a
set of candidates is generated. Once obtained, these candidates are pruned using the
following pruning strategies:

(a) The pruning of the candidates which check the cross-support property [3].
(b) The pruning based on the order ideal of the correlated patterns.

Recall that the set of correlated patterns induces an order ideal property. Therefore,
each correlated candidate, having a non correlated subset, will be pruned since it
will not be a correlated pattern. Then, the conjunctive, disjunctive supports and the
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bond value of the retained candidates are computed. Thus, the uncorrelated candi-
dates are also pruned. At the level n, the local minimal rare correlated patterns of
size n are determined among the retained candidates. The local closed rare corre-
lated patterns of size n− 1 are also filtered. This process holds up when there is no
more candidates to be generated.

3. The third and last step consists of filtering the global minimal rare correlated pat-
terns and the global rare correlated patterns among the two sets of local minimal
rare correlated patterns and local closed ones.

In what follows, we will explain more deeply these different steps of GMJP. The pseudo
code is given by Procedure 1.

Item 1

Item n

Item 2
BSVectorCOVector

Based on

   AMC of 
Correlation 
  

MC of 
rarity 

Global MRCP
Global CRCP

‘AMC‘ stands for Anti Monotonic Constraint
‘MC‘   stands for Monotonic Constraint 

Step 1 

Step 2 Step 3 

  Dataset

Based 
  on    Local MRCP 

  and Local CRCP 
 related to item n

   Local MRCP
 and Local CRCP 
related to item 1

 1. Generation
of candidates 

2. Supports
counting 

   3.Pruning
of candidates 

Fig. 3. Overview of GMJP when extracting theRCPR representation

First Step: The Power of the Bit Vectors and of Co-occurrent Vectors. Initially, the
dataset is scanned in order to extract the items and to build, for each item, the bitset
called here “BSVector”. In fact, a bitset is a container that can store a huge number of
bits while optimizing the memory consumption (For example, 32 elements are stored in
a memory block of 4 bytes). Each block of memory is treated in just one CPU operation
by a 32 bits processor. Therefore, we are very motivated for these kinds of structures
within the GMJP algorithm in order to optimize the conjunctive and the disjunctive
supports computations.

Then, the dataset is scanned again in order to identify, for each item I , the list of the
co-occurrent items which corresponds to the items occurring in the same transactions as
the item I . These latter ones are stored in a vector of integers, called here “COVector”.
We note that one of the main challenges of the GMJP algorithm is that it allows pushing
two constraints of distinct types and to deliver the output with only two scans of the
dataset. We uphold also that the bitsets, when incorporated into the mining process
within the GMJP algorithm, sharply decrease the size of the memory required to store
immediate results and significantly save execution costs.

Second Step: Getting the Local Minimal and the Local Closed Rare Correlated
Patterns without Closure Computations. Worth of mention, the main thrust of the
GMJP algorithm is to break the search space into independent sub-problems. In fact, for
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Algorithm 1. GMJP

Data:
1. A dataset D.
2. A minimal correlation threshold minbond.
3. A minimal conjunctive support threshold minsupp.
4. A specification of the desired result ‘RCPR‘.

Results: The concise exact representation RCPR =MRCP ∪ CRCP .
Begin

1. Scan the dataset D twice to build the BSVector and the COVector
for all the items

2. For each item I
(a) n =2;
(b) Generate the candidates of size n using the COVector of I
(c) While (The number of the generated candidates is not null) Do

i. Prune these candidates w.r.t. the cross-support property
of the bond measure

ii. Prune these candidates w.r.t. the order ideal property
of correlated patterns

iii. Compute the conjunctive and disjunctive supports
and the bond value of the maintained candidates

iv. For each candidate C
If (IsCorrelated(C) and IsRare(C)) then
/∗ Ckeck-Local Minimality of the candidate C ∗/

– Update the set of Local Minimal Rare
Correlated Patterns of size n

v. Find Local Closed Rare Correlated Patterns of size n−1
vi.n = n+1

vii. Generate candidates of size n using the APRIORI-GEN

procedure

3. Find all Global Minimal Rare Correlated Patterns
4. Find all Global Closed Rare Correlated Patterns
5. ReturnRCPR;

End

each item I , a levelwise mining process is performed using the COVector containing
the co-occurrent items of I . At each level n, starting by the second level, a set of candi-
dates are generated, then pruned according to the different pruning strategies described
previously. The minimal rare correlated patterns of size n associated to the item I are
called Local Minimal Rare Correlated Patterns and they are determined by com-
paring their bond values to those of their respective immediate subsets. Similarly, the
closed rare correlated patterns of size n − 1 associated to the item I are called Local
Closed Rare Correlated Patterns and they are determined by comparing their bond
values to those of their respective immediate supersets.
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It is also important to mention that the implementation of the different stages of this
second step (candidate generation, evaluation and pruning) was based on simple vectors
of integers. Thus, we require no more complex data structure during the implementation
of the GMJP algorithm. This feature makes GMJP a practical approach for handling both
monotonic and anti-monotonic constraints even for large datasets.

One of the major challenges in the design of the GMJP algorithm is how to perform
subset and superset checking to efficiently identify Local Minimal and Local Closed
patterns? The answer is to construct and manage a multimap hash structure, (5) in order
to store at each level n the rare correlated patterns of size n. This technique is very
powerful since it makes the subset and the superset checking practical even on dense
datasets.

Thus, our proposed efficient solution (as we prove it experimentally later) is to inte-
grate both the monotonic constraint of rarity and the anti-monotonic constraint of cor-
relation into the mining process and to identify the local closed rare correlated patterns
without closure computing.

Third Step: Filtering the Global Minimal and the Global Closed Rare Correlated
Patterns. After identifying the local minimal and the local closed rare correlated pat-
terns associated to each item I of the dataset D, the third step consists in filtering the
MRCP set of Global Minimal Rare Correlated patterns and the CRCP set of Global
Closed Rare Correlated patterns. This task is performed using two distinct multimap
hash structures. In fact, for each local minimal rare correlated pattern LM previously
identified, we check whether it has a direct subset (belonging to the whole set of local
minimal patterns) with the same bond value. If it is not the case, then the local minimal
pattern LM is a global minimal rare pattern and it is added to the MRCP set. Simi-
larly, for each local closed rare correlated pattern LC previously identified, we check
whether it has a direct superset (belonging to the whole set of local closed patterns)
with the same bond value. If it is not the case, then the local closed pattern LC is a
global closed rare pattern and it is added to the CRCP set of Closed rare correlated
patterns.

In what follows, we illustrate with a running example of the GMJP algorithm.

5.2 A Running Example

Let us consider the datasetD given by Table 1. First, the BSVectors and the COVectors
associated to each item of this dataset are constructed, as we plot by Figure 4. These
BSVectors are next used to compute the conjunctive and the disjunctive supports. We
have, for example, the item A which belongs to the transactions {1, 3, 5} and the item
C which belongs to the transactions {1, 2, 3, 5}. We, then, have Supp(∧AC) = 3 and
Supp(∨AC)) = 4.

The local minimal and the local closed correlated rare patterns associated to each
item I of the dataset D, are extracted. A detailed example of the process of the item A
is given by Figure 5. The finally obtained RCPR representation, for minsupp = 4 and
for minbond = 0.20, is composed by the following global minimal and global closed

5 We used in our implementation the C++ STL Standard Template Library multimap.
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Fig. 4. The BSVectors and the COVectors associated to the items of the dataset D
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Last, it is important to notice that GMJP is not an exclusive approach in the sense
that it can be coupled with other efficient approaches to mine statistically significant
patterns.

In the next section we report our experimental study of the proposed GMJP algorithm.

6 Experimental Evaluation

Datasets and Experimental Environment: Experiments were carried out on different
dense and sparse benchmark datasets (6) . All the tests were carried out on a PC equipped
with a 2.40 GHz Intel Core TM i3 processor and 2.92 GB of main memory, running the
Linux Ubuntu 10.04. Running times were averaged over 5 executions.

Protocol: Our objective is to prove, through extensive carried out experiments, the effi-
ciency of the proposed GMJP algorithm while running the four different scenarios. Our
first batch of experiments aims to build a quantitative comparison between the FCP ,
the RCP sets and their associated condensed representations. Our second batch of ex-
periments focus on studying running times.

Results: As sketched by Table 2, the concise representations FCCPR and RCPR
present very encouraging reduction rates over several datasets and for different ranges
of minsupp and minbond theresholds. We note that, the ‘gain‘ corresponds to the reduc-
tion rate and is equal to : 1 - |RCPR|

|RCP| for rare Jaccard patterns, and equal to 1 - |FCCPR|
|FCP|

for frequent ones.

6 Available at http://fimi.cs.helsinki.fi/data and at http://archive.ics.uci.edu/ml.
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We conclude, according to the results gived by Table 3 (7) , that the execution time
varies depending on the number of distinct items of the considered dataset. This is
explained by the principle of GMJP which is based on the idea of processing each item
separately and based on the list of the co-occurrent of each item. For example, the
computational costs are relatively high for the T40I10D100K dataset, and they are
lower for the MUSHROOM dataset. This is explained by the fact that, the MUSHROOM

dataset contains only 119 items while the T40I10D100K dataset contains 942 items.
We note also that the highest execution times are obtained with the RETAIL dataset,
since this latter contains a high number of distinct items, equal to 16,470.

Fig. 5. Mining Local Minimal and Local Closed Rare Correlated Patterns for the item A

It is worth of mention that the computational time of the fourth scenario dedicated to
the extraction of theRCPR are the highest ones. This can be explained by the fact that
the extraction of theRCPR representation is an NP-hard problem since the localization
of the associated two borders is a complex task. We also highlight that the performance
results of the designed GMJP algorithm can not be compared to any approach of the
literature. Indeed, the proposed approach is the first one dedicated to the extraction of
Jaccard patterns in a generic way.

In the next section, we study the process of classification based on correlated associ-
ation rules derived from the previous presented condensed representations.

7 We note that ‘S1‘ stands for the First Scenario, ‘S2‘ stands for the Second Scenario, ‘S3‘ stands
for the Third Scenario and ‘S4‘ stands for the Fourth Scenario.



120 S. Bouasker and S. Ben Yahia

Table 2. Effectiveness of Jaccard patterns mining on UCI benchmarks

Dataset minsupp minbond # FCP # FCCPR Gain of #RCP #RCPR Gain of
FCCPR RCPR

MUSHROOM 30% 0.15 2, 701 427 84.19% 98, 566 1, 704 98.27%
45% 0.15 307 83 72.96% 100, 960 1, 985 98.03%

PUMSB* 40% 0.45 10, 674 1646 84.57% 448, 318 3, 353 99.25%
40% 0.50 9, 760 1325 86.42% 82, 413 3, 012 96.34%

CONNECT 10% 0.80 534, 026 15, 152 97.16% 56 56 0%
50% 0.80 533, 991 15, 117 97.16% 91 91 0%

ACCIDENTS 40% 0.30 32, 529 32, 528 0% 117, 805 1, 722 98.53%
60% 0.30 2, 057 2, 047 0% 148, 259 2, 743 98.14%

Table 3. Performance Analysis of GMJP on UCI benchmarks (time in second)

Dataset Number Average Average Average Average Average Average
of Items minsupp minbond Time S1 Time S2 Time S3 Time S4

MUSHROOM 119 58% 0.30 7 11.4 20 19.6
40% 0.57 3.75 5.25 11 709

ACCIDENTS 468 7.8% 0.50 709 703 793 784.2
RETAIL 16, 470 25.83% 0.50 5.83 13.16 1903 1902
T10I4D100K 870 5% 0.20 2 3 163 163
T40I10D100K 942 8.2% 0.50 148 182.6 491 490.4

7 Association Rules-Based Classification Process

We present in this section, the application of the RCPR and the RFCCP representa-
tions in the design of an association rules based classifier. In fact, we used the MRCP
and the CRCP sets, composing the RCPR representation, within the generation of
the generic (8) rare correlated rules. The RFCCP representation is used to generate
generic frequent correlated rules, of the form Min⇒ Closed \ Min, with Min is a
minimal generator and Closed is a closed pattern. Hence, we implemented a C++ pro-
gram allowing the extraction of the correlated frequent minimal generators. Then, from
the generated set of the generic rules, only the classification rules will be retained, i.e.,
those having the label of the class in its conclusion part. After that, a dedicated clas-
sifier we designed is fed with these rules and has to perform the classification process
and returns the accuracy rate for each class.

We report in Table 4 (9) the impact of integrating the correlation constraint for a
fixed minsupp and minconf thresholds. We remark, for the frequent patterns, that while

8 By “generic”, it is meant that these rules are with minimal premises and maximal conclusions,
w.r.t. set-inclusion.

9 We note that Accuracy Rate = NbrCcTr
TotalNbrTr

, with NbrCcTr stands for the number of the cor-
rectly classified transactions and TotalNbrTr is equal to the whole number of the classified
transactions, and minconf corresponds to the minimum threshold of the confidence measure [1].
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Table 4. Evaluation of the classification accuracy versus minbond variation for frequent and rare
Jaccard patterns

Dataset minsupp minconf minbond # Exact # Approximate # Classification Accuracy Response Property of
Rules Rules Rules rate Time (sec) Patterns

WINE 1% 0.60 0 387 5762 650 97.75% 1000 Frequent
0.10 154 2739 340 95.50% 13.02 Frequent
0.20 60 1121 125 94.38% 1.00 Frequent
0.30 20 319 44 87.07% 0.01 Frequent

ZOO 50% 0.70 0.30 486 2930 235 89.10% 40 Rare
0.40 149 436 45 89.10% 3 Rare
0.50 38 88 11 83.16% 0.01 Rare
0.60 12 31 6 73.26% 0.01 Rare

increasing the minbond threshold, the number of exact and approximate association
rules decreases while maintaining always an important accuracy rate. Another benefit
for Jaccard measure integration, is the improvement of the response time, it varies from
1000 to 0.01 seconds. Whereas, for the rare patterns, we highlight that the increase of
the minbond threshold induces a reduction in the accuracy rate. This is explained by the
decrease in the number of the obtained classification rules.

Table 5. Evaluation of the classification accuracy of frequent patterns vs rare patterns

Dataset minbond minsupp minconf # Exact # Approximate # Classification Accuracy Property of
Rules Rules Rules rate Jaccard

patterns

WINE 0.1 20% 0.60 7 274 25 76.40% Frequent
0.80 7 86 10 86.65% Frequent
0.90 7 30 4 84.83% Frequent

0.1 20% 0.60 91 1516 168 95.50% Rare
0.80 91 449 84 92.69% Rare
0.90 91 100 48 91.57% Rare

IRIS 0.15 20% 0.60 3 22 7 96.00% Frequent
0.95 3 6 3 95.33% Frequent

0.15 20% 0.60 17 32 8 80.06% Rare
0.95 17 7 5 80.00% Rare

0.30 20% 0.60 3 22 7 96.00% Frequent
0.95 3 6 3 95.33% Frequent

0.30 20% 0.60 8 14 4 70.00% Rare
0.95 8 6 3 69.33% Rare

TICTACTOE 0 10% 0.80 0 16 16 69.40% Frequent
0.05 10% 0.80 0 16 16 69.40% Frequent
0.07 10% 0.80 0 8 8 63.25% Frequent
0.1 10% 0.80 0 1 1 60.22% Frequent

0 10% 0.80 1, 033 697 192 100.00% Rare
0.05 10% 0.80 20 102 115 100.00% Rare
0.07 10% 0.80 8 66 69 97.07% Rare
0.1 10% 0.80 2 0 1 65.34% Rare

We note according to the results sketched by Table 5, that for the datasets WINE

and TICTACTOE , the highest values of the accuracy rate are achieved with the rare
correlated rules. Whereas, for the IRIS dataset, the frequent correlated rules performed
higher accuracy than rare ones. In this regard, we can conclude that for some datasets,
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the frequent correlated patterns have better informativity than rare ones. Whereas, for
other datasets, rare correlated patterns bring more rich knowledge. This confirms the
beneficial contribution of our approach in inferring new knowledge from both frequent
and rare Jaccard patterns.

8 Conclusion and Future Works

We proposed, in this paper, GMJP the first approach to mine Jaccard patterns in a
generic way (i.e., with two types of constraints: anti-monotonic constraint of frequency
and monotonic constraint of rarity). Our approach is based on the key notion of bit-
sets codification that supports efficient Jaccard patterns computation thanks to an ad-
equate condensed representation of patterns. Experiments realised on several datasets
show the efficiency of GMJP according to both quantitative and qualitative aspects. An
important direction for future work is to extend our approach to other correlation mea-
sures [10,18,20,22] through classifying them into classes of measures sharing the same
properties.
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Abstract. Extending graph models to incorporate uncertainty is im-
portant for many applications, including disease transmission networks,
where edges may have a disease transmission probability associated with
them, and social networks, where nodes may have an existence probabil-
ity associated with them. Analysts need tools that support analysis and
comparison of these uncertain graphs. To this end, we have developed
a prototype SQL-like graph query language with emphasis on operators
for uncertain graph comparison. In order to facilitate adding new op-
erators and to enable developers to use existing operators as building
blocks for more complex ones, we have implemented a query engine with
an extensible system architecture. The utility of our query language and
operators in analyzing uncertain graph data is illustrated using two real
world data sets: a dolphin observation network and a citation network.
Our approach serves as an example for developing simple query languages
that enables users to write their own ad-hoc uncertain graph comparison
queries without extensive programming knowledge.

Keywords: graph query language, comparison queries, uncertain graphs.

1 Introduction

Traditional graph models can be extended to incorporate uncertainty about ver-
tex / edge existence and attribute values. Application data that could benefit
from uncertain graph models include disease transmission networks with disease
transmission probabilities, observed social networks with node existence proba-
bilities, and physical computer networks with associated reliability probabilities.

A variety of tools, databases, algorithms, and research consider analysis of
probabilistic data [16,26,27]. Analysis of graph data is a subject of another large,
but mostly unrelated research area [8, 9, 11–13]. We are interested in combining
both in a general way to give users the capability to examine and compare
uncertain graphs.

While uncertain graph analysis and comparison is relevant to a number of
different domains, we focus on two settings in this work, uncertainty occurring
during scientific observation and uncertainty resulting from data analysis.

Observational Scientific Data: Observational scientists study animal soci-
eties in their natural settings, often, with the purpose of understanding the
social relationships and behaviors within the society. Such social network data
can be captured as a graph, where nodes represent observed animals and edges
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between nodes represent sightings of both animals together. A researcher observ-
ing a particular animal may be uncertain about its identification, features, or
behavior. This uncertainty can be expressed as existence probabilities between 0
and 1, associated with nodes and/or edges, and categorical uncertain attributes,
representing discrete probability distributions over the set of possible categorical
attribute values. Analyzing and comparing uncertain graphs can be useful for
answering questions about changes in animal sociality over time, similarities of
local animal communities to the general animal population, differences among
animal subgroups across locations, and observation bias across researchers.

Analysis Output Data: A second setting we consider involves machine learn-
ing algorithms generating uncertain graphs that can be used as the basis for pre-
diction, generalization, and statistical analysis. One specific example is a node
labeling algorithm. These algorithms can be used to predict the topics of each
publication in a citation network, predict which customers will recommend prod-
ucts to their friends using a customer network, or predict the political affiliations
of people in a social network [23]. They take as input a partially observed graph
to predict the label (attribute value) of nodes in the graph. The output of such
algorithms is an uncertain graph containing a probability distribution across the
possible set of labels for each node. Comparing and contrasting these uncertain
graphs to each other or to a ground-truth graph allows researchers to analyze
the performance of different machine learning algorithms, experiment with a
single algorithm under different assumptions, and examine the graph dataset by
highlighting parts of data where the algorithms disagree in their predictions or
perform poorly.

Contributions: Our focus is on uncertain graph analysis with an emphasis on
comparison of them. The contributions of this work are as follows:
1. A basic SQL-like language, which incorporates uncertain graph analysis and

comparison operators, while taking advantage of most of the SQL capabil-
ities. The semantics of this proposed language is a combination between
relational database and uncertain graph semantics, part of which is novel
and part of which is necessary for the language to be applicable. Section 4
introduces the language.

2. A set of composable, comparative operators for uncertain graphs, where
the previous literature focuses on single graph operators, on specific graph
algorithms in the presence of uncertainty, or on operators for multiple certain
graphs. We introduce operators for estimating similarity between graphs,
nodes, edges, and their attributes, including finding a common subgraph that
exists across two graphs containing edges with high certainty and identifying
a set of nodes that have the same predicted node label across two uncertain
graphs. Section 5 describes our proposed operators in more detail.

3. A novel system framework that (1) uses a combination of a layered and a
service oriented architecture, and (2) is extensible, modular, and expand-
able, allowing for easy integration of new operations. The novelty of our
design is the focus on extensibility and modularity. Traditionally, databases
construct query trees whose set of possible operations is predefined. This
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design allows for query optimization by applying a set of rewrite rules. Our
approach provides a flexible mapping of operators to their implementation.
The query engine can, therefore, support easy integration of new operators
without affecting the existing ones and without requiring significant changes
to the framework itself. Section 6 presents our high level system architecture
emphasizing details related to operator extensibility and composition.

4. An implementation of our query framework and an empirical analysis using
two real world data sets (presented in Section 7).

2 Related Literature

Storage, analysis, and manipulation of graph data is a vast area of interest for
both the research community and the industry. In particular, there are multiple
graph databases in existence: [2,4–7], to name a few, offering efficient data stor-
age and access, as well as scalability and transaction management. The query
options sometimes include proprietary APIs (Neo4j Traverser) or proprietary
SQL-like query languages [6]; in other cases ( [1, 2, 5–7]) there is support for
Gremlin [3] or SPARQL [20]. SPARQL is a query language for the RDF format
with similarities to our approach in terms of semantics and SQL-like syntax,
including joins and the capability to retrieve and combine data from several
graphs. In comparison to our language, SPARQL offers more flexible pattern
matching, but is more restricted in that its standard data types are XML-based,
its set of operators is more limited, and it does not offer extended SQL-like
constructs such as MERGE BY and SPLIT BY. Gremlin is a relatively simple
but powerful language for graph traversal and manipulation supporting built-in
functions such as union, difference, intersection that are applicable to graph com-
parison. Neither of these languages focus on uncertain graphs. Similarly, many
of the languages suggested in existing research [8,9,11–13] often do not consider
uncertainty during graph analysis and comparison across multiple graphs.

Querying similar graphs in graph databases has been studied in recent years
[30]; however, existing works mainly focus on structural information and con-
nectivity. Uncertainty is often incorporated in the context of specific algorithms
[14, 15, 18, 19, 24, 32]. These problems are important in answering some of the
possible uncertain graph queries, yet our goal is to create a more comprehensive
set of albeit simpler uncertain comparison operators. Other researchers study
uncertainty arising from approximate queries rather than uncertain data [29].

Probabilistic databases, on the other hand, typically support queries based on
the concept of Possible World Semantics [16, 26, 27]. Recently researchers have
extended the Possible World Semantics to uncertain graphs [31], [28]. While ap-
plicable for many problems, this concept is different from our focus on graph
comparison regardless of the nature of the underlying probabilities. We do, how-
ever, build upon operators for comparison of probabilistic attributes [26], as they
are applicable for uncertain graph attributes.

Finally, there are a number of visual graph tools, including [23], [10]. Excellent
for visual comparison of uncertain graphs, they could complement rather than
substitute the capability to execute user-defined queries.
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3 Probabilistic Formulation

Throughout the subsequent sections we use the following background definitions,
underlying assumptions, and notation. The central object of interest are uncertain
graphs that represent a generalization of exact graphs, incorporating uncertainty
about vertex / edge existence and attribute values. The existence probability of an
edge is assumed to be conditional upon the existence of its endpoints. Uncertain
attributes contain probabilities associated with each possible value from their do-
main, expressing the likelihood that the attribute takes on this particular value.
To broaden the application of our model, we make no assumptions about the na-
ture of probability values assigned to the graphs that we need to compare. In other
words, the analyst can decide if the probabilities are marginal or posterior.

Uncertain Graph. An uncertain graph G = (V,E,AV , AE , PAV , PAE) has a
non-empty finite set of vertices, V = {v1, . . . vm}, and a finite set of undirected
edges, E = {e1, . . . en}, where each edge ey is a pair of vertices, ey ∈ V × V ,
and V × V = {(vi, vj)|vi ∈ V, vj ∈ V }; AV = {A1, . . . Ap} is a set of (certain)
attributes for vertices; AE = {A1, . . . Aq} is a set of (certain) attributes for
edges; PAV = {PA1, PA2, . . . PAr} is a set of uncertain attributes for vertices;
and PAE = {PA1, PA2, . . . PAt} is a set of uncertain attributes for edges. The
attributes are consistent across vertices and across edges respectively, i.e. all
vertices have the same schema and so do all edges. We refer to both edges and
vertices as graph elements.

Certain Attributes. The set of all certain attributes is defined as A =
{A1, A2, . . . As} = AV ∪ AE . Given an attribute Aj ∈ AV , its domain Dj , and
a vertex vi ∈ V , we associate a value pk ∈ {Dj} with the pair (vi, Aj) and
denote it using the notation a(vi, Aj) = pk. As shorthand, we use aij . Similarly,
a(ei, Aj) = pk. To express structural uncertainty, we designate one of the at-
tributes in AV and AE to store our confidence about existence of the correspond-
ing graph element: ∃Aj : aij ∈ [0, 1], ∀i ∈ [1,m] and ∃Aj : aij ∈ [0, 1], ∀i ∈ [1, n].
Henceforth, we refer to this attribute as ‘conf’ or ‘confidence’.

Uncertain Attributes. By analogy, the set of all uncertain attributes is PA =
{PA1, PA2, . . . PAo} = PAV ∪PAE . Uncertain attributes allow the data model
to express semantic uncertainty in the graph. The value of an uncertain attribute
PAj is a set of pairs of each possible attribute value and a probability associated
with each possible value. For example, an uncertain attribute sex with value
domain {male, female} reflects the researcher’s uncertainty about the sex of
the observed animal. For a specific vertex, the set of its value pairs could be
{(male, 0.8), (female, 0.2)}.

More precisely, value domain V Dj is the constrained (discrete) domain of
possible values associated with attribute PAj . The value domain is ordered and
we use the notation atj to designate the t-th member of V Dj , where t ∈ [1, |V Dj |].

Given an uncertain attribute PAj ∈ PAV and a vertex vi ∈ V , we associate
a value pk ∈ {PDj} with the pair (vi, PAj) and denote it using the notation
pa(vi, PAj) = pk. As shorthand, we use paij . Similarly, given an attribute PAj ∈
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PAE and an edge ei ∈ E, we associate a value pk ∈ {PDj} with the pair
(ei, PAj) and denote it using the notation pa(ei, PAj) = pk. As shorthand, we
again use paij .

By analogy to using atj to refer to members of value domain V Dj , the short-
hand ptij refers to the corresponding probability f(atj), associated with value
atj for vertex vi. We define the set of uncertain attributes for a particular

vertex vi as PA(vi) = {PAj : PAj ∈ PAV and pa(vi, PAj) �= null}. Sim-
ilarly, the set of uncertain attributes for a particular edge ei is defined as
PA(ei) = {PAj : PAj ∈ PAE and pa(ei, PAj) �= null}.
Assumptions. In comparing two graphs g1 and g2, we use the simplifying
assumption that the following partial mapping exists between their elements: (1)
the vertex mapping consists of a bijective mapping function for those vertices
that are mapped, plus a set of unmapped vertices in each of the graphs g1
and g2; and (2) edge mapping is equivalent to vertex mapping, with the added
constraint that edges g1.e and g2.f can be mapped to each other only if both
of their endpoint vertices are also mapped. We refer to two graphs with this
property as aligned graphs. Different alignment schemas may be possible. Unless
stated otherwise, alignment is assumed to be based on element id: elements from
graph g1 are mapped to elements with the same unique id in graph g2; they are
unmapped if there is no corresponding element with the same id.

4 Query Language

Our approach was to take advantage of the SQL semantics by handling graphs,
graph elements, and attributes using relations. We chose to base our query lan-
guage on SQL because it is a mature, proven, and well-known language. While
we do not claim that it is the best language for the purpose, we believe it is suf-
ficient for expressing a wide range of uncertain graph comparison queries using
our set of operators. Using these operators directly with traditional SQL was
certainly another option; however, there are several disadvantages. On a syn-
tactic and semantic level, a dedicated query language allows the flexibility for
any modifications that best suit the specifics of uncertain graph analysis. On an
implementation level, extending an existing SQL query engine effectively would
mean using a relational database as storage for uncertain graph data. Instead,
our goal was to develop an approach that borrows important SQL semantics
without being restricted to a particular storage.

Our query language supports the major SQL operations, such as SELECT,
FROM, JOIN, WHERE, GROUP BY, HAVING, and ORDER BY, introducing
modifications and extensions to accommodate the specifics of graph comparison.
For example, the FROM operation can extract individual nodes, edges, both
nodes and edges, attributes from the specified graph (creating a tuple for each of
them), or return the graph as a whole in a table as a single tuple. An example that
returns a table containing edges from graph g1 with high existence probability
along with the confidence of existence sorted by confidence is as follows:
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SELECT e, conf(e)

FROM g1 TYPE edge AS e

WHERE conf(e) > 0.5

ORDER BY conf(e) DESC

We introduce two new operations,MERGEBY and SPLIT BY, to support collec-
tions that are returned by some common operators, such as adjacentV ertices().
The SPLIT BY c operation is used to ”flatten out” a relation, when column c
may contain a set of values rather than a single value. In the returned relation,
each tuple t in the source relation is replaced by a number of tuples, one for every
value in the set of values from t in column c. MERGE BY is similar to GROUP
BY, but retains the remaining columns, which are not part of the clause, ”visible”
to subsequent non-aggregate operators by collapsing the values from the original
tuples into a collection.

While this approach has many strengths, the main advantages are the use
of a familiar query language in SQL and the additional operation extensions
for collections that improve the flexibility of querying uncertain graphs, without
being restricted to a particular storage.

5 Proposed Operators

While we take advantage of the SQL-like operations to retrieve, filter, sort, group,
and join data, individual operators are used within each of these clauses to specify
the required behavior. As shown in the query example, the same operator can
be re-used with several operations, subject to rules between aggregate vs. non-
aggregate operators and operations. Because limited space precludes us from
describing all operators within the text, we provide a list of operators, categorized
based on their target, i.e. those that apply to attributes (Table 2), graph elements
(Table 1), and ego-networks and graphs (Table 3). Each of these tables contains
the name of the operator, a brief description, and in some cases, an example
result based on the sample graph in Figure 1.

More specifically, because the attribute value represents a discrete probability
distribution, the proposed attribute operators’ functionality ranges from sim-
ply extracting the most / least probable value to analyzing the shape of the
distribution. For example, peakToNextDist() can be used to identify uncer-
tain attributes with a dominant (peak) probability that significantly exceeds the
probabilities for the remaining values. Graph element operators may be incor-
porated into a query such as the introductory example in section 4 to identify
weak connections within a single graph or to compare the confidence of the cor-
responding elements across two aligned graphs, isolating the elements not only
based on their low or high confidence, but also on whether the two graphs agree
or differ significantly. Common usage examples of graph and ego-net operators
are provided in Table 3.

We focus the remainder of this section on our similarity operators since
they are most relevant to the uncertain graph comparison tasks outlined in the
motivating examples.
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Table 1. Graph Element Operators: Most of these operators serve to query and
analyze the confidence of existence of a single graph element or relative to another
vertex or edge. Other operators in this group aggregate the results from attribute-level
operators for the given graph element.

Operator Description

conf() confidence of element’s existence - conf(v1) = 0.8

bin() true or false bin, corresponding to high or low conf()
relative to a threshold. Ex. bin(v1, 0.5) = true

compBin() “high”, “opposite”, or “low”, depending on the re-
lationship between the output of the bin() oper-
ator applied to each of the two operands. Ex.
compBin(v1, v2) = high

magnitudeDiff() difference between confidence of existence of 2 ele-
ments. Ex. magnitudeDiff(v1, v2) = 0.2

diffSignificance() whether the absolute value of magni-
tude difference is above a threshold. Ex.
diffSignificance(v1, v2, 0.1) = true

valueCertaintyScore() average maxV alueCertainty() of all un-
certain attributes of the element. Ex.
valueCertaintyScore(v1) = 0.6

sim() similarity score between 2 elements of the same type
(vertices or edges), typically in the range [0, 1]

Uncertain Attribute Similarity. The sim() operator is one of our novel op-
erators for comparing uncertain attributes paij and palj . In the proposed set
of measures, similarity is classified as either structural or semantic. The former
identifies the similarity between the general shapes of the two distributions, ig-
noring the attribute values and their arrangement relative to each other. For
example, attribute {(a, 0.8), (b, 0.1), (c, 0.1)} should be considered structurally
equivalent to attribute {(a, 0.1), (b, 0.1), (c, 0.8)}, as both have a dominant value
(peak) of 0.8. We support two structural similarity measures, entropy ratio and
absolute distance ratio, where the entropy ratio compares the distribution spread
for the specified uncertain attribute and the absolute distance ratio compares the
magnitude of the distance between the different uncertain attribute values. For

example, the absolute distance is calculated as: AD(paij) =
∑|VDj |

t=2 |ptij − pt−1
ij |

and by analogy, for palj . To correctly reflect structural similarity through abso-
lute distance, probability sets in both attributes must first be sorted.

Fig. 1. Sample network for operator examples
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Table 2. Uncertain Attribute Operators: These operators answer queries about
values and probabilities associated with one or more uncertain attributes

Operator Description

mpv(), lpv() most / least probable attribute value. Ex. mpv(v1.loc) =
“PN”

valueCertainty() probability that the attribute has a specific value from
the domain. Ex. valueCertainty(v1.loc, “WB”) = 0.2

maxV alueCertainty(),
minV alueCertainty(),
avgV alueCertainty(),
medianV alueCertainty()

max, min, mean, or median probability among
all probabilities associated with an attribute. Ex.
maxV alueCertainty(v1.loc) = 0.6

peakToAvgDist() difference between the max and the average certainty. Ex.
peakToAvgDist(v1.loc) = 0.4

peakToNextDist() difference between the max and the second-highest at-
tribute value probability. Ex. peakToNextDist(v1.loc) =
0.4

valueCertaintyDev() standard deviation of probabilities for an uncertain at-
tribute

valueCertaintyRange() difference between highest and lowest probability of an
attribute. Ex. valueCertaintyRange(v1.loc) = 0.6

sim() similarity score between two uncertain attributes of the
same type, typically in the range [0, 1]. It is generally
measured between the two sets of their respective at-
tribute values and probabilities. The specific similarity
measures are described in this section.

The semantic similarity, on the other hand, compares probabilities between
the corresponding attribute values. An instance of an uncertain attribute can
be represented as a histogram. We refer to each possible attribute value as a
‘bin’ in the histogram, conceptually containing the associated probability. This
representation allows us to use a number of measures that have been proposed
for histogram similarity. They generally fall into two categories [21]. The bin-by-
bin similarity compares the contents of only corresponding bins, or in our case,
probabilities for the same attribute values in two attribute instances. Cross-bin
measures, on the other hand, compare non-corresponding bins. This is possi-
ble only if the ground distance between pairs of non-corresponding attribute
values is known. In this work, we focus on the following bin-by-bin similarity

measures [21]: (1) Default: sim(paij , palj) = 1−
∑|V Dj |

t=1 |pt
ij−pt

lj |
2 ; (2) Minkowski-

Form Distance; (3) Histogram intersection; (4) K-L divergence.

Ego Network Similarity. The egoSim() operator uses a variety of similarity
measures and algorithms depending on user-specified constraints and on ego net-
work containment within the same or different graphs. For measuring similarity
between two ego networks (or ego-nets), the two center nodes are mapped to
each other, each of the non-center nodes from the first subgraph is mapped to 0
or 1 non-center nodes from the second subgraph, and vice versa. Depending on
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Table 3. Graph and ego-net operators: Operators allowing for structural
graph comparison based on graph alignment include: intersect(g1, g2), union(g1, g2),
difference(g1, g2), and bidirectionalDifference(g1, g2). For example, by intersecting
the ego networks (subgraphs consisting of the starting node vi (center), all of its ad-
jacent nodes, and all edges between them) of two specific dolphins in the same graph,
the analyst can discover their common friends. The graph reconstruction operator,
toGraph(), can be used in a query to derive a subgraph based on specified conditions.
For example, to obtain a subgraph of high-confidence elements, it can be combined
with the bin() operator and MERGE BY clause. While this operator is not as sophis-
ticated as pattern matching [13], it does provide the possibility of subgraph filtering
based on a flexible set of conditions.

Operator Description

egoNet() given a vertex vi, returns the set of vertices and
edges that are part of vi’s ego-network, including
vi itself

egoSim(v1, v2) similarity score between two ego-networks defined
by their center vertices v1 and v2, respectively,
typically in the range [0, 1]

intersect(), union(),
difference(),
bidirectionalDifference()

creates a new graph that represents, respec-
tively, an intersection, union, difference, and bi-
directional difference of two graphs

toGraph() recreates a graph from a set of vertices and edges

toElements() breaks down a given graph into a set of vertices
and edges

existence and on alignment between the two ego-nets, similarity can be aligned
and unaligned. In the aligned case, the mapping is determined by the align-
ment scheme. If no alignment scheme is chosen (not aligned case), the ego-nets’
elements are mapped in a way that maximizes similarity.

Ego-net similarity can be structural, semantic or both. Structural similarity
only takes into account the existence or confidence of existence of vertices and
edges in each mapped pair between the two ego-nets, while ignoring attributes
and their values. Semantic similarity, on the other hand, ignores confidence and
derives the similarity score by only using similarity measures between the indi-
vidual nodes and edges in the mapped pairs. Structural-semantic similarity is a
combination of both.

We now intuitively describe different types of ego-net similarity. They are
the cornerstone of our uncertain comparative operators, allowing researchers to
better compare graph substructures, not just the entire graph or single graph
elements. Due to space limitations, we cannot describe them more formally. We
have an extended version of this paper that contains those details.

We propose the following three different structural similarity operators for un-
certain graphs. Topological similarity compares the structure of the two ego-nets
based on the existence of their elements, but not on confidence values associated
with existence. Probabilistic-topological similarity takes into account the confi-
dence values associated with edges and non-center vertices. Comparison count
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is simply a count of aligned non-center nodes between the two ego-networks.
It is useful when the researcher is interested in an absolute similarity measure,
related to the size of the ego-networks, rather than in a ratio between 0 and 1
that is returned by the topological and probabilistic-topological similarity.

Semantic similarity takes into account uncertain attribute values and probabili-
ties, rather than confidence of existence of mapped vertices and edges. In thealigned
case, similarity is measured by aggregating similarities between pairs of attributes
with the same name and definition, belonging to each pair of aligned vertices. In the
unaligned case, alignment is chosen in an attempt to maximize the total similarity
of all attribute pairs between aligned vertices - usually by greedy heuristics.

Depending on the number of attributes under consideration, the measure can
be either single- or multiple-attribute. In both of those cases, similarity between
a pair of uncertain attributes can be estimated using different measures. We
propose two of them: mpv and distribution similarity. The former calculates the
similarity between a pair of attributes to be 1 if there is either a full or a partial
match between their sets of mpv values, and 0 otherwise. The latter represents
the user’s choice of one of the uncertain attribute similarity measures, described
in a previous section. In the aligned case, attribute similarity is calculated as
average pairwise similarity between mapped vertices.

In the unaligned case, we restrict the similarity measure to a single attribute
for considerations of computational complexity. Even in the case of a single at-
tribute, the brute force approach for finding the alignment that would maximize
similarity is highly inefficient in some cases. In those cases, we propose using a
greedy heuristics, similar to the merge-sort algorithm, that reduces running time
but does not guarantee optimality. As in the aligned case, the user has a choice
of two similarity measures, MPV and distribution based similarity.

Other Operators: In addition to operators related to uncertain graph com-
parison, the proposed query language supports general operators, most of which
are commonly present in many other languages, including SQL, e.g. aggregate
operators, logical operators, set operators, etc.

Route Operators: While path operators are central to graph query languages,
their use is not as central as similarity for uncertain graph comparison. Some
operators that are useful in this context include: comparing high confidence
path existence between two nodes or ego-nets, comparing high confidence short-
est paths, and comparing connected components when taking into account the
confidence of existence of graph elements.

6 System Architecture

6.1 System Overview

Our highest priority design goals in developing the query engine architecture
and prototype implementation include:

Extensibility. Because we intend to continue building upon our initial query
language, allowing for extensibility at all levels was our highest priority. At
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Fig. 2. Layered architecture

the lowest level, it must allow easy integration of any additional operators and
operations. When concepts that do not fit in the existing implementation are
introduced, for example, aggregate operators, it is desirable to minimize the
required changes to the query processing framework. We refer to this as mid-
level extensibility. At a high level, the design must provide room for new system
capabilities, such as plugging in different data storage implementations.

Operator Composition. Operators sometimes re-use the functionality of other
existing operators. For example, vertex and ego-network similarity operators
build upon different attribute similarity operators. Because we anticipate that
being a common situation, the system should provide re-use of existing opera-
tors to the programmer, who creates new operators. The user can also compose
operators implicitly within the limits of the query language by creating expres-
sions or within the limits of the pre-programmed sub-operator selections, such
as choosing an underlying attribute similarity measure.

Adaptability. Capabilities to introduce future optimizations specific to our data
model and query language without restricting the implementation to a particular
platform or data storage.

To meet these goals, we use a combination of layered and service-oriented
architecture, illustrated in Figure 2. The main component of this architecture is
the query engine, a lightweight and generic platform for deployment of modules
responsible for the individual steps in the query processing workflow, such as
parsing, compilation, optimization, validation, and execution. The set of included
modules, represented as services, is not pre-defined, making it different from
traditional database query engines.

The engine offers two important capabilities: service configuration and ser-
vice lookup. The former allows parameter tuning without code recompilation,
including deploying the same implementation under different configurations. The
latter allows flexible and dynamic linking of services, e.g. transparent replace-
ment of the underlying data storage implementation. The individual modules are
designed with the goal of decoupling them from each other and, in turn, they
can be customized by plugging in implementations of their sub-components. For
example, an operation registry is the sub-component that provides the default
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mapping between operators and their compiled representations. For integrating
simple operators, it is sufficient to add a reference to the registry.

The query execution process is as follows. It begins when the Parser module
transforms the textual representation of a query into an abstract syntax tree
(AST), which we refer to as logical query. The Compiler module translates the
AST using a post-order traversal of operations in the logical tree into an inter-
nal representation suitable for optimization and execution. Next, the Optimizer
module generates and evaluates several alternative execution plans, choosing the
best one. The Executor is the key module where the operations and operators
that make up the query are executed. The Validator module can be invoked
at different stages to ensure compliance with the pre-defined rules. The Facade
and Connector modules provide the interface for interaction between external
systems and the query processing workflow. Data Store serves to retrieve the
data requested in the query. Due to space limitations, we cannot go through the
details of each step. Instead, we focus on how one develops and composes new
operators given the extensible system design.

6.2 Developing and Composing Operators

Traditionally, databases construct query trees whose set of possible operations
is predefined. This design allows for query optimization by applying a set of
rewrite rules. Our approach differs because we provides a flexible mapping of
operators to their implementation. This allows the query engine to support easy
integration of new operators without affecting the existing ones and without
requiring significant changes to the framework itself.

Developing an operator involves implementing a simple interface with two
methods. The first method allows the Executor to set the operator’s input pa-
rameters. Then, the second method is called, in which the operator performs its
calculations over these supplied parameters and returns the result. In the sim-
ple case, no other code is required. Adding the operator to the configuration of
the OperationRegistry is sufficient to incorporate it into the query language, as
the registry is used for both compilation and execution. Composing an operator
using operators that are already in the language is also straightforward, as the
framework supports their lookup and execution from the dependent operator.

7 Empirical Evaluation

To show the utility and composition ability of our operators, we have integrated
our query engine with Invenio [25], a visual analytic tool for graph mining. We
use the two motivating scenarios presented in section 1 to highlight a subset of
our operators.

7.1 Dolphin Observation Network

The Shark Bay Research Project studies dolphins in Shark Bay, Australia for
over 30 years [17]. Our data set includes demographic data about approximately
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800 dolphins, represented as graph nodes with certain attributes (id, conf, dol-
phin name, birth date) and uncertain attributes (sex code, location, mortal-
ity status code). Survey data about social interactions between these dolphins
are captured as approximately 29,000 edges with attributes (id, conf).

Our team met with researchers on this project and developed a list of typi-
cal queries that observational scientists would like the capability to issue when
analyzing these dolphin social network and its inherent uncertainty:

– Selecting the number of associates and sex composition of associates for
male and female dolphins, respectively, using the most probable value of the
sex code attribute.

– Visualizing the union, intersection, difference, and bi-directional difference
between the ego-networks of a particular dolphin during two different years,
where the confidence of relationship existence is above a specified threshold.

– Finding the common associates (friends) of two specific dolphins with a
relationship confidence above a certain threshold.

– Finding all dolphins having associates whose most probable location is dif-
ferent from their own.

– Calculating a measure of structural and semantic similarity between ego-
networks of two particular dolphins.

– Selecting the subgraph that consists only of dolphins linked by observations
with low confidence of existence (lower than a specified threshold). The re-
sults of this query tell researchers if observers are having difficulty identifying
certain dolphins.

The query in Table 4 is an example that shows counts by sex of dolphins seen
together (task 1). The inner query selects pairs of dolphins seen together and
uses SPLIT BY to split into a set of rows the collection that is returned by the
adjacentV ertices() operator. The outer select produces counts for each possible
sex combination, grouping the nodes based on the most probable sex code. Re-
searchers can use the resulting table to see that dolphins who are most probably
males are seen together more often than any of the other combinations.

Table 4. Sample query and its result

SELECT sex, sexAdj, count(adj) AS cntFriends
FROM (

SELECT *
FROM

(
SELECT n, adjacentVertices(n) AS adj
FROM g1 TYPE node AS n

)
SPLIT BY adj
)

GROUP BY first(mpv(n.sex_code)) AS sex,
first(mpv(adj.sex_code)) AS sexAdj

MALE MALE 9930
MALE FEMALE 6184
FEMALE MALE 6184
FEMALE FEMALE 6092
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The second task focuses on determining the union, intersection, difference, and
bi-directional difference between the ego-networks of a particular dolphin during
two different years. It introduces a time component. The results for a particular
dolphin are displayed in graph format in Figure 3. It is easy to see that the
dolphin has almost as many new associates as repeat associates, i.e. occurring
during both years. Researchers can then visually explore who these associates
are, what sex they are, etc., to gain more insight about dolphin sociality.

To validate the significance of our similarity operators, we evaluate one of
the more complex measures. We estimate the ego-network semantic similarity
between dolphin JOY and other dolphins in the same graph, in absence of
alignment, using the most probable location attribute. By picking dolphins with
different characteristics, we can demonstrate the behavior and validity of the
chosen similarity measure. For example, we discovered that the average ego-net
similarity by location is twice as high for dolphins located in the same area as
JOY, e.g. RCB: 0.28 vs 0.14. This is the expected result, since dolphins are likely
to have associates mostly in their primary location.

To compare uncertain ego-nets, we randomly chose several dolphins from dif-
ferent locations with high and low similarity relative to JOY’s. For every dolphin
under consideration, we ran a query to retrieve their most probable location,
their ego-network location similarity to that of JOY, and a breakdown by loca-
tion of the dolphin’s ego-network. The results are summarized in Table 5. They
are consistent across the two cases of same and different location. Both LIT-
TLE and WHELK differ from JOY in their most probable location; however,
the ego-network’s location composition between LITTLE and JOY results in
a much higher similarity score. PUCK and JOYSFRIEND reside in the same
location as JOY, share many associates with her, and have a very similar dis-
tribution of associates by location. These commonalities lead to a particularly
high similarity score. MYRTLE, on the other hand, who only shares 88 out of
147 associates with JOY despite the same location, is average in similarity. For
WANDA, the most probable location is a tie between WB and RCB, which is

Fig. 3. Clockwise from upper left: complete dolphin network, union, intersection, dif-
ference of ego-networks of dolphin ’JOY’ between years 2010 & 2009
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also reflected in having associates from mostly those locations. This difference
with JOY’s ego-network again corresponds to the lower similarity.

Overall, examining different cases confirms that the similarity measure pro-
vides a relevant single numeric value that correlates with the semantic compo-
sition of a pair of ego-networks based on the chosen attribute. Researchers can
use this simple result to identify and rank potentially similar ego-networks.

The query also shows operator re-use and composition from the user’s perspec-
tive. By supplying context parameters, the user configures the general ego-net
similarity operator. Specifying the mpv-based similarity measure and attribute
name causes the similarity operator to re-use the mpv() operator to retrieve the
most probable attribute value.

Table 5. Ego-network similarity results

JOY LITTLE WHELK PUCK JOYSFRIEND MYRTLE WANDA
RCB 211 125 1 171 172 92 56
EA 38 5 43 32 47 6 7
WB 28 48 7 8 45 33
HB 4 1 4
PN 5
sim with JOY 0.56 0.14 0.75 0.78 0.44 0.32
primary loc RCB WB EA RCB RCB RCB WB, RCB

7.2 Citation Network

In the second scenario, we examine the output of two different node labeling al-
gorithms. For this analysis, we use the CiteSeer paper citation data set from [22].
It consists of 3312 scientific publications classified into one of six topics. In the
citation network each publication is a node and each citation is an edge. We use
partially observed citation data to predict the probability distribution of the topic
attribute of each paper by applying two different classification algorithms. The
queries of interest deal with understanding the similarities and differences between
most probable node labels across the two classification algorithms and include:

– Selecting the papers, whose topic certainty is significantly higher in one
uncertain graph when compared to the other.

– Selecting the papers, for which the predicted discrete probability distribution
differs the most between the two graphs, using different attribute similar-
ity measures, e.g. KL divergence, Minkowski-form distance, and histogram
intersection.

– Counting the number of papers that are misclassified by both models.
– Selecting the papers, which are misclassified with high confidence by both

classifiers.

Due to space limitations, we cannot show the actual queries in the paper. Some
of the results we found using this data set are as follows: model 1 misclassified
fewer documents (83) than model 2 (103); of the documents misclassified by
both classifiers (65), both models misclassify them with the same label; and 8 of
the 10 largest ego networks were in the area of information retrieval.
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Because our experiments focus on expressibility, we do not include a perfor-
mance evaluation. Yet it should be noted that all of the presented queries were
completed within a couple of seconds on a personal computer with a moderate
dual core 2.4 GhZ processor and 4 GB of memory. Optimizing performance is
an important direction for future research.

These usage examples demonstrate how our language and implementation en-
able scientists to formulate a wide range of ad-hoc queries that can be used to an-
alyze and compare uncertain graphs without the need for custom programming.

8 Conclusions

A need exists to compare graphs with uncertainty using a flexible set of operators
that consider the graph structure, the graph semantics, and the inherent uncer-
tainty in the application domain. In this paper, we develop a query engine with
a SQL-type language, set of comparative operators for uncertain graphs, and
an extensible system framework that combines layered and service-oriented ar-
chitecture. Our language combines elements of relational, uncertain, and graph
databases, with operators introduced especially for the purpose of uncertain
graph analysis and comparison. We also present complimentary use cases and
empirically illustrate their utility on two real world data sets.

There are many future directions, including optimizations on certain similarity
measures, efficient measures for unaligned graphs, and measures that combine
both similarity and routing.
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Abstract. We propose and evaluate efficient, low-memory and low-
consumption organization and query processing algorithms for a tiny Stream 
Management Engine (SME). The target sensor devices have low memory and 
computation capabilities, and high wireless data transmission costs. The SME 
represents data as streams, we discuss the approach and study how to optimize 
group-by aggregation over time-ordered data in that context, and to provide 
simple all-purpose group-by and join algorithms. We used an experimental 
testbed to evaluate the findings and prove the advantage of the alternatives and 
studies that we made. 

1 Introduction 

Low-cost autonomous wireless sensing devices can be deployed to collect sensor 
data, either logging it for later retrieval or sending it wirelessly, possibly in multi-hop 
fashion, to some computerized systems. Applications of such systems include envi-
ronmental, medical, industry, smart buildings, warehouse tracking, transport logistics 
and surveillance. The devices themselves, a.k.a motes, have computational and wire-
less communication capabilities, being able to sense, store, read and route the data 
along one or more hops, and to interface with a collection device, typically through 
wireless or USB connections. Operation is frequently supported on top of a tiny oper-
ating system such as TinyOS [26] or Contiki [28]. Motes also have their own battery 
power source that provides autonomy and mobility. An example of a mote is the  
TelosB [25], with up to 48KB of code memory, which must fit the OS and applica-
tions, and up to 10KB or data memory.  

Most mote designs come with support for an external flash memory with MB or 
GB of capacity, which enables logging and storage of large quantities of data. In that 
context, consider streams of sensed data being acquired and logged into the flash. We 
build a tiny Stream Management Engine (SME) that allows users to submit queries 
for the data. It does the usual relational algebra data manipulations of data manage-
ment systems, such as selections, projections, aggregations, joins. The SME must fit 
into the tiny code base and be efficient. Questions that immediately pops-up are: 
whether a stream management system fits well into the memory and computational 
constraints of motes; whether it has acceptable performance? Are there advantages 
over pushing or pulling detailed log data to a collecting PC?    
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We propose and evaluate compact and efficient algorithms, in particular time-
ordered group-by aggregations (GBTime) over time-ordered storage, as well as more 
generic group-by and join algorithms over the tiny devices. In the process, we provide 
answers to the above questions. 

Efficiency is measured according to three major metrics: code size, since it must  
fit constrained devices, query execution time, and energy consumed to execute  
the queries. Query execution efficiency guarantees that clients will have their res-
ponses quick enough, and consumed energy is paramount, since low consumption 
avoids frequent battery replacement, which is very undesirable in many practical  
deployments.    

We propose and test the mechanisms for stream-based data management with the 
aggregation and joins over stream data, and we present the SME and query processing 
approach. The code size, efficiency and energy savings are evaluated experimentally, 
showing that, in spite of the very small data memory, it is advantageous to be able to 
store and query locally in the motes, reducing the amount of data that needs to be sent 
to PC. We also show that algorithms such as time-ordered aggregation have major 
performance and energy saving advantages.  

This paper is structured as follows: section 2 reviews related work. Section 3 
presents the SME model and shows how it is used to query over sensor networks. 
Sections 4 and 5 discuss query-processing algorithms, and Section 6 show experimen-
tal results. Section 7 concludes the paper.   

2 Related Work 

A mote is a node in a wireless sensor network that is capable of gathering sensory 
information, performing some computations, and communicating with other con-
nected nodes in the network. For instance, TelosB features a IEEE 802.15.4/ZigBee 
compliant RF transceiver with integrated onboard antenna, achieving a 250 kbps data 
rate. It has a 8 MHz TI MSP430 microcontroller with 10kB of RAM and a 1MB ex-
ternal flash for data logging. It also has a programming and data collection USB inter-
face, integrated sensors and interfaces for adding other sensors and actuators. TelosB 
runs tiny operating systems such as TinyOS [26] or Contiki [28] and is programmed 
using some C-based dialect that is compiled and loaded with the full code image. 
TelosB has a line-of-sight reach of about 100 meters. More generically, mote com-
munication ranges go from anywhere between a few meters to kilometers, with a 
corresponding bill to pay concerning energy consumption. Power autonomy is an 
important aspect in Motes, since it gives them both breadth of deployment in any 
place and complete mobility. Communication is by far the costliest part in terms of 
power consumption. To decrease consumption, communication should be reduced. 
The radio is turned-on only long enough for the node to be able to participate in mul-
ti-hop network communication, if and when necessary. Motes typically have small 
data memories, but if the data is logged into flash and queries are posed against that 
flash memory, it is possible to reduce the amount of communication significantly.  
For instance, in TelosB [25], writing data to flash consumes 15 to 30 times less than 
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sending the same data to another node. This means that logging the data locally and 
aggregating it are important strategies for the SME.     

Writing and reading data from flash is 10 to 100 times faster than exchanging and 
storing the data from the mote where it was acquired to a computer logging the data. 
In most cases, the data also needs to go through other nodes in a sensor network be-
fore it arrives at a sink node connected to the computer. If the data is logged locally 
and aggregated efficiently before it is sent over the air, considerable speedup can be 
achieved. Logging the data locally also results in further autonomy, with the possibili-
ty of using the motes as data loggers for longer spans of time. In certain cases, data 
indexes may reduce operation times significantly. While indexes designed for large 
databases assume block-based I/O, flash devices have specificities that modify the 
design, such as access characteristics and restricting modifications of written data. 
Indexes designed for flash memory include FlashDB [13], Lazy-Adaptive Tree [3], 
and MicroHash [19]. Because of NAND write restrictions, these approaches use log 
structures [26], which need large amounts of memory. We provide a simple and effi-
cient approach for time-wise data and queries.  

Sensor data management by means of middleware approaches is also related to this 
work. For clarity, we classify middleware as either intra-sensor network approaches, 
such as ours, and internet-based sensor data management, which pick sensor data 
from a sensor data source, then use internet-connected non-constrained computers 
with full sensor data management engines to integrate, compute and share the data. 
They do not instrument motes or work inside wireless sensor networks at all. 

Intra-sensor network: In [1], the authors share a vision of storage-centric sensor 
networks where sensor nodes will be equipped with high-capacity and energy-
efficient local flash storage, arguing that the data management infrastructure will need 
substantial redesign to fully exploit the presence of local storage and processing capa-
bility in order to reduce expensive communication. There are several works surveying 
middleware managing data over wireless sensor networks, such as [21, 22, 23]. Intra-
network approaches include SQL-based solutions, such as TinyDB [12,8,18], Cougar 
[5] or PerLa[24]. These approaches provide a database front-end to a sensor network. 
For example, TinyDB runs a small database-like query engine at a sink node. All the 
remaining nodes in the WSN load the code that allows them to receive commands 
from the sink and reply with the data. These approaches do not provide a stream man-
agement engine for individual nodes, and do not focus on keeping the data in the 
nodes for longer.  

Most other sensor network middleware approaches aim at simplifying program-
ming and deployment, therefore they do not provide a local stream data management 
engine as ours does. The approaches typically allow users to express computations 
using a simplified model, or to load pieces of code (agents) for extending functionali-
ty. For instance, Kairos [10] offers a network-programming model that allows the 
programmer to express, in a centralized fashion, the desired global behavior of a dis-
tributed computation on the WSN. The Abstract Task Graph (ATaG) [4] is a data 
driven programming model for end-to-end application development on networked 
sensor systems. SINA (Sensor Information Networking Architecture) [14, 16] is a 
middleware architecture that abstracts the network of a sensor node as a distributed 
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it computes a per-10 seconds summary of the sensor data (average, variance and max-
imum), sends the computed summary to some destination, and empties the window 
for the next period of 60 seconds. The definition of the stream for this example is 
shown next: 

Create stream pressure in SensorNodes as 
Select avg(value),stdev(value),max(value)  
From adc0 
Sample every 1 second 
Window 60 seconds 
Group by 10 seconds; 

This stream with the last 60 seconds of data fits nicely in the small memories of em-
bedded devices. Every 60 seconds, its contents is sent to data consumers. A consumer 
stream is a stream that specifies this stream in the from clause, as shown next:  

Create stream collectPressure in CollectionPC as 
Select nodeID, *  
From pressure; 

The command syntax is summarized in the appendix.  

4 Stream Relational Algebra and Algorithm 

The sensor network is a distributed system with at least one SME in a sensor node and 
an SME with catalog and a Java console application in one PC. The catalog maintains 
all information on node configurations and status. Queries are submitted through the 
console. The query is pre-parsed into a query bytecode and nodes run the query and 
return the result to the caller. In the case of a stream with a window, when the window 
fills-up the query is ran and results forwarded to registered consumers (other streams).  

The constrained SME version should occupy very small amounts of code and data 
memory, we will describe its query processing algorithms. 

The base query-processing algorithm of Figure 3 works on a row-by-row fashion, 
retrieving one tuple at a time, applying selection and projection restrictions on the row 
and outputting the results if the row is not excluded by evaluated conditions. The 
select clause contains a set of expressions (e.g. stream attributes, parameters, con-
stants, function calls such as todate(), aggregation functions applied to attributes, or 
simple expressions). These are pre-parsed in the console application into a bytecode 
that represents the select fields to be interpreted by the mote. Examples of node para-
meters that can be included in queries include “nodeID” or sensor identifiers. Where 
conditions are either “operand operator operand” expressions (binary) or “operand 
operator” expressions (unary). Operands are (simple) expressions, and operators are a 
set of possible operators (e.g. “>”,”<”,”=”,”!=”,”>=”,”<=”). Multiple where condi-
tions can be “anded” or “ored”.  

In the figure, the temporary aggregation structure A maintains additive quantities 
(sum s, square sum ss, maximum, minimum and number of tuples processed n) that 
allow aggregations to be computed after all the tuples were processed. For instance, 
the maximum and minimum are given directly from the current maximum and mini-
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mum in the structure, the average is a sum divided by the number of tuples, and the 
variance is (ss-(s*s)/n)/n. 

The query processing algorithm shown in the figure requires only a minimal 
amount of memory. It needs one tuple for input stream data, about 100 B for keeping 
metadata for each stream, few bytes for local variables used during query processing, 
space for the aggregation structure A (less than 50 B), and space for the output buffer 
O that holds result tuples. This buffer is flushed into network messages as soon as 
there are enough tuples to fill a packet payload, to be sent to the destination computer. 
This way, O needs only a packet payload size (about 100 B in telosB). We show re-
sults on the memory space that was consumed in the experimental section. 

O= temporary tuple space for output tuples; 
A=Aggregation structure, a temporary structure for computing aggrega-
tions; 
1. Scan stream, tuple-by-tuple: 
For each tuple, 
  Apply selection operations (early-select) (where clause conditions) 
 

If selection operations evaluate to false (tuple will not contri-
bute to output),   

go to step 2 with next tuple 
 

For each select clause field, 
If field is a constant, output it to a temporary output tuple 
space O; 

  If the field is attribute, copy its value in current tuple to O; 
If the field is a function applied to an attribute, call the 
function with the attribute value of current tuple, output the 
result to O; 
If the field is an aggregation (e.g. sum, count, avg, max, min), 
the attribute value of the current tuple updates A, a temporary 
aggregation computation structure for that attribute (an aggre-
gation hashmap);  
If (0 already fills a network packet), fill the packet and send 
the results, emptying O)    

2. End of query: 
If the query is an aggregation, compose final output from aggregation 
structure.  

Fig. 3. Base Query Processing Algorithm 

5 Constrained Group by and Join  

The objective concerning constrained group by and join algorithms is to devise effi-
cient solutions that may be run entirely in very small amounts of data memory, and 
the code should fit into the code memory of motes. 

Sensor data is stored in stream format in monotonically increasing timestamp or-
der, and it is very frequent to aggregate by time units. Therefore, we take advantage 
of the timestamp-order to define a simple Group-By Time approach with minimal 
memory requirements that is based on ordered aggregation. Only for the more generic 
case when the group-by attributes are not ordered we apply an external sort prior to 
using the same ordered aggregation algorithm. In the case of Join, a sort-merge join is 
implemented, with both relations participating in the join being sorted, followed by a 
merge-join. In this section we describe the algorithms, which are evaluated in the 
experimental section.  
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5.1 Time-Interval File Seek Index 

Consider a query retrieving logged data for a time interval. Since the stream data is 
time-ordered and the stream has a timestamp index (section 3), the appropriate offset 
in the stream is calculated from the index and the query timestamp interval start. 
Tuples are then read until the timestamp interval end is reached. In the experiments 
we include a comparison of this with full table scan (fts) in the context of processing 
queries over datasets in TelosB motes.   

5.2 GroupBy Time (GBTime) and GB-ALL 

The objective of this algorithm together with the time-interval file seek is to run fast, 
save battery and to use the minimum possible amount of data memory, so that the 
algorithm can run efficiently in 2KB or less of data memory. The algorithm keeps a 
single aggregation computation structure (A) in data memory and is useful for group-
ing into time-intervals and to aggregate all the dataset. It is also used as the second 
step of the all-purpose group-by algorithm given in the next sub-section.    

Consider an acquisition stream, that is, a stream that results from acquiring sensor 
data periodically, such as the example of section 3. The time granularity of the stream 
is given by the sensor-sampling rate (or the rate at which it receives data from another 
stream), and time-aggregated queries aggregate into some other time granularity. The 
Group-By Time algorithm of Figure 4 executes when a time argument is used in the 
group by clause. If the where clause contains a time interval condition (alone or 
“anded” with other conditions), the file seek index (section 5.1) is used to avoid full 
table scans. Then the algorithm simply scans the dataset tuples within the time inter-
val specified in the where condition, while updating the aggregation computation for 
the current group. When the group changes (group time boundary is passed), the 
group aggregation is computed and it switches to compute the next group. The algo-
rithm is described next.  

 
timeF: the time format string used in the query groups  

(‘DD-MON-YY,HH’ in the above example); 
timeG: the current group identified as a string; 
aggregationStructure: A(timeG, s=0,ss=0,max=-1,min=MAXVAL,n=0); 

(sum s, square sum ss, maximum max, minimum min, 
    and number of tuples processed n)  
 

GBTime Algorithm: 
0. timeG=””; 
1. If a time interval specified in the where clause restricts the inter-
val that must be considered, 

Seek the position on flash corresponding to the start of the 
time interval specified in the where clause. 

2. Scan the tuples one-by-one while the tuple timestamp is lower than 
the upper bound on time interval or the end of the dataset is met. Eva-
luate where conditions on the tuple, if tuple is excluded continue (2.) 
with next tuple; 

if todate(timestamp, timeF) for the tuple equals timeG 
update aggregation structure variables by adding the val-
ue(s) from the tuple; 
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 else // ended computing group aggregation for timeG 
compute select aggregations and expressions from A and 
output to O; 
if O fills packet, send packet and empty O; 
reset A structure for next group; 
timeG= new timeF; 

3. Send O; 
4. End. 

Fig. 4. Group-By-Time Algorithm (GBTime) 

GBTime is evaluated in the experimental section and its performance and energy 
consumption is compared with alternatives. 
Resource use: 

I/O (flash): n = number of tuples in dataset, nI in time interval 
Constant-sized = nI (Variable-sized = log n + nI) 

     Minimum data memory: 
sizeOf(A) + sizeOf(Tuple) + sizeOf(O), where O is the temporary output  buffer that can be 
flushed whenever needed. 

5.3 All-Purpose GroupBy (GB) and Join 

An all-purpose Group-By is given for processing aggregations over generic non-
stream-ordered attributes. A Sort-Group By algorithm is given. Similarly, an all-
purpose Join is given with the Sort-Merge-Join algorithm. These will be slower when 
temporary flash-space is needed, but will handle generic aggregation and join opera-
tions. Figure 5 shows the Sort-GroupBy algorithm that was implemented. In Step 1 
(external sort), the data set is sorted by the group-by attributes using an external sort 
(flash memory). Step 2 (re-)uses the GBTime algorithm of section 5.2, replacing time 
attribute values by the group-by attribute values in the algorithm. This way, the 
grouping of the sorted data can be done with small amounts of data memory, and re-
utilizes the aggregation algorithm of GBTime (small code image).  

We denote as GB-fts the GB algorithm doing a full-table scan and GB-idx a ver-
sion using the timestamp index when one exists and a where clause restricts retrieval 
over a time interval. 

GB-fts and GB-idx Algorithms: 
Step 1. External Sort (simplified for the sake of brevity): 
S= Sort buffer, should fit in memory, S=empty initially 
For all tuples of dataset 

Apply where conditions, if tuple excluded by where conditions, con-
tinue (1.) with next tuple;  
Project attributes and add remaining tuple values to S; 
If S full, apply in-mem sort algorithm, store as runfile and empty S; 

For each input tuple from all runfiles 
Output next tuple in sort order and read next tuple from the runfile 
of the chosen tuple;  
Output tuples are flushed to flash when output buffer fills up, emp-
tying the buffer; 

Fig. 5. Sort-Group By Algorithm for SME 
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Resource use: 
IO (flash): n = number of tuples in dataset, σ is where selectivity 

n + 3σ(n) (read dataset, write runfiles, read runfiles, write sorted).  
Minimum data memory: sizeOf(S) 
For step 2, Sorted Group-By, see section 5.2, replacing time by group-by attribute values. 

 
In the case of the Join algorithm shown in Figure 6, for the sort-merge join both data-
sets need to be sorted. The same external sort algorithm is used, then the algorithm 
reads sequentially tuples from both datasets simultaneously, outputting matches. 

Sort-Merge-Join of datasets A and B 
Run External Sort on A and on B to order by join attribute(s), resulting 
in sortedA and sortedB (external sort Algorithm given above) 
While there are input tuples from sortedA or sortedB 

If join attribute values for sortedA and sortedB match,  
Compose output tuple to O, from the sortedA and sortedB tuples;  
If O fills a packet, compose the packet and send it, then empty O. 
Retrieve next sortedA and sortedB tuples; 

 Else 
Retrieve next tuple from either sortedA or sorted, by getting the 
smallest of the two based on the sort order. Replace the corres-
ponding input tuple; 

Fig. 6. Sort-Merge Join for SME  

Resource use: 
IO (flash): n = number of tuples in dataset, σ is where selectivity 
IO(sort A) + IO(sort B) + σAnA+  σBnB 
Minimum data memory:  sizeOf(S) for sorts,  then  sizeOf(A Tuple) + sizeOf(B Tuple) + sizeOf(O). 

6 Experiments 

We have setup a set of experiments to test the approach and algorithms. Those were 
based on developing and running the SME for a TelosB mote with flash-stored 
streams, queried from a PC. Each TelosB has 48KB of ROM, 10 KB of data memory, 
1024 MB of flash and 2 AA 800 mAh batteries. The PC is 2.53 GHz Intel Core 2 
Duo, 4 GB 1067 MHz DD33 memory, running Windows 7, a Java Virtual Machine 
and a Java version of SME. The commands and data go through a TelosB sink node 
connecting to the gateway PC.  

6.1 Code size and Data Memory 

Figure 7 shows the size of the code composing the SME developed for TelosB. As 
shown in the figure, the total code of the SME occupies about 11KB, which together 
with about 20KB of the Contiki code size results in 31 KB for the total code size. This 
fits well into the 48KB of the code memory of this particular type of mote. Figure 
7(b) shows that 63% of the code is occupied by the OS and that the second largest 
amount is the query processor (15%), followed closely by the query parser (12%).  
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the battery is depleted. To get it, energy consumption was measured for the query 
execution using Energest on Contiki, then the number of queries for battery depletion 
was calculated considering two typical 1.5V 800mA AA batteries and a cutoff voltage 
of 1.8 V. 

Figure 11 shows the execution times of aggregation plus sending the results to the 
PC. The per-minute dataset was aggregated per-hour over a time interval of three 
months.  

 

     

Fig. 10. Execution Times for Experiment 1 (secs)  Fig. 11. Lifetime for Experiment 1 

The GBTime algorithm took 121 seconds (about 2 minutes) to compute the three 
months results and send them to the collecting PC. This compares very favorably with 
GB-idx. It is also shown that if the data is simply retrieved to the PC without aggrega-
tion, it takes more than 12.5 minutes (748 secs), and full year data takes almost half 
an hour to collect. The time taken by GB-fts is worse than the time taken to 
Read&Send over 3 months of data because GB-fts is scanning the whole dataset (1 
year), so GB-fts should be compared with Read&Send (All) that is also doing an fts.   

As conclusion, GBTime is very efficient, and it is important to have a timestamp 
index to handle queries over time intervals faster. 

Figure 12 shows the expected lifetime measured in number of runs of the query be-
fore batteries are depleted. The results prove that there is a great advantage in terms of 
lifetime in executing queries locally to summarize data before sending to the PC. The 
Read&Send queries resulted in orders of magnitude lower lifetimes than the aggregat-
ing queries. This is because data transmission consumes much more energy than 
computing or accessing flash memory.  

Figure 13 is a breakdown of the time spent in each type of operation for each query 
type. Read&Send spends most time transmitting a large number of tuples to the col-
lecting PC, and group-by algorithms (GB) other than GBTime spend significant time 
reading and writing to the flash, due to sort operations and, in the case of GB fts due 
to the full scan of the stream on flash. Figure 14 shows the time taken to execute an 
aggregation query using each alternative (GBTime, GB-idx, GB-fts) when the time 
interval (in the where clause) increases from 1 hour to 6 months. Once more the re-
sults show the advantage of GBTime and also show the relevance of the timestamp 
index (GB-idx vs GB-fts) in (time-)selective queries.   
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A Appendix – SME Query Expressions [nodeID| nodeSet] =NODES 

[Create Stream Xpto [in NODES as] 
Select [select expressions][in NODES ]  
From [ sensorID | streamName | me ] [Where clause] 
[Group by clause][sample clause] [window clause] [storageclause] 
 
Update stream sensorID | stream [in NODES ]  
set [set expressions] [Where clause]; 
 
Insert into stream sensorID | stream [in NODES] values [values]; 
 
Del stream sensorID|stream [in [nodeID|nodeSet]][Where clause]; 
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Abstract. A novel framework for estimating OLAP queries over uncertain and 
imprecise multidimensional data streams is introduced and experimentally 
assessed in this paper. We complete our theoretical contributions by means of 
an innovative approach for providing theoretically-founded estimates to OLAP 
queries over uncertain and imprecise multidimensional data streams that 
exploits the well-recognized probabilistic estimators theory. Finally, we 
provide an experimental assessment and analysis of the performance of our 
framework against several classes of synthetic data stream sets. 

1 Introduction 

Modern data stream applications [3] and systems are more and more characterized by 
the presence of uncertainty and imprecision that make the problem of dealing with 
uncertain and imprecise data streams a leading challenge in data stream research. 
Uncertainty and imprecision in data streams may occur due to several reasons, such as 
intrinsic properties of physical parameters, transmission errors, human errors, and so 
forth. This issue has recently attracted a great deal of attention from both the 
academic and industrial research community, as confirmed by several research efforts 
done in this context [7,18,2,8,19]. Uncertain and imprecise data streams arise in a 
plethora of actual application scenarios ranging from environmental sensor networks 
to logistic networks and telecommunication systems, and so forth.  

While some recent papers have tackled the problem of efficiently representing, 
querying and mining uncertain and imprecise data streams [7,18,2,8,19], to the best 
of our knowledge, there not exist papers dealing with the problem of efficiently 
OLAPing [15] uncertain and imprecise multidimensional data streams, with explicit 
emphasis over multidimensionality of data (streams). In order to fulfill this relevant 
gap, in this paper we first introduce the problem of estimating OLAP queries over 
uncertain and imprecise multidimensional data streams, which can be reasonably 
considered as the first research attempt towards the definition of OLAP tools over 
uncertain and imprecise multidimensional data streams exposing complete OLAP 
functionalities, such as on-the-fly data summarization (e.g., [12,9]), indexing (e.g., 
[11]), and OLAM primitives. 
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With this goal in mind, in this paper we introduce the problem of answering OLAP 
queries over uncertain and imprecise multidimensional data streams, and propose a 
framework capable of efficiently and effectively providing theoretically-founded 
estimates to such class of queries. The solution to the problem of OLAPing uncertain 
and imprecise multidimensional data streams proposed in our research builds on some 
previous results that have been provided by recent research efforts. Particularly, [4], 
which focuses on static data, introduces a nice Probability Distribution Function 
(PDF) [20]-based model that allows us to capture the uncertainty of OLAP measures, 
whereas the imprecision of OLAP data with respect to OLAP hierarchies available in 
the multidimensional data stream model is meaningfully captured by means of the so-
called possible-worlds semantics [4]. This semantics allows us to evaluate OLAP 
queries over uncertain and imprecise static data, while also ensuring some well-
founded theoretical properties, namely consistency, faithfulness and correlation-
preservation [4]. Similarly to the PDF-based model [4], the possible-worlds semantics 
approach is also exploited in our research, and specialized to the more challenging 
issue of dealing with uncertain and imprecise multidimensional data streams (contrary 
to the static case investigated in [4]). 

2 A Probabilistic Data Model for Uncertain and Imprecise 
Multidimensional Data Streams 

In this Section, we formally provide our proposed data model for uncertain and 
imprecise multidimensional data streams. This model relies-on and extends the 
research proposed in [4], which focuses on OLAP over uncertain and imprecise static 
data, like those one can find in probabilistic relational database systems [14], by 
introducing a nice data model and a theoretically-sound possible-worlds semantics. 
Particularly, [4] states that two specific occurrences of data ambiguity can arise in a 
typical OLAP scenario over static data: (i) uncertainty of (OLAP) measures, and (ii) 
imprecision of dimensional members of (OLAP) hierarchies. 

We first specialize both these cases of OLAP data ambiguity in the particular 
context of dealing with multidimensional data streams by means of a meaningful 
running example. Then, formal definitions capturing these ambiguities are provided 
as well. 

Consider a large retail company selling computer components in USA throughout 
several branches located in different USA states. First, note that, due to the networked 
structure of the company, sale data sent by different branches to the company head-
office periodically can be reasonable assumed as streaming data. Also, these data are 
clearly multidimensional in nature, according to several attributes that functionally 
model typical sale facts. Some example attributes are the following: (i) Store, which 
models the store where the sale occurred; (ii) Time, which captures the time when the 
sale occurred, (iii) Product, which models the sold product, (iv) Customer, which 
captures the customer that purchased the product. These attributes play the role of 
OLAP dimensions for the multidimensional data stream model of the running 
example. In addition to this, OLAP hierarchies are associated to these dimensions. An 
OLAP hierarchy describes the hierarchical relationship among dimensional members 
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of the model [15]. Dimensional members are defined on top of functional attributes of 
the target OLAP analysis. For instance, consider the dimension Store of the running 
example. Here, a possible hierarchy associated to Store is: State → City → Store. A 
possible instance of this hierarchy is: (i) California → {Los Angeles → {Computer 
Parts, PC Components}, San Francisco → {Computer Parts, PC Components}}. 

The main company is interested in performing on-the-fly OLAP analysis of sales 
across the different branches. As a consequence, attribute Sale, which records the sale 
of a product p to a customer c occurred in a certain store t during a certain day d, is 
the OLAP measure of interest for the target analysis. Due to data ambiguity, 
uncertainty of the measure Sale derives from the fact that data stream readings do not 
record the exact value of the sale (e.g., 50 $), but rather they record a confidence 
interval within which the possible value ranges (e.g., [45, 55] $) with a certain 
probability ps, such that 0 ≤ ps ≤ 1. For the sake of simplicity, assume that the 
uncertainty of Sale is due to transmission errors over the network. 

Due to data ambiguity, imprecision of OLAP dimensions derives from the fact that 
data stream readings can record any of the dimensional members of the available 
hierarchies at any of the hierarchical levels, instead than dimensional members of the 
leaf level always (as happens in the presence of precise OLAP data). Intuitively 
enough, data stream readings recording values at the leaf level of the whole OLAP 
hierarchy are defined as precise readings (i.e., the related OLAP level is univocally 
determined), whereas data stream readings recording values at any intermediate level 
of the whole OLAP hierarchy are defined as imprecise readings (i.e., the related 
OLAP level is not univocally determined). For instance, in our running example 
target data stream readings could record the dimensional member California (see the 
possible instance of the hierarchy associated to the dimension Store above) so that it 
is not possible to precisely and univocally determine the store where the related sale 
occurred effectively, as this store could both be Computer Parts or PC Components, 
alternatively. Again, for the sake of simplicity, assume that the imprecision of Store is 
due to transmission errors over the network. 

Fig. 1 shows a two-dimensional OLAP view on multidimensional data streams 
generated by the different branches of the company. This view is exploited by the 
main company with the aim of making (on-the-fly) OLAP analysis of data streams via 
a set of OLAP queries posed against the view. Particularly, the target OLAP view is 
built by simultaneously combining the dimensions Store and Product available in the 
whole multidimensional model of the case study, enriched by the respective 
hierarchies. This view originates a continuous answer over multidimensional data 
streams (see Sect. 1). In Fig. 1, for the sake of simplicity, for each hierarchy defined 
on the dimensions Store and Product, respectively, dimensional members of the leaf 
level are represented by white circles, and the name of the corresponding dimensional 
attributes is not shown. Grey circles in Fig. 1 represent instead data stream readings 
that populate the view. Recall that data stream readings arrive at different rates and 
arrival times, so that our running example considers the case of a snapshot of the 
OLAP view over multidimensional data streams at a certain time tV. 

Due to imprecision of OLAP hierarchies, data stream readings can record values at 
any level of OLAP hierarchies associated to the dimensions of the view. For instance, 
reading rs,i = 6789, [30, 46], 0.7, 177, Si, Mi with identifier IDs,i = 6789, which has 
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been originated at timestamp ts,i = 177, models a sale fact whose value ranges over the 
interval [30, 46] $ with probability ps,i = 0.7. This fact is related to the sale of the 
monitor Mi performed in the store Si. Therefore, this is a precise data stream reading. 
Similarly, data stream reading rs,j = 6795, [38, 52], 0.3, 188, Sj, Mj is precise as well. 
Consider instead data stream reading rs,l = 6801, [75, 94], 0.9, 196, CA, Laptop. At 
timestamp ts,l = 196, this reading records a sale fact whose value ranges over the 
interval [75, 94] $ with probability ps,l = 0.9. This fact is related to the sale of a 
certain product belonging to the (OLAP) group/class Laptop occurred in a certain 
store located in the (OLAP) group/zone California. Since Laptop and California are 
both intermediate dimensional members, then this is an imprecise data stream reading. 
As a consequence, rs,l is represented in Fig. 1 in terms of a dash square. 

Inspired by [4], in our research we formally define an uncertain and imprecise N-
dimensional data stream s as the following tuple: 

110 ,,,,,,,, ,...,,,,],,[,
−

=
nklsklsklsssmaxsminss aaatpvvIDs  (1) 

such that: (i) IDs is the (absolute) identifier of s; (ii) vs,min is the lower bound of the 
confidence interval associated to the possible value of s; (iii) vs,max is the upper bound of 
the confidence interval associated to the possible value of s, such that vs,min < vs,max; (iv) 
ps is the probability with which the value of s ranges over the interval [vs,min, vs,max]; (v) ts 

is the timestamp at which s is recorded; (vi) 
110 ,,,,,, ,...,,

−nklsklskls aaa , with kj ∈ {0, 1, …, N-

1} and n ≤ N, is a set of dimensional members associated to s, each one belonging to a 
certain OLAP hierarchy of the underlying N-dimensional data stream model. 

A data stream reading rs,j of a data stream s is defined as the atomic element of a(n) 
(unbounded) sequence produced by s, Rs = rs,0, rs,1, rs,2, …, such that j → ∞. 

Looking at models, (1) can be considered as the data stream model schema of s, 
while each data stream reading rs,j in Rs can be considered as an instance of s, i.e. a 
possible realization of s, still adhering to the model (1). 

Given a data stream s and a buffer b having size B > 0, 
1,2,1,, ,...,,, −+++= Bjsjsjsjs

B
s rrrrR  

denotes a B-bounded sequence of data stream readings rs,j (of s) stored within b, such 
that BR B

s < . As highlighted in Sect. 1, several of today data stream management 

systems make use of buffers for query optimization purposes (e.g., [1]). The 
information content of probabilistic measures of B

sR  can be nicely described by a 

discrete interval-confidence-based PDF B
sP , defined as follows: 

 −

=
⋅= 1

0 ,,,,, ][],,[][
B

j jsmaxjsminjs
B

s kpvvkP δ  (2) 

wherein: (i) B denotes the buffer size; (ii) [vs,j,min, vs,j,max] denotes the confidence 
interval associated to the reading rs,j (of s); (iii) ps,j is the probability with which the 
value of rs,j ranges over the interval [vs,j,min, vs,j,max]; (iv) δ(•) denotes the Dirac impulse 
[20]. 

To give an example, Fig. 2 shows a 5-bounded PDF associated to the OLAP 
measure Sale of the running example. Here, ]2[B

sP  models the fact that the measure 
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value ranges over the interval [25, 30] $ with probability p2 = 0.5, whereas ]4[B
sP  

models the fact that the measure value ranges over the interval [45, 50] $ with 
probability p4 = 0.1. 

3 A Data-Driven Approach for Computing the Probabilities of 
Imprecise Multidimensional Data Stream Readings 

In Sect. 1, we have clearly highlighted that computing the probabilities of imprecise 
multidimensional data stream readings is the basic issue to be faced-off in order to 
achieve the definition of a possible-worlds semantics for OLAP over uncertain and 
imprecise multidimensional data streams. Moreover, it has been put in emphasis that 
the approach proposed in [4] is not feasible for the case of streaming data. 

Inspired by these main motivations, in this research we propose an innovative 
approach to solve the relevant problem of achieving the definition of a suitable 
possible-worlds semantics for OLAP over uncertain and imprecise multidimensional 
data streams that is based on the well-known evidence stating that OLAP data (static 
data as well as streaming data) are usually clustered and (highly) correlated in 
nature [10,5,6,16]. On the basis of this evidence, the main idea of the approach we 
propose consists in computing the probability of the confidence interval of an 
imprecise multidimensional data stream reading to be “close” to confidence intervals 
of its neighboring precise multidimensional data stream readings, fixed the 
multidimensional range of the imprecise multidimensional data stream reading, at a 
certain OLAP hierarchical level, as its reference neighborhood. We name as possible-
worlds probabilities these probabilities. In the following, we provide our approach for 
computing such probabilities. 

 

Fig. 1. The two-dimensional OLAP view over 
uncertain and imprecise multidimensional data 
streams of the running example 

Fig. 2. A 5-bounded PDF for the OLAP 
measure Sale of the running example 

Consider a multidimensional OLAP view V over the target multidimensional data 
streams. Let S be the schema of the view V defined as the tuple: S = m, d0, d1, …, dN-

1, such that m is the measure of interest and D = {d0, d1, …, dN-1} the set of 
dimensions. Let H = {h0, h1, …, hN-1} be the set of hierarchies of S, such that hi is the 
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hierarchy associated to the dimension di. Let Leaf(hi) denote the leaf level of 
dimensional members of the hierarchy hi. Also, let PM denote the depth of the whole 
OLAP hierarchy of V. 

Consider an imprecise multidimensional data stream reading populating V 

110 ,,,,,,,,,,,,.. ,...,,,,],,[,
−

=
nklsklsklslslsmaxlsminlslsls aaatpvvIDr , such that: (i) kj ∈ {0, 1, …, N-1}; (ii) 

n ≤ N; (iii) for each 
jklsa ,,
 in rs,l, )(,, jj kkls hLeafa ∉ . We denote as 

110 ,,,,,, ,...,,
−nklsklskls aaa  

the multidimensional range associated to rs,l, and as d0, d1, …, dN-1 the base 
multidimensional range of the view V, which is obtained by combining all the 
dimensions of V at the leaf levels of their respective hierarchies. Let PL denote the 
depth of the OLAP level of 

110 ,,,,,, ,...,,
−nklsklskls aaa  and PM the depth of the OLAP level 

of d0, d1, …, dN-1, respectively (it should be noted that PM is also the depth of the 
whole OLAP hierarchy of V). Since )(,, jj kkls hLeafa ∉  for each 

jklsa ,,
 in rs,l, 

110 ,,,,,, ,...,,
−nklsklskls aaa  is contained by d0, d1, …, dN-1, or, alternatively, 

110 ,,,,,, ,...,,
−nklsklskls aaa  is a proper sub-set of d0, d1, …, dN-1, i.e. 

110 ,,,,,, ,...,,
−nklsklskls aaa  

⊂ d0, d1, …, dN-1. Also, we denote as M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

 the projection of 

110 ,,,,,, ,...,,
−nklsklskls aaa  over d0, d1, …, dN-1. It should be noted that 

M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

 contains precise multidimensional data stream readings of the 

view V, being the latter defined at the leaf levels of hierarchies of the dimensions of V. 
To give an example, Fig. 3 sketches an overview of the process that project a 

(imprecise) reading range (grey circles in Fig. 3) at level PL over the (precise) reading 
base-range (red circles in Fig. 3) at level PM. As shown in Fig. 3, the resulting range is 
then processed by the algorithm for computing possible-worlds probabilities. 

Let PW
lrp ,

 denote the possible-worlds probability to be assigned to the imprecise 

multidimensional data stream reading rs,l. Since we deal with uncertain and imprecise 
data streams, PW

lrp ,
 can be reasonably computed in terms of a fraction of the 

probability ps,l associated to rs,l, as follows: 

F

p
p lrPW

lr
,

, =  (3) 

such that F > 0 is an integer parameter. According to guidelines provided in Sect. 3, 
PW

lrp ,
 captures the likelihood of rs,l of being a precise reading within 

M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

. 

Before introducing our approach for computing PW
lrp ,

, the definition of 

neighborhood for an imprecise reading rs,l, denoted by N(rs,l), is necessary. Let rs,l be 
an imprecise reading, 

110 ,,,,,, ,...,,
−nklsklskls aaa  the multidimensional range associated to 

rs,l, and Δ a positive integer parameter (i.e., Δ > 0). Since 
110 ,,,,,, ,...,,

−nklsklskls aaa  is an 

n-dimensional domain, rs,l can be represented as an n-dimensional object in an  
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n-dimensional space, as follows: rs,l = 
110

,,, ,...,,
−nkkk lslsls rrr . Let L

lsr ,
 denotes the 

projection of rs,l over M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

. The Δ-based neighborhood of rs,l in 

M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

, denoted by )( ,,...,
1,,0,,

lsaa
r

ML

nkls
ML

kls −

ΔN , is defined as the set of 

precise readings contained in M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

 whose Euclidean distance from 

L
lsr ,
 is lower or equal to Δ. Formally: 
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(4) 

such that ∏
D
(p) denotes the projection operator of a multidimensional point p over a 

multidimensional domain D. 
Following definition (4), we slightly modify the concept of possible-worlds 

probability PW
lrp ,

, and introduce a variant that takes into account the Δ-based 

neighborhood of rs,l, thus achieving the definition of the so-called Δ-based possible-
worlds probability, denoted by PW

lrp ,Δ . As we will demonstrate next, the convergence 

between these two possible-worlds probability concepts is ensured by the fact that, 
when Δ = 1, then PW

lr
PW

lr pp ,, Δ≡ . 

From Sect. 3, recall that a combinatory dependence between the depth of the 
OLAP hierarchical level of the multidimensional range 

110 ,,,,,, ,...,,
−nklsklskls aaa  

associated to rs,l and computing PW
lrp ,

 exists. We initially ignore this dependence and 

provide our proposed solution for computing PW
lrp ,

 for the simplest case in which the 

multidimensional model of the view V is characterized by two (OLAP) levels only. 
This means that 

110 ,,,,,, ,...,,
−nklsklskls aaa  is directly contained by d0, d1, …, dN-1. In 

other words, the property above is described by the following constraint: PM = PL + 1. 
After describing the proposed solution for the baseline case PM = PL + 1, we 
generalize this solution for OLAP views exposing an arbitrary number of (OLAP) 
levels. 

3.1 Baseline Case PM = PL + 1 

Given an imprecise reading rs,l with multidimensional range 
110 ,,,,,, ,...,,

−nklsklskls aaa  and 

a precise reading r’s,l contained in M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

, we define the probabilistic 

confidence interval distance (PCID) of rs,l with respect to r’s,l, denoted by PCID(rs,l, 
r’s,l), as follows: 
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minlsminls

maxlsmaxls
lsls p

vv

vv
rrPCID ,

,,,,

,,,,
,, '

|'|

|'|
)',( ⋅

−
−

=  
(5) 

Intuitively enough, PCID(rs,l, r’s,l) is a probabilistic factor modeling how much the 
confidence interval of rs,l is “distant” from the confidence interval of r’s,l. It should be 

noted that the less the quantity 
|'|

|'|

,,,,

,,,,

minlsminls

maxlsmaxls

vv

vv

−
−  the less the absolute distance 

between the confidence interval of rs,l and the confidence interval of r’s,l. Also, since 
the confidence interval [v’s,l,min, v’s,l,max] of r’s,l is a probabilistic estimate itself, such 

that p’s,l is the probability associated to it, the quantity 
|'|

|'|

,,,,

,,,,

minlsminls

maxlsmaxls

vv

vv

−
−  must be 

multiplied by p’s,l. This determines definition (5), and allows us to capture the 
“reliability” of PCID(rs,l, r’s,l) in modeling the probabilistic distance between the 
confidence interval of rs,l, [vs,l,min, vs,l,max], and the confidence interval of r’s,l, [v’s,l,min, 
v’s,l,max]. Linearly, a low absolute distance involves in a low probabilistic distance, and 
vice-versa. 

Given an imprecise reading rs,l with multidimensional range 
110 ,,,,,, ,...,,

−nklsklskls aaa  

and its Δ-based neighborhood in M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

, )( ,,...,
1,,0,,

lsaa
r

ML

nkls
ML

kls −

ΔN , we 

define the Δ-based neighborhood probabilistic confidence interval distance of rs,l with 
respect to )( ,,...,

1,,0,,
lsaa

r
ML
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ML

kls −

ΔN , denoted by ( )M

n
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L
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L
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such that COUNTp 





Δ

−
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N  is an aggregate function that returns the 

number of precise readings in M

n

MM L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

. 

Intuitively enough, ( )M

n

MM L
kls

L
kls

L
klsls aaarPCID

110 ,,,,,,, ,...,,,
−

ΔN  is a probabilistic factor 

modeling how much the confidence interval of rs,l is “distant” from confidence intervals 
of precise readings in the Δ-based neighborhood )( ,,...,

1,,0,,
lsaa

r
ML

nkls
ML

kls −

ΔN  (of rs,l). 

Upon the theoretical framework above, given an imprecise reading rs,l with 
multidimensional range 

110 ,,,,,, ,...,,
−nklsklskls aaa , the Δ-based possible-worlds 

probability of rs,l, PW
lrp ,Δ , is obtained as follows: 
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(7) 
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Intuitively enough, PW
lrp ,Δ  is obtained in terms of a fraction of the probability ps,l 

associated to rs,l, where the denominator is represented by the probabilistic factor 
ΔNPCID that globally takes into account the “distance” of the confidence interval of 
rs,l from confidence intervals of their neighboring precise readings in 

)( ,,...,
1,,0,,

lsaa
r

ML

nkls
ML

kls −

ΔN . Also, PW
lrp ,Δ  is normalized with respect to all the other possible-

worlds probabilities of imprecise readings in )( ,,...,
1,,0,,

lsaa
r

ML

nkls
ML

kls −

ΔN , in order to 

achieve a full probabilistic interpretation of the introduced theoretical setting. 
When Δ = 1, we revise definition (7) as follows: 
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(8) 

To better understanding, Fig. 4 sketches a conceptual example of our proposed 
approach. In the left side of Fig. 4, red circles represent the imprecise readings for 
which possible-worlds probabilities are computed on the basis of their “distance” 
from the precise readings (grey circles). This methodology is conceptually equivalent 
to selecting a “suitable” possible world from the collection of available ones (right 
side of Fig. 4). 

3.2 Generalized Case PM > PL + 1 

Now focus the attention on the extended model for computing the possible-worlds 
probability of a given imprecise multidimensional data stream reading rs,l in the case 

in which the multidimensional range 
110 ,,,,,, ,...,,

−nklsklskls aaa  associated to rs,l is defined 

via combining n dimensions of the multidimensional model of V at arbitrary levels of 
their respective hierarchies, among those available in the whole OLAP hierarchy of V. 
For the sake of simplicity, assume that depths of these levels are equal for all the N 
hierarchies of V. Recall that PL denotes this common depth, and PM the depth of d0, 
d1, …, dN-1 in the OLAP hierarchy of V, respectively. Therefore, PM – PL levels exist 
between 

110 ,,,,,, ,...,,
−nklsklskls aaa  and d0, d1, …, dN-1 in the OLAP hierarchy of V. 

 

Fig. 3. Projecting a range of imprecise readings 
over the base range of precise readings 

Fig. 4. Computing possible-worlds 
probabilities and selection of a “suitable” 
possible world 
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In order to compute the possible-worlds probability of rs,l, PW
lrp ,

, we simply iterate 

the baseline method given for a singleton pair of multidimensional ranges, i.e. 

110 ,,,,,, ,...,,
−nklsklskls aaa  and d0, d1, …, dN-1 of the previous case PM = PL + 1 (see Sect. 

4.1), for each pair of multidimensional ranges defined at two consecutive levels of the 
OLAP hierarchy of V between PL and PM. In more detail, we pick pairs of 
multidimensional ranges across the OLAP hierarchy of V, starting from 

110 ,,,,,, ,...,,
−nklsklskls aaa  at level PL and until d0, d1, …, dN-1 at level PM is reached. 

Each pair of multidimensional ranges is constituted by the actual multidimensional 
range at level Lk, k

n

kk L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

, and its projection over the multidimensional 

range at the underlying level Lk+1, 1k

n

1k1k L
kls

L
kls

L
kls aaa +

−

++

110 ,,,,,, ,...,, . Therefore, for each pair of 

multidimensional ranges k

n

kk L
kls

L
kls

L
kls aaa

110 ,,,,,, ,...,,
−

 and 1k

n

1k1k L
kls

L
kls

L
kls aaa +

−

++

110 ,,,,,, ,...,, , a possible-

worlds probability PW
lr kk

p
1,, +
 is obtained. The final possible-worlds probability associated 

to rs,l, PW
lrp ,

, is obtained by multiplying all these probabilities, as follows: 

∏
−

=
+

=
1

1,,,

M

L

P

Pk
kk

PW
lr

PW
lr pp  (9) 

4 Supporting OLAP Query Evaluation over Uncertain and 
Imprecise Multidimensional Data Streams via Reliable 
Probabilistic Estimators 

In this Section, we first provide our proposed innovative ε, δ-based probabilistic 
estimator [20] that retrieves estimates to OLAP queries via appropriate statistics 
extracted from PDF describing the uncertain and imprecise multidimensional data 
stream readings, based on the probabilistic models and tools presented in Sect. 3 and 
Sect. 4. Upon this conceptual basis, we then provide description and fundamental 
features of algorithms for supporting OLAP query evaluation. 

4.1 A ε, δ-Based Probabilistic Estimator for OLAP Queries over Uncertain 
and Imprecise Multidimensional Data Streams 

Given a set of multiple uncertain and imprecise multidimensional data stream 
readings populating the reference M-dimensional OLAP view V and a fixed input 

OLAP query Q over V, our final goal is to provide an accurate estimate to Q, Q
~

. Q 

can be modeled as follows: 

110
,...,,,

−
=

mkkk RRRQ A  (10) 

The OLAP query definition (10) can be slightly modified in order to achieve the 
definition of a continuous OLAP query over V, denoted as Q(t) = Q, t, such that Q is 
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a conventional OLAP query over V (defined like in the previous case) and t is a 
timestamp in which the fixed query Q is evaluated against V. By iterating the query 
task above for a set of timestamps TQ = {tq, tq+1, …, tq+k}, we finally obtain a set  
of queries Q(t) = {Q(tq), Q(tq+1), … , Q(tq+k)} and a set of estimates 

)}(
~

),...,(
~

),(
~

{)(
~

1 kqqq tQtQtQtQ ++= , such that )(
~

qtQ  is the estimate to the query Q(tq) = 

Q, tq at timestamp tq. )(
~

tQ  represents the continuous answer to the continuous  

query Q(t). 
For the sake of simplicity, in the following we focus the attention on the baseline 

problem of providing the accurate estimate Q
~

, due to the fact that providing the 

continuous answer )(
~

tQ  to the continuous query Q(t) can be straightforwardly 

obtained via simply iterating the baseline solution. 
From Sect. 1, recall that, similarly to state-of-the-art data stream query processing 

techniques, in our framework we make use of a buffer b of size B for query efficiency 
purposes. Therefore, in our reference application scenario (see Sect. 1), consumer 
applications are interested in executing OLAP queries over the collection of data 
stream readings stored within b. 

Due to uncertainty an imprecision of multidimensional data stream readings, a 
probabilistic estimator Ψ(Q) must be introduced in order to provide an accurate 

estimate to Q, Q
~

. To this end, our general approach consists in providing Q
~

 in terms 

of some statistics extracted from an appropriate PDF describing uncertain and 
imprecise multidimensional data stream readings [7,18]. Thanks to the probabilistic 
data stream model introduced in Sect. 2 and the possible-world semantics for OLAP 
over uncertain and imprecise multidimensional data streams introduced in Sect. 3, we 
achieve the definition of a reliable ε, δ-based probabilistic estimator over uncertain 
and imprecise multidimensional data streams, denoted by ε, δ-Ψ(Q). Therefore, 
since the theory for probabilistic estimators is already available and it can be directly 
exploited within our proposed framework for OLAP over uncertain and imprecise 
multidimensional data streams, the most important research contribution we provide 
in this respect is represented by the methodology for building the appropriate PDF 
describing uncertain and imprecise multidimensional data stream readings. We next 
discuss this aspect, which plays a critical role in our research. 

First, note that, in classical probabilistic estimators like the Hoeffding-based one 
[17], the PDF describing the set of target random variables Xp, denoted by Pp, is not 
available, and, in fact, the underlying goal of the Hoeffding’s inequality just consists 
in “re-constructing” this unknown PDF in order to retrieve probabilistic bounds over 
estimates of observed parameters. Now focus the attention on probabilistic properties 
of our proposed framework for OLAP over uncertain and imprecise multidimensional 
data streams. For each precise data stream reading r’s,l, thanks to our probabilistic data 
stream model (see Sect. 2), the B-bounded discrete PDF describing the variation of 
possible values of r’s,l in terms of confidence intervals, B

r ls
P

,' , is available. For each 

imprecise data stream reading rs,l, thanks to our possible-world semantics for OLAP 
over uncertain and imprecise data stream (see Sect. 3), a B-bounded discrete PDF 
accomplishing the same task illustrated for the case of precise data stream readings, 
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B
r ls

P
,

, can be computed. This allows us to achieve a unifying approach for treating 

both precise and imprecise data stream readings, respectively, which can be both 
described by means of nice discrete PDF. Therefore, for the sake of simplicity, in the 
remainder of this paper we simple refer to multidimensional data stream readings rs,l 
(for both precise and imprecise instances) and related PDF, B

r ls
P

,
. 

4.2 Retrieving Estimates to OLAP Queries over Uncertain and Imprecise 
Multidimensional Data Streams 

The nice unifying PDF-based probabilistic data model presented in Sect. 4.2 allows us 

to directly retrieve an accurate estimate Q
~

 to an input OLAP query Q over the 

multidimensional view V via appropriate statistics extracted from the PDF describing 
the involved uncertain and imprecise multidimensional data stream readings. This is a 
significant contribution over the methodology proposed in [4], which is tailored to 
static OLAP data only. 

For the sake of simplicity, consider SUM-based OLAP queries over uncertain and 
imprecise multidimensional data streams as the reference class of queries we deal 
with. Note that other kinds of OLAP queries (such as COUNT-based, AVG-based 
etc) can be easily obtained on top of SUM-based ones. 

Given a SUM-based OLAP query 
110

,...,,,
−

=
mkkk RRRQ SUM  over the M-

dimensional OLAP view V populated by precise and imprecise multidimensional data 

stream readings, our approach for providing a theoretically-founded estimate to Q, Q
~

, 

is based on the following 3-step methodology: (1) On the basis of the 
multidimensional selectivity of Q, obtained by combining the dimensional ranges 

110
,...,,

−mkkk RRR  into the multidimensional range 
110

,...,,
−mkkk RRR , retrieve the set of J 

PDF associated to data stream readings of V involved by Q, denoted by 

},...,,{
1,,1,,0,,

B
r

B
r

B
r

B
Q Jlslsls

PPP
−

=P  ⎯ this can be simply performed via checking, for each 

reading rs,l, if all its dimensional members 
110 ,,,,,, ,...,,

−mklsklskls aaa  (see Sect. 2) are 

contained within 
110

,...,,
−mkkk RRR , i.e. 

jklsa ,,
 ⊂ 

110
,...,,

−mkkk RRR  for each kj in {0, 1, 

…, M-1}. (2) From the set of PDF B
QP , compute the joint PDF [20], denoted by B

QG  

⎯ intuitively enough, B
QG  models the joint contribution of all the PDF associated to 

data stream readings involved by Q. (3) Retrieve an accurate estimate to Q, Q
~

, as 

follows: 

110
,...,,,

−
=

mkkk RRRQ A  (11) 

Since step 1 is trivial and it does not deserve particular attention, we next explode and 
discuss steps 2 and 3, which, indeed, are more significant than the step 1. 
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Step 2 computes the joint PDF from the PDF set B
QP , B

QG . The latter is the main 

contribution of our research regarding to querying uncertain and imprecise data 
streams. To this end, we propose an approach inspired by [21], where PDF describing 
independent observations are combined for pre-aggregation purposes in the context 
of probabilistic Data Warehouse servers. According to our proposed approach, given 
two PDF B

r
ils

P
,

 and B
r

jls
P

,

 describing the data stream readings 
ilsr ,
 and 

jlsr ,
, respectively, 

the joint PDF B
ji,G  can be obtained as follows. For each component k of B

ji,G , the pair 

of confidence intervals ],[ ,,,, ii maxlsminls vv  and ],[ ,,,, jj maxlsminls vv  of ][
,

kP B
r

ils

 and ][
,

kP B
r

jls

, 

respectively (picked at the same buffer entry k), are used to compute the new 
confidence interval ],[ ,,,,,,,, jiji maxlsmaxlsminlsminls vvvv ++ . Similarly, the pair of 

probabilities 
ilsp ,
 and 

jlsp ,
 of ][

,
kP B

r
ils

 and ][
,

kP B
r

jls

, respectively (picked at the same 

buffer entry k), are then multiplied in order to obtain the new probability 
ji lsls pp ,, ⋅ . 

The k-th component of B
ji,G  is finally obtained as follows: 

jijiji lslsmaxlsmaxlsminlsminls
B

ji ppvvvvk ,,,,,,,,,,, ],,[][ ⋅++=G  (12) 

Step 3 retrieves an accurate estimate to Q, Q
~

, by means of the multidimensional 

integral (11), which models a conceptual formula showing how Q
~

 can be retrieved, at 

a theoretical level, in the continuous domain. Recall that we handle SUM-based 
OLAP queries over uncertain and imprecise multidimensional data stream readings, 

so that the integral operator (10) well-defines Q
~

 as the summation of partial 

contributions over the continuous domain. Since we focus on discrete PDF (see Sect. 
2), (11) is then specialized for the discrete domain, as follows: 

 −−−

= −
−−

−−
= ]1|[|],...,1|[|],1|[|

]0[],...,0[],0[,...,, 110
111100

110110
],...,,[

~
mkmkkkkk

mkkkm

RRRRRR

RRRkkk m
B

Q kkkQ G  (13) 

such that (i) k0, k1, …, km-1 denotes an m-dimensional point, (ii) ][hR
ik

 the h-th 

dimensional member of the dimensional range 
ikR , and (iii) ||

ikR  the cardinality  

of 
ikR . 

Furthermore, since (i) B
QG  globally models the joint contribution of all the PDF 

associated to data stream readings of V involved by Q, and (ii) the multidimensional 
selection performed at step 1 of our OLAP query estimation technique selects only the 
set of J PDF associated to the involved readings, we can break the dependency of B

QG  

from the m-dimensional component exposed in (11), and retrieve Q
~

 by means of 

computing appropriate statistics over B
QG . From the literature, relevant moments [20] 

of B
QG , i.e. mean, denoted by E( B

QG ), and variance, denoted by V( B
QG ), play the role 
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of most appropriate statistics in this respect. In fact, according to several studies 
[7,18], these moments well-summarize the statistical content of B

QG , and are well-

suited for OLAP queries over the involved (uncertain and imprecise) readings. For 
instance, the estimate to a SUM-based OLAP query can be obtained as follows: 

)(
~ B

QBQ GE⋅=  (14) 

where (i) B denotes the buffer size (see Sect. 1), and (ii) E( B
QG ) the mean of B

QG . 

Given a discrete PDF P[k] with q samples, the mean E(P[k]) of P[k] is defined as 
follows [20]: 

 −

=
⋅= 1

0
][])[(

q

i ii kPkkPE  (15) 

whereas the variance V(P[k]) of P[k] is defined as follows [20]: 

 −

=
⋅−=−= 1

0

22 ][)(]))[((])[(
q

i ii kPkkPkP μμEV  (16) 

5 Experimental Analysis and Results 

In order to test the performance of our proposed framework for estimating OLAP 
queries over uncertain and imprecise multidimensional data streams, we conducted an 
experimental analysis on several classes of synthetic multidimensional data stream 
sets. The goal of our analysis consists in evaluating the accuracy of retrieved estimates 
under the ranging of the following critical parameters: (i) the percentage of imprecise 
readings contained by the multidimensional view exploited in the target OLAP 
analysis; (ii) the dimensionality of input uncertain and imprecise multidimensional data 
streams (this also tests the scalability of our proposed framework). 

As regards the data layer of our experimental framework, we considered three 
classes of synthetic data stream sets whose reading values follow three distinct data 
distributions: Uniform, Gauss and Zipf. It should be noted that these data stream sets 
well-describe popular cases one can find in real-life data stream settings. In addition 
to this, since our proposed possible-worlds semantics for OLAP over uncertain and 
imprecise multidimensional data streams is data-driven in nature, ranging reading 
values according to different data distributions represents a reliable way of testing the 
effective capabilities (and limitations) of our proposed framework in suitable close-to-
similar operational settings. On the other hand, one of the advantages of synthetic data 
streams over real-life ones relies in the fact that the experimental framework built on 
top of such data stream sets can be easily customizable in order to stress several 
aspects and experimental parameters/behaviors of the target data stream processing 
algorithm/technique. 

Looking into details, (i) the Uniform data stream set has been generated according 
to a Uniform distribution ranging on the interval [50, 100], (ii) the Gauss data stream 
set has been generated according to a normal Gauss distribution, while (iii) the Zipf 
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data stream set has been generated according to a Zipfian distribution whose 
parameter z ranges on the interval [0.5, 1.0]. For each synthetic data stream set, 
uncertainty of OLAP measures has been captured by means of randomly-generated 
confidence intervals over actual synthetic data stream reading values. 

As regards the query layer of our experimental framework, we considered a fixed 
OLAP range-SUM query whose selectivity was equal to the 30 % of the whole 
selectivity of the (output) OLAP view. Recall that in multidimensional spaces defined 
by data cubes, views and OLAP queries, selectivity can be simply intended in terms 
of the volume of the respective objects. 

Finally, as regards the metrics of our experimental framework, we considered the 
percentage relative query error εQ of the estimate to the (fixed) input range-SUM 

query Q, via comparing the estimate Q
~

 against the exact answer Q̂  (known in 

advance thanks to the completely-controlled synthetic data stream generator). 
Formally, εQ is defined as follows: 

Q

QQ
Q ˆ

|
~ˆ| −=ε  (17) 

 
 

(a) 

 
 

(b)

Fig. 5. εQ vs NoIR on a 6D Uniform (a) and a 6D Gauss (a) data stream set (M = 4) 

In the first experiment, we considered 6-dimensional synthetic data stream sets 
(i.e., N = 6) whose number of (OLAP) levels varies on the set {3, 4, 5}. The 
dimensionality of the target (output) OLAP view has been set to 4 (i.e., M = 4). In 
order to capture imprecision of multidimensional data streams, we simply considered 
the percentage number of imprecise readings (contained by the view), denoted by 
NoIR, with respect to the total number of precise readings that can be stored by the 
full view. Fig. 5 and Fig. 6 (a) show our experimental results obtained in the first 
experiment for Uniform, Gauss and Zipf 6-dimensional synthetic data stream sets, 
respectively, with respect to the percentage number of imprecise readings NoIR when 
ranging the number of OLAP levels P of input data streams (M = 4). 

In the second experiment, we stressed the scalability of our proposed framework 
by ranging the number of dimension of input data streams. The percentage number of 
imprecise readings has been set to 25 % (i.e., NoIR = 25 %). Number of OLAP levels 
varies again on the set {3, 4, 5}. Fig. 6 (b) and Fig. 7 show our experimental results 
obtained in the second experiment for Uniform, Gauss and Zipf multidimensional 
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synthetic data stream sets, respectively, with respect to the number of dimensions of 
input data streams N when ranging the number of OLAP levels P of input data 
streams (NoIR = 25%). 

x  

 
(a) 

 
 

(b)

Fig. 6. εQ vs NoIR on a 6D Zipf data stream set (M = 4) (a) and εQ vs N on Uniform data stream 
sets (M = 4) (b) 

 
 

(a) 

 
 

(b) 

Fig. 7. εQ vs N on Gauss (a) and Zipf (b) data stream sets (M = 4) 

Figg. 5-7 confirm to us the benefits of our proposed framework for estimating 
OLAP queries over uncertain and imprecise multidimensional data streams, which 
can be summarized as follows. First, retrieved query errors are perfectly tolerable and 
follow canonical thresholds of state-of-the-art approximate query answering 
techniques in OLAP (e.g., see [4,6,18]). Second, although being data-driven in nature, 
our framework results to be marginally dependent on the data distribution of input 
multidimensional data stream readings. The latter is a nice feature, as real-life data 
streams expose heterogeneous distributions. Third, performance decreases when the 
number of OLAP levels of input multidimensional data streams increases, as 
expected. This because our data-driven method for computing probabilities of 
imprecise multidimensional data stream readings retrieves less accurate probabilities 
as the number of OLAP levels increases, due to its combinatory dependence on the 
latter parameters and the fact that, when a number of OLAP levels greater than 2 is 
considered, actual probabilities are obtained by multiplying (already-)derived 
probabilities, so that the inaccuracy of estimates is “propagated” and “magnified” 
across OLAP levels. Finally, in addition to properties above, retrieved query errors 
are even lowly dependent on the dimensionality of input data streams, which is a 
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critical aspect affecting the scalability of the proposed framework in real-life data 
multidimensional stream settings. 

6 Conclusions and Future Work 

In this paper, we have proposed a novel framework for estimating OLAP queries over 
uncertain and imprecise multidimensional data streams. The proposed framework 
introduces some relevant research contributions, and the suitability of the framework 
in the context of modern data stream applications and systems, which are more and 
more characterized by the presence of uncertainty and imprecision, has been 
demonstrated throughout a campaign of experiments on several classes of synthetic 
multidimensional data stream sets. Future work is mainly oriented towards making 
our proposed framework robust with respect to complex OLAP aggregations over 
uncertain and imprecise multidimensional data streams, according to research 
directions described in [13], and beyond simple SQL-based OLAP aggregations (e.g., 
SUM, COUNT etc) like those investigated in this paper. 
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Abstract. Growing user expectations of anywhere, anytime access to
information require new types of data representations to be considered.
While semi-structured data is a common exchange format, its verbose
nature makes files of this type too large to be transferred quickly, espe-
cially where only a small part of that data is required by the user. There
is consequently a need to develop new models of data storage to sup-
port the sharing of small segments of semi-structured data since existing
XML compressors require the transfer of the entire compressed structure
as a single unit. This paper examines the potential for bisimilarity-based
partitioning (i.e. the grouping of items with similar structural patterns)
to be combined with dictionary compression methods to produce a data
storage model that remains directly accessible for query processing whilst
facilitating the sharing of individual data segments. Study of the effects
of differing types of bisimilarity upon the storage of data values iden-
tified the use of both forwards and backwards bisimilarity as the most
promising basis for a dictionary-compressed structure. A query strategy
is detailed that takes advantage of the compressed structure to reduce
the number of data segments that must be accessed (and therefore trans-
ferred) to answer a query. A method to remove redundancy within the
data dictionaries is also described and shown to have a positive effect on
memory usage.

1 Introduction

New directions in the provision of end-user computing experiences make it neces-
sary to determine the best way to share online data. The volume of data available
over the Internet grows on a daily basis. At the same time, end users’ expec-
tations are increasing, with smartphone users now expecting instant access to
information wherever they may be. The array of different processing techniques
in use necessitates a standard format for data exchange and the self-describing
nature of semi-structured data, in particular XML, has led to its common usage
for this purpose. The side effect of this property is that file sizes quickly be-
come large, with a high proportion of this being contributed by the description
of the file format. XML compression techniques have partly addressed this by
reducing storage requirements at the significant expense of requiring additional
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processing to access the data contained within the compressed files. However, an
entire data structure is often not required, with users typically only interested
in a small subset of the data. In such cases it follows that only the parts of the
data structure of interest to the user need be accessed by the query processing
system. Where the data is appropriately partitioned, or broken into segments,
such an approach can limit the volume of data to be processed. A similar effect
can be seen with data transfer. By only transporting the data segments directly
involved in answering a query, the overall communications bandwidth utilised is
also reduced. The effect is multiplied where additional queries can be answered
using the data segments already held. In a system allowing sharing between
peers, the data can be sourced from another local device rather than the server -
again there is benefit in only sharing the segments required to resolve the query.
Existing XML physical models are either non-queryable ([1], [2], [3], [4]) or have
other drawbacks, e.g. requiring large sections of data to be decompressed in or-
der to access a single value ([5], [6], [7], [8], [9], [10], [11]). In all cases these
existing storage models require the entire data structure to be transferred as a
single unit to allow any access to the data contained within. To facilitate shar-
ing, a data storage model should be able to partition the semi-structured data
into segments and store these in a manner that maximises utilisation of stor-
age space while still making the stored values easily accessible. Semi-structured
data can be separated into segments of related data by a process based around
bisimilarity [12][13] - where items with similar structural patterns are grouped
together. Such segmentation forms the basis of a data storage model that al-
lows individual segments to be shared and recombined as required. Support for
queries can be maintained by utilising an independent method of compression
for each data segment - i.e. the whole structure should not be required to access
the data stored in any one of the segments. The contribution of this paper is to
characterise the effect of alternative approaches to bisimilarity on partitioning
XML data structures with a view to identifying the most promising approach.
Partitioning in this way produces redundant dictionaries and we examine the po-
tential for curbing this problem. Lastly we demonstrate improvements in query
performance using partitioned, compressed data structures. Section 2 reviews
the previous work in the areas of semi-structured data compression, indexing
and structural summarisation. The experimental work is set out in Section 4
and the results are presented and discussed in Section 5.

2 Background

XML documents are fundamentally tree-based structures although it is possible
to superimpose links across the tree. This makes it convenient to use a datagraph
as a convenient abstract representation of a document. The datagraph provides
a graphical representation of the document structure showing each individual
XML element as a node within a graph and the structure of the document as
edges connecting the nodes. This presents a starting point for approaches to par-
titioning and indexing XML structures. Work-load aware methods of partitioning
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Table 1. Comparison of existing XML compressors

Q
u
e
ry

a
b
le

X
M

L
S
ch

e
m
a

B
a
ck

e
n
d

c
o
m
p
re
ss
o
r

D
e
c
o
m
p
re
ss
io
n

u
n
it

In
e
q
u
a
li
ty

w
it
h
o
u
t

d
e
c
o
m
p
re
ss
io
n

Comment
XMill[1] No No gzip Full N/A User must specify groupings and compressors to

achieve claimed level of compression.
XMLPPM[2] No No PPM Full N/A Statistical modelling allows better compression than

default XMill, but maintaining four models is slow.
SCA[3] No Req. gzip Full N/A Slower and less effective than XMill. Requires

XML schema.
XWRT[4] No No gzip Full N/A Can improve compression, but must fully adjust

parameters.
XGrind[5] Yes Opt. Huffman Value No Compression requires two passes over document.

Querying requires parsing of entire compressed
document. Only exact matches can be found.

XPRESS[6] Yes No Huffman/ Value No Improves querying over XGrind - no need for
dictionary linear parse of document. Compression still

considerably worse than XMill.
QXT[7] Yes No gzip Container No Compressed size is design priority. Must

unzip full container before any examination
of transformed contents.

XQueC[8] Yes No ALM/ Value Poss. Prefers advance knowledge of query workload
Huffman to choose compressors. Requires large auxiliary

data structures to permit querying - must manage
pointers to individual items within containers.

XQzip[9] Yes No gzip/ Block No Values held in blocks of 1000. Requires
dictionary decompression of full block to access

single value. Authors recognise this and
attempt to compensate with buffer pool.

XCQ[10] Yes Req. gzip Block Part. Stores less structure so smaller compressed
files, but requires schema to do so.

ISX[11] Yes Opt. gzip Block No Emphasis on traversal of structural part.

XML data provide benefits in distributed processing of native XML structures
[14]. Other partitioning techniques seek to improve query performance by map-
ping XML into object hierarchies [15]. Path-base partitioning [16] and variations
that are tuned to particular query patterns [17] have also been shown to provide
significant benefits. Work on DataGuides [18] recognised the repetitive nature
of datagraphs and exploited it to aid querying of schema-less semi-structured
databases. By extracting only unique paths of nodes that exist within the data-
graph, the DataGuide produced is a compact and accurate summarisation of
the database structure offering useful information for query authors. Bisimilar-
ity [12][13] exploits patterns in the types of nodes in the datagraph that are
connected to each other. Establishing bisimilarity is a two stage process. First,
the two nodes must be labelled the same, i.e. the two elements represented by
the nodes must be of the same type. Secondly, the paths connected to the two
nodes are examined to ensure that the labels of the ancestor nodes (via the
incoming paths) are the same for each node and that the labels of the descen-
dant nodes (via the outgoing paths) are the same for each node. A variety of
approaches to bisimilarity are possible by varying the direction and length of
the paths examined. The A(k)-index [12] is a family of indices created using
different levels of backwards bisimilarity (k), i.e. it is the incoming paths that
are considered for purposes of determining bisimilarity. Forwards bisimilarity
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<ContactList>
<Student>

<Name>Person1Name</Name>
<Contact>

<Email>person1name@example . com</Email>
</Contact>

</Student>
<StaffMember>

<Name>Person2Name</Name>
<Contact>

<Email>person2name@example . com</Email>
</Contact>

</StaffMember>
<StaffMember>

<Name>Person3Name</Name>
<Contact>

<Telephone >07780858382</ Telephone>
</Contact>

</StaffMember>
</ContactList>

Listing 1.1. XML Example

(i.e. the comparison of outgoing paths) can be used to exploit the sharing of
common sub-trees [13]. Applying forward and backward bisimilarity alternately
until a point is reached where no further changes are made to the node groupings,
produces an F&B-Index, which is the smallest index that accurately covers all
branching path queries (i.e. those where the query does not take a linear path
through the index)[19] Limiting the levels of bisimilarity used (as is the case
for backwards bisimilarity in the A(k)-Index above) and limiting the number of
times the main F&B-Index computation is performed produces a more compact
(j,k)-F+B-Index1 at the expense of accuracy [20]. These methods aid the access
to the XML data by supplementing or replacing the structural part of the doc-
ument. They also provide a basis for approaches to XML compression methods
that involve both the document structures and the data values contained within
them.

A variety of approaches have been used to design XML compressors that repre-
sent both the datagraph structure and the values contained within it. Character-
isitcs of key systems are summarised in Table 1. While the non-queryable meth-
ods require full decompression before any further processing may take place, the
queryable methods require different levels of decompression to answer a query.
This is related to the choice of backend compressor, with those methods using
gzip having to decompress complete blocks or containers to access a single value,
while the methods built upon dictionary or Huffman compression are able to di-
rectly access the individual required value, reducing the decompression workload.
A desirable feature is the ability to evaluate inequalities without the need to de-
compress individual values. A partial version of this is found in XCQ which can
make use of the maximum and minimum values stored in the block statistics
signature to quickly rule out an entire block of values. Thereafter the matching
blocks must be decompressed in their entirety to complete the query. In XQueC,

1 Where j and k specify the levels of forwards and backwards bisimilarity respectively.
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Fig. 1. Structural representation of forwards and
backwards bisimilarity
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value distribution

the order-preserving nature of compression allows comparison of the individual
compressed values. Additional user input in the form of advance knowledge of
the query workloads is also required. This additional dependency on the user is
also seen in XMill and XWRT, which require the user to manually set a number
of parameters to achieve best performance.

The focus of the methods reviewed in Table 1 is the compression of entire data
structures rather than methods that are designed to compress data structures
that have been split into parts for sharing.

3 System Architecture

Bisimilarity-based structural summarisation naturally separates data into dis-
crete groupings (partitions), which have the potential to form the basis of a
system where small sections of a data structure can be distributed in an envi-
ronment that requires data to be shared. XML data can be partitioned using
a variety of approaches based around different charactersitics of the structure
[21]. Bisimilarity takes the surrounding structure into account and is shown to
provide a flexible method of grouping similar vertices, particularly in the context
of real world data structures. The partitioning used is based on the F&B Index
in which nodes of the datagraph are deemed to be bisimilar if their labels match
and the same is true for both the ancestor nodes (incoming paths) and descen-
dant nodes (outgoing paths) - this is applied repeatedly until a structure with
stable node groupings is found. The structure is supplemented by a numbering
scheme, which maintains the ordering of the data throughout [22]. Datagraph
nodes are grouped by the bisimilarity function described earlier, so each entry
within a particular vertex is of the one type and it is this type that appears
at the top of each vertex in the diagram. Entries are marked with a pre-order
number, which corresponds to the order in which the associated XML elements
appear in the original document - thus maintaining the order of the stored data.
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ROOT
0 ,19 ,1 ,21
Contac tLi st
1 ,18 ,2 ,20
Student
2 ,5 ,3 ,7
Name
3 ,1 ,4 ,3
CDATA
4 ,0 , 4 , 1 , ‘ ‘ Person1Name ’ ’
Contact
5 ,4 ,4 ,4
Email
6 ,3 ,5 ,3
CDATA
7 ,2 , 5 , 1 , ‘ ‘ person1name@example . com

’ ’
.
.
.

Listing 1.2. NSIndex File Format

Table 2. Experimental data structures

Regular Irregular

Benchmark Orders1 XMark2

Modified Orders3

Real World Legal4 NASA5

Medline6

Dream7

Rat8

Human9

1Subset of TPC-H represented as XML (15Mb)
2Variable structure and random text (10&30Mb)
3Value-based elements of TPC-H subset (15Mb)
4Court sentencing data (1&13Mb)
5Text of Midsummer Night’s Dream (0.15Mb)
6US National Library of Medicine bib (20Mb)
7Astronomical Data centre bibliography (24Mb)
8Ensemble rat genome annotation data (25Mb)
9Ensemble human genome data (25Mb)

They are also marked with post-order number, obtained from the last time each
element is encountered in the document. This may be thought of as the order in
which the end tags are found - with data values also numbered. Also recorded
in each vertex entry, though not shown in the diagram, is the level at which
the entry appears within the structure and the size of the entry, including any
sub-trees that appear beneath it in the structure. For example, the Contact

entry (17,16) shown at the right-hand side of Figure 1 will have level 4 (ROOT
is counted as level 1) and size 3, counting itself and the two entries below it
in the structure - Telephone(18,15) and CDATA(19,14,"07780858392"). This
example also shows that the structural part of the Telephone element is stored
in vertex (18,15), while the data value itself is stored in a separate vertex that
holds the data entry (19,14,"07780858392").

The structure is extended by a storage module that allows the structure to be
written to disk. The physical representation is comma separated values (CSV)
format as shown by the example in Listing 1.2. The data type of the vertex is
output first, followed by each entry contained within the vertex on subsequent
lines. Each structural entry is recorded as a sequence of pre-order, post-order,
level and size, with the data value additionally being recorded for data entries.

4 Experimental Work

The main computational challenges addressed by this work are to devise a con-
sistent way of partitioning semi-structured data so that it is possible to represent
the associated data values in a compact form and yet retain the ability to address
each value separately in this compressed form without the need to decompress
the entire data structure.
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Data Vertex C Dictionary 3

Pre Post Level Size Value

30 28 3 1 0

32 30 3 1 1
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0 Databases
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Fig. 3. Data vertices and dictionaries be-
fore reduction
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Dictionary 1

Deleted
Subset of
Dictionary 3

Fig. 4. Data vertices and dictionaries af-
ter reduction (updated values shaded)

To permit the sharing of independent segments of data it is necessary to
make use of an appropriate storage method. This must arrange the data into
sections and allow these to be transferred and accessed individually. While ex-
isting XML compression methods group data into containers for compression
purposes, the entire compressed structure must be transferred before any query-
ing may take place, making these methods unsuitable for sharing data segments
independently. The method of data storage proposed here combines data parti-
tioning with a system of compression to store the data values. Dictionary-based
compression was chosen over character-based compression as a consequence of
the overall functionality available with the former approach [23]. The structural
summarisation produced by bisimilarity affects the groupings of data values.
These experiments evaluate the effect of changing the partitioning scheme on
the number and size of data dictionaries required. Since the distribution of data
values influences dictionary structure, a range of real-world data sets were used
to assess the effect of partitioning. These sets were further classified as being
regular or irregular in structure and supplemented by benchmark data (Table
2)Regular benchmark data includes both value based data (ModifiedOrders) and
a mix of value and text based (Orders).

Bisimilarity options (no bisimilarity where data entries are grouped by label
only, full backwards bisimilarity, full forwards bisimilarity and full forwards and
backwards bisimilarity) affect the compressed size of an XML structures par-
titioned by these approaches. Changing the partitioning has an effect on the
number of data vertices over which the data values are distributed. It is this
distribution of data values that has an effect on the overall compressed data
size, as repeated data values within a single data vertex require only one unique
entry in the associated data dictionary, while repeated values that occur across a
number of data vertices will have an entry in multiple dictionaries. An example
is given in Figure 2 using the data values A, A, B, B, B. If, as shown in Figure
2(a), these are partitioned in such a way that all of the B values fall into the
same data vertex, then all three values are described by a single entry in the
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ROOT
0 ,19 ,1 ,21
Contac tLi st
1 ,18 ,2 ,20
Student
2 ,5 ,3 ,7
Name
3 ,1 ,4 ,3
CDATA, Contac tLi st . 0 . d i c <−− d i c t i ona ry r e f e r e n c e
4 ,0 ,4 ,1 ,0 <−− data va lue r ep l a c ed by token
Contact
5 ,4 ,4 ,4
Email
6 ,3 ,5 ,3
CDATA, Contac tLi st . 1 . d i c <−− d i c t i ona ry r e f e r e n c e
7 ,2 ,5 ,1 ,0 <−− data va lue r ep l a c ed by token
.
.
.

Listing 1.3. NSIndex Compressed File Format

dictionary associated with that data vertex. In this case the total dictionary size
will be the size of value A plus the size of value B. In addition, each entry in
the dictionary is related to an integer, which is used as a token to replace the
entry in the datagraph structure. If as in Figure 2(b) the B values are separated
into two separate data vertices, then an entry will be required in the dictionary
associated with each data vertex containing a B. In this example, the result is
that an extra dictionary entry for value B must be stored in the second data
dictionary, increasing the overall dictionary size. This could have a considerable
effect on the overall size of dictionaries, especially when longer data values are
involved. A set of associated data dictionaries containing only the unique entries
from each vertex was created for each of the four differently-partitioned sets of
data vertices for each data set.

The overall size of the compressed data values and the associated dictionar-
ies for each partitioning scheme is of interest here, in particular whether there
are any particular bisimilarity options that perform consistently well across the
various data sets used. Also of interest is the number of dictionaries produced
as, with a view to creating manageable segments of data, the smaller the indi-
vidual dictionaries, the more there will necessarily be. Listing 1.3 incorporates
dictionary references and the encoded data values given in Listing 1.2.

When a datagraph structure is loaded from a file, each data vertex will hold
the data entries with their tokenised data values and a reference to the associated
dictionary. The dictionary itself is held centrally, which permits multiple vertices
to refer to the same dictionary. Top-down queries over the datagraph would
lead to a large number of dictionary decode actions and consequent poor query
performance. Such an approach would select all data entries of the correct type
for each query predicate before linking the entries that matched the last predicate
back to the previous one and so on. An example is given in Table 3(a) based
on the query /A/B/"Data". Table 3(b) shows the compressed query strategy. At
each stage, only those vertices that are children of the vertices at the previous
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level and of the correct type are considered as potential results. This is in contrast
to the uncompressed strategy, which noted all the individual data entries of the
correct type for each stage regardless of where in the overall structure they were
situated. The compressed strategy takes advantage of the entries being bundled
together into vertices and these vertices being linked by edges. Traversing the
edges means that only the child vertices are considered at the next stage of query
resolution. This greatly reduces the number of vertices to be considered at each
stage, which can be important when atomic values are being considered. For
each data vertex to be checked, the query data value must be encoded using
the appropriate dictionary before the contained data entries can be evaluated -
it is therefore an advantage to have limited the number of data vertices to be
checked.

Whichever partitioning method is chosen, there is potential for a large num-
ber of data dictionaries to be created. The nature of the bisimilarity-based sum-
marisation is such that the logical domains will be split across a number of data
vertices and there arises the possibility of repetition of values across the set
of data dictionaries. This makes poor use of storage space, particularly where
there are duplicate dictionaries but also where one dictionary is a wholly con-
tained subset of another. Removing redundancy is straightforward in the case
of duplicate dictionaries - the duplicate is deleted and any data vertices that
referenced it are updated to make use of the remaining dictionary. There is no
need to change the compressed data tokens contained in these data vertices. For
subsets, the process is slightly more involved as the additional values contained
within the superset dictionary mean that the values in data vertices previously
using the subset dictionary may be represented by different tokens in the super-
set dictionary. Therefore to rationalise the dictionaries, a translation table must
be created to update the old tokens in the data vertex, which refer to values
in the subset dictionary, to tokens that point to the same value in the new su-
perset dictionary. An example of these processes is shown in Figures 3 and 4.
The compressed data vertices and dictionaries before the reduction process are
illustrated in Figure 3 with each of the four example data vertices having an
associated dictionary. Dictionaries 1 and 2 are duplicates of each other and the
values stored in Dictionary 4 are a subset of those in Dictionary 3. As depicted in
Figure 4, the reduction process disposes of Dictionary 2 and points Data Vertex
B at Dictionary 1 (no change to the compressed data values is required as these
dictionaries are identical). The subset Dictionary 4 is then removed with Data
Vertex D amended to point to Dictionary 3. In this case the compressed data
tokens stored in the data vertex are updated to reflect the encoding used by
the new dictionary. The problem here is to compare each dictionary using the
fewest possible file accesses. In the worst case each file would have to be checked
against every other file to test for duplication (n(n− 1)/2 comparisons) and for
the existence of a subset (a further n(n− 1) comparisons). Comparisons can be
reduced by using advance knowledge of dictionary file and token sizes gathered
as the dictionaries are created. This means only dictionaries of the same token
size are compared while file sizes can be used to determine whether to test for
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Table 3. Query example

(a) (b)
Uncompressed approach Compressed approach
Note all A entries Note all A vertices
Note all B entries Search children of A to find B vertices
Note all entries matching “Data” Search children of B to find “Data”

entries
Retain B entries with links to Retain B entries with links to “Data”
“Data” entries entries
Retain A entries with links to Retain A entries with links to remaining
remaining B entries B entries
Return results Return results

duplication or a subset and, in the case of the latter, which dictionary to treat
as the potential superset and which to treat as the potential subset.

5 Results and Discussion

Figure 5 displays the results produced by the various bisimilarity strategies ap-
plied to the sample data sets. For each data set processed using the no bisimi-
larity option, only one data vertex is produced. With no bisimilarity, datagraph
nodes are grouped by their label and just as all nodes of type StaffMember or
Student would be grouped together, so too the CDATA nodes (which contain all
the data values) are grouped into a single data vertex. The addition of forwards
bisimilarity causes no change in the number of data vertices - each data set again
having only one. Although forwards bisimilarity may have effects on the parti-
tioning of structural nodes elsewhere in the structure, a method that exploits
outgoing paths predictably has no effect upon the data-containing leaf nodes, as
these have no descendant nodes for forwards bisimilarity to examine.

Working in the opposite direction, the use of full backwards bisimilarity results
in an increase in the number of data vertices produced. By looking back up the
datagraph at the ancestor nodes, the names of the XML entities in each data
set are taken into account during partitioning and this leads to the single data
vertex being split into multiple data vertices. Data set variation in the number
of data vertices produced using backwards bisimilarity results from both the
number of different XML entity names within each data set and the number
of levels contained within each datagraph. The net result of partitioning using
this method is that one data vertex is produced for each uniquely-named path
through the datagraph. Full forwards and backwards bisimilarity alternately
applies the bisimilarity rules in each direction until a stable structure is found.
This means that a split caused by forwards bisimilarity higher up the datagraph
can have an effect on the data vertices produced at the bottom of the structure
when backwards bisimilarity considers the ancestors of each data node. The full
forwards and backwards bisimilarity partitioning method is clearly influenced
by the semi-structured nature of the test data sets. This is most apparent for
XMark-30, where the irregular structure of the data set leads to a large number
of data vertices when forwards and backwards bisimilarity is employed. This
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Table 4. Path queries evaluated in Figure 8

Q# Data Set Query
Q1 XMark10 /regions/africa/item
Q2 XMark10 /regions/*/item
Q3 Legal-1 /sis/pc age=“21”
Q4 Legal-1 /sis/[pc judge=“J1” & pc category=“C1”]
Q5 Orders-1 /T/O CUSTKEY=“370”
Q6 Orders-1 /T/[O ORDERSTATUS=“O” & O ORDER-PRIORITY=“1-URGENT”]

form of bisimilarity produces the highest number of data vertices across all data
sets with the exception of Orders-15 and ModifiedOrders-15. These data sets
have a simple, regular structure which is unaffected by forwards bisimilarity -
there are no variations in outgoing paths for any type of node.

The compressed size is the size of the data dictionaries plus the size of the
compressed data values (as tokenised using the dictionaries). Figure 6 shows that
as with results for the number of data vertices produced, the compression levels
achieved for the data sets are the same for both the no bisimilarity and the full
forwards bisimilarity partitioning methods. Again this is expected as the result
of the partitioning process is the same for each method.

The distribution of the data values across the data vertices affects the impact
of backwards bisimilarity. In the case of XMark-30 the introduction of backwards
bisimilarity increases the compressed size over that produced using no bisimi-
larity. In this case the redistribution of the data values into a greater number
of data vertices has led to a reduction in the overall levels of repetition within
those data vertices consequently the dictionary-based scheme cannot operate as
effectively and the compressed size rises.

The combined use of full forwards and backwards bisimilarity leads to an
increase in the number of data vertices. This affects data value distribution
and consequently the compressed data size. The increase in compressed size for
XMark-30, Legal-1, Legal-13, Medline and NASA is caused by a reduction in
the repetition of data values within the data vertices, while Dream, Rat and
Human all reduce in compressed size as the increased distribution of data values
across the data vertices separates the values in such as way as to allow the use of
smaller token sizes. As previously noted, forwards bisimilarity has no effect upon
the number of data vertices in the Orders-15 and ModifiedOrders-15 data sets
and consequently has no effect on compressed sizes for these data sets either.

On balance it appears that, in terms of compressed data size, the full back-
wards bisimilarity partitioning method offers the greatest benefit for the majority
of data sets. The significant exception to this is XMark-30 which experiences the
best compression when using no bisimilarity (grouping by label only), and to a
lesser extent the Dream, Rat and Human data sets which all slightly favour
the full forwards and backwards bisimilarity method. However, the overall com-
pressed size is only one factor when selecting a partitioning method, the number
of data vertices produced must also be considered as this has an effect on indi-
vidual data vertex size. Therefore, despite the slight adverse effect on the overall
compressed size of some data sets, it is considered that the greater number of
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Fig. 5. Effect of bisimilarity on number
of data vertices

Fig. 6. Effects of bisimilarity on com-
pressed sizes

Fig. 7. Summary of dictionary reduction
effects

Fig. 8. Effect of partitioning the struc-
ture on query performance

data vertices produced by the full forwards and backwards bisimilarity method
makes it the most reasonable compromise.

The work on querying the compressed structure, had two key objectives: first
to demonstrate that the data values remained accessible in their compressed
form and second to show that, in taking the partitioned structure into account,
a query strategy could be formed that reduced the segments of the data structure
required to be accessed to answer a query.

Query processing was evaluated by comparing the behaviour of the partitioned
datagraph with the unpartitioned version. Dictionary structures were generated
by using full F&B partitioning (Figure 8). Table 4 lists six queries performed
over three of the test data sets - Legal-1, Orders-1 and XMark10. Performance is
assessed by recording the number of vertices that need to be accessed to resolve
each of the queries.



186 B.G. Tripney et al.

For structural queries (Q1 and Q2), the number of vertices accessed is reduced
because the partitioned strategy accesses only those vertices which appear below
the target node. As a purely structural query, neither query method accesses
any data vertices. In Q2, the unpartitioned approach accesses all vertices, both
structural and data, as it cannot distinguish between data and structural vertices
in the context of the wildcard character.

For Q3 to Q6, the number of structural vertices required by each strategy does
not differ between the query strategies. Given the short, regular structures of
these data sets this is to be expected. There is however, variation in the number
of data vertices. Due to the way in which the unpartitioned query strategy
processes the query, each data vertex in the structure is accessed to check for
matching data values. By contrast, the partitioned strategy only accesses the
data vertices that satisfy the structural part of the query, reducing the pool of
potential matches at each stage, so that a much smaller number of data vertices
are required. In the case of Q3, the structure-minded strategy is able to narrow
its search to only the 10 data vertices which hold pc age values, as opposed to
the full set of 346 data vertices that the unpartitioned strategy must access.

Changes to the total dictionary file sizes for each data set as a consequence of
dictionary reduction are shown in Figure 7. For the Medline data set, 71% of its
dictionaries have been removed by the reduction process, yet this leads to only
a 4% reduction in logical dictionary size. This is because the dictionaries that
have been removed are small. The large gap between the logical size reduction
and the “size on disk” reduction stems from the removed dictionaries being much
smaller than the 4Kb unit of disk space allocated by the filing system (the system
was implemented on NTFS). Although this applies to every dictionary, as each
logical file size is rounded up to the next 4Kb disk unit, the amount of wasted
disk space depends on how close the dictionary is to filling the last disk unit
allocated to that file. The effect is most pronounced on the smallest dictionaries,
where the wasted disk space can form a much higher percentage of the “size on
disk” allocated to the dictionary. It is also noted that for those dictionaries under
a logical size of 2Kb, the wasted disk space will exceed that logically required
by the dictionary entries. Where the logical sizes of the dictionaries removed are
larger, such as with the Rat data set, the gap between logical size and “size on
disk” is much lower as the wasted disk space forms a smaller percentage of the
disk space allocated by the filing system.

A benefit of the dictionary-based scheme is that only those dictionaries actu-
ally involved with a particular query need to be accessed by the query system.
This has implications where files are being requested over a data connection. In
such a scenario the bandwidth utilisation would be limited to only those dictio-
naries that are useful. This is in contrast to other queryable ([8], [9], [10], [11])
for which the data structure must be transferred as a complete single entity.

It is not simply the total size of the dictionaries that is a potential benefit
of dictionary reduction. While these savings in storage space are useful, the
removal of the redundant dictionaries also means that the surviving dictionaries
may relate to more than one data vertex within the datagraph. This increases
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the likelihood that additional user queries may be satisfied using dictionaries
that have already been acquired.

Further improvements are possible by combining dictionaries with overlapping
contents where the two dictionaries use the same size of token. Such a method
would reduce the number of dictionaries without impacting on the compressed
data size. However, any method of combining dictionaries that causes the token
sizes within the compressed data to increase must be treated with caution, as
the reduction in terms of overall dictionary size could easily be negated by the
consequent increase in compressed data size. A trade-off is possible between
dictionary numbers and compressed data sizes that allows for less wastage of
the allocated storage space. In some cases, tokens can be represented in fewer
bits than are used to represent an integer. In addition, further compression (eg
Huffmann coding) may usefully be applied to the dictionaries. This could be
particularly helpful where large text elements are contained within the data
values, such as those in the Orders data set, as these are currently stored in the
dictionaries in their original uncompressed form. While this could have benefits
in terms of space occupied by the dictionaries, there is likely to be some impact
on query performance.

6 Conclusion

The aim of this work has been the evaluation of a data storage model that facil-
itates the sharing of individual segments of data while maintaining support for
user queries. It was proposed that this could be achieved using a combination
of bisimilarity-based partitioning and dictionary-based compression. Work on
the integration of data value compression described the steps necessary to build
dictionary-based compression into datagraphs. The construction of dictionaries
and the subsequent encoding of data values provides the basis for a query strat-
egy that can deal with compressed values and take advantage of the partitioned
structure. It was demonstrated that data values remained queryable in their
compressed form and that the use of a structure-aware query strategy enabled
the evaluation of queries using only the relevant parts of the data structure.

The contribution of this work is the evaluation of a data storage model that
combines bisimilarity-based partitioning and dictionary compression methods.
The evidence presented suggests that this approach has benefits in terms of
data storage. Support for queries is not only maintained but also demonstrated
to access only a fraction of the entire data set. The resulting structure is such
that it lends itself to future exploitation in a system that shares independent
segments of data.
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Abstract. Text compression techniques like bzip2 lack the possibility to insert 
or to delete strings at a given position into a text that has been compressed 
without prior decompression of the compressed text. We present a technique 
called DICIRT that supports fast insertion into and deletion from compressed 
texts without full decompression of the compressed text. For inserted fragments 
up to a size of 8% of the original text size, and for deleted fragments up to 15% 
of the original text DICIRT is faster than modifying uncompressed text pre-
ceded by a decompression step and followed by a compression step.  

Keywords: compression, BWT, wavelet trees, modification of compressed text. 

1 Introduction 

1.1 Motivation  

Applications like big data collections, column-oriented databases, main memory data-
bases, XML compression, and data exchange with mobile client devices benefit from 
using compressed texts in terms of space consumption, data access time, and data 
transfer time. When all the text values of a database column or of the leaf nodes in an 
XML document are regarded as the words of a text S and are compressed together, 
typical operations like reading or updating the nth row of a database column or the nth 
leaf node of an XML document, requires reading or updating the nth word of com-
pressed texts. When such a text S, e.g. a database column S or a sequence S of XML 
leaf nodes, is stored as bzip2 compressed format c(S) only, the modification of the nth 
word of S, e.g. the nth row in a database column or the nth leaf node in an XML docu-
ment could be performed by decompressing c(S) to S, modifying S to S’, compressing 
S’ back to c(S’), and storing c(S’). However, if time and space limitations are the bot-
tleneck of an application that requires inserting, deleting, or updating words at a given 
text position, say, the nth word of a huge text S, it can be a significant advantage to 
perform these operations directly on the compressed text c(S), in comparison to de-
compressing c(S) to S, doing the insert, update, or delete operation on S, and eventual-
ly compress a modified version S’ of S to c(S’).  

Our contribution is based on a block-sorting technique called Indexed Reversible 
Transformation (IRT) [1] that modifies Burrows Wheeler Transformation (BWT) [2] 
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in such a way that search, insertion, and deletion of the nth word are supported on the 
block-sorted text IRT(S). IRT(S) can then be compressed to CIRT (=compressed IRT) 
with run length encoding (RLE) and wavelet trees (WT). Beyond our previous contri-
bution [1], we present a technique called DICIRT (=Deletion and Insertion in CIRT) 
to directly insert the nth word into or to directly delete the nth word from a compressed 
text c(S) without full decompression of c(S), where c(S) is computed from S by CIRT.  

As our evaluation shows, insertions into a CIRT compressed text are faster than 
decompression, insertion, and compression using bzip2 for inserted fragments up to a 
size of 8% of the uncompressed text. Furthermore, deletions from a CIRT compressed 
text are faster than decompression, deletion, and compression using bzip2 for deleted 
fragments up to a size of even 15% of the uncompressed text.  

Furthermore, we have combined DICIRT with XML compression techniques like 
DAG compression [3], Succinct [4], and Repair [5], each of which allows updates on 
compressed XML structures and can identify the node IDs of XML text nodes that 
have to be updated as a consequence of an update operation on a compressed XML 
tree. Therefore, for each of these XML compression techniques, using CIRT as com-
pressed text format and using DICIRT as update processor for XML text nodes is 
considered to be superior to text compression with bzip2 for text inserts up to 8% and 
text deletions up to 15% of the total size of all text nodes.  

1.2 The Advantage of Using IRT in Comparison to Using BWT 

The major advantage of IRT in comparison to BWT is that insertion and deletion of 
words commute with the transformation and retransformation of a text when using 
IRT, which is not the case for BWT (c.f. Figure 1). For example, let BWT(S-W) de-
note BWT applied to a text S-W, where S-W is a text S from which a word W has been 
deleted, and let BWT(S)-BWT(W) denote BWT(S) from which those characters have 
been deleted that represent the word W in BWT(S). Let IRT(S)-IRT(W) and IRT(S-W) 
be defined correspondingly, except using IRT instead of BWT. Then, BWT(S-W) is 
not guaranteed to be equal to BWT(S)-BWT(W), i.e., BWT transformation and word 
deletion do not commute (Figure 1b). However, IRT transformation commutes with 
both, insertion and deletion of words, such that insertion and deletion of words can be 
done directly on IRT(S) (Figure 1a). This includes that even inserting IRT(W), i.e. the 
transformed word W, at the word position n into IRT(S-W) returns the same result as 
IRT applied to the text S resulting from W being inserted as the nth word into S-W.  

 

       

Fig. 1. (a) IRT commutes with insert and delete of words, while BWT does not (b) 
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1.3 Related Work 

Previous contributions to the field of text compression can be classified into entropy 
encoders, e.g. [6], [7], [8], arithmetic coders, e.g. [9], [10], dictionary coders, e.g. 
[11], [12], [13], statistical compressors, e.g. [14], [15], grammar-based compressors, 
e.g. [16], and block-sorting compressors. While previous contributions based on dic-
tionary coders, e.g. [17], or based on grammar-based compressors, e.g. [18], allow 
random access to arbitrary phrases of the compressed text, common block-sorting 
compressors like bzip2 that are based on Burrows-Wheeler-Transformation (BWT) 
combined with Move-To-Front and Huffman Encoding [6] usually do not allow for 
direct access to arbitrary parts of compressed data. Therefore, searching, modifying 
and partial decompression are not possible without an additional index on text com-
pressed with these compressors, but are features of our approach DICIRT which is 
based on a variation of BWT.  

Other contributions based on BWT, e.g. [19] and [20], propose efficient pattern 
matching in text libraries or pattern collections and provide a possibility to add or to 
remove new texts or patterns. However, patterns cannot be associated with a position, 
e.g. containing the nth word. Therefore, text collections as described in [19], [20] and 
compressors allowing random access to the compressed text as described in [17], 
[18], [21] and [22] cannot be efficiently used for position-based insertion, deletion or 
modification of the nth word in the compressed text without prior decompression. As a 
consequence, these approaches cannot be used to insert, to delete, or to update the nth 
text node in a compressed XML file.  

Further contributions propose update algorithms for BWT, which allow for inser-
tions, deletions and substitution of letters without retransforming BWT, e.g. [23] and 
[24]. But equally to [17], [18], [19], and [20], they do not allow for position-based 
insertion, deletion or modification of the nth word within transformed texts, i.e., they 
do not provide a solution for insertion, deletion or modification of the nth text node of 
a compressed XML file. Furthermore, position-based word search of the nth word in 
compressed texts, if possible at all, requires usually an external index, when using 
previous text compressors. 

In comparison to these approaches, we follow the idea of Indexed Reversible 
Transformation (IRT) [1], a self-index to block-sorted texts, which allows for posi-
tion-based search, insert, update, and delete operations, e.g. of the nth word of a text, 
without full decompression of the text. While IRT(S) can be compressed to CIRT(S) 
when using run-length FM-index (RLFMI) [25] and wavelet trees (WT) [26], 
CIRT(S) loses some of IRT’s benefits: Either insert, update, and delete operations on 
RLFMI and WT take much time or decompression of RLFMI and WT back to IRT(S) 
is required before the insertion or deletion on IRT(S), as well as a compression back 
to CIRT(S) afterwards.  

In this paper, we present DICIRT, a technique that supports insert and delete op-
erations directly on the compressed data structure, i.e. on RLFMI and on WT, without 
full decompression of RLFMI and WT. As a consequence, faster updates of the com-
pressed block-sorted texts are possible, and, as a direct consequence, faster updates of 
text nodes in compressed XML are possible. 
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1.4 Contributions 

This paper proposes a technique called DICIRT that provides fast insert, update and 
delete operations on texts compressed by the Compressed Indexed Reversible Trans-
formation (CIRT) [1], which already offers the following properties: 

• searching for positions of words in S, given the word’s content and CIRT(S),  
• searching in the compressed text CIRT(S) for the nth word of S, 
• retransforming the nth word of S from CIRT(S), and  
• searching for words being , , , ,  or  a given text constant.  

Beyond [1], DICIRT supports the following operations directly on the compressed 
text CIRT(S) without prior decompression of CIRT(S) to IRT(S) or to S and without 
time consuming bit-shift operations on compressed data: 

• fast deletion of the nth word of S from the compressed text CIRT(S), 
• fast insertion of a word as the nth word of S into the compressed text CIRT(S), and 
• fast merging of another transformed and compressed text CIRT(W) into CIRT(S) 

simulating an insertion of W behind the nth word of S. 

We furthermore present a comprehensive evaluation, which shows that DICIRT is 
faster for deletions and insertions than compressing and decompression text with 
bzip2 if the deleted or inserted text fragments are small compared to the given text. 

2 Fast Insertion and Deletion on CIRT 

2.1 Indexed Reversible Transformation (IRT) and Used Notation 

Let S be the concatenation of words, such that each word starts with a word delimiter 
(e.g. ‘$’) and continues with a possibly empty sequence of characters not containing 
the word delimiter. For the nth word of S, we call n the word index of the word in S. 
Furthermore, let |S| denote the length of S, |S|W denote the number of words in S, S[n] 
denote the nth character of S, and S[n..n+i] denote the sequence of characters ranging 
from S[n] to S[n+i] for i  0.  

The Indexed Reversible Transformation (IRT) [1] of S denotes the Burrows-
Wheeler-Transformation (BWT) [2] applied to S according to an ordering relation 
A$ that fulfills the following conditions. The lexicographical order of the word delimi-
ters ‘$’ is changed in such a way, that all ‘$’ of S get the smallest lexicographical 
order in A$, and most important, the order of the word delimiters among themselves is 
determined by their occurrence in S from left to right. That is, the nth word delimiter 
‘$’ appearing in S gets a smaller lexicographical order in A$ than the n+1st word deli-
miter ‘$’. Furthermore, IRT sorts characters of S according to their prefix (opposed to 
BWT that sorts them according to their suffix). Thus, in contrast to BWT, for each 
n∈{1,…,|S|W}, IRT(S) stores the first character of the nth word of S at position n of 
IRT(S). This provides an index to the first character of each word of S, which allows 
for reconstruction of each word individually without retransforming IRT(S) in total. 
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Let IRT(S) denote IRT applied to the text S. Let Sort(S) denote S and IRT(S) lex-
icographically sorted according to a given ordering relation A$. Let B(IRT(S)) denote 
the run-length bit-vector of IRT(S), defined in RLFMI [25] and shown in Figure 2, 
that contains a 0-bit for each character in IRT(S)) that is equal to the previous charac-
ter and a 1-bit otherwise. Let R(IRT(S)) denote IRT(S) after replacing each run of 
equal characters within IRT(S) by one character. Finally, let WT(R(IRT(S))) be the 
wavelet tree containing the bits of the Huffman codes of all characters ci of R(IRT(S)) 
as described in [26] and shown e.g. in the left half of Figure 3, such that for each ci,  

(1) the Huffman code of ci is presented in the wavelet tree as a path from the root 
node to the leaf node representing ci in WT,  

(2) one bit of the Huffman code of ci is stored on each node of this path except for 
the leaf node, 

(3) if a 0-bit is stored in a node, the path continues with the left sub-tree, if a 1-bit is 
stored in a node, the path continues with the right sub-tree.  

2.2 Delete Operation on CIRT(S) 

The deletion of a word W on CIRT(S), i.e. on B(IRT(S)) and WT(R(IRT(S))), where 
CIRT(S’) denotes the result of the deletion, is done in two steps. In a first step, 
B(IRT(S)) is updated. For this purpose, W is transformed consecutively from 
CIRT(S), i.e. B(IRT(S)) and WT(R(IRT(S))), and the visited bits of B(IRT(S)) are 
marked by using e.g. a bit vector of length |S|. Then, B(IRT(S’)) is initialized as a bit-
vector having length |S|-|W|, and the bits of B(IRT(S)), which are not marked and do 
not follow a marked bit, are copied bit by bit to B(IRT(S’)). Whenever a marked bit in 
B(IRT(S)) at position p is reached, the value of the next unmarked bit at position pn in 
B(IRT(S)) has to be verified by checking the equality of IRT(S)[pp] and IRT(S)[pn], 
where pp is the position of the previous unmarked bit before p. If IRT(S)[pp] = 
IRT(S)[pn], a 0-bit has to be written to B(IRT(S’))[pn], regardless of whether the bit 
value of B(IRT(S))[pp] is 0 or 1. If IRT(S)[pp] ≠ IRT(S)[pn] or no previous unmarked 
bit exists, a 1-bit has to be written to B(IRT(S’))[pn], as IRT(S)[pp] and IRT(S)[pn] 
will not be part of the same run in IRT(S’). 

The example in Figure 2 shows the normal copying of bits and both possible spe-
cial cases by deleting the second word from S = “$ab$raca$dabra”. The bits at the 
unmarked positions of B(IRT(S)) are copied to B(IRT(S’)). The bits of B(IRT(S)), 
which have to be further considered are marked by a question mark. For example the 
characters ‘b’ at position 4 and ‘b’ at position 6 in IRT(S) form a run after the deletion 
of the character ‘$’ at position 5, i.e., instead of copying the 1-bit at position 6 in 
B(IRT(S)), a 0-bit has to be written to B(IRT(S’)). On the other hand, the character at 
position 12, which does not start a run in IRT(S), starts a run in IRT(S’) because of the 
deletion of the ‘a’ at position 11. Therefore, instead of the 0-bit at position 12 of 
B(IRT(S)), a 1-bit has to be written to B(IRT(S’)). All bits that follow a marked posi-
tion might change when transferring them from B(IRT(S) to B(IRT(S’)), as runs 
might be joined here. Note that all other bits can be copied from B(IRT(S)) to 
B(IRT(S’)) without further consideration. 
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Fig. 2. Deletion of the 2nd word of S = “$ab$raca$dabra” 

In a second step, WT(R(IRT(S))) has to be updated according to the deletion of 
characters from R(IRT(S)). Note that the number of 1-bits in B(IRT(S’)) cannot in-
crease in comparison to the number of 1-bits in B(IRT(S)), i.e., no new runs can occur 
in IRT(S’) and therefore, no new characters can occur in R(IRT(S’)). A 0-bit in 
B(IRT(S)) can only change to a 1-bit, if the start-bit of the corresponding run is de-
leted (for example, see Figure 2, position 12), which does not change R(IRT(S’)). 

As R(IRT(S)) is stored as WT(R(IRT(S))), the characters to be deleted from 
R(IRT(S)) have to be deleted from WT(R(IRT(S)) to yield WT(R(IRT(S’)). For this 
purpose, to delete the nth character from WT(R(IRT(S))), in a first step, the nth bit in 
the root of WT(R(IRT(S))) is marked while processing B(IRT(S)). Second, the mark-
ing of bits to be deleted is propagated down the WT, i.e., all bits which represent the 
nth character in WT(R(IRT(S))) are marked. WT(R(IRT(S’))) is initialized as an emp-
ty data structure with equal shape to WT(R(IRT(S))). The size of each node in 
WT(R(IRT(S’))) is determined by the number of unmarked bits in the corresponding 
node in WT(R(IRT(S))). Finally, all unmarked bits in each node of WT(R(IRT(S))) 
are copied to the corresponding node in WT(R(IRT(S’))). 

The example in Figure 3 shows WT(R(IRT(S))) and WT(R(IRT(S’))) for the ex-
ample delete operation on S shown in Figure 2. The characters that shall be deleted 
from R(IRT(S)) and the bits that shall be deleted from the nodes of WT(R(IRT(S))) 
are crossed out in WT(R(IRT(S))) shown in Figure 3 and are not copied to 
WT(R(IRT(S’))). Note that the characters shown in the inner nodes of the wavelet tree 
in Figure 3 are not part of the wavelet tree, but are shown to illustrate the meaning of 
the bits in the wavelet tree. 

2.3 Insert Operation on CIRT(S) 

The insertion of a word W as the nth word of S into CIRT(S), i.e. into B(IRT(S)) and 
WT(R(IRT(S))), starts by compressing W to CIRT(W), where WT(R(IRT(W))) is  
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Fig. 3. R(IRT(S)) and R(IRT(S’)) compressed as WT. The characters shown are not part of the 
WT, i.e., the WT only contains the bits of the characters’ Huffman codes. 

shaped like WT(R(IRT(S))). Let CIRT(S’) denote the result of the insertion. Then, the 
insertion of CIRT(W) into CIRT(S) is done by initializing B(IRT(S’)) and 
WT(R(IRT(S’)) as empty data structures and by the following three steps. 

The first step is the Insert Position Computation (IPC) Algorithm (below), which 
works similar to the merge operation described in [1]. IPC determines the positions 
Ipos, where the bits of B(IRT(W)) have to be inserted into B(IRT(S’)). The nth bit of 
B(IRT(S’)) represents the first character W[1] of W, because W is inserted as the nth 
word into CIRT(S). That is, the insert position for W[1] is n=pS+pW (line (4)), where 
pW denotes the number of characters from W up to the current insert position pS+pW 
and pS denotes the number of characters from S up to the current insert position 
pS+pW. To find the successor insert position representing W[i+1] in B(IRT(S’)) of a 
current insert position pS+pW representing W[i] in B(IRT(S’)), we have to recalculate 
pS and pW. The new value for pW calculates the position of W[i+1] in IRT(W) by LF 
mapping (lines (5)+(6)). And the new value for pS calculates how many characters 
from IRT(S) occur before the insert position of the new character (line (7)).  

(1) Initialize insert positions Ipos[ 1..|S|+|W| ] with 0-bits ;  
(2) pW = 1 ;                 // pW = how many characters until n are from IRT(W) 
(3) pS =   n – 1 ;            //   pS = how many characters until n are from IRT(S) 
(4) do {  Ipos[pS+pW] = 1 ; // mark this insert position for actual char from IRT(W)  
(5)       char = CIRT(W)[pW] ;                      // get actual char from IRT(W) 
(6)       pW = count(W)[char] + Rankchar(CIRT(W),pW) ; // LF mapping on IRT(W) 
(7)          pS   = count(S)[char]  +  Rankchar(CIRT(S),pS) ;   
(8) } while ( char ≠ ‘$‘ )   // until all chars of IRT(W) are processsed 

IPC Algorithm: mark insert positions for bits from B(IRT(W)) in B(IRT(S’)) 

Note that pS (and pW) can be computed by using count and Rank only, where 
Rankc(CIRT(S), p) denotes the number of characters c up to position p in IRT(S) 
computed using only B(IRT(S)) and WT(R(IRT(S))), and count(S)[char] denotes the 
number of characters in S that are alphabetically smaller tham char. Furthermore, the 
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assignment in line (5) returns the character at position pW in IRT(W) using only 
B(IRT(S)) and WT(R(IRT(S))). This is repeated for all characters of W[i] and in such 
a way that all the visited positions in B(IRT(S’)) are marked by using the additional 
bit-vector Ipos (line (4)). 

In a second step, for all positions p, the bits of B(IRT(S’)) are copied from 
B(IRT(S)) and from B(IRT(W)) starting at the first position p of B(IRT(S’)). If posi-
tion p of B(IRT(S’)) is marked, the next bit is copied from the next position of 
B(IRT(W)) to position p of B(IRT(S’)), otherwise from the next position of 
B(IRT(S)). When merging IRT(S) and IRT(W), new runs in IRT(S’) may occur, or 
runs copied from IRT(S) or IRT(W) may be joined. At every transition from a marked 
position p-1 to a non-marked position p or vice versa from a non-marked position p-1 
to a marked position p, the value of the copied bit has to be verified according to its 
character value in IRT(S) resp. IRT(W) similar to section 2.2. If the character at posi-
tion p in IRT(S’) is preceded by an equal character at position p-1 in IRT(S’), a 0-bit 
is written to position p of B(IRT(S’)), otherwise a 1-bit.  

The example in Figure 4 shows the insertion of the word W = „$raca“ into  
S = “$ab$dabra” as the 2nd

 word simulated on B(IRT(W)) and B(IRT(S)). 
S’=“$ab$raca$dabra” denotes the result of the insertion of W into S. Within the first 
step, the insert positions in B(IRT(S’)) are computed. They are represented by the 
character ‘_’ within [IRT(S’)]S which itself denotes IRT(S’) projected to the elements 
of S. Similarly, [IRT(S’)]W denotes IRT(S’) projected to the elements of W. Further-
more, {B(IRT(S))}S’ denotes the mapping of the bits of B(IRT(S)) to the positions of 
[IRT(S’)]S , and {B(IRT(W))}S’ denotes the mapping of the bits of B(IRT(W)) to the 
positions of [IRT(S’)]W. If the bits at the positions p and p-1 in B(IRT(S’)) are from 
the same source, either B(IRT(S)) or B(IRT(W)), the bit at position p can be copied 
from the source to B(IRT(S’)) without verification. Verification of bits in B(IRT(S’)) 
is only necessary for those bits, for which the left neighbor bit in B(IRT(S’)) has been 
copied from the other source, B(IRT(W)) or B(IRT(S)) respectively. For example, 
instead of the 0-bit of B(IRT(S)), a 1-bit has to be written to position 6 of B(IRT(S’)), 
as the ‘b’-run of IRT(S) is interrupted by the ‘$’ of IRT(W) at position 5 of 
B(IRT(S’)). At position 12 of B(IRT(S’)), instead of the 1-bit of B(IRT(S)), a 0-bit has 
to be written to B(IRT(S’)), as the ‘a’ of IRT(S), is part of an ‘a’- run leaded by a 
previous ‘a’ in IRT(S’). 

In a third step, which can be performed in parallel to the second step, the resulting 
wavelet tree WT(R(IRT(S’))) is constructed. For this purpose, the nodes of 
WT(R(IRT(S’))) are initialized as an empty data structure with an estimated size de-
pending on the sizes of the corresponding nodes in WT(R(IRT(W))) and in 
WT(R(IRT(S))). Note that WT(R(IRT(W))) and WT(R(IRT(S))) must have the same 
shape, i.e. use the same Huffman coding, to perform the insert operation. Whenever a 
1-bit is inserted at position p into B(IRT(S’)), a character c has to be inserted into 
WT(R(IRT(S’))) at position pWT = Rank1(B(IRT(S’), p). The character c is either co-
pied from WT(R(IRT(W))) or from WT(R(IRT(S))), depending on whether the 1-bit 
has been copied from B(IRT(W)) or from B(IRT(S)) to B(IRT(S’)). If a 0-bit of 
B(IRT(W)) or of B(IRT(S)) has been changed to a 1-bit when writing it to B(IRT(S’)) 
(see for example the bit at position 6 in Figure 4), then depending on where the 
 



 Implementing Efficient Updates in Compressed Big Text Databases 197 

 

 

Fig. 4. Insertion of W = “$raca” as 2nd word into S = ”$ab$dabra” simulated on B(IRT(S)) and 
B(IRT(W)) 

changed 0-bit comes from, B(IRT(W)) or B(IRT(S)), the last copied character from 
B(IRT(W)) or from B(IRT(S)) respectively has to be copied to WT(R(IRT(S’))) again. 

The insertion of the characters of W into S can be simulated on [IRT(S’)]W and on 
[IRT(S’)]S as illustrated in Figure 4, however it is implemented on WT(R(IRT(W))) 
and WT(R(IRT(S))) as follows (c.f. Figure 5). For each 1-bit in B(IRT(S’)), a charac-
ter from either WT(R(IRT(W))) or WT(R(IRT(S))) is copied to WT(R(IRT(S’))). For 
example, for the 1-bit at position 4 in B(IRT(S’)) and for the 1-bit at position 6 in 
B(IRT(S’)), the character ‘b’ occurring at position 3 in WT(R(IRT(S))) shown in Fig-
ure 5 is copied to WT(R(IRT(S’))). Note that the character ‘b’ occurring at position 3 
in WT(R(IRT(S))) is copied twice to WT(R(IRT(S’))), i.e. to the index positions 4 and 
6, because the original ‘b’-run in IRT(S) shown in Figure 4 is split into 2 ‘b’-runs in 
IRT(S’) because of the insertion of the ‘$’-character from IRT(W) at position 5 into 
IRT(S’) (c.f. Figure 4, positions 4-6 of [IRT(S’)]W and [IRT(S’)]S).  

A character at position q in WT(R(IRT(S))) or in WT(R(IRT(W))) is copied to 
WT(R(IRT(S’))) as follows. The character at position q is decompressed, and the bits 
visited in the wavelet tree nodes of WT(R(IRT(S))) or of WT(R(IRT(W))) respective-
ly are added to their corresponding nodes in WT(R(IRT(S’))), in the same order as  
the characters represented by WT(R(IRT(S))) and by WT(R(IRT(W))) occur in the 
sequence of character represented by WT(R(IRT(S’))).  

Finally, as the sizes of the nodes of WT(R(IRT(S’))) were estimated, the space re-
quired for a node might have to be adjusted if it is exceeded or if some space is un-
used after the insertion is completed.  

If the insertion steps 2 and 3 are performed in parallel, the insertion of a character 
into WT(R(IRT(W))) can be used for improving the character comparison in the 
second step. The check of whether or not two characters c1 and c2 are equal requires 
decompression of c1 and c2 from their wavelet trees. One decompression step can be 
saved by saving the bits visited while decompressing a character of the input WT and 
by using the bits for insertion into the result WT if one of the characters to be com-
pared is represented by a 1-bit in the B-vector of RLFMI. 
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Fig. 5. Insertion of W as 
WT(R(IRT(S))) 

3 Evaluation 
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Fig. 6. Compression ratios of DICIRT, CIRT, and bzip2 on different datasets 

 

Fig. 7. Insert and delete boundary for DICIRT and CIRT vs. bzip2 

The performance was evaluated by inserting data into and by deleting data from 
the datasets. When using CIRT [1], the compressed data first has to be retransformed 
to IRT(S), followed by the operation on IRT(S) resulting in IRT(S'), and a retransfor-
mation to CIRT(S'). bzip2 requires a complete decompression to the original string S, 
performing the operation on S, and compressing the result again. With DICIRT, the 
insert and delete operations can be performed directly on CIRT(S).  
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The performance of DICIRT is best for small insertions and deletions. In compari-
son to bzip2, DICIRT is up to 40% faster for single word operations. When it comes 
to operations where the deleted or inserted fragment is big, DICIRT is slower than 
bzip2. The boundary up to which DICIRT is superior to bzip2 was examined by using 
different parts of the “Bible” dataset and performing the insert and delete operation on 
each of them (c.f. Figure 7). This reveals that the insert boundary is at 8% and the 
delete boundary is at 15%, i.e., insertion of a fragment that has a size of less than 8% 
of the given text is faster when using DICIRT than when using bzip2, and the deletion 
of a fragment that has a size of less than 15% of the given text is faster when using 
DICIRT than when using bzip2. 

Furthermore, we have compared the performance of DICIRT and its predecessor 
CIRT for insertions into and deletions from the “Bible” document. Figure 8 summa-
rizes the results for insertions and deletions up to a size of 15% of the original docu-
ment. Notice that for both, insertions and deletions, DICIRT clearly outperforms  
insertions and deletions on CIRT as described in [1], i.e., it is an advantage to do the 
deletions and insertions directly on B(IRT(S)) and WT(R(IRT(S))), in comparison to 
decompressing B(IRT(S)) and WT(R(IRT(S))) back to IRT(S). 
 

 

Fig. 8. Comparison of DICIRT and CIRT for deleting from and inserting into “Bible” 

4 Summary and Conclusions 

Direct search and modification of e.g. the nth word in compressed texts without an 
external index and without prior decompression may be of significant advantage  
for applications like big data collections, column-oriented databases, main memory 
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databases, XML compression, and data exchange with mobile client devices. Howev-
er, direct search and modification of the nth word in compressed texts is not possible 
for common text compressors like BWT without an extra index or prior decompres-
sion. The Compressed Indexed Reversible Transformation (CIRT) [1] allows for fast 
search operations, but only for slow insert and delete operations directly on the trans-
formed text, because for insert or delete operations, CIRT has to be decompressed 
back to IRT before the insert or delete operation and compressed again to CIRT  
afterwards. 

We have developed DICIRT, an approach based on CIRT that besides fast search 
operations also supports fast insert and delete operations directly on the compressed 
text, i.e., no decompression to IRT or even back to the uncompressed text S is re-
quired. Our experimental results have shown that CIRT is comparable in compression 
ratio and speed to the approach of [1] and also comparable to bzip2. Insertions using 
DICIRT on CIRT(S) up to a size of 8% of the size of S are faster than decompressing 
CIRT(S) to S using bzip2, followed by compressing S back to CIRT(S) using bzip2 
again. Furthermore, deletions using DICIRT on CIRT(S) up to a size of even 15% of 
the size of S are faster than decompressing CIRT(S) to S followed by compressing S 
to CIRT(S) when using bzip2 again. To summarize, we consider DICIRT as a useful 
technique for fast insertion and deletion operations on compressed texts, which can be 
used e.g. within XML databases or column-oriented big text databases. 
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Abstract. The problem of storing and querying XML data using re-
lational databases has been considered a lot and many techniques have
been developed. MXML is an extension of XML suitable for represent-
ing data that assume different facets, having different value or structure
under different contexts, which are determined by assigning values to a
number of dimensions. We currently work on the problem of convert-
ing MXML to SQL queries, in order to be executed over MXML data
stored in relational databases. As part of this work, in this paper, we ex-
plore a path-based technique for storing MXML documents in relational
databases, based on similar techniques previously proposed for conven-
tional XML documents. Also, we present a new ordered-based approach
on representing context in such a way so as to facilitate the formulation
of context-aware queries, and we show how we can manipulate context.

1 Introduction

Multidimensional XML (MXML) [3] is an extension of XML, which allows con-
text specifiers to qualify element and attribute values, and specify the contexts
under which the document components have meaning. MXML is therefore suit-
able for representing data that assume different facets, having different value or
structure, under different contexts.

In order to express context-aware queries over MXML data, we use the MX-
Path (Multidimensional XPath) language [9], which is an extension of conven-
tional XPath, suitable for navigating in MXML documents.

The main contribution of this paper is to provide efficient tools and meth-
ods, which are necessary for the conversion of MXPath queries to SQL queries
over a relational schema, that is used for storing MXML documents. For this
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reason, we first propose a path-based technique for storing MXML documents
in relational databases. According to this technique the constructed relational
schema contains several tables, each of them storing a different type of nodes
of the MXML-tree. Also, we use additional tables to represent context and all
possible paths of a MXML-tree in a way that it can be used and manipulated
by SQL queries. Furthermore, we propose techniques for context manipulation.

2 Preliminaries

In MXML [3,4], data assume different facets, having different value or structure,
under different contexts according to a number of dimensions which may be
applied to elements and attributes. The notion of “world” is fundamental in
MXML. A world represents an environment under which data obtain a meaning.
A world is determined by assigning to every dimension a single value, taken
from the domain of the dimension. In MXML we use syntactic constructs called
context specifiers that specify sets of worlds by imposing constraints on the values
that dimensions can take. The elements/attributes that have different facets
under different contexts are called multidimensional elements/attributes. Each
multidimensional element/attribute contains one or more facets, called context
elements/attributes, accompanied with the corresponding context specifier which
denotes the set of worlds under which this facet is the holding facet of the
element/attribute. The syntax of MXML is shown in Example 1, where a MXML
document containing information about a book is presented.

Example 1. The MXML document shown below represents a book in a book
store. Two dimensions are used namely edition whose domain is {greek,
english}, and customer type whose domain is {student, library, teacher}.
<book isbn=[edition=english]"0-13-110362-8"[/] [edition=greek]"0-13-110370-9"[/]>
<title>The C programming language</title>
<authors>

<author>Brian W. Kernighan</author>
<author>Dennis M. Ritchie</author>

</authors>
<@publisher>

[edition = english] <publisher>Prentice Hall</publisher>[/]
[edition = greek] <publisher>Klidarithmos</publisher>[/]

</@publisher>
<@translator>

[edition = greek] <translator>Thomas Moraitis</translator>[/]
</@translator>
<@price>

[edition=english]<price>15</price>[/]
[edition=greek,customer_type in {student, teacher}]<price>9</price>[/]
[edition=greek,customer_type=library]<price>12</price>[/]

</@price>
<@cover>

[edition=english]<cover><material>leather</material></cover>[/]
[edition=greek]

<cover>
<material>paper</material>
<@picture>

[customer_type=student]<picture>student.bmp</picture>[/]
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[customer_type=library]<picture>library.bmp</picture>[/]
</@picture>

</cover>
[/]

</@cover>
</book>

Notice that multidimensional elements are the elements whose name is pre-
ceded by the symbol @ while the corresponding context elements have the same
element name but without the symbol @.

3 Properties of MXML Documents

3.1 Graphical Model of MXML and Node Indexing

In this section, we present a graphical model for MXML called MXML-tree. The
proposed model is node-based and each node is characterized by a unique “id”.

Fig. 1. Graphical representation of MXML (MXML tree)

In MXML-tree, there are the following node types: multidimensional ele-
ment nodes, context element nodes, multidimensional attribute nodes, context
attribute nodes, and value nodes. The context element nodes, context attribute
nodes, and value nodes correspond to the element nodes, attribute nodes and
value nodes in a conventional XML tree. Each multidimensional/context element
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node is labelled with the corresponding element name, while each multidimen-
sional/context attribute node is labelled with the corresponding attribute name.
As in conventional XML, value nodes are leaf nodes and carry the corresponding
value. The facets (context element/attribute nodes) of a multidimensional node
are connected to that node by edges labelled with context specifiers denoting the
conditions under which each facet holds. These edges are called element/attribute
context edges respectively. Context elements/attributes are connected to their
child elements/attribute or value nodes by edges called element/attribute/value
edges respectively.

For indexing the nodes of a MXML tree, we use the Dewey labelling schema
[8]. In general, this schema assigns to each node a dotted format identification
number, according to the hierarchical position (level, sibling number) of that
node in the MXML tree. So, assuming that N1, N2, . . . , Nd is a sequence of
nodes contained in a path of the MXML tree, such that N1 is the root node
and Ni−1 is the parent node of node Ni, we define the Dewey labelled index of
node Nd denoted as the dotted format identification number sN1 .sN2 .sN3 . . . sNd

,
where sNi is the position number of node Ni among its siblings.

Example 2. In Fig. 1, we see the representation of the MXML document of
Example 1 as a MXML-tree and the dotted format of dewey indexing. For saving
space, in Fig. 1 we use obvious abbreviations for dimension names and values
that appear in the MXML document.

3.2 Properties of Contexts

Context specifiers qualifying element/attribute context edges give the explicit
contexts of the nodes to which these edges lead. The explicit context of all the
other nodes of the MXML-tree is considered to be the universal context [ ],
denoting the set of all possible worlds. The explicit context can be considered
as the true context only within the boundaries of a single multidimensional ele-
ment/attribute. When elements and attributes are combined to form a MXML
document, the explicit context of each element/attribute does not alone de-
termine the worlds under which that element/attribute holds, since when an
element/attribute e2 is part of another element e1, then e2 have substance only
under the worlds that e1 has substance. This can be conceived as if the context
under which e1 holds is inherited to e2. The context propagated in that way is
combined with (constraint by) the explicit context of a node to give the inherited
context for that node. Formally, the inherited context ic(q) of a node q is defined
as ic(q) = ic(p) ∩c ec(q), where ic(p) is the inherited context of its parent node
p and ec(q) is the explicit context of node q. ∩c is an operator called context
intersection defined in [7] which combines two context specifiers and computes
a new context specifier which represents the intersection of the worlds specified
by the original context specifiers. The evaluation of the inherited context starts
from the root of the MXML-tree. By definition, the inherited context of the root
of the tree is the universal context.
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As in conventional XML, the leaf nodes of MXML-trees must be value nodes.
The inherited context coverage of a node further constraints its inherited context,
so as to contain only the worlds under which the node has access to some value
node. The inherited context coverage icc(n) of a node n is defined as follows: if
n is a leaf node then icc(n) = ic(n); otherwise icc(n) = icc(n1)∪c icc(n2)∪c ...∪c

icc(nk), where n1, . . . , nk are the child element nodes of n. ∪c is an operator
called context union defined in [7] which combines two context specifiers and
computes a new one which represents the union of the worlds specified by the
original context specifiers.

4 Storing MXML in Relational Databases

4.1 Path-Based Relational Schema

In this section, we present a path-based technique for storing MXML documents
using relational databases, which extends the technique presented in [10] for the
case of XML. In our path-based relational schema, we use an Element Table,
an Attribute Table and a Value Table for storing element, attribute and value
nodes respectively. Each one of these tables contains the id of each node (node
id) based on the Dewey-labelling schema and the id (path id) representing the
path in the Path Table, which leads to that node. For the Value Table, the value
of the node is additionally stored. On the other hand, the Path Table contains
all possible paths of the MXML document starting from the root node, assigning
to each path a unique id. As we show in the following example, the paths stored
in the Path Table are path expressions with two more additional characteristics
and we call them simple path expressions. The first one is the “− >” notation
used in MXPath [9] for indicating multidimensional nodes and the second one is
the character “#”, which is added before every “/” separator for helping through
the MXPath to SQL query conversion. Finally, as described in sub-section 4.2,
relational schema contains tables for storing explicit context or inherited context
coverage in a binary-based format (world vectors).

Example 3. Fig. 2, depicts (parts of) the tables contained in the Path-based
relational schema, for storing the MXML tree of Fig. 1.

Element Table

node id path id

1 1
1.1 2
1.1.2 5
.... ....

Attribute Table

node id path id

1.1.1 3
1.1.1.1 4
1.1.1.2 4

Value Table

node id path id value

1.1.1.1.1 4 0-..-8
1.1.1.2.1 4 0-..-9
.... .... ....

Path Table

path id path

1 #/->book
2 #/book
3 #/book#/->@isbn
4 #/book#/@isbn
5 #/book#/->title
.... ....

Fig. 2. The Path-based Relational Schema
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4.2 Ordered-Based Context Representation

We use an Ordered-Based technique to store the context in such a way so as to
facilitate the formulation of context-aware queries, by reducing the size of tables
and the number of joins. The basic idea behind this technique is that we achieve
the total ordering of all possible worlds based on a) a total ordering of dimensions
and b) a total ordering of the elements in the domain of each dimension. So, for
k dimensions with each dimension i having mi possible values, we may have
n = m1 ∗m2 ∗ . . . ∗mk possible ordered worlds. Each of these worlds is assigned
a unique integer value between 1 and n.

Fig. 3. Possible Worlds Ordering

Example 4. In Fig. 3, we present how we can order all possible worlds of Exam-
ple 1 according to the dimensions and the dimension values. In order to show
this ordering, we use a forest of trees. As we can see, each dimension of the
MXML document corresponds to a level in the forest. The ordering of these
levels represents the ordering of dimensions. Also, for each level we can see the
ordering of all possible values of the related dimension, under each node of the
previous level. Each possible world can be produced by traversing a path from
a root node of the forest to a leaf node of the corresponding tree. Finally, the
order of the forest’s leaves represents the total ordering of all possible worlds
assigning a unique integer to each world (w1, w2, . . . , w6).

Assuming that all possible worlds of a MXML document are totaly ordered, we
define a vector of binary digits called World Vector.

Definition 1. Given a total ordering of worlds W = (w1, w2, . . . , wn), where n
is the number of possible worlds, we define as V (c) = (a1, a2, . . . , an) the World
Vector of a context specifier c, where ai with i = 1, 2, . . . , n, is a one bit value
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containing 1 if the world wi is between the worlds represented by c or 0 if wi is
not included in the worlds represented by c.

Fig. 4 shows how we can store dimensions’ information to a relational schema.
One table (Table D) is used for storing ordered dimensions and one separate
table Di with i = 1, 2, . . . , k is used for storing the ordered values di,j with
j = 1, 2, . . . ,mi and mi is the number of the different values of dimension Di.

Fig. 4. Ordered-Based Representation in Relational Schema

Finding the Position of a World in a World Vector. Using the Ordered-
Based Representation to represent worlds, the problem of defining the position
corresponding to a specific world in a world vector arises.

As shown in Fig. 4, assuming that a context specifier contains the world wi,
and each number p1, p2, . . . , pk represents the position of a value among the
ordered values of each dimension D1, D2, . . . , Dk respectively, we can find the
bit-position i corresponding to this world in the world vector of the context
specifier, using the following formula:

i = pk +
∑k

j=2[(pj−1 − 1) ∗ (
∏k

w=j mw)]

Example 5. Fig. 5, depicts (parts of) the Explicit Context Table, and the In-
herited Coverage Table obtained by encoding the context information appearing
in the MXML-tree of Fig. 1. Also, we can see the contents of the tables D,D1 and
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D Table

dimension id dimention name

1 edition
2 customer type

D1 Table

value id value

1 greek
2 english

D2 Table

value id value

1 student
2 teacher
3 library

Inherited Coverage Table

node id world vector

1.1 111111
1.1.1 111111
1.1.1.1 000111
1.1.1.1.1 000111
.... ....

Explicit Context Table

node id world vector

1.1 111111
1.1.1 111111
1.1.1.1 000111
.... ....

1.1.6.3 001000
.... ....

Fig. 5. Context Tables

D2 containing the ordering information for all possible worlds. For example, the
explicit context of the node with node id=1.1.1.1 includes the worlds:

w′
1 = {(edition, english), (customer type, student)},

w′
2 = {(edition, english), (customer type, teacher)} and

w′
3 = {(edition, english), (customer type, library)}

According to the ordering of Fig. 3, the bit-positions of these worlds in the world
vector are 4, 5 and 6 respectively. As a result, the explicit context specifier of the
node is encoded in the Explicit Context Table as one row with node id=1.1.1.1

and the world vector 000111.

Finding the World Corresponding to a Bit in a World Vector. The
opposite problem of finding the position of a world in a world vector is the
problem of finding which world corresponds to a bit-position i of a world vector.
In order to achieve this, we can use the following algorithm expressed as a
function, using the notation of Fig. 4.

Function Convert bit-position i of world vector to world(i)
Input: The position i of a bit in a world vector, Output: A world (p1, p2, ..., pk)
begin

If (i>1) then
k’=1; i’=i-1;
While (k’<k) do

ak′=i’ DIV (mk′+1*mk′+2*...*mk); uk′=i’ MOD (mk′+1*mk′+2*...*mk);
If (ak′=0) then pk′=1; else pk′=ak′+1; end if
k’=k’+1; i’=uk′ ;

end while
If (i’=0) then pk=1; else pk=ik+1; end if

else
p1=p2=...=pk=1;

end if
end
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The above algorithm, takes as input the i position of a world in a world
vector. The output of the algorithm is a sequence of numbers (p1, p2, . . . , pk).
Each number pi represents the position of a value among the ordered values of
dimension Di. Using this position, we get the value Xi,pi of the dimension Di

from the appropriate table Di of Fig. 4. The set of pairs (Di, Xi,pi) represents
the resulting world.

5 Ordered-Based Context Operations and Comparison

During MXPath to SQL query transformation, it is necessary to transfer con-
strains posed by context specifiers in MXPath queries to SQL conditions. To
achieve that, we need a way to compare set of worlds expressed by context spec-
ifiers. In this section we show how we can apply set operations and comparison
among context specifiers when they are represented in Ordered-Based Context
Representation.

We first demonstrate how the intersection and union of context specifiers is
performed at the level of World Vectors.

Lemma 1. Let c1, c2 be two context specifiers and b1, b2 the world vectors of
c1, c2 respectively. Then the world vector b3 of the context intersection c1 ∩c c2
is obtained by applying the AND operation1 to the corresponding bits of b1 and
b2. Respectively, the world vector b4 of the context union c1 ∪c c2 is obtained by
applying the OR operation2 to the corresponding bits of b1 and b2.

It is also possible to compare two context specifiers using their world vectors.
This is very useful when we are trying to transform MXML queries containing
relevant conditions to SQL queries over a Relational Database. These conditions
imply comparisons between the context specifiers which are stored with the
MXML document in the relational schema, and the context specifiers which are
used in the MXML queries. Similarly to ANDb and ORb, in Lemma 2 we use
the abbreviation XORb for the bit-wise XOR operation.

Lemma 2. Let c1, c2 be two context specifiers and b1, b2 the world vectors of
c1, c2 respectively. Then

1. c1 = c2 iff b1 = b2, alternatively c1 = c2 iff (b1 XORb b2) = 0
2. c1 �= c2 iff NOT(b1 = b2)
3. c1 ≥ c2 iff (b1 ANDb b2) = b2
4. c1 > c2 iff ((b1 ANDb b2) = b2) and (b1 �= b2).

Example 6. Consider the context specifiers:
c1 = [edition = english] and
c2 = [edition = english, customer type = student].
Calculating the world vectors of those two context specifiers we have V (c1)=
000111=b1 and V (c2)=000100=b2. Then the expression c1 ≥ c2 is true, as
(b1 ANDb b2) = (000111 ANDb 000100) = 000100 = b2 (see Case 3 of Lemma 2).

1 For this bit-wise AND operation we will use the abbreviation ANDb.
2 For the bit-wise OR operation we will use the abbreviation ORb.
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6 Discussion

The problem of storing and querying XML data in relational databases has been
intensively investigated [1,10,6,2,8,5] during the last years. Extending this prob-
lem for MXML, this paper presented a path-based technique for storing MXML
documents in relational schemas. According to this technique, path informa-
tion of the MXML document is included in the relational schema for better
querying performance, because of reduced sql joins. Furthermore, we presented
a context representation technique for storing context in a relational database.
Based on this schema, we explained how we can manipulate context and how we
can perform operations and comparisons between context specifiers in order to
transfer context constrains from MXML queries expressed in MXPath to SQL
conditions. Using all the above features, we currently work on a system, which
using the appropriate algorithms, will be able to store MXML data in relational
databases, transform MXPath to SQL queries and derive useful experimental
results concerning querying performance and efficiency.
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Abstract. KNN queries, which retrieve the k nearest data items as-
sociated with a location (location-dependent data) from the location
of the query issuer, are available for location-based services (LBSs) in
mobile environments. Key challenges in designing system protocols for
MANETs include low-overhead adaptability to network topology changes
due to node mobility, and query processing that achieves high accuracy
of the query result without a centralized server. In this paper, we propose
the Filling Area (FA) method to process a kNN query in MANETs. To
achieve a small search area, data items remain at nodes near the loca-
tions with which the items are associated, and nodes cache data items
whose locations are near their own. When a node issues a query, neigh-
boring nodes send back their copies, which will likely include the query
result.

Keywords: MANET, kNN query, location-dependent data, LBS.

1 Introduction

Recently, there has been an increasing interest in mobile ad hoc networks
(MANETs), which are composed of only mobile nodes. In MANETs, all mobile
nodes play the role of a router. Even if the source and the destination mobile
nodes are not within communication range of each other, data packets are for-
warded to the destination mobile node by relaying the transmission through
intermediary mobile nodes. Since no special infrastructure is required, many
MANET-based applications are expected to be developed in various fields such
as military affairs and rescue operations.

A location-based service (LBS) is a typical application for MANETs. In an
LBS, it is common for a node to issue queries in search of information on a
specific location, which is retained by mobile nodes. In such a case, it is effective
to process the queries as k nearest neighbor (kNN) queries, which search the
kNNs, i.e., k nearest data items associated with a location (location-dependent
data), from the specified location (query point).

MANETs possess notably different characteristics from wired networks and
wireless sensor networks, such as limitations on network bandwidth, and dynamic
topology change due to the movement of mobile nodes. In addition, as there is
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no centralized server in MANETs, existing kNN processing methods based on
a centralized server are not applicable to MANETs. Therefore, key challenges
in designing system protocols for MANETs include low-overhead adaptability
to network topology changes due to node mobility, and query processing that
achieves high accuracy of the query result without a centralized server.

In this paper, we propose the Filling Area (FA) method, to process a kNN
query which searches for the k nearest location-dependent data items, in order
to achieve low traffic and high accuracy of the query result in MANETs. In the
FA method, when a node issues a kNN query, it acquires data items retained by
nodes within a specific region (search area), which is a circular area whose center
point is its own location 1. Nodes reply with data items (original and cached)
which will likely include the query result, avoiding replies of the same data item
by overhearing messages. To achieve a small search area, data items remain at
nodes near the locations with which the items are associated, and nodes cache
data items (as copies) whose locations are near their own. In particular, when a
node which retains data items moves beyond a given data boundary, away from
the location with which they are associated, it forwards the items to the nodes
nearest to the location with which the items are associated. We also show some
experimental results to verify that our method can reduce traffic compared with
the existing method and also achieve high accuracy of the query result.

The remainder of this paper is organized as follows. In section 2, we intro-
duce related works. In section 3, we present our proposed kNN query processing
method. In section 4, we show the results of the simulation experiments. Finally,
we summarize this paper in section 5.

2 Related Work

2.1 Location-Dependent Data Management in LBS

In [3], the authors proposed a line-based data dissemination protocol for sen-
sor networks. Sinks disseminate data items to nodes within a vertical virtual
line which divides the field into two parts, and nodes search for data items
there. This method does not assume kNN query processing and replication of
location-dependent data. In [11], the authors proposed the Skip-Copy method,
specifically aimed at managing location-dependent data items in MANETs. This
method sparsely distributes copies of location-dependent data items, and nodes
access a single location-dependent data item, in contrast to our method’s aim of
acquiring multiple location-dependent data items near a specific point. In [13],
the authors proposed a system which provides an LBS which does not depend
on pre-established infrastructure. The system uses a mobile agent that remains
within a certain geographical area, moving among mobile nodes in the area. Our
method is inspired from this approach in localizing data items.

1 In this paper, the query point is the location of the query-issuing node. We assume
that the query-issuing node retrieves nearby information around itself.
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2.2 kNN Query Processing

In [10], the authors proposed a method for efficiently acquiring kNNs from mo-
bile query points. This method can reduce disk access search costs for databases,
when the query point is moving and kNN results change. It assumes that the
information of all static objects (such as hospitals or schools) has been previ-
ously obtained (i.e., a centralized method). In [2], the authors defined Continuous
All k-Nearest Neighbor (CAkNN) queries which continuously identify all nodes’
closest neighboring nodes, and proposed a ‘Proximity’ algorithm for efficiently
processing such queries in smartphone networks. This algorithm only works well
in areas covered by a set of network connectivity points (e.g., cellular towers
for cellular networks). Moreover, each node must regularly report its positional
information to the query processor. In [12], the authors proposed a method to
continuously monitor kNNs in a wireless sensor network. Here, sensors detect
objects moving around the target region, and these sensors collaborate to con-
tinuously monitor the kNNs (k nearest objects) from the query point. However,
since this method assumes that the sensors are statically deployed, it is not ap-
plicable to MANETs. In [5], we proposed a kNN query processing method for
MANET. In this method, a node floods a query to nodes within a specific circu-
lar region centered on the query point, and each node receiving the query replies
with information on itself. Thus, this method can avoid flooding in the entire
network. However, the search object in this method is the k nearest nodes (not
location-dependent data items). In [7], the authors proposed a kNN query pro-
cessing method for a pure mobile P2P environment (i.e., MANET). Here, nodes
collaborate in answering the query, and acquire kNNs with less communication
cost than that of centralized methods. This work addresses a similar problem to
that of the present study, but in the former, k is less, and in the latter more,
than the storage capacity of the nodes.

3 KNN Query Processing Method

In this section, first we describe the design policy of our proposed method and
assumptions. Then, we describe how data items are managed in the FA method.
Finally, we describe in detail how kNN queries are processed in the FA method.

3.1 Design Policy

In MANETs, it is highly important to minimize traffic, due to limitations on
network bandwidth and the batteries of the mobile nodes. The periodic broad-
cast of beacon messages by nodes, even when no node is searching kNNs in the
network, causes unnecessary traffic; and thus a beacon-less method is more suit-
able for MANETs. However, without exchanging beacon messages, nodes cannot
know neighboring nodes’ information beforehand. Therefore, we have designed
a beacon-less method involving on-demand searches.

Since there is no centralized server in a MANET, a centralized approach is
inappropriate. For example, if data items were transmitted to a specific node
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as soon as they were generated, the query-issuing node could acquire kNNs by
transmitting a query to the specific node because the specific node would know
the kNNs for all the data items. However, this is not realistic owing to the nodes’
limited storage capacity. Moreover, the transmission of numerous queries to the
specific node would cause a temporary spike in traffic volume in the vicinity of
the node. Therefore, we have designed a distributed kNN processing method.

In an LBS, users often require location-dependent data items from near their
own location; and when using a kNN query, they repeatedly require the kNNs
from their own location. Therefore, a method is needed in which nodes retain
data items whose location is close to their own, keeping in mind that nodes’
locations will change as they move. Note that kNNs from the own location
change along node mobility.

Since mobile nodes make great demands on the limited communication band-
width in data transmission, packet losses and packet retransmissions may occur
when the network is congested, resulting in information failing to be transmit-
ted. Thus, the amount of information transmitted by mobile nodes should be
minimized. It is particularly wasteful to flood a message over the entire network.
Thus, in our methods, the query-issuing first determines the search area as small
as possible maintaining the accuracy of the query result, and searches within it.

3.2 Assumptions

The system environment is assumed to be a MANET in which all mobile nodes
have the same radio communication facility, whose communication range is a cir-
cle of a fixed size. We assume that the MANET is sufficiently dense that network
partitioning does not occur. In the MANET, mobile nodes retrieve location-
dependent data items on mobile nodes by using kNN queries.

We assign a unique node identifier to each mobile node in the system. The
set of all mobile nodes in the system is denoted by M = { M1, M2, · · ·, Mn

}, where n is the total number of mobile nodes and Mi (1 ≤ i ≤ n) is a node
identifier. Each mobile node moves freely and knows its current location (using
a positioning system such as GPS). We assign a unique data identifier to each
data item in the system. The set of all data items in the system is denoted by
D = { D1, D2, · · ·, Dm }, where m is the total number of data items and Dj (1
≤ j ≤ m) is a data identifier. Each data item includes the location information
associated with the data-generating location (not skew generating pattern). For
simplicity, all data items are assumed to be the same size and not updated.
Nodes have a cache storage capacity of C data items.

The query-issuing node transmits a query message associated with its own
location as the query point, and acquires the k nearest location-dependent data
items from the query point, among all data items in the entire network.

3.3 Management of Data Items

As described above, since users repeatedly require the kNNs from their own
location using kNN queries, it is useful for nodes to retain the CNNs from their
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locations. In such a situation, if k is less than C, a node can know the kNNs
among its cached data items without query processing. Even if k is more than C,
a node often can acquire kNNs by seeking data items from only nearby nodes,
because these nodes hold nearby data items.

In MANETs, it is a considerable challenge to maintain current CNNs, be-
cause the location of a given node (in this case the query point) changes due to
node mobility, resulting in changes in the CNNs. If nodes frequently exchange
messages including data items, they can update the CNNs from their new lo-
cation, but this causes frequent packet losses and high energy consumption. On
the other hand, when nodes do not frequently exchange messages, their CNN
knowledge is greatly reduced and inquiries may not work well.

In the FA method, when a node generates a data item, it signals the occurrence
of the item by flooding a message, including the item, over a specific area, which
should be appropriately determined such that the data item is surely sent to
nodes which retain it as a CNN, but not sent to an unnecessary wide area. After
this, the nodes retain and cache the original data item.

Original Data Item: When a node retaining an original data item moves
beyond a given data border, d, away from the data point with which the item
is associated, the original item is transmitted to the node nearest that data
point, using our geo-routing method (an extension of the protocol proposed in
[4]), which adopts a three-way handshake protocol to send a data item to the
neighboring node nearest the data point. By repeating this procedure, the data
is forwarded to the node nearest its dependent location.

More specifically, in our geo-routing method, the node which retains a data
item first broadcasts a neighbor search message when it moves beyond d. Then,
when a node receives the neighbor search message, if it is closer to the data point
than the source node, it sets a waiting time for sending a reply. Because nodes
closer to the data point transmit a reply message after a shorter waiting time,
the nearest neighboring node from the data point is the first to transmit a reply
message to the source node. The source node that has received reply messages
from its neighbors sends a (forwards the) data forwarding message, including
the data item, only to the node that sent the first reply. The node that receives
the data forwarding message broadcasts a neighbor search message using the
same procedure. Finally, if a node that has sent a neighbor search message
receives no reply messages when the data point is within its communication
range, it recognizes itself as the nearest node from the data point (Fig. 1).

Therefore, a node which retains a data item can forward the item to the near-
est node from the data point with low traffic because this geo-routing method
requires neither the use of beacon messages nor the construction of multiple
paths. By doing so, a node can acquire a data item by searching nodes from
which the distance to the data point of the item is less than d.

Cached Data Item: To maintain current CNNs, a node updates its retained
CNNs by exchanging messages with its neighboring nodes. Here, we define the
circular area in which there are CNNs, as the node’s Assignment, whose center
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M1
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M3
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D1
: Neighbor Search

Data item

: Reply
: Data forwarding
: Data point of D1

Fig. 1. Example of Forwarding an Original Data Item

point is the location at which the node updates its CNNs, and whose radius is
the distance from this update point to the data point of the C-th nearest data
item from the update point.

When a node moves farther than d from its update point, it broadcasts a request
message to its neighboring nodes, which includes the IDs of data items cached by
the node, and the current location of the node. Each node receiving the message
sets a waiting time for a response based on the distance, dist, from its update
point to the issuer of the message, using the following equation: waiting time =
α·dist, where α is a parameter for waiting responses. The waiting time decreases,
as the update point of a node nears the location of the message issuer, because a
nearer node will likely retain many cached data items which the issuer will cache
as CNNs. The node which has set the least waiting time selects the candidates,
which are data items closer than the C-th nearest data items from the location of
the message issuer, and at the expiration of its waiting time the node broadcasts
a response message including the candidates. Nodes overhear response messages
from each other, and if the node has no candidates which are not sent by other
nodes, it does nothing, resulting in a reduction of unnecessary traffic.

3.4 Forwarding kNN Query and Replying with Result

In the FA method, when a node issues a kNN query, it floods the query to nodes
within a specific region (search area), which is a circular area whose center point
is the query point. Nodes reply with data items which will be likely included in
the kNNs, avoiding replies of the same data item by overhearing messages from
other nodes. Algorithm 1 shows the procedures involved in query processing.
In this pseudo code, Assignment(node) denotes the circular area centered on a
node’s update point, whose radius is the distance from that point to the furthest
point among the data points of data items cached by that node; that is, in
the area containing C data items with the nearest data points from the node’s
update point.

First, the query-issuing node specifies the requested number of kNNs, k, and
determines whether its cached data items satisfy the kNNs from the query point
(Line 2 in Algorithm 1). More specifically, if k ≤ C, and the data points of
the k nearest data items among data items cached by the query-issuing node are



Processing kNN Queries for Location-Dependent Data in MANETs 219

update
point radius

Assignment(M1)

Query point

guaranteed area

Radius of 
Assignment(M1)

M1

Fig. 2. Guaranteed Area

Query point
R

d

l
d

Filling Area

Radius of 
Assignment

x

Fig. 3. Definition of R

present within the guaranteed area which is a circular area centered on the query
point, whose radius is ‘radius of Assignment(query-issuing node)—distance be-
tween the query point and its update point’, the query-issuing node can complete
the search because the kNNs are guaranteed; that is, the data point of any data
item outside this circular area must be farther from the query point than the
data points of data items within this area (see Fig. 2). Otherwise, the query-
issuing node performs query processing for acquiring kNNs in cooperation with
nearby nodes.

The query-issuing node determines the radius of the search area, R, based on
the information on data items cached by the query-issuing node, and k, using
the following equation:

R = β · l ·
√

k

C
− γ · l + d, (1)

where l is the radius of Assignment(query-issuing node), β is a parameter to avoid
misestimation of the density of data items, and γ is a parameter for reduction of
the search area. According to Equation (1), R is principally determined based on
the density of data items cached by the query-issuing node (i.e., πl2:C=πx2:k,
where x is the radius of the “Filling Area”, which is the circular area in which
data points of the kNNs are present with high probability). Because each node
caches data items, it can reply with the data items whose data points are roughly
l away from its location, and thus nodes within the circular area of the inner
dotted line in Fig. 3 will have data items within the Filling Area. Therefore, R
can be reduced by l from x. Here, γ is basically set at 1, but since the radius
of Assignment(node) is different for every node, γ may be set at less than 1 for
safety. Moreover, since each node locates (at most) d away from its update point,
R is enlarged by d.

Then, the query-issuing node floods the search area with a kNN query mes-
sage which includes the query-issuing node’s ID; the remaining requested number
of kNNs, k′ (i.e., k—the number of data items within the guaranteed circular
area); R; the query-issuing node’s assignment (i.e., its update point and l); and
the query point (i.e., its own location). At the same time, the query-issuing node
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Algorithm 1 Query processing

1: // query-issuing node begins to search
2: if Assignment(query-issuing node) guaran-

tees kNNs then
3: complete search
4: else
5: calculate search area
6: send Query
7: set WT
8: end if

9: // node receives Query for the first time
10: if within search area then
11: store ID of parent
12: store Assignment(query-issuing node)
13: send Query
14: set RD
15: end if

16: // node receives Reply or EmptyReply
17: store Assignment(replyNode)
18: update RD
19: if parent of source node then
20: if query-issuing node then

21: store data items
22: else
23: send Reply to parent
24: end if
25: end if

26: // RD has passed at Node
27: if Assignment(Node) is not covered then
28: if no data within Assignment(Node)

then
29: send EmptyReply to parent
30: else
31: send Reply to parent
32: end if
33: end if

34: // WT has passed at query-issuing node
35: if k data items are acquired and area of

kNNs is covered then
36: complete search
37: else
38: calculate new search area
39: send Query refine
40: set WT
41: end if

sets the waiting time, WT , for awaiting replies, calculated by ‘δ·�R/l’, where δ
is a positive constant (Line 7 in Algorithm 1).

If a node receiving the query message (the receiver) is within the search area,
it sets the reply delay, RD (the time from receiving a query for the first time to
sending a reply), using the following equation:

RD = δ · lap · maxArea− replyArea

maxArea
. (2)

lap =

{
1 (distance < l).
�distance/l� (otherwise).

(3)

Here, replyArea is an area described by ‘Assignment(receiver) ∩ Assignment(que
ry− issuing node) ∩ Assignment(∀replyNode)’, where replyNode is a node which
has already issued a reply received by the receiver (e.g., in the gray-colored area
in Fig. 4), maxArea is a positive constant, and distance is the distance from the
query point to the receiver’s update point. In Equation (2), RD decreases, as
distance decreases and replyArea increases. As replyArea increases, the priority
of replying must be higher because more data items are present in the area with
high probability, and thus the node can reply with them. Nodes within a smaller
lap reply earlier every additional l, because nodes with update points closer to
the query point can reply with a smaller hopcount to the query-issuing node.

A node within the search area initiates a reply message (after waiting RD),
including candidate data items and its assignment, to the query-issuing node if
replyArea is not zero; that is, if Assignment(this node) is not fully covered by
replies from other nodes (Line 27 in Algorithm 1). The candidate data items are
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Fig. 4. Example of FA Method

the (at most) k′ data items which have not yet been sent in reply by other nodes,
among the data items whose data points lie within the Filling Area. If the node
has no candidates, it transmits an empty reply message to the query-issuing
node, instead of a reply message. The empty reply message includes only its as-
signment (not data items). With the reception of the empty reply message, the
query-issuing node can recognize that there are no data items in the assignment
attached to a message, and thus, the method guarantees that the kNN query
exhaustively searches the search area. When a node receives (or overhears) reply
or empty reply messages, it recognizes the area covered by the replying node,
avoiding multiple replies of the same data item; and if the overhearing and reply-
ing nodes’ assignments overlap, replyArea is updated, resulting in an updated
RD. The query-issuing node receiving a reply message updates the tentative
kNN result. When WT has passed, if the number of acquired data items ex-
ceeds k and the circular area centered on the query point, whose radius is the
k-nearest data point, is fully covered with assignments of all replying nodes, the
search is completed and the query-issuing node updates its cached data items
with the query result. If not, the query-issuing node re-estimates R (e.g., β is
decreased) and repeats the same process, to avoid decreasing the accuracy of
the query result; note further that there is an upper limit on the number of such
repetitions (not endless).

Fig. 4 shows an example of executing query processing in which M1 issues a
kNN query, and nodes’ update points correspond to their respective locations
for simplicity. All nodes receiving the kNN query (M2-M5) set respective RDs
because they are within the search area. First, M2 initiates a reply to M1 be-
cause its assignmentArea is larger and the distance between the query point
and itself is less than that of the other nodes (Fig. 4(a)). Nodes overhearing M2’s
reply message (M3-M5) store M2’s assignment, and update their respective RDs
in light of this. After M3, and then M5, transmits a reply (empty reply) mes-
sage (Fig. 4(b)), M4 does nothing (when its own RD has passed) because its
assignment is fully covered by assignments of other nodes (Fig. 4(c)).

By using this method, unnecessary transmissions of queries and replies can
be suppressed, as nodes search within a limited search area and overhear the
replies of other nodes.
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4 Simulation Experiments

In this section, we show the results of simulation experiments evaluating the
performance of our proposed method. For the simulation experiments, we used
the network simulator, QualNet5.2 [9].

4.1 Simulation Model

The number of mobile nodes in the entire system is 500. These mobile nodes are
present in an area of 1,000[m] × 1,000[m], and move according to the random
waypoint model [1], with a movement speed and pause time of from 0.1 to
v[m/sec] and 200[sec], respectively. Mobile nodes transmit messages using an
IEEE 802.11b device with a data transmission rate of 11[Mbps]. The transmission
power of the mobile nodes is determined such that the radio communication
range is about 100[m]. Packet losses and delays occur due to radio interference.
We assume that each node knows its current location.

The number of data items in the entire system is 500, and the size of data
items is 128[B]. Nodes have a cache storage capacity of C data items. The query
point specified by a kNN query is fixed as the location of the query-issuing node.
d, α, β and γ in Equation (1), and δ in Equation (2) are respectively set to 50,
1, 1.1, 0.9, and 1 based on our preliminary experiments.

We compare the performance of the FA method with that of two alternate
methods in which only original data items (not copies) remain at nodes near
their respective data points in the same manner as in the FA method. The
first method is the EXP method for searching location-dependent data items
(extending the EXP method in [5]). We assume that each node knows the total
number of data items, and the entire area size. Thus, in the EXP method, the
radius of the search area, R, is determined by the following equation:

R =

√
k · area
π ·m + d, (4)

where area is the area size (area = 1,000×1,000), and m is the total number of
data items (m = 500). The query-issuing node floods a query to nodes within
the search area, and nodes receiving the query reply with data items whose data
points are within the circular area centered on the query point, whose radius is
‘R-d’. “EXP” in the graphs denotes this method. The other method for com-
parison is the FA method without maintenance of cached data items (denoted
by “FAwo” in the graphs). In this method, query processing is performed in the
same way as in the fuller FA method, with the exception of the cached data
item maintenance described in the ‘Cached Data Item’ subsection of Section
3.3 above. This latter comparison demonstrates the effect of the maintenance of
cached data items in the fuller FA method. In all methods, the query processing
procedures are performed only once, i.e., no repetitions of a search, to evaluate
the performance of methods at one time. Table 1 shows the parameters (and
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their values) used in the simulation experiments. The parameters are set by de-
fault at the constant values to the left of their respective parenthetical range,
and varied over this range in the simulations.

In the FA and FAwo methods, first, nodes flood data items so that others can
retain them in the cache storage. After thousand seconds have passed since the
simulation started, the query-issuing node, randomly chosen among all nodes,
issues a kNN query. We repeat this process 1,000 times (i.e., 1,000 queries) for
every 0.5 seconds, and evaluate the following two criteria.

Table 1. Parameter configuration

Symbol Meaning Values (Range)
C Cache storage 20 (10‘50)

capacity
k Requested number 30 (1‘60)

of data items
v Max speed 0.5 [m/s] (0.1‘2)

Table 2. Message types and sizes

Type Size [B]
Neighbor search (data) 48
Reply (data) 16
Data forwarding (data) 40+128
Notification (data) 32+128
Request (data) 32
Response (data) 24+128·t
Query (FA and FAwo) 104
Query (EXP) 64
Reply (FA and FAwo) 64+128·q
Reply (EXP) 32+128·q
EmptyReply (FA and FAwo) 56
Ack for a reply (all) 16

– Traffic
We examine the total volume of query messages and replies exchanged in
processing a query. Table 2 shows the size of messages in the FA method and
the comparative methods, where q and t respectively denote the number of
data items included in the reply, and that included in the response for the
request. Here, ‘Neighbor search (data)’ denotes a neighbor search message
in the maintenance process of data items described in section 3.3, and so
on. We define “traffic” as the average of the total volume of messages for all
queries (i.e., total volume of messages divided by 1,000).

– Accuracy of query result
We examine the ratio of the number of kNNs whose information is included in
the kNN result acquired by the query-issuing node, to the requested number
of kNNs, k. We define “accuracy of query result” as the MAP (Mean Average
Precision) value, which measures the performance of the result with a ranking
[6]. MAP is an average of the AP (Average Precision) of the respective
queries, and AP is determined by the following equation:

APi =
1

k

k∑
j=1

(
g

j
· e
)
, (5)

where APi is AP on the i-th issued query, g is the number of data items
which are included in the query result among the top-j nearest data items,
and e is set as 1 if j-th nearest data item is included in the kNN result (if not,
e is set as 0). MAP is the average of APi (i = 1, · · ·, 1,000) for 1,000 queries.
Thus, MAP increases as the query-issuing node acquires the information on
data items nearer to the query point.
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Fig. 5. Impact of Cache Storage Capacity

4.2 Impact of Cache Storage Capacity

In the FA method, the cache storage capacity affects the performance. There-
fore, we first show the results of simulations when varying the capacity of cache
storage, C. Fig. 5 shows the simulation results. In the graphs, the horizontal
axis indicates the cache storage capacity, and the vertical axes respectively indi-
cate the traffic in Fig. 5(a) and the accuracy of query result in Fig. 5(b). In the
graphs for the traffic, ‘method(query)’ and ‘method(data)’ respectively denote
the traffic for query processing and the traffic for data maintenance (described
in section 3.3) in the method. Specifically, ‘method(data)’ includes the traffic
for maintenance of original data. ‘FAwo(data)’ also includes the traffic of flood-
ing for data generation, and ‘FA(data)’ includes the traffic of flooding for data
generation and that for cached data maintenance.

From Fig. 5(a), in the FA method, as C increases, the traffic for data mainte-
nance increases, but the traffic for query processing decreases. This is because the
number of data items exchanged for data maintenance increases, but the num-
ber of data items replied in query processing decreases (i.e., the query-issuing
node has more kNNs in its cache). In the FA method without maintenance,
the traffic for query processing is larger than that of the FA method because it
often happens that same data items are replied from multiple nodes since the
mechanism for avoiding multiple replies of same items in the FA method (i.e.,
overhearing and canceling replies) does not work well. This is because in the
FA method without maintenance, cached data items are less relevant to their
associated locations due to nodes mobility, and thus, nearby nodes cache less
similar data items, but remote nodes often cache same data items, which causes
multiple replies for the same items.

From Fig. 5(b), the accuracy of query result in the FA method is very high.
This is because the data maintenance works well and only small number of nodes
send back replies to the query-issuing node. Only when C is 10, the accuracy
of query result slightly decreases, because l in Equation (1) becomes very small,
and thus the query-issuing node sometimes cannot acquire k data items. In the
FA method without maintenance, the accuracy of query result is low because
data items cached by each node are no more the current C nearest data items
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Fig. 6. Impact of Requested Number of Data Items, k

because of the movement of nodes when it issues a query. Therefore, it often
happens that replies do not cover the Filling Area and some necessary data
items are lacking. In the EXP method, the accuracy of query result is also lower
than the FA method because all nodes within the search area reply to a query,
which causes the collision of messages.

4.3 Impact of Requested Number of Data Items, k

We compare the FA method with the EXP and FAwo methods when varying k.
Fig. 6 shows the simulation results. In the graphs, the horizontal axis indicates
the requested number of data items, k, and the vertical axes respectively indicate
the traffic in Fig. 6(a) and the accuracy of query result in Fig. 6(b).

From Fig. 6(a), as k increases, the traffic increases in all methods. This is
because the search area for processing a kNN query and the number of data
items in replies increase. In the FA method, the traffic for query processing
becomes very small (almost zero) when k is smaller than C. This is because the
query-issuing node can acquire all kNNs from its own cache. When k is small, the
traffic for data maintenance in the FA method is relatively large when compared
with that for query processing. Therefore, caching and maintaining data items
are efficient when queries search in a wide area (e.g., k is large). On the other
hand, the traffic in the FA method without maintenance becomes much larger as
k increases. This is because as the search area increases, it happens more often
that same data items are replied from multiple nodes.

From Fig. 6(b), in the FA method, the accuracy of query result is high, which
is similar to the result in Fig. 5(b). In the FA method without maintenance,
the accuracy of query result increases as k increases, because the search area
becomes larger, and thus nodes within the search area incidentally retain kNNs
more often. On the other hand, the accuracy of query result in the EXP method
decreases as k increases, because packet losses often occur due to large number
of replies. When k is 1, the accuracy of query result in the EXP method is low,
because the search area is set very small, and thus it sometimes happens that
no data items whose data point is within the search area are present.
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Fig. 7. Impact of Node Mobility

4.4 Impact of Node Mobility

Finally, we examine the performance of the FA method by varying node speed.
Fig. 7 shows the simulation results. In the graphs, the horizontal axis indicates
the maximum speed of nodes, v, and the vertical axes respectively indicate the
traffic in Fig. 7(a) and the accuracy of query result in Fig. 7(b).

From Fig. 7(a), in all methods, as v increases, the traffic for data maintenance
increases because the procedures of data maintenance occur more often. The
traffic for query processing in the FA and EXP methods are almost constant,
but that in the FA method without maintenance increases as v increases. This
is because nodes move far from their update point, and thus, the mechanism for
avoiding multiple replies of same items in the FA method does not work well.

From Fig. 7(b), in the FA and EXP methods, as v increases, the accuracy of
query result slightly decreases because link disconnections occur more often. In
the FA without maintenance, as v increases, the accuracy of the query result
significantly decreases. This is because many nodes move far from their update
point, the Filling Area cannot be covered by cached data items of nodes near the
query point. Therefore, we confirmed that the data maintenance is important to
keep high accuracy of query result when nodes move fast.

5 Conclusion

In this paper, we have proposed a kNN query method; the Filling Area (FA)
method for searching location-dependent data items, which aim at reducing traf-
fic and maintaining high accuracy of the query result in MANETs. In the FA
method, to achieve a small search area, data items remain at nodes near the lo-
cations with which the items are associated, and nodes cache data items whose
locations are near their own. When a node issues a query, neighboring nodes
send back their copies, which will likely include the query result.

The experimental results show that the FA method reduces traffic for process-
ing kNN queries and also achieve high accuracy of the query result. However,
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the performance of the FA method degrades when the node mobility is high. As
part of future work, we plan to extend our method to adapt to highly dynamic
MANETs.
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Abstract. With massively available global positioning systems, one can
be up to date with its own position even when they are mobile. These
position information, collectively, allows serving more knowledge to peo-
ple on their neighborhood. This paper presents continuously monitoring
predictive line query, which provides predicted future traffic information.
The information would encourage the user to align his/her journey bet-
ter, depending on the predicted traffic condition. Naturally, the accuracy
of a prediction may become invalidated over time. The proposed query
algorithm, thus, considers the continuous monitoring line query which
keeps the issuer up-to-date over the time. If there is any significant change
in the prediction results on the querying road due to location updates of
other vehicles, the updated query result will be automatically sent back
to the user. To speed up query processing, a novel data structure is de-
signed, the TPRQ-tree. The TPRQ-tree facilitates one update message
to be considered on a group of queries. This group wise consideration,
contrary to the individual consideration, has reduces the execution time
significantly. The results of extensive experimental study demonstrate
the efficiency and effectiveness of proposed approach.

1 Introduction

Nowadays more and more vehicles are equipped with Global Positioning Systems
(GPS) and navigation systems, and more and more users have mobile devices
like smart phones equipped with GPS. The new technology has helped greatly
enhance driving experience. For example, finding an optimal route and checking
the real-time traffic condition has become a common practice for many drivers.
In this work, we aim to further advance the existing technology on traffic moni-
toring and incorporate the spirit of ubiquitous computing to provide even better
experience for users.

In particular, we observe that most existing traffic monitoring applications
only provide current traffic condition. However, the route calculation based on
current traffic condition may not be optimal. Consider the following example.
Bob plans to travel from Rolla to St. Louis which is about 100 miles (i.e., about
2-hour driving). When he sets off, there is a traffic jam on his way to St. Louis.
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(a) Vehicles at time t1 (b) Vehicles at time t2

Fig. 1. Dynamacity of Continuous Traffic Prediction

If the navigation system computes the travel route for Bob based on current
traffic condition, the route will probably include a detour to bypass the traf-
fic jam. However, an hour later when Bob is already on his detour route, the
traffic jam has been cleared up. Bob actually needs not take the detour if the
navigation system is able to calculate the route with predicted traffic condition.
This kind of scenarios inspire us to design a traffic prediction system that can
provide better insight in travel planning. Moreover, the traffic prediction should
be proactive/pervasive in that once the user initiates a traffic condition predic-
tion query, the system continuously monitors the prediction results and reports
any changes that may be caused by the dynamic traffic. Figure 1 illustrates an
example of continuous traffic prediction.

Figures 1(a) and 1(b) show snapshots of three vehicles at time t1 and t2
respectively. The query road segment is AB, and the current travel plans of the
vehicles are highlighted by bold lines. As shown in Figure 1(a), three vehicles V1,
V2, and V3 may enter the querying road AB. However, as time passes, vehicle V1

changes its travel plan by making a right turn earlier at time t2. As a result, only
two vehicles (V1 and V3) may enter the query road which requires an update of
the previous query results.

To build the above envisioned system, none of the existing approaches can be
directly adopted. The closely related work that can provide traffic information
includes range queries and density queries. A range query reports traffic infor-
mation in a given circular or rectangular area [2, 7, 20], which contains traffic
information on irrelevant roads rather than just the routes that the query issuer
may pass by. The density query [8, 12, 17, 21] outputs even coarse information
which are regions with vehicles more than certain threshold. More importantly,
these range queries and density queries are mostly designed for objects moving
in Euclidean space without road network constraints. Therefore, they are not
able to provide precise traffic prediction. Very few works [4,9] can be found that
consider road network constraints. Those few, however, only support queries on
current traffic condition but not traffic prediction.
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In this paper, we propose a solution to the construction of the continuous
traffic prediction system. We formalize the problem as a new type query, namely
continuous predictive line query. The continuous predictive line query allows a
user to specify a road that he/she would like to know about the traffic condition
of. Then, the query returns predicted traffic condition of the querying road at
the estimated time that the user may pass by. If there is any significant change
of the prediction results on the querying road due to location updates of other
vehicles, the updated query result will be automatically sent back to the user.
To speed up query processing, we design a novel data structure, the TPRQ-tree,
which indexes queries and efficiently handles the query result update that evolve
with time. We have conducted an extensive experimental study and the results
demonstrate the efficiency and effectiveness of our approach.

The rest of this paper is organized as follows. Section 2 reviews related works.
Section 3 provides the problem statement. Section 4 introduces the proposed
index structure. Section 5 presents the query algorithms. Experimental results
are presented in Section 6 and finally, Section 7 concludes the paper.

2 Related Work

By definition, the term continuous refers to the continuous monitoring of an
issued query. This continuity, however, can come in two forms: continuous mon-
itoring of static query or continuous monitoring of dynamic queries. In the for-
mer category, query specifications do not change over the time, but the query
result might be changed due to other moving objects. Thus, the query result is
continuously monitored. In the later category, the query specifications can also
change over time as the query issuer moves. In either case, frequent and the large
amounts of update messages should be handled in an efficient manner for up-
to-date query results. Among the existing location dependent query types, the
closest related query types which can provide real time traffic information are
range queries and the density queries. However, these query types cannot pro-
vide future traffic information [10,24]. In addition to the those two query types,
other query types have been also proposed for continuous static query moni-
toring. Examples include KNN, top-K queries [15], Reverse KNN [22], Detour
queries [18].

A common approach to continuous monitoring on static queries is to define a
safe region for moving objects [2,7,13,14,19], as any movement of objects within
the safe region does not alter the result. These safe regions could be maintained
by either the query contributors [2, 13, 19] or the query issuer [14]. The safe
regions proposed in [2] has less computation cost than that of in [19]. Addi-
tionally, [19] provides adjustable safe regions depending on the computational
capability of objects as well. However, it is not clear what motivates a mobile
node to monitor a bigger range w.r.t to other nodes to get the same service. Ad-
ditionally, regardless of who maintains the safe regions, there is a possible privacy
violation of individual objects. The influence region maintained in the proposed
algorithm, does not violate anyone’s privacy. At the same time, the computa-
tion cost and the maintenance cost of the region are also less. That is because,
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the influence regions are defined by two circles, which are easy to maintain and
only the radii will be changed with the time. In contrary to the aforementioned
technique, the algorithm proposed by Wang and Zimmermann [20], first get the
snapshot query result and maintain that initial result. The main drawback of
this approach is the amount of data managed in the memory as only the road
network is stored in the secondary disk in a R-tree structure. Thus, memory issue
consequently becomes severe when the number of queries in one cell increase.
Proposed approach also follows a similar technique, but it is more scalable as it
is disk based.

Most approaches proposed for the static query do not fit well for dynamic
queries without modifications. For instance, the safe region calculated for the
static queries may not be valid when the query is also moving. Also, the safe
region is more dynamic for moving queries compared to the static queries.

Stojanovic et al. [3] proposed algorithms for processing dynamic continuous
range queries, in which there are no special pruning techniques applied to prune
unnecessary queries and update messages consideration. As a consequence, their
approach has a higher computational cost. Algorithms proposed by Liu and
Hua [11] process dynamic range and KNN queries, which considers the network
distance. This approach shows better performance when the range is bigger since
the number of messages to be communicated with the server is less. However,
similar to that of [3], this approach also maintains a considerable amount of data
on memory, including some duplicated information.

Gedik and Liu [5] proposed an distributed approach for spatial queries to
reduce the work load at the server. This approach distributes the responsibility
of monitoring query result changes to other vehicles. Although, this reduces the
communication cost, it violates the confidentiality of query issuers. Both SEA-
CNN: Shared Execution Algorithm [23] and SCUBA: Scalable Cluster-Based
algorithm [16] try to provide scalability in spatio-temporal queries by considering
the group wise execution. These methods are better if the steady groups are
exhibited. Otherwise, the number of clusters to be considered becomes high
which increases the query update cost.

3 Problem Statement

In this section, we present the formal definition of the continuous predictive line
query. The continuous predictive line query is developed based on the predictive
line query as introduced in [6].

Definition 1. [Predictive Line Query] A predictive line query PLQ = (eq, tq, tc)
retrieves all moving objects which will be on the query road segment eq at the
query time tq, where tq > tc and tc is query issuing time.

The predictive line query is a one-time snapshot query. It does not consider
possible changes of the predicted traffic condition when the query issuer moves
closer to the querying road. In order to provide timely and up-to-date informa-
tion to the query issuer, we define a continuous version of the predictive line
query as follows.
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Definition 2. [Continuous Predictive Line Query] A continuous predictive line
query CPLQ = (eq, tq, tc, ρ) continuously monitors the moving objects which will
be on the query road segment eq at the query time tq, and returns query results
whenever the number of query results differ more than a threshold ρ. Specifically,
let Ri denote the query results at time ti (tc ≤ ti ≤ tq), CPLQ returns the query
results in the form of {(R1, tc), (R2, t2), ..., (Rk, tq)}, and |Ri+1| − |Ri| > ρ.

For example, a CPL query like CPLQ=(AB, 8am, 7:30am, 20) means that the
query issuer issued a query at 7:30am and is interested in the traffic at road AB
at 8am. The query issuer expect the server to report the change of prediction
results if the difference of the number of vehicles on the querying road is more
than 20. Note that it is not necessary for the query issuer to specify the threshold
parameter. Instead the threshold can be automatically chosen by the server
according to the past experience to reflect significant traffic change.

4 Data Structures

In this section, we introduce the two major data structures employed to support
the continuous predictive line query. One is the RD-tree [6] for management of
both the road networks and moving object information. The other is our pro-
posed Time-Parameterized R*-tree for Query (called TPRQ-tree), which indexes
query information. In what follows, we describe the two data structures in detail.

4.1 The RD-Tree

We adopt the RD-tree since it is the most recent index that supports snapshot
predictive line queries on moving objects under the road network constraints.
The RD-tree is composed of an R∗-tree and a set of hash tables. The R∗-tree
indexes the road network data. Hash tables store the moving object information.

The road network is represented as a graph G(E, V ); where E is the set of
edges, and V is the set of vertices. Each edge e ∈ E represents a road segment1 in
the network. Here, e = {v1, v2}, where v1, v2 ∈ V ; v1 and v2 are starting and end
nodes of the road segment respectively. Furthermore, each edge is associated with
two parameters: l and s, where l is the length of the edge and s is the maximum
possible speed on that edge. Each edge also maintains a list of vehicles moving
on itself.

A moving object (vehicle) O is represented by the tuple {vId, x1,y1,ec, en,
speed, ed, t}, where vId is the unique ID of the vehicle, x1 and y1 are the co-
ordinates of the vehicle at the latest update timestamp t, ec is the current road
segment that the vehicle is on, en is the next road segment that the vehicle is
heading to, and en is the vehicle’s traveling destination. Here, it is assumed that
most moving objects are willing to disclose their tentative traveling destinations
to the service provider (server) in order to obtain high-quality services. However

1 Road segment and edge may be used interchangeably throughout this paper.
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the destination may change during the trip. Moving objects are grouped accord-
ing to the geographical direction formed according to individual’s destination
with respect to the current position.

4.2 The TPRQ-Tree

The CPL queries require to continuously report the moving objects on the query
road segment at a near future timestamp. A naive approach for answering a con-
tinuous query is to re-conduct the same query every timestamp till the expiration
of the life time of the continuous query. This may involve lots of unnecessary
efforts if there is no change of the query results at consecutive timestamps. Ob-
serving more closely, there is a need to update the query results only when an
object in the current result becomes invalid or a new object joins the result due
to the change of their moving functions. Given a large amount of moving object
updates occurring every timestamp, we propose TPRQ-tree to be used to facil-
itate quick identification of which update affects which CPL query in order to
achieve efficient query performance.

The TPRQ-tree does not simply index the query road segment of a CPL
query. Instead, the TPRQ indexes an influence region for each CPL query. The
influence region(IR) is the region which covers majority of moving objects that
may enter the query road segment at the future query time. In other words, if
objects in this IR update their movement functions, the query results may be
affected.

To have a better understanding of the IR, let us consider the example shown
in Figure 2. Query Q1 aims to predict moving objects entering the highlighted
road in 30 minutes from now. Figure 2(a) shows the IR of Q1 at query issuing
time. From the figure, we can see that the IR has a ring shape. Its inner radius is
the road distance that can be traveled in 30 minutes (the query interval) by an
object. On the contrary, its outer radius is the road distance that can be traveled
by an object with fastest moving speed in 30 minutes. All moving objects covered
by this ring have the possibility to enter the query road segment. The interesting
issue is that as time evolves, the IR will shrink as shown in Figure 2(b). This is
because the time to travel to the query road segment is shortened as the time
getting closer to the future query time. More specifically, at the query issuing
time, the CPL query considers objects which travel 30 minutes to enter the road
segments. After 10 minutes of the query issuing time, the CPL query considers
objects which takes 20 minutes to enter the road segments.

To model the shrinking IR,it is stored as the parameterized ring which has
moving speed attached to both inner and outer radius. The inner radius is as-
sociated with a minimum moving speed towards the query road segment while
the outer radius is associated with a maximum speed towards the query road
segments as shown by the arrows in Figure 3(a). The time-parameterized IR is
formally defined as follows.

Definition 3. [Influence Region] Let Q = (eq, tq, tc, ρ) be a CPL query. The in-
fluence region is a time-parameterized ring in the form of IR = (c, r1, v1, r2, v2),
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(a) Influence region at query issuing
time: tc

(b) Influence region at a later time
stamp: t′c

Fig. 2. Shrinking Influence Region at Time tc and t
′
c(> tc)

(a) Speed of influence re-
gion’s radii

(b) Speed of MBRs

Fig. 3. Speeds of Influence Region and MBR

where c is the middle point of querying road eq, r1=RoadDist(vmin · (tq − tc))
and r2=RoadDist(vmax · (tq− tc)). The v1 and v2 are the speed of the inner and
the outer circles respectively.

We now proceed to introduce the structure of the TPRQ-tree. Figure 4(a) illus-
trates the structure of a TPRQ-tree. The base structure of the TPRQ-tree is
the R*-tree. There are three types of nodes in the TPRQ-tree: leaf nodes; im-
mediate parent node of the leaf nodes; higher-level internal nodes. We elaborate
their structure as follows:

– Leaf level: An entry in the leaf node of the TPRQ-tree stores information
of a CPL query which includes: the query parameters (eq, tq, tc, ρ), the
corresponding influence region IR, a list of query issuers, and a pointer to
the query results.

– Second level: Each entry in the parent node of the leaf nodes stores a
pointer to the leaf node and a time-parameterized minimum bounding rect-
angle (MBR) that bounds all the IRs of the queries in the leaf node. The
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(a) MBR of influence region (b) TPRQ-tree construction

Fig. 4. An TPRQ-tree Construction

time-parameterized MBR has a speed attached to each edge as shown in Fig-
ure 3(b). The speed of each edge is the minimum speed among the speeds
of outer rings of all IRs in the MBR. The moving direction of each edge is
pointing to the center of the MBR so that the MBR shrinks as time passes
and bounds the shrinking IRs. The time-parameterized MBR is stored as
a six-tuple (x1, y1, x2, y2, v, tu) where (x1, y1) is the coordinates of the left
lower corner of the MBR, (x2, y2) is the right upper corner of the MBR, v is
the speed of each edge and tu is the latest time that the parameters of the
MBR is updated.

– Higher levels: An entry in higher level internal nodes contain a pointer to the
child node and a time-parameterized MBR that bounds MBRs in the child
node. Each edge of the MBR is associated with a minimum speed among
the speeds of its child MBRs and each edge is moving towards the center as
well.

Construction and Maintenance of the TPRQ-Tree. There are three basic
operations in the TPRQ-tree: inserting a new query, deleting an existing query,
and updating an existing query.

Given a new CPL query, we first compute its IR (denoted as IRnew). Then,
we start the search from the root of the TPRQ-tree to find the proper leaf node
to store this new query. At each level of the TPRQ-tree, we compute the MBRs
at current time based on their shrinking speed. We first consider the MBR that
can fully cover IRnew . If such MBR does not exist, we consider the MBR with
the minimum enlargement to include IRnew . Finally, the CPL query is inserted
to the leaf node. The speed and the size of the MBR in the parent entry of the
leaf node may need to be updated accordingly. The update may propagate all the
way up to the root node. In addition, if the node is full, first some entries from
the full node is removed from the tree and reinserted, to seek any appropriate
nodes within the existing structure. If a full node is found in this reinsertion,
a node split may occur. For the node split, first the axis (x or y) on which the
split is going to performed is selected. Then the entries in the node are sorted
according to the coordinate of the selected axis. The split index from the array
is selected as the index which divides objects into two with least MBR areas.
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A CPL query needs to be deleted from the TPRQ-tree either when the query
issuer passed the querying road segment or when the issuer withdraws the query
by him/herself before the query expires. To delete the query, we search from the
root of the TPRQ-tree and checks all the MBRs that fully covers the query’s IR
until identify the specific leaf node that contains the query to be deleted. Once
the query is deleted, the MBR in the parent entry of this leaf node may need to
be updated as well. In addition, if the deletion causes under-flow, node merging
will occur.

A query update involves two phases. The first phase is to locate the query
in the TPRQ-tree. Then, we check if the query with the new parameters is still
covered in the same leaf node. If so, we just need to update the query parameters,
and the MBR of this leaf node if the new query parameter changes the MBR’s
speed. If the new query can no longer be included in the current leaf node, we
will conduct a deletion and then treat the new query as a new insertion.

5 Continuous Predictive Line Query Algorithms

The CPL query algorithm consists of two phases: the initial phase and the
maintaining phase. The initial phase computes the query result for a newly
issued query according to the current moving object information. The maintain-
ing phase, monitors the query result obtained at the initial phase and adjusts
them upon updates of moving objects, until the query expires.

5.1 Initial Phase

Upon receiving a new query from a user u, the TPRQ-tree is first searched to
check if the new query has the same parameter as an existing query. Two queries
are considered the same if they are querying traffic of the same road segment
at the same near future timestamp. If the same query can be found in the tree,
the user u is added to the query issuer ID list and directly report the query
results. In practice, it can be expected that many people might be interested
on some particular road segments. That could be because the road segment has
often distinguished for traffic congestions, or it could be a hub for many popular
destinations. Thus, in this kind of situation, searching the query in the tree
would save the repeated query execution cost.

If the new query does not exist in the TPRQ-tree, the following two steps
will be conducted. First, insert the new query to the TPRQ-tree. Note that
the insertion can take advantage of the previous search. In previous search, we
already reach the leaf node that may contain the same query as the new query.
From another point of view, this leaf node is the most appropriate place to insert
the new query.

The second step is to execute a snapshot predictive line query based on current
moving object moving functions. Specifically, the RD-tree is searched to find
the road segments covered by the IR of the query. Then, the objects in the
retrieved road segments are checked. Depending on the geographical direction of
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the query road segment with respect to each edge, the hash bucket with the same
direction is accessed to find objects currently moving on it. This set of candidate
objects are then filtered in the second phase. This phase considers the individual
candidate’s tentative path, the shortest route, to decide the possibility to enter
the query road at the query time.

5.2 Maintaining Phase

The prediction results obtained from the initial phase may need to be updated
upon changes of some vehicles’ travel plans just as shown in Figure 1 in the
introduction.

If a vehicle changes its moving direction or speed dramatically, the vehicle
will send an update to the server. Upon receiving the update message, the server
will check if the update affects existing queries by answering the following two
questions: (1) Is this object currently included in any existing query result? (2)
Is this object going to be in some queries results’ after the update? Given an
object update and one query, there are four cases for the above two questions:

1. The object is included in the query result, and is still the query result after
the update.

2. The object is included in the query result but will no longer be valid query
result after the update.

3. The object is not included in the query result but will become the query
result after the update.

4. The object is not included in the query result and will also not be the query
result after the update.

The challenge is how to efficiently categorize each update message into one of
the four cases against all existing CPL queries. To achieve this, we leverage the
proposed TPRQ-tree as follows.

We aim to utilize the TPRQ-tree to identify two sets of queries for each update
message: (i) Qold: queries to which the object belongs to at the object’s previous
update timestamp told; (ii) Qnew queries to which the object belongs to after
the update at current timestamp tc. These two sets of queries are identified
simultaneously in one round of search in the TPRQ-tree. In particular, we start
the search from the root of the tree. For each entry of the visited node, we
compute its IRs at told and tc respectively. The center of the IR is the same
while the inner and outer radii are computed based on the inner/outer speed
multiplied by the time difference as follows:

rold inner = RoadDist(vmin · (tq − told)), rold outer = RoadDist(vmax · (tq − told))

rnew inner = RoadDist(vmin · (tq − tc)), rnew outer = RoadDist(vmax · (tq − tc))

If the object’s previous position is included either in the old or new IR, we keep
searching the children nodes of this entry until reach the leaf node. Given an
entry in the leaf node, if the object’s position is included in the old IR of the
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query, the query is inserted to Qold; if the object’s updated position is included
in the new IR of the query, then the query is inserted to Qnew.

Next, we analyze the collected sets of Qold and Qnew. If the same query ID
appears in both Qold and Qnew, no change to the query result is needed, which
is the first case. If a query ID appears only in Qold but not Qnew, that means
case 2 and we remove the object from the query result. If a query ID appears
only in Qnew but not Qold, that means case 3 and we insert the object to the
query result. If both sets are empty, that means the object does not affect the
previous and current query results, which is case 4.

Finally, we record the number of changes for each query result during the
object update. If the number exceeds the specified threshold ρ, the server will
return the latest query results to the query issuer.

6 Experimental Results

We use the Brinkhoff’s generator [1] to generate moving objects on real road
maps. The number of moving objects in each dataset ranges from 10K to 100K.
The object speeds range from 30mph to 60mph. Four maps, with different topol-
ogy but similar number of road segments were selected as inputs to the generator.
The Worth county in Missouri state was selected as the default road map. We
generate continuous predictive line queries by randomly selecting query road
segment and predictive time length. Table 1 summarized the experimental pa-
rameters and the default values are highlighted in bold.

Table 1. Simulation Parameters and Their Values

Parameters Values

number of moving objects 10K, 20K, . . . , 50K, 60K, . . . , 100K

predictive time length 10, 20, 30, 40, 50, 60 (minutes)

road maps Worth(MO), Alpine (CA), Charles (MD), Salem (NJ)

We compare our approach with a naive approach that executes snapshot pre-
dictive line queries [6] every timestamp. The performance is measured in terms
of I/O cost (the number of disk-page accesses) and prediction error rate. When
measuring the page accesses, we assumed a 50k buffer. The error rate is com-
puted by comparing the number of objects in the predictive query results with
the actual number of objects on the query road segment at the query time. Each
test case was run for 250 queries and the average cost is reported.

Behavior over the Query Life Time. First, we present the behavior of
performance on discrete time stamps during the query life time. Given 30 minutes
prediction time interval, we record the error rate and the page accesses as the
current time gets closer to the query time. Figure 5(a) and 5(b) reports the
performance of our approach (denoted as TPRQ-tree) and the naive approach.
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(a) Error Rate (b) Page Accesses

Fig. 5. Behavior of the Query Life Time

(a) Error Rate (b) Page Accesses

Fig. 6. Effect of Number of Moving Objects

As shown in Figure 5(a), we can observe that the TPRQ-tree has much less
error rate than the naive approach. This is because the naive approach adopts
a ring query which is defined based on Euclidean distance to the query road
segment [6], whereas the influence region employed by the TPRQ-tree considers
the road distance and hence it is more accurate to enclose vehicles that may
enter the query road segment.

From Figure 5(b), we can see that our approach is much more efficient than
the naive approach. The reason is the following. The naive approach needs to
execute each query every timestamp which may involve duplicate efforts when
there is no change to the results. The TPRQ-tree takes on object update and
then check all affected queries simultaneously, which has helped significantly
reduced unnecessary efforts on query processing.

Effect of Number of Moving Objects. In this round of experiments, we
evaluate the performance when the number of moving objects increases from
10K to 100K. Figure 6(a) shows the average error rate of both approaches. The
error rates in both approaches increase slightly with the number of objects. This
is because the more moving objects, the more uncertainty of the prediction.
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(a) Error Rate (b) Page Accesses

Fig. 7. Effect of Predictive Time Length

However, our approach always achieves a lower error rate for the same reason
discussed in the previous section.

Regarding the page accesses, Figure 6(b) shows that the naive approach in-
creases a little faster than our approach. The possible reason is that the naive
approach needs to execute the query on a larger number of objects and hence
requires more page accesses. The TPRQ-tree indexes queries rather than objects.
Given an object update, the cost to revise the query results is similar. The small
increase is mainly due to the increase of object updates per timestamp with the
increase of the dataset size.

Effect of Predictive Time Length. In this set of experiments, we vary the
predictive time length from 10 minutes to 60 minutes. As shown in Figure 7(a),
the error rate stays in a similar range regardless of the predictive time length
for both approaches. The behavior can be explained as follows. For the naive
approach, it executes the query every timetamp and hence any change of object
travel plan will be captured. Similarly in our approach, we consider the effect of
the object update on the query results at every timestamp.

On the other hand, the predictive time length does affect the query cost as
shown in Figure 7(b). The query cost of both approaches increases when the
predictive time length is longer. This is because in the naive approach, a bigger
ring query is generated given a longer predictive time length. In our approach,
a bigger influence region is generated based on the formula given in Definition
3, which results in examining more candidate objects. However, our approach
always performs better than the naive approach which is again attributed to the
TPRQ-tree.

Effect of Road Topology. Finally, we evaluate the effect of the road topology
by testing different maps: Worth (MO), Alpine (CA), Charles (MD), and Salem
(NJ). The number of edges in each map was 1573, 1576, 1766, and 1789 respec-
tively, and the average road segment length is 551m, 232m, 370m, and 515m,
respectively. By observing the average error rate of individual topology in Figure
8(a), it is tend to conclude that the larger the number of edges, the lower the
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(a) Error Rate (b) Page Accesses

Fig. 8. Effect of Road Topology

error rate. Regarding the page accesses as shown in Figure 8(b), our approach
is relatively independent of the road topology, while the naive approach yields
higher cost with the growth of the number of edges.

7 Conclusion and Future Work

In this paper, we define a new type of query, namely continuous predictive line
query, which takes into account road network constraints in predicting traffic
on a given road segment. To answer the query, we propose the TPRQ-tree and
an efficient query algorithm. The TPRQ-tree is a time parameterized tree that
indexes queries’ influence regions that shrink as time evolves. Our experimental
study has demonstrated the efficiency and effectiveness of our approach.

As future work, we will seek real traffic data to further verify our approach.
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Abstract. Queries over probabilistic databases result in probabilistic
answers, which are often ranked according to certain ranking criteria. As
the probabilities of the basic tuples may be imprecise and erroneous, and
their perturbations may lead to great changes in answer ordering, sensi-
tivity analysis like “which basic input probability change can substantially
alter the ranked result?”, “which basic probability change will make a cer-
tain element top-ranked?”, “which basic probability change will swap the
positions of the firstly and secondly ranked elements?” thus arise.
The sensitivity analysis of top-K probabilistic query has been touched

in the literature, mainly concerning the change of the answer list as a set.
However, the ordering of the elements in the answer list matters highly for
certain applications. In this paper, we categorize a variety of such kinds of
ordering sensitivity questions into list-oriented or element-oriented, and
formulate the sensitivity analysis problem for answer ordering returned
from probabilistic top-K queries and probabilistic top-K aggregation
queries. We develop a modular approach to quantitatively compute
sensitivity of answer ordering, where four basic processing modules are
identified. Optimization strategies are also presented for performance im-
provement. Experimental results on both synthetic and real data demon-
strate the effectiveness and efficiency of the proposed solutions.

Keywords: Probabilistic database, top-K query, aggregation query,
answer ordering, sensitivity analysis.

1 Introduction

1.1 Motivation

Uncertain data is consistently emerging in a variety of application domains like
sensor network, statistical data analysis, machine learning and data mining,
information extraction and integration, etc. To manage data uncertainty, a com-
munity of efforts have centered around probabilistic data management [1,4]. In
probabilistic databases, basic tuples are stored with probabilities reflecting their
confidence. Derived result tuples based on the basic ones are also accompanied
with probabilities accordingly. Thus, they are usually ranked according to certain
ranking criteria, whose orderings are sensitive to perturbations of basic tuples’
probabilities in the database.
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Restaurant
rid name district prob.

e1 1 KFC West 0.9
e2 2 McDonald West 0.8
e3 3 BurgerKing East 0.7
e4 4 PizzaHut South 0.6
e5 5 Subway North 0.5
e6 6 Arby’s North 0.4

ResReputation
rid reputation prob.

e7 1 Good 0.8
e8 2 Good 0.7
e9 3 Good 0.6
e10 4 Good 0.5
e11 5 Medium 0.4
e12 6 Bad 0.3

ResDiscount
rid discount prob.

e13 1 8 0.7
e14 2 7 0.6
e15 3 6 0.5
e16 4 5 0.4
e17 5 9 0.3
e18 6 9 0.2

Fig. 1. A probabilistic database example

Query:find top-3 restaurants with good reputation
and discount less than 9.

SELECT name
FROM Restaurant,ResReputation,ResDiscount
WHERE Restaurant.rid = ResReputation.rid AND
Restaurant.rid = ResDiscound.rid AND
ResReputation.reputation= ‘Good’ AND
ResDiscount.discount < 9
ORDER BY prob. DESC LIMIT 3

Top-3 answer list
event expression name Prob.
e1 ∧ e7 ∧ e13 KFC 0.504
e2 ∧ e8 ∧ e14 McDonald 0.336
e3 ∧ e9 ∧ e15 BurgerKing 0.21

Sensitivity Question 1: which basic in-
put probability change will make KFC
drop out of top-3?
event expression name prob.
e2 ∧ e8 ∧ e14 McDonald 0.336
e3 ∧ e9 ∧ e15 BurgerKing 0.21
e4 ∧ e10 ∧ e16 PizzaHut 0.12

Answer: p(e13) : 0.7 → 0.167

Sensitivity Question 2: which basic in-
put probability change will swap the po-
sitions of KFC and Mcdonald?
event expression name prob.
e2 ∧ e8 ∧ e14 Mcdonald 0.336
e1 ∧ e7 ∧ e13 KFC 0.331
e4 ∧ e10 ∧ e16 BurgerKing 0.12

Answer: p(e13) : 0.7 → 0.46

Fig. 2. Two sensitivity questions on a probabilistic top-K query answer

Example 1. Consider an information extraction application, which extracts infor-
mation about restaurants from the Web. A probabilistic database in Figure 1, in-
cluding three example tables (Restaurant, ResReputation, and ResDiscount)
is formed, showing restaurants’ possible locations, reputations, and discounts.
Each basic tuple represents a probabilistic basic event, and has an event identifier
and a probability attribute. Figure 2 shows a top-3 answer list (ranked accord-
ing to result probability) to the probabilistic query for the restaurants with good
reputation and discount less than 9. Each answer tuple’s probability is computed
from the probabilities of its deriving basic tuples. For example, for the first tuple
KFC, its probability is computed as P (e1∧e7∧e13) = 0.9∗0.8∗0.7 = 0.504. Two
sensitivity concerns regarding the top-3 answer list may arise. (1) which basic in-
put probability change will make KFC to drop out of top-3? (2) which basic input
probability will swap the positions of KFC and McDonald? When p(e13) changes
from 0.7 to 0.167, result tuple KFC will drop out of top-3. Also, if p(e13) drops
from 0.7 to 0.467, result tuple KFC and McDonald will swap their first-second
positions. �

As illustrated, the answer ordering returned from a probabilistic database query
is rather sensitive to the underlying input tuples, which may be imprecise and
erroneous in nature. This paper investigates the sensitivity of answer ordering
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returned from probabilistic database queries, aiming to find l basic tuples to
which a certain answer ordering change is most sensitive.

Two typical kinds of probabilistic database queries are considered in the
study [11,6]:

1) probabilistic top-K queries, aiming to find K answer tuples with the highest
probabilities, since users are often interested in the answers with the highest
probabilities;
2) probabilistic top-K aggregation queries, aiming to find K groups with the
highest aggregate values, whose computation involves basic tuples’ probabilities.

1.2 Related Work

Kanagal et al. [7] built a robust probabilistic query processing framework for
sensitivity and explanation analysis of query results, they focused more on sen-
sitivity analysis of each answer tuple. Despite the discussion was also extended
to top-K queries, [7] considered a top-K query result as a set rather than a
ranked list. In their work, for answer tuples t1, t2, t3, t4, t5 in a top-5 query,
the change from result1: 〈t1, t2, t3, t4, t5〉 to result2: 〈t5, t4, t3, t2, t1〉 is ignored,
because it does not make changes to the top-5 set. However, the ordering of
the elements in the answer list matters highly for certain applications, such as
athletes ranking in Olympic Games, movie ranking at Oscar time, and mobile
brand ranking in market share contest. In our work, we also consider the rank-
ing inside the answer set, and regard result1 and result2 as completely different
answers. The work by Soliman et al. [13] investigated the influence of uncertain
scoring functions (not basic probabilistic tuples) on top-K join query results.

1.3 Contributions and Paper Organization

Different from the previous sensitivity analysis work in the database domain [7,13],
this paper examines the ordering sensitivity of a top-K answer returned from
probabilistic top-K (aggregation) queries to basic database tuples, like which
basic tuple’s probability change can substantially alter the ranked answer list?
which basic tuple’s probability change will make a certain element top-ranked?
which basic tuple’s probability change will swap the positions of the firstly and
secondly ranked elements? which basic tuple’s probability change will make an
answer tuple enter/drop out of the top-3 list? etc.

The primary contributions of the paper are summarized as follows.

1. We categorize a variety of ordering sensitivity questions into list-oriented or
element-oriented, and formulate the sensitivity analysis problem for answer
ordering returned from probabilistic top-K (aggregation) queries.

2. We identify four basic modules in computing ordering-sensitivity, and de-
velop a modular approach for ordering sensitivity computation in proba-
bilistic databases.

3. We further give optimization strategies to improve the computational effi-
ciency of sensitivity analysis.
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Our experimental results on both synthetic and real data demonstrate the effec-
tiveness and efficiency of the proposed solutions.

The remainder of this paper is organized as follows. We formulate the ordering-
sensitivity analysis problem for probabilistic top-K (aggregation) query answers
in Section 2, and provide a modular approach for efficient sensitivity computation
in Section 3, followed by a performance study in Section 4. We conclude the paper
with a brief discussion of future work in Section 5.

2 Problem Statement

Before the problem statement for sensitivity analysis of answer ordering in prob-
abilistic databases, let’s first review the probabilistic data model and correspond-
ing probabilistic database queries.

2.1 Probabilistic Database Queries

Probabilistic Database Model. We adopt the tuple uncertainty probabilistic
database model proposed by Dalvi et al. [4]. Each tuple ti in a probabilistic
database represents a probabilistic basic event ei with probability p(ei). Assume
all the probabilistic events are independent. Each result tuple ri in a derived
relation would be assigned a complex event expression eei called lineage which is
a Boolean combination of the basic events corresponding to the basic tuples from
which it was derived. Each of the basic operation in relational algebra (selection,
projection, union, difference, and Cartesian product) has a corresponding event
expression generating rule. [4] detailed the process of computing the result tuple
event expressions and the equivalent possible worlds semantics. From the event
expression eei of result tuple ri, the probability p(eei) can be computed based
on the underlying basic events’ probabilities. In the following, we shall use p(ti)
and p(ei), p(ri) and p(eei) interchangeably.

In this study, two typical kinds of probabilistic database queries are
considered.

Probabilistic Top-K Queries. From a set of basic tuples B = {t1, t2, · · · ,
tn} in the probabilistic database, a set of result tuples S = {r1, r2, · · · , rm} is
derived with complex event expressions {ee1, ee2, · · · , eem}, whose probabilities
{p(ee1), p(ee2), · · · , p(eem)} are computed according to the basic input tuples’
probabilities. The probabilistic top-K query is to find K result tuples from S
whose complex event expressions have the highest probabilities [11].

Probabilistic Top-K Aggregation Queries. In a probabilistic database, from
a set of basic tuples B = {t1, t2, · · · , tn}, a set of result tuples S = {r1, r2,
· · · , rm} is derived, and further divided into w groups GroupSet = {G1, G2,
. . . , Gw} according to the grouping attribute set A.

Each group G ∈ GroupSet consists of a set of tuples G = {r1, r2, · · · , r|G|},
derived with the complex event expressions {ee1, ee2, · · · , ee|G|} of probabilities
{p(ee1), p(ee2), · · · , p(ee|G|)}. Each tuple ri ∈ G has a score value vi.
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The expected aggregate value (sum, count, max, min, or avg) of group G,
denoted as Fsum(G), Fcount(G), Fmax(G), Fmin(G), Favg(G) respectively, can
be further computed based on p(ee1), p(ee2), · · · , p(ee|G|) and score values {v1,

v2, · · · , v|G|} [6,7]. For the sum operator, Fsum(G) =
∑|G|

i=1 p(eei) ∗ vi. The count
operator is just a special case of sum, where all the score values take the value
1, that is, Fcount(G) =

∑|G|
i=1 p(eei). Assume all the score values {v1, v2, · · · , v|G|}

are sorted in a non-increasing order. Then, for the max operator, Fmax(G) =∑|G|
i=1 p(eei∧ (

∧
1≤j<i ∼ eej))∗vi. For the min operator, Fmin(G) can be computed

similarly, except that the score values are sorted in a non-decreasing order. For

the AVG operator, Favg(G) =
∑

x1,··· ,x|G|

∑|G|
i=1 χxi

(vi)∑|G|
i=1 xi

∗ p(∧|G|
i=1 χxi(eei)), where xi

takes value 0 or 1, and

χxi(vi) =

{
0 if xi = 0
vi if xi = 1

, χxi(eei) =

{∼ eei if xi = 0
eei if xi = 1

All the groups in GroupSet are sorted by their expected aggregate values, with
the top-K groups returned as the probabilistic top-K aggregation query answer.

2.2 Answer Ordering Change

For both probabilistic top-K queries and probabilistic top-K aggregation queries,
the answer is an ordered list of K elements ranked based on certain ranking
criteria. Without loss of generality, let R = 〈r1, r2, · · · , rK〉 be a top-K answer
list with Rank(r1) ≥ Rank(r2) ≥ · · · ≥ Rank(rK). We use R.ri (1 ≤ i ≤ K)
to represent an answer element ri, which can be either specified by its relative
position in R like ri = R[i] or by its attribute value like ri.att = val.

The ranking order of answer R is sensitive to perturbations of basic tuples’
probabilities, e.g., some element may drop out of the top-K list, some new ele-
ment may enter the top-K list, some element may swap the position with another
one, etc. after the change of some basic tuples’ probabilities. Table 1 illustrates
two types of ordering changes (i.e., list-oriented and element-oriented) from a
top-K answer list R to a new top-K answer list R′, generally expressed via an
ordering change predicate Pred(R,R′). We call the ordering change Pred(R,R′)
happens if and only if Pred(R,R′) = TRUE.

2.3 Measurement of Answer Ordering Change

To measure the ordering change from a top-K answer list R1 to R2, we extend
the classic Spearman’s footrule metric [5] to evaluate more highly the position
changes at the top places than the bottom places.

In the following, for a list σ, we use Sσ to denote the set which contains all the
elements in σ and call it the element set of σ, and σ(x) to denote the position
of element x in σ.

Classic Spearman’s Footrule Metric. For two lists σ1 and σ2 with the same
element set, the Spearman’s footrule distance between σ1 and σ2 is defined as

D(σ1, σ2) =
∑

x∈Sσ1

|σ1(x)− σ2(x)|,
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Table 1.Ordering change from R toR′, where R = 〈r1, r2, · · · , rK〉 is the top-K answer
list returned from a probabilistic top-K (aggregation) query, and R′ = 〈r′1, r′2, · · · , r′K〉
is another top-K answer list from the same query after changing basic tuples’ proba-
bilities.

CategoryOrdering Change Holding Condition
Predicate Pred(R,R′)

List- lChange(R, [R′]) R changes to R′ (if R′ is given), otherwise, R changes;
Oriented

Element-
Oriented

eUpPosi(R, R′, R.r,
[Δp], [K])

R.r goes up Δp positions or enters top-K in R′,
i.e.,when Δp appears: ∃i (1 ≤ i ≤ K) (R.r =
R[i])∧ (R.r = R′[i+Δp]), when K appears: ∀i (1 ≤
i ≤ K) (∃j (1 ≤ j ≤ K) (R.r 
= R[i])∧(R.r = R′[j]));

eDownPosi(R, R′,
R.r, [Δp], [K])

R.r drops down Δp positions or drops out of top-K,
i.e., when Δp appears: ∃i (1 ≤ i ≤ K) (R.r =
R[i])∧ (R.r = R′[i−Δp]), when K appears: ∀i (1 ≤
i ≤ K) (∃j (1 ≤ j ≤ K) (R.r 
= R′[i])∧(R.r = R[j]));

eRemainPosi(R, R′,
R.r)

R.r’s position remains unchanged, i.e., ∃i (1 ≤ i ≤
K) (R.r = R[i]) ∧ (R.r = R′[i]);

eSwapPosi(R, R′,
R.r, R.r′)

R.r and R.r′ swap the positions, i.e., ∃i, j (1 ≤ i, j ≤
K) (R.r = R[i]) ∧ (R.r′ = R[j]) ∧(R.r = R′[j]) ∧
(R.r′ = R′[i]);

eKeepOrder(R, R′,
R.r, R.r′)

The order of R.r and R.r′ remain the same, i.e.,
∃i, j (1 ≤ i, j ≤ K) (R.r = R[i]) ∧ (R.r′ = R[j])
∃i′, j′ (1 ≤ i′, j′ ≤ K) (R.r = R[i′]) ∧ (R.r′ = R′[j′])
(i > i′ → j > j′) ∨ (i < i′ → j < j′);

eReverseOrder(R,
R′, R.r, R.r′)

The order of R.r and R.r′ changes reversely, i.e.,
∃i, j (1 ≤ i, j ≤ K) (R.r = R[i]) ∧ (R.r′ = R[j])
∃i′, j′ (1 ≤ i′, j′ ≤ K) (R.r′ = R′[i′])∧ (R.r′ = R′[j′])
(i > i′ → j < j′) ∨ (i < i′ → j > j′).

which represents the summation of all the elements’ position changes. For ex-
ample, if σ1 = 〈b, c, a, d〉, σ2 = 〈a, c, d, b〉, the distance between σ1 and σ2 is
D(σ1, σ2) = |σ1(a)−σ2(a)|+ |σ1(b)−σ2(b)|+ |σ1(c)−σ2(c)|+ |σ1(d)−σ2(d)| = 6.

Extension of Spearman’s Footrule Metric. We bind a weight to every
two consecutive position change. For two lists σ1 and σ2 of the same n elements,
(n−1) weights w1, w2, . . . , wn−1 are introduced with w1 > w2 > . . . > wn−1 > 0.
Weight wi measures the contribution of moving an element from position i to
position i+ 1 or from position i+ 1 to position i to the distance of two lists. For
any two positions i and j, let

C(i, j) =

⎧⎨
⎩

∑j−1
k=i wk if i < j;

0 if i = j;∑i−1
k=j wk if i > j

(1)

be the contribution of moving an element from position i to position j. For σ1 and
σ2, the contribution of moving element x is C(σ1(x), σ2(x)). For the weighted
Spearman’s footrule metric, the distance between lists σ1 and σ2 of the same
elements is defined as
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Dw(σ1, σ2) =
∑

x∈Sσ1

C(σ1(x), σ2(x)). (2)

For example, let σ1 = 〈b, c, a, d〉 and σ2 = 〈a, c, d, b〉. The introduced weights are
w1, w2, w3. Then, for the distance between σ1 and σ2, the contribution of moving
element a is C(σ1(a), σ2(a)) = w1+w2. Similarly, C(σ1(b), σ2(b)) = w1+w2+w3,
C(σ1(c), σ2(c)) = 0, C(σ1(d), σ2(d)) = w3. The weighted distance between σ1

and σ2 is Dw(σ1, σ2) = 2w1 + 2w2 + 2w3.
We now discuss modifications of the weighted Spearman’s footrule metric Dw

for the case when we only have top-K members of the ordering. Let R1 and R2

be two top-K lists, which may contain different sets of elements, i.e. SR1 �= SR2 .
The minimizing weighted Spearman’s footrule distance Dw

min(R1, R2) between
R1 and R2 is defined to be the minimum value of Dw(σ1, σ2), where σ1 and σ2

are any two lists with element set SR1∪SR2 and σ1 � R1, σ2 � R2. Here, for two
lists R and σ with SR ⊂ Sσ, we use σ � R to denote R(x) = σ(x) for all x ∈ SR

and call σ an extension of R. Similarly, the maximizing weighted Spearman’s
footrule distance Dw

max(R1, R2) and the averaging weighted Spearman’s footrule
distance Dw

avg(R1, R2) can be defined by using the maximum and average value
of Dw(σ1, σ2) respectively. We have the following conclusion, with the proof
omitted due to space constraint.

Proposition 1. For any two top-K lists R1 and R2,

Dw
min(R1, R2) = Dw

avg(R1, R2) = Dw
max(R1, R2) = Dw(σ1, σ2) (3)

We also use Dw(R1, R2) to denote Dw
min(R1, R2), Dw

avg(R1, R2) or Dw
max(R1, R2)

since they all have the same value. For example, if R1 = 〈a, b, c〉, R2 = 〈b, a, d〉,
then Dw(R1, R2) = Dw(〈a, b, c, d〉, 〈b, a, d, c〉) = 2w1 +2w3 when the correspond-
ing weights are w1, w2, and w3 respectively.

2.4 Sensitivity of Answer Ordering Change

Definition 1. Let t ∈ B be a basic tuple in the probabilistic database. Let R
be a top-K answer list returned from a probabilistic top-K (aggregation) query.
Let R′ be another top-K answer list from the same query after the change of
t’s probability. If the answer ordering change Pred(R,R′) = TRUE (listed in
Table 1), we call the answer ordering change Pred(R,R′) is sensitive to basic
tuple t. �

Based on the distance measurement between two top-K answer lists, we can
define the sensitivity degree of an answer ordering change to underlying basic
tuples. Intuitively, when an ordering change happens, the less the deriving tuple’s
probability changes, the more sensitive it is.

Definition 2. Let t ∈ B be a basic tuple in the probabilistic database. Let R
and R′ (R �= R′) be two top-K answer lists returned from a probabilistic top-
K (aggregation) query before and after the change of t’s probability. Assume the
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answer ordering change Pred(R,R′) is sensitive to basic tuple t. The sensitivity
degree of basic tuple t with respect to Pred(R,R′) is computed as follows.

Case 1: when the change result R′ is given,

Sensitivity(t) |Pred(R,R′) =
1

min|Δp(t)| |Pred(R,R′)=TRUE (4)

where p(t) corresponds to the probability of tuple t, and min|Δp(t)| returns the
minimum change of t’s probability that makes Pred(R,R′) = TRUE with 0 <
|Δp(t)| < 1.

Case 2: when the change result R′ is omitted,

Sensitivity(t) |Pred(R,−) = maxRx

Dw(R,Rx)

min|Δp(t)| | Pred(R,Rx)=TRUE (5)

where Rx is any possible ordering change derived from the original top-K answer
list R, and min|Δp(t)| returns the minimum change of t’s probability that makes
Pred(R,Rx) = TRUE with 0 < |Δp(t)| < 1. �

The sensitivity analysis of answer ordering in probabilistic databases can thus
be formally stated as follows.

Given a probabilistic top-K (aggregation) query answer R, the sensitivity
computation of R’s ordering change Pred(R,R′) is to find l basic tuples
from the probabilistic database with the highest sensitivity degrees.

A declarative way for users to specify their ordering sensitivity analysis require-
ments is as follows:

OS-ANALYZE [l] 〈Ordering-Change-Predicate〉
ANSWER-OF 〈Query-Expression〉

where 〈Ordering-Change-Predicate〉 is given in Table 1, and 〈Query-Expression〉
is a probabilistic top-K (aggregation) query statement, whose answer ordering
sensitivity is to be analyzed.

3 Sensitivity Computation

In this section, we present four computational modules for ordering change sen-
sitivity analysis, and further develop optimization strategies to improve compu-
tational efficiency.

3.1 Computational Modules

The sensitivity computation of an answer ordering change Pred(R,R′) involves
the following computational modules. First, for each answer element r in the
answer list R, we need to examine how a basic tuple t’s probability change affects
its rank value. Second, since an answer ordering change corresponds to a series
of answer tuples’ swaps, for every two elements, we need to examine how a basic
tuple t’s probability change will swap their order. Third, the distance between
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two orderings needs to be measured, based on which the sensitivity degrees of
basic tuples can be computed. Fourth, we need to compute the sensitivity degree
of a tuple.

Module 1 - Computing the effect of a tuple’s probability change to an
answer element We start with the probabilistic top-K query. The lineage of
each result tuple r is an event expression ee which is a Boolean Formula of its
deriving basic events. For each deriving basic event e (corresponding to an input
tuple t), p(ee) is a linear function of p(e),

p(ee) = α ∗ p(e) + β (6)

where α and β are functions of probabilities of other deriving basic events except
e, and can be considered as constants with respect to p(e). From Formula (6),

we can derive ∂p(ee)
∂p(e) = α, which represents the change rate of p(ee) with respect

to p(e). The linear property of p(ee) with respect to p(e) and the computing

process of ∂p(ee)
∂p(e) can be found in [7].

Suppose that the probability value of basic event e corresponding to the input
tuple t stored in the database is p0(e), and the corresponding probability value of
result tuple r is p0(ee). Then, the relationship of p(ee) and p(e) can be considered
as a straight line in a plane with equation

p(ee) =
∂p(ee)

∂p(e)
(p(e)− p0(e)) + p0(ee) (7)

For input tuple t, there are K straight lines corresponding to the K result tuples.

If e does not occur in the lineage of r, then ∂p(ee)
∂p(e) = 0, and the corresponding

straight line is p(ee) = p0(ee). When the probability of e changes in [0, 1], each
change of the result ranking corresponds to an intersection point of two of the
K straight lines.

For the probabilistic top-K aggregation query, the average aggregation for
each group(including sum, count, max, min, avg) is also a linear function of the
deriving basic event probability. Hence, the idea that the intersection point of
two straight lines corresponds to a change of the result ranked list also applies
to the probabilistic top-K aggregation query.

Basic Approach. For the probabilistic top-K query, we adopt the approach

proposed in [7] to compute ∂p(ee)
∂p(e) .

For the probabilistic top-K aggregation query, the partial derivative of the
average aggregation for each group G with respect to basic event probability
p(e) can be computed as follows.

SUM: ∂Fsum(G)
∂p(e)

=
∑|G|

i=1
∂p(eei)
∂p(e)

∗ vi.
COUNT: ∂Fcount(G)

∂p(e)
=

∑|G|
i=1

∂p(eei)
∂p(e)

.

MAX: ∂Fmax(G)
∂p(e)

=
∑|G|

i=1

∂p(eei∧(
∧

1≤j<i∼eej))

∂p(e)
∗ vi.

MIN: ∂Fmin(G)
∂p(e)

=
∑|G|

i=1

∂p(eei∧(
∧

1≤j<i∼eej ))

∂p(e)
∗ vi.

AVG: ∂Favg(G)

∂p(e)
=

∑
x1,··· ,x|G|

∑|G|
i=1 χxi

(vi)∑|G|
i=1 xi

∗ ∂P (
∧|G|

i=1 χxi
(eei))

∂p(e)
.
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Optimization. For a basic event e which occurs in result tuple r but not in
the top-K results, if when p(e) changes to 1, p(r) cannot enter the top-K, or

equivalently, p0(r) + ∂p(r)
∂p(e) (1 − p0(e)) < p0(rK), where rK represents the Kth

result element, then the probability change of e will not lead to a change of the

result ranked list. This is equivalent to ∂p(r)
∂p(e) < p0(rK)−p0(r)

1−p0(e)
. Therefore, in the

process of computing ∂p(r)
∂p(e) , if ∂p(r)

∂p(e) < p0(rK)−p0(r)
1−p0(e)

, then the computing process

for ∂p(r)
∂p(e) can be stopped, avoiding the computation of the exact value.

Module 2 - Computing the effect of a tuple’s probability change to
two elements’ ordering
Basic Approach. For a probabilistic top-K query, for basic event e, the intersec-
tion point of the two straight lines corresponding to ru and rv with the following
two equations p(eeu) =

∂p(eeu)
∂p(e)

(p(e) − p0(e)) + p0(eeu) and p(eev) =
∂p(eev)
∂p(e)

(p(e) −
p0(e)) + p0(eev) are represented as 〈p(e) = p0(e) +

p0(eeu)−p0(eev)
∂p(eev)
∂p(e)

− ∂p(eeu)
∂p(e)

, ru, rv〉, meaning

that ru and rv are swapped in the ranked list at p(e) = p0(e) + p0(eeu)−p0(eev)
∂p(eev)
∂p(e)

− ∂p(eeu)
∂p(e)

.

For the case p(e) /∈ [0, 1] or ∂p(eeu)
∂p(e) = ∂p(eev)

∂p(e) , the straight lines corresponding to

ru and rv do not intersect and the positions of ru and rv do not change in the
ranked list.

For the probabilistic top-K aggregation query, the process of computing in-
tersection points is similar. For example, the sum aggregate corresponds to sub-
stituting eeu and eev with Fsum(Gu) and Fsum(Gv) in the above computing
process.

Optimization. For the basic event e, in the basic algorithm, to compute its
influence, all the intersection points of all the straight lines corresponding to all
the result tuples need to be computed. In fact, when computing the intersection
points, only the straight lines corresponding to the top-K result tuples in which
e does not occur and all the result tuples in which e occurs need to be considered,
the intersection points produced by other straight lines will not correspond to a
change of result ranked list, and can be ignored.

Module 3 - Measuring the distance between two top-K answer lists
Basic Approach. The distance between two ranked lists can be computed by
using Formula (3) directly.

Optimization. Based on Module 2, which sorts all the intersection points ac-
cording to their abscissas on the left-hand and right-hand side the p0(e), respec-
tively, the distance computation can be further simplified. Suppose that when
the probability of e changes from p0(e) to the right-hand side to p′1(e), p′2(e),
· · · , p′s1(e) successively, the result ranked list changes to R′

1, R′
2, · · · , R′

s1 accord-
ingly; when the probability of e changes from p0(e) to the left-hand side to p′′1(e),
p′′2(e), · · · , p′′s2(e), the result ranked list changes to R′′

1 , R′′
2 , . . ., R′′

s2 accordingly.
When the probability of e changes from p′j(e) to p′j+1(e), the positions of

result tuple x and y are inverted (in R′
j , x is ranked before y; in R′

j+1, x is
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Module4 Module2 Module1

Module3

Module4 Module2 Module1

(1) List-Oriented (2) Element-Oriented

* *

Fig. 3. The computation modules for ordering change sensitivity analysis

ranked after y). If we use x0 and xj to denote the position of x in R0 and R′
j

respectively, and y0 and yj the position of y in R0 and R′
j respectively, then

Dw(R′
j+1, T opK0) = Dw(R′

j , T opK0) +

⎧⎪⎪⎨
⎪⎪⎩
2wxj if x0 ≤ xj and y0 ≥ yj ;
−2wxj if x0 > xj and y0 < yj ;
0 if (x0 > xj and y0 ≥ yj)

or (x0 ≤ xj and y0 < yj)

(8)

Hence, all the distances Dw(R′
j , R0) can be computed by combining Formula (8)

and the initial condition Dw(R′
0, R0) = 0. All the distances Dw(R′′

j , R0) in the
left hand side of p0(e) can be computed similarly. This optimization reduces the
time complexity of computing distance between two top-K lists from O(K) to
O(1).

Module 4 - Computing the sensitivity degree
Basic Approach. The sensitivity degree can be computed by using Formula (4)
and (5).

Optimization. For the basic event e which only occurs in result ri, the com-
putation of sensitivity degree for e can be further simplified. Suppose that
when the probability of e changes to 1, the probability of ri changes to p(ri) =

p0(ri)+
∂p(ri)
∂p(e)

(1−p0(e)) and ri is changed to the i′th position; when the probabil-

ity of e changes to 0, the probability of r changes to p(ri) = p0(ri)+
∂p(ri)
∂p(e)

(−p0(e))
and ri is changed to the i′′th position. Then, Sensitivity(e) =
∂p(ri)
∂p(e) max(maxi−1

x=i′
1

p0(rx)−p0(ri)
W (i, x), maxi′′

x=i+1
1

p0(ri)−p0(rx)
W (i, x)), where

W (i, x) = 2
∑max(i,x)−1

y=min(i,x) wy .

3.2 Sensitivity Computation

The sensitivity analysis for each ordering change first compute sensitivity de-
gree for each basic tuple, and then select l tuples with the largest sensitivity
degrees. We presents the modules for List-oriented and Element-Oriented or-
dering change sensitivity analysis and their invoke relationships in Figure 3.
The arrow represents an invoke relationship between modules, and “*” repre-
sents a loop where each iteration computes the sensitivity degree of a basic
tuple. The time costs of the basic algorithm for eKeepOrder(R,R′, R.r, R.r′)
and eReverseOrder(R,R′, R.r, R.r′) are linear to the number of tuples in R.r
and R.r′. The time costs of the basic algorithm for all other five sensitivity
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Fig. 4. Answer-ordering analysis performance for different probabilistic top-K (aggre-
gation) queries (DBSize=20M)

analyses are quadratic to the number of result tuples in the result ranked list.
After the optimizations described in the above section, the number of tuples
need to be considered are reduced substantially and the time costs are saved
correspondingly, as shall be shown in the experimental results.

4 Evaluation

We evaluated our modular approach for sensitivity analysis in probabilistic
databases on both synthetic and real dataset. All the relations were stored in
MySQL. We implemented the experiments on a machine with a 2.70 GHz Core
2 Duo CPU and 2GB RAM.

4.1 Experiments on Synthetic Data

Datasets. We synthesized 20M to 100M TPC-H dataset augmented with tu-
ple uncertainty for each tuple. The tuple existence probabilities were generated
randomly in [0, 1] in a uniform distribution.

Probabilistic top-K (aggregation) queries. We adopted TPC-H queries Q2,
Q3, Q5, Q7, and Q10 as our probabilistic top-K queries, with all the aggregation
constructs removed.

We modified TPC-H aggregation query Q2 as our base aggregation query, and
implemented five probabilistic top-K aggregation queries, involving aggregate
functions Count, Sum,Min, Max, and Avg.

Sensitivity analysis for the probabilistic top-K (aggregation) queries.
For each query, we conducted seven ordering-sensitivity analyses on its query
answer, belonging to different ordering change categories, as shown in Table 1.

Experimental results
Answer-ordering sensitivity analysis is essential. Tables 2 and 3 show the max-
imum answer ordering changes(MAOC) resulting from probability change of a
basic tuple for different top-5 and aggregation queries. We use the weighted
Spearman’s Footrule described in Section 2.3 to measure the answer ordering
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Table 2. MAOC for Top-5 queries

Q2 Q3 Q5 Q7
MAOC 3.67 4.17 3.00 5.17

Table 3. MAOC Top-5 Aggregation Queries

SUM AVG MAX MIN
MAOC 3.00 3.67 4.58 3.00
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Fig. 5. Ordering-Sensitivity Analysis Performance with/without Optimization (DB-
Size=20M)

change, with the weights set to ωi = 1
i respectively. For example, for Q2, the

maximum ordering change is: the first tuple changes to the second place, with a
contribution 1.0; the second tuple changes to the third place, with a contribu-
tion 0.5; the third tuple changes to the fourth place, with a contribution 0.33;
the fourth tuple changes to the first place, with a contribution 1.0 + 0.5 + 0.33
= 1.83; the overall weighted Spearman’s Footrule distance is 3.67. We see that
probability change of a basic tuple can lead to large answer ordering change for
both top-K queries and top-K aggregation queries.

Answer-ordering sensitivity analysis performance for different probabilistic
top-5 (aggregation) queries. Figure 4(a) and (b) show the analysis time for dif-
ferent top-5 and aggregation queries. The analysis time for top-K query Q10 in
Figure 4(a) is around 60 times of Q3. It is long enough that we do not plot the
analysis time of Q10 in Figure 4(a). From the figure, we can see that different
times are needed for different kinds of sensitivity analyses for a query result.
eKeepOrder and eReverseOrder take less time than the rest analyses. This is
because the former only examines two involved elements, while the rest has to
take care of more tuples in the answer list. Also, different queries need different
analysis time due to different number of result tuples in total, despite only top-5
ones are returned.

Answer-ordering sensitivity analysis performance with/without Optimization.
Figure 5(a) and (b) show the analysis time of probabilistic top-5 query Q5 and
probabilistic top-5 aggregation query SUM . We can see that the running time
after taking our optimization strategies is much less than the basic algorithms
without optimization for all the seven analyses. That is because considering all
possible ordering changes in a large data set is quite time-consuming. A specified
basic tuple may only influence a limited set of result tuples compared to the whole
list. By optimization, intersections and basic events are ignored if they are found
not to contribute to the change of top-K list by prejudging some conditions.
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Fig. 6. Scalability Performance of Ordering-Sensitivity Analysis

Besides, in computing the distance of two top-K lists, we adopt an incremental
approach. In an ordered sequence of top-K lists TopK0, · · ·TopKn stemming
from the change of an basic event’s probability, the distance D(TopK0, T opKi)
of TopK0 and TopKi(i > 1) can be computed quickly by adding a small incre-
ment to the nearby distance result D(TopK0, T opKi−1). All these strategies can
contribute to reduce the time costs of analysis.

Scalability of Answer-ordering sensitivity analysis. We evaluated the scalability
of our modular approach by varying the database size and value K. Figure 6(a)
and (b) show the analysis time of probabilistic top-5 query Q5 and probabilistic
top-5 aggregation query SUM which adopt all the optimizations under different
database sizes. In both queries, eKeepOrder and eReverseOrder have a linear
time complexity, and other analyses have a near linear time complexity. The ba-
sic tuples occurring in multiple result tuples’ lineages lead to the derivation from
time linearity. Figure 6(c) and (d) show the analysis time of probabilistic top-K
query Q5 and probabilistic top-K aggregation query SUM with different K val-
ues. The experimental results show that the time cost is linear for eKeepOrder
and eReverseOrder and near linear for all other queries as well.

4.2 Experiments on Real Data

Dataset. The real dataset integrates MovieLens data [10], with actors and
directors information from IMDB movies database. MovieLens data records
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Table 4. MAOC for Top-5 Queries on real data

RQ1 RQ2 RQ3
MAOC 5.83 4.17 3.67
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Fig. 7. Experiments Results on Real Data

100,000 ratings (1-5) given by 943 users on 1682 movies. Based on the ratings
from different users, we computed the probabilities that movies are liked by
females and males and produced two probabilistic tables with 1682 rows in each
table.

Queries and ordering-sensitivity analyses. Three queries are issued on the
database:
RQ1: Find the movies which are liked by females and males.

RQ2: Find the years where at least one movie is liked by females.

RQ3: Find the actors whose movies are liked by females and males.

We also implemented the seven analyses on movie data.

Experimental results
Table 4 shows the maximum answer ordering changes(MAOC) resulting from
probability change of a basic tuple for top-5 queries on real data. We use the
weighted Spearman’s Footrule described in Section 2.3 to measure the answer
ordering change, with the weights set to ωi = 1

i respectively. We see that proba-
bility change of a basic tuple can lead to large answer ordering change for top-K
queries on real data and the answer ordering sensitivity is essential.

Figure 7(a) shows the time costs of different sensitivity analyses for the three
probabilistic top-5 queries(RQ1, RQ2, RQ3). Figure 7 (b) compares the time
costs of probabilistic top-5 query RQ2 before and after optimizations for different
analyses. The effect of optimization in Figure 7(a) is more obvious than that in
Figure 5(b). The reason is that many tuples in RQ2 appears only once, which
can be processed quickly in our optimization strategy. For all the seven analyses,
the time costs are significantly reduced.

In summary, the experimental results on both synthetic data and real data
show that the optimization of our modular approach for answer ordering sensi-
tivity analysis can improve the computational efficiency greatly.
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5 Conclusion

In this paper, we studied the problem of sensitivity analysis for answer order-
ing in probabilistic databases. We categorized a variety of ordering sensitivity
questions into list-oriented and element-oriented, and presented four basic pro-
cessing modules and corresponding optimizations to resolve this problem. Evalu-
ations on both synthetic data and real data verified that our solution can answer
users’ ordering change sensitivity analysis questions efficiently. In the future, we
will extend our study to other probabilistic top-K queries (e.g. [12,8,9]) , uncer-
tain K-nearest Neighbor queries(e.g. [2]), uncertain K-probable Nearest Neighbor
queries (e.g. [3]) and other ordering concerned probabilistic queries proposed in
the literature.
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Abstract. Advances in GPS (global positioning system) technologies have led
to a variety of services utilizing the user’s location becoming available. Since
location information may reveal private information, preserving location privacy
has become a significant issue. To preserve this privacy, we have proposed a user
location anonymization method that generates dummies on the basis of the user’s
trajectory with pauses in movement. However, the previous work does not suffi-
ciently satisfy users’ requirements for location privacy because the locations of
the generated dummies tended to gather in a small area as time passed. In this
paper, we propose a user location anonymization method that always keeps dum-
mies’ locations in an area wide enough to anonymize the user’s location. Our
method periodically distributes dummies by moving them to an area where there
were fewer users and dummies. We simulated the user’s movement on a real map
and verified that the proposed method was more effective than the previous one.

Keywords: Location-based services, Location privacy, GPS, Dummy.

1 Introduction

Location based services (LBSs) are becoming more common as a result of the grow-
ing popularity of mobile devices equipped with GPS (global positioning system) re-
ceivers. LBS providers provide a variety of services based on user locations, such as
local searches, route planning, and location-based advertisements. However, location
information may reveal private information, e.g., where an LBS user is living and to
which school his or her children go. Beresford et al. [2] defined location privacy as
the ability to prevent other parties from learning one’s current or past location. They
also warned that a system collecting users’ locations potentially invaded their location
privacy.

Numerous studies have been conducted to protect users’ location privacy. User loca-
tion anonymization methods using dummies are the representative approach[6][7][8]
[10][11]. These methods generate dummies and send their locations together with the
user’s location to LBSs so that the LBS providers cannot distinguish between real
and dummy locations. However, these existing methods did not consider physical con-
straints in a real environment; thus, their actual robustness in preserving privacy was

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 259–273, 2013.
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questionable. The robustness of these methods depends strongly on how naturally the
dummies behave. If the dummies behave unlike humans, such as moving at unreason-
able speeds and being in the middle of seas or on mountain tops, it is easy to identify
them as dummies. The traceability of locations is also a critical issue in a real envi-
ronment. Since there are no perfect systems, it is always possible for user locations
to be accidentally exposed. If this happens, the revealed location may further divulge
locations where users have been and are going to be.

To solve these problems, we previously proposed user location anonymization meth-
ods using dummies (DumGrid[10] and Dum-P[6]) that take into consideration real-
environment restrictions. Both methods generate dummies that move naturally like a
user considering map information (locations where the user can exist) and user move-
ment speed. Specifically, DumGrid generates dummies in a grid pattern around the user
and moves them reactively according to the user’s movement (i.e., the dummies tend
to follow the user). However, DumGrid assumes a simplified mobility model in which
the user keeps moving and does not stop. When we consider a more realistic mobility
model in which the user often pauses to visit various attractions, it becomes more diffi-
cult to generate dummies that can move naturally. Dum-P generates dummies that move
naturally while stopping at several locations like a real user on the basis of the user’s
movement with pauses in the movement. For Dum-P, to enable dummies to stop natu-
rally, we assumed that the user movements (e.g., trajectory, pause time, and position)
are known in advance. However, the dummies generated by Dum-P tend to gather in a
small area as time passes because Dum-P first distributes dummies widely to anonymize
the user’s location and then makes them cross the user’s path and those of other dum-
mies to lower traceability as much as possible, (i.e., extensive distribution of dummies
occurs just once while the crossing of dummies occurs many times). If dummies are
located in a small area, an adversary could infer the user’s approximate location even
though it could not distinguish the user from the dummies. Considering this problem,
Dum-P is inadequate for preserving location privacy regarding anonymity of the user’s
location.

In this paper, to supremely anonymize the user’s location, we propose Dum-P-Cycle
which is an extended method of Dum-P. Dum-P-Cycle consistently keeps dummies’
locations in an area wide enough to anonymize the user’s location on the basis of cycle-
based dummy movements. Specifically, in the same manner as Dum-P, Dum-P-Cycle
determines positions where and times when dummies should pause considering the
known user movements and, based on them, generates the dummy movements that both
move and stop. To distribute dummies widely all the time, Dum-P-Cycle sets the cycles
in their movement plans and determines where and when the dummies should pause in
the area with the smallest number of the user and dummies at the begging of each cycle,
i.e., it periodically makes dummies move in order to spread out. Then, Dum-P-Cycle
makes dummies cross the user’s path and those of other dummies at positions where
they pause in order to lower traceability as much as possible. As a result, dummies
alternate between movement for wide distribution and movement for crossing on the
basis of the cycles, i.e., both movements occurs many times. This movement pattern
sufficiently satisfies the requirement for location privacy all the time. We also report
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Fig. 1. Example of dummy-based approach

on an experiment conducted to evaluate this method in comparison with the previous
methods, which shows the effect of the cycle.

The rest of the paper is organized as follows. Section 2 describes related work and
Section 3 presents details of the proposed method. Section 4 describes our evaluation
of the new approach and Section 5 concludes the paper with a summary and discussion
of future work.

2 Related Work

There have been numerous studies on location privacy protection. We can categorize
them into three approaches: 1) intermediating between the user and LBS, 2) transform-
ing the user’s location, and 3) generating dummy locations.

An example of an approach of the first type is the spatial cloaking[2][3][5]. This ap-
proach collects k users and sends the smallest region including those k user locations
to an LBS server as a query instead of the specific user’s location. This limits an adver-
sary’s probability of identifying the user’s location to 1/k. This approach needs to pool
user’s locations and assumes that there is a trusted third-party server between the users
and the LBS server. However, it is difficult to deploy a completely safe third-party server
in a real environment. Moreover, this approach fails to anonymize the user’s location if
there are not enough other users around.

An example of the second type is the obfuscation method[1][4][12]. This approach
replaces a user’s location with a near-by intersection or building to obscure the exact lo-
cation. However, if there is no appropriate target around the user, the substitute location
is far away from the user’s location, which degrades the quality of a LBS services.

An example of the third type is the dummy-based approach[6][7][8][10][11]. As
described in Section 1, this approach generates dummies around the user and sends their
locations together with the actual user’s location to an LBS server, as shown in Fig. 1.
The LBS provider returns a list of information around the user and dummies. The user
can get results related to his/her location by filtering out all the results corresponding to
the dummy locations. Since only the user can distinguish his/her location from dummy
locations, this approach can anonymize the user’s location.

The dummy-based approach is reliable since it does not need an intermediate server/
device for collection and only the user’s device is involved in anonymizing the user’s
location. Moreover, this approach does not degrade the quality of service because the



262 R. Kato et al.

results that the user gets are based on his/her precise location. Therefore, on the basis
of the dummy-based approach, we previously proposed two dummy-based methods
(DumGrid[10] and Dum-P[6]). DumGrid generates dummies around the user in a grid
pattern considering physical constraints in a real environment. This method assumes
a simplified mobility model in which users keep moving. Assuming a more realistic
mobility model in which the user often pauses, Dum-P generates dummies on the basis
of the known user’s movements, where dummies can move naturally while stopping
at several positions. However, Dum-P does not sufficiently consider the anonymity of
the user’s location, so its generated dummies gather in a small region as time passes.
Therefore, Dum-P is inadequate to satisfy users’ requirements for location privacy. Our
new method (Dum-P-Cycle) generate dummies that sufficiently anonymize the user’s
location all the time by setting cycles of dummy movements and making dummies move
to the area containing the fewest users and dummies in each cycle.

3 Proposed Method

This section first presents the requirements for location privacy protection and assump-
tions of the proposed method. Then it discusses a problem with our previous work and
describes the proposed method (Dum-P-Cycle) in detail.

3.1 Requirement for Location Privacy

Anonymous Area. The anonymous area was defined following Lu et al. [8], as the size
of the minimun convex covering all locations included in a service request. We define
the anonymous area to measure the anonymity of the user’s location as a criterion for
evaluating how secure a user is in terms of location privacy. Fig. 2 (b) has an area
with greater anonymity (higher-anonymity area) than Fig. 2 (a). If dummy locations are
gathered in a small area like Fig. 2 (a), an adversary can infer the approximate location
of the user. Therefore, we should satisfy the anonymous area size required by the user.

Our method locates dummies at positions where there are fewer of them (and the
user) so that it can roughly form a grid and satisfy the required anonymous area size.

Traceability. We should also take into account the traceability of user locations. It
might be possible to infer the trajectories of a user’s movements from the location his-
tory that has been accumulated at an LBS provider on the basis of limitations on human
movements. We define traceability as the ability to identify a user’s trajectory by com-
bining consecutive locations during a certain period. The traceability problem becomes
serious especially when the user’s locations are traceable; moreover, all previous (and
possibly future) locations also become obvious. For example, when a user’s locations
are traceable, his/her trajectory is easily distinguishable from those of dummies, as
shown in Fig. 3 (a). A simple but effective solution to lower traceability is to cross the
trajectories of the user and dummies. This makes it difficult for an adversary to trace
the user’s trajectory, as shown in Fig. 3 (b).

Our method increases the chances the user and dummies cross by sharing positions
where they pause.
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Fig. 2. Anonymous area Fig. 3. Traceability

3.2 Assumption

We assume LBSs in which a user successively issues service requests (at constant or
inconstant intervals) by sending user location information to the LBS provider and the
LBS provider then returns information related to the user’s current location.

We also assume a user mobility model in which the user is moving and stopping at
several positions. In addition, we assume that the maximum speed, the minimum and
maximum pause times, and the user’s movement plans (e.g., trajectory, pause times, and
positions) are known in advance. Although these assumptions might seem too strong (or
unrealistic) in real situations, there are many situations in which we can know the user’s
movements in advance. For example, we can predict a user’s future movements on the
basis of certain additional information, e.g., his/her pre-registered plans of where and
when he/she is going to go and the history of his/her trajectories. In this paper, we
focus on how to generate dummies on the basis of user movements with a great deal of
accuracy.

3.3 Our Previous Work (Dum-P)

Procedure. Dum-P first determines sets of positions where dummies should pause
(pause positions) and times when they should start to pause at the pause positions (pause
start times) on the basis of plans of a known user’s movement and his/her requirements
for the size of the anonymous area and the number of dummies. Then, Dum-P deter-
mines the dummies’ movements such that they move toward the pause positions and
arrive there at the pause start times.

Dum-P specifically carries out the following procedure by repeating steps (1) to (3)
one by one for all the dummies. The first dummy is generated on the basis of the known
user’s movement, and subsequent ones are generated on the basis of both the generated
dummies’ and user’s movements.

(1) Determine a set of the base pause position and the base pause start time of a new
dummy to satisfy the required size of the anonymous area:
Dum-P determines one base pause position as a position in the area containing the
fewest users and already-generated dummies exist and its base start time as the time
when the smallest number first occurred in that area.
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(2) Determine sets of shared pause positions and shared pause start times of the dummy
to lower traceability:
Dum-P determines as many shared pause positions as possible such that the new
dummy can share the pause positions of the user and already-generated dummies
when they stop to cross dummies.

(3) Determine sets of mid-pause positions and mid-pause start times to ensure that the
dummy’s movement is natural:
Dum-P deterimines several mid-pause positions and mid-pause start times on the
basis of the base and shared pause positions.

Briefly, the dummy moves while stopping at three types of pause positions: the base
pause position, shared pause positions, and mid-pause positions.

Problem of Dum-P. We simulated user and dummy movements in Dum-P in order to
make clear its problem. In this evaluation, we set the service cycle as 180[s], the number
of dummies as 16, and the anonymous area requirement as 16002[m2]. To measure the
performance of Dum-P in terms of anonymity satisfaction and traceability reduction,
we used the following evaluation metrics.

– Anonymous area achieving Ratio-Count (AR-Count)
This metric aims to measure the satisfaction rate of the anonymous area require-
ment. Specifically, we counted the number of service requests when the size of the
anonymous area that is the minimum convex covering all locations of dummies
and the user satisfied the required anonymous area size in all service requests is-
sued during the simulation time. AR-Count is defined as the ratio of the number of
satisfied service requests to all the service requests.

– Mean Time to Confusion (MTC)
Each queried location has a probability of being the user’s location. When the user’s
location is accidentally identified, e.g., by a report of sighting in the real environ-
ment, the probability of the location being the user’s location is 1. We defined the
stochastic transition of the possibility as follows.

When a location with probability α of being the user’s location and another lo-
cation with probability β are located in an area that is reachable from both their
previous locations, these two locations cannot be distinguished. In this situation,
the probability of both locations being the user’s is α+β

2 . To measure the trace-
ability in our evaluation, we use Mean Time to Confusion (MTC) defined in [9].
MTC is defined as the mean time necessary to anonymize the user’s location from
accidental revelation by the LBS provider. Every time a service request is issued,
we calculate the entropy of the probability of being the user’s location by H =
−
∑

i∈D pi log pi, where pi is the probability of location i being the user’s location
and D is the set of all locations corresponding to the user and all dummies. In our
evaluation, we assumed that the user’s location is sometimes revealed by the LBS
provider. We defined MTC as the mean time period from the time when H becomes
0 (when the user’s location is revealed) to the time when H exceeds 1 (when we
can regard the user’s location as being anonymized). A smaller MTC means lower
user traceability.
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Fig. 4. Time course of AR-Count (Dum-P) Fig. 5. Time course of MTC (Dum-P)

Time course results for AR-Count and MTC are shown in Figs. 4 and 5, respectively.
We can see that, as time passed, both AR-Count and MTC degraded, i.e., dummies
gathered in a small area, whereas they were located in a wide area at earlier times. This
is because Dum-P determines one base pause position for each dummy as a position in
the area containing the fewest users and dummies and its base pause time as the time
when the smallest number first occurred in that area. Thus, most dummies tend to move
towards the base pause position at a relatively early time and then move towards the
shared pause positions to cross the user and other dummies during the remaining time,
i.e., their areas of activity shrink as time passes. Therefore, Dum-P cannot fully satisfy
the required anonymous area size.

If the anonymous area including the locations of the user and dummies is small,
an adversary could easily infer the user’s rough location. This is a significant issue in
preserving the user’s location privacy. For example, in this situation, the approximate
location of the user’s destination (e.g., user’s house or office) could be roughly guessed.
In particular, it becomes difficult (or impossible) to satisfy the user’s requirement when
the required anonymous area size is larger.

3.4 Our Approach

To solve the problem of Dum-P described in Section 3.3, we propose Dum-P-cycle,
which is an extended version of Dum-P. Dum-P-Cycle generates dummies that pause at
several positions by determining their pause positions on the basis of the known user’s
movement in the same way as Dum-P. However, whereas Dum-P determines one base
pause position, Dum-P-Cycle determines multiple ones.

Design Policy. To prevent dummies from being located in a small area, Dum-P-Cycle
sets cycles in their movement plans. For each cycle, Dum-P-Cycle determines a base
pause position and base pause start time, i.e., a dummy’s movement generated by Dum-
P-Cycle contain multiple base pause positions. As a result, dummies move iteratively
to the base pause position in order to expand the anonymous area at about the time
when each cycle starts. Note that, it is important to set the same cycle length for all of
the dummies. If we were to set different cycle lengths, some dummies would move to
base pause positions to expand the anonymous area size (try to spread out), while others
would move to shared pause positions to cross the user and other dummies (try to gather
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together). This decreases the opportunity for dummies to cross them because the dis-
tance between them becomes large. By setting the same cycle length for all dummies,
we ensure that all dummies move to the base pause position at about the same time and
move to shared pause positions, i.e., they alternate between movement for wide distribu-
tion and movement for crossing. This movement pattern cannot only lower traceability
but also expand the anonymous area effectively.

Procedure. Dum-P-Cycle first sets cycles in the movement of a new dummy and deter-
mines pause positions and pause start times on the basis of the known user’s movement
and the generated dummies’ movements. Dum-P-Cycle specifically operates by repeat-
ing steps (1) to (5) one by one for the required number of dummies.

(1) Set the total travel time of a new dummy as that of the user.
(2) Divide the total travel time of the dummy into cycles (cycle lengh T ).
(3) Determine sets of base pause positions and base pause start times of the dummy for

each cycle.
(4) Determine sets of shared pause positions and shared pause start times of the dummy.
(5) Determine sets of mid-pause positions and mid-pause start times of the dummy.

Note that we added steps (1) and (2), extended step (3) corresponding to step (1) of
Dum-P (described in Section 3.3), and use steps (4) and (5) in the same way as steps (2)
and (3) of Dum-P. The number of base pause positions included in a dummy’s move-
ment is total travel time of the user

cycle length T . Dum-P-Cycle determines shared pause positions and
mid-pause positions in the same way as Dum-P. Details of how to determine shared
pause positions and mid-pause ones are described in [6].

As described in step (3) of the procedure, Dum-P-Cycle extends Dum-P’s method
of determining base pause positions and base pause start times. Algorithm 1 shows
the algorithm for determining base pause positions and base pause start times of nth
dummy. It specifically determines them by repeating steps (i) to (iv) one by one for the
number of cycles.

(i) Determine a pause start time for the kth cycle of the new dummy.
(ii) Make a grid containing the user and already-generated dummies for the kth cycle.

(iii) Count the number of the user and generated dummies located in each grid cell.
(iv) Determine a base pause position.

In step (i), Dum-P-Cycle determines a base pause start time before or after the kth
cycle starts, i.e., at around kT (T is cycle length). If we were to determine the base
start time as just kT , all dummies would stop at the same time, which would cause
unnatural movement of dummies. Therefore, we determine the base pause start time
as a random time within a certain period around kT for each dummy. In step (ii), we
make the grid containing the user’s location and the locations of dummies that have
already been generated at the time when the kth cycle started (kT ), as shown in Fig.
6. The grid is a square having three × three grid cells. The width of the grid is

√
S to

satisfy the required size of the anonymous area, S. The center of the grid is set to the
average position of the user’s location and the already-generated dummies’ locations.
Then, in step (iii), on the basis of the grid made in step (ii), we count the number of
the user and generated dummies in each grid cell at kT . The area with the fewest user
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Algorithm 1 Determining sets of base pause positions and base pause start times of nth
dummy
1: input: a list of a user and generated dummies’ movements D = {D0, ...,Dn−1} (sets of their pause positions, pause

start times and pause durations), possible pause positions based on the map information P = {P0, ..., Pm}, cycle
lengh T , simulation end time tend

2: output: sets of pause positions and pause start times PP of nth dummy
3:
4: k ← 0
5: repeat
6: t ← kT
7: tbase ← t+ random(−a,+a) // determine kth base pause start time
8: generate a grid with 3 × 3 cells G = {G0, ...,G8} around the center of positions of D at t
9: for i = 0 to 8 do
10: Gi.existt ← the number of D within Gi

11: end for
12: if k = 0 then
13: //determine first base pause position
14: Gbase ← Gi with min(G0.existt , ..., G8.existt)
15: pbase ← random(P in Gbase)
16: else
17: //determine subsequent base pause position
18: pbase ← NULL
19: repeat
20: if pbase = NULL then
21: append pbase to pfalse // pfalse is a list of unreachable pause positions
22: if the number of P in Gbase = the number of pfalse then
23: append Gbase to Gfalse // Gfalse is a list of grid cell where all pause positons are unreachable
24: pfalse ← 0

25: end if
26: end if
27: Gbase ← Gi with min(G0.existt , ..., G8.existt; except Gfalse)
28: pbase ← random(P in Gbase; except pfalse)
29: until (pbase is within the reachable area from a pause position with the latest pause start time in PP of nth

dummy) OR (the number of cells in Gfalse = 9)
30: end if
31: if the number of cells in Gfalse = 9 then
32: PP ← <pbase, tbase>
33: end if
34: k ← k + 1
35: until kT > tend

36: return PP

and generated dummies can be identified at kT . If there are multiple areas containing
the fewest users and generated dummies, we select one area randomly. Finally, in step
(iv), we determine a base pause position as a position in the area determined in step
(iii). When determining the second and subsequent base pause positions, it is important
whether or not the dummy in the process can reach from the base position already
determined in the k − 1th cycle to the base pause position of the kth cycle to ensure
that the dummy moves naturally like a user. If the dummy in the process cannot reach
the kth base pause position at the user’s moving speed from k−1th base pause position
before kth base pause start time, the area for kth base pause position is determined as
the area containing the second-fewest user and dummies. If it still fails, the next fewest
area is examined repeatedly.

Briefly, the dummy moves while stopping at some base pause positions, some shared
pause positions, and some mid-pause positions. An example of how a dummy’s move-
ments are determined by Dum-P-Cycle is outlined in Fig. 7. In this figure, we set the
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Fig. 6. Example of determining base pause positions and base pause start times on the basis of
the grid (cycle length T )

Fig. 7. Example of dummy’s movements generated by Dum-P-Cycle (cycle T )

cycle length as T [s]. The time between one base pause start time and the next one is
about the same as T [s].

4 Evaluation

In this experiment, we aimed to evaluate the robustness of our method from the quanti-
tative perspective (i.e., statistical analysis). We compared our method with our previous
methods[6][10].

4.1 Setting for Evaluation

We simulated human movements in Kyoto, Japan using a network simulator
MobiREAL1. We set positions where a user and dummies can stop at every 50 [m] on
roads. The parameters and their values used in our evaluation are summarized in Table
1. We used AR-Count and MTC for evaluation metrics (explained in Section 3.3).

1 http://www.mobireal.net
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Table 1. Parameters used in the experiment

Parameter Value

Simulation time [s] 50000
Service cycle [s] 180

Moving speed [m/s] 1.30
Area size [m2] 152002

Number of dummies 16, 25
Maximum pause time [s] 600
Minimum pause time [s] 60

Anonymous area requirement [m2] 10002 , 11002 ,..., 20002

Cycle length [s] 5000, 10000,..., 30000

4.2 Methods Used for Comparison

– DumGrid
The method proposed in [10], which assumes that the user’s movement cannot be
predicted. This method arrays dummies around the user in a grid formation to react
to the user’s movement in order to achieve the required anonymous area size. It
also makes dummies cross with the user’s route to reduce the traceability of the
user’s location. It should be noted that, in this method, dummies cannot naturally
pause like the user but do pause at unnatural positions where the user does not
pause. Thus, it is easy to distinguish the user among dummies by visual observation.
However, we ignored this problem in this evaluation.

– Dum-P [6]
– Dum-P-Cycle (proposed method)

4.3 Evaluation Results

AR-Count. AR-Counts with various anonymous area requirements, two different num-
bers of dummies (N = 16 and 25), and a particular cycle length to determine the base
pause start times (T = 20000[s]) are shown in Fig. 8. The results indicate that as the
anonymous area requirement increases, AR-Count becomes smaller for all of the meth-
ods. This shows a drawback of the traceability reduction process, which occasionally
shrinks the anonymous area to cross the user and dummies.

The AR-Count for Dum-P-Cycle is larger than those for previous methods (Dum-
Grid and Dum-P). The average difference between AR-Count of Dum-P-Cycle and that
of DumGrid is 27.8% and that between AR-Count of Dum-P-Cycle and that of Dum-
P is 31.8% when N = 16. In DumGrid, the positions of dummies are often changed
from their ideal locations in a grid owing to geographical restrictions or crossing, so the
anonymous area requirement often cannot be satisfied. In Dum-P, dummy positions also
cannot satisfy the anonymous area size because dummies move to expand the anony-
mous area size only in early times, and then they gradually gather in a small area to
lower traceability. On the other hand, Dum-P-Cycle determines dummies’ movements
that contain some base pause positions on the basis of the known user’s movement.
Therefore, the dummies generated by Dum-P-Cycle are not affected by geographical
restrictions and they move to satisfy the anonymous area on several occasions through
the simulation time. This result suggests that Dum-P-Cycle can achieve a larger anony-
mous area by setting some base pause positions on the basis of cycles.
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Fig. 8. AR-Count with various anonymous
area requirements (T = 20000[s])

Fig. 9. Time course of AR-Count
(Dum-P-Cycle, N = 16, T = 20000[s],
anonymous area requirement 16002[m2])

Comparing between N = 16 and N = 25, for all cases of anonymous area require-
ments, AR-Counts of DumGrid, Dum-P, and Dum-P-Cycle are larger for N = 25 than
for N = 16. For Dum-P-Cycle, the average difference in AR-Count between them is
5.7%. This is because when the number of dummies is large, the anonymous area can
increase easily.

Additionally, we investigated how the anonymous area of Dum-P-Cycle changes
over time. The time course of AR-Count of Dum-P-Cycle, where N = 16, T = 20000[s],
and the anonymous requirement is 16002 [m2] is shown in Fig. 9. The result in Fig.
9 shows that in the simulation, AR-Count of Dum-P-Cycle fluctuated compared with
that of Fig. 4. We can see large AR-Count around the cycles; 0[s]...5000[s], 20001[s]...
25000[s] and 40001[s]...45000[s]. This is because Dum-P-Cycle sets several base pause
positions on the basis of the cycles throughout the simulation time. This result confirms
that Dum-P-Cycle achieves high anonymous area size all of the time, so it solves the
problem with Dum-P described in section 3.3.

MTC. MTCs for various anonymous area requirements where N = 16 and 25 and T
= 20000[s] are shown in Fig. 10. The results show as the anonymous area requirement
decreased, MTCs of all methods decreased. This is because when the anonymous area
requirement is small, dummies are located closer to the user and the user’s location is
within their reachable areas in most cases, i.e., there is basically no need to intentionally
cross the user and dummies.

MTCs of Dum-P-Cycle are slightly larger than those of Dum-P, i.e., Dum-P indi-
cates slightly lower traceability than Dum-P-Cycle. The average difference in MTC
between Dum-P-Cycle and DumGrid is 1768[s] and that between Dum-P-Cycle and
Dum-P is 448[s] for N = 16. This is because Dum-P-Cycle sets more base pause po-
sitions than Dum-P, so the dummies generated by Dum-P-Cycle tend to be located in
a larger area and have less opportunity to cross than those generated by Dum-P. On
the other hand, for all cases of anonymous area requirements and numbers of dummies
(N = 16 and 25), MTCs of Dum-P-Cycle were much lower than those of DumGrid.
This result shows the effectiveness of aggressively reducing the traceability in Dum-P-
Cycle. Dum-P-Cycle determines as many shared positions as possible to make dummies
cross with the user and other dummies. On the other hand, in DumGrid, it is difficult
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Fig. 10. MTCs with various anonymous area
requirements (T = 20000[s])

Fig. 11. Time course of MTC (Dum-P-Cycle,
N = 16, T = 20000[s], anonymous area require-
ment 16002[m2])

to make dummies cross naturally and often because DumGrid makes them cross only
when some dummies move ahead of the user so that a grid formation that satisfies
the anonymous area requirement can be kept. The movement directions of dummies
also affect the difference between MTCs with Dum-P-Cycle and those with DumGrid.
Specifically, dummies move in various directions in Dum-P-Cycle while they tend to
move in parallel with the user’s moving direction keeping a certain distance in Dum-
Grid. Therefore, dummies generated by DumGrid have fewer chances to be located in
the user’s reachable area than those generated by Dum-P-Cycle.

Comparing between N = 16 and N = 25, for all cases of anonymous area require-
ments, the MTCs of all methods for N = 25 are smaller than those for N = 16. For
Dum-P-Cycle, the average difference between them was 549[s]. This is because when
the number of dummies is large, dummies are located closer to the user and the user’s
location is within their reachable areas in more cases, which increases the chances of
crossing with dummies.

Additionally, we investigated how MTC of Dum-P-Cycle changes as time passes.
The time course of MTC of Dum-P-Cycle, where N = 16, T = 20000[s] and the anony-
mous requirement is 16002 [m2], is shown in Fig. 11. These results show that MTCs
of Dum-P-Cycle fluctuated during the simulation compared with that in Fig. 5. We
can see that MTCs increased around the cycles; 0[s]...5000[s], 20001[s]...25000[s] and
40001[s]...45000[s]. This is because Dum-P-Cycle determines shared pause positions
aggressively for the whole simulation time except around the starts of cycles. This re-
sult confirms that Dum-P-Cycle lowers traceability all the time and solves the problem
with Dum-P described in Section 3.3.

Effect of Cycle. Finally, we investigated the effect of cycle lengths in determining base
pause start times on AR-Count and MTC. The results on AR-Count and MTC, where
the anonymous requirement was 16002[m2] are shown in Figs. 12 and 13, respectively.
The results in Fig. 12 show that AR-Count became larger as the cycle length became
longer (although the shorter the cycle length, the more often dummies move to base
pause positions, i.e., they move to expand the anonymous area size). This is because
Dum-P-Cycle determines base pause positions within a grid with the size of required
anonymous area and determines base pause positions in the grid. When the cycle length
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Fig. 12. AR-Count with various cycle lengths
(anonymous area requirement 16002[m2])

Fig. 13. MTC with various cycle lengths
(anonymous area requirement 16002[m2])

is short, Dum-P-Cycle determines too many base pause positions like T = 5000[s]. In
this situation, dummies tend to always be located in the area that satisfies the required
anonymous area size. Thus, it is unlikely that the anonymous area can achieve the user’s
requirements.

The results in Fig. 13 show that MTCs became larger as the cycle length became
longer (although with a shorter cycle length, dummies have more base pause positions,
i.e., fewer shared pause positions). This is because the anonymous area formed by dum-
mies in Dum-P-Cycle becomes small when the cycle length is short owing to the grid,
as described above. When Dum-P-Cycle determines too many base pause positions like
every 5000[s], the distance between the user and dummies and that between dummies
are short. In this situation, the chances of crossing decrease because incidental crosses
(i.e., not occurring as a result of setting shared pause positions) often happen.

As a whole, when the cycle length is long, Dum-P-Cycle can easily satisfy the re-
quired anonymous area, while it has difficulty in lowering traceability. On the other
hand, when the cycle length is short, Dum-P-Cycle can easily lower traceability, while
it has difficulty in satisfying the required anonymous area. Therefore, Dum-P-Cycle can
meet the user’s requirement regarding anonymous area or regarding traceability if we
adjust the cycle length, i.e., if the user cares more about the anonymous area than about
traceability, we should set a large cycle length.

5 Conclusions

We proposed a method (Dum-P-Cycle) to anonymize a user’s location on the basis of
the user’s known movements with pauses when using LBSs with mobile devices. Dum-
P-Cycle generates dummies that move naturally while stopping at several positions like
the user aiming at a wide distribution of dummies to preserve the user’s location privacy
all the time. To anonymize the user’s location, it makes dummies stop periodically at
several positions having fewer user and dummies. To lower the traceability, it makes the
user and dummies cross with each other at positions where they pause.

We simulated the user’s movement on a real map and verified the effectiveness
of Dum-P-Cycle in comparison with our previous methods (DumGrid[6] and Dum-
P[10]). We found that Dum-P-Cycle could achieve a larger anonymous area and lower
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traceability than DumGrid. Additionally, we confirmed that Dum-P-Cycle could always
distribute dummies in a wide area and sufficiently anonymize the user’s location com-
pared with Dum-P.

As part of our future work, we plan to conduct a user experiment to evaluate the ro-
bustness of our method against humans (i.e., visual observation). Additionally, in order
to make our approach more realistic, we plan to extend our method to make dummies
react to unpredicted user’s movement which does not completely follow the known one.
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Abstract. Organizational Information Systems (IS) collect, store, and manage 
personal and business data. Due to regulation laws and to protect the privacy of 
users, clients, and business partners, these data must be kept private. This paper 
proposes a model and a mechanism that allows defining access control policies 
based on the user profile, the time period, the mode and the location from where 
data can be accessed. The proposed policy model is simple enough to be used 
by a business manager, yet it has the flexibility to define complex restrictions. 
At runtime, a protection layer monitors data accesses and enforces existing pol-
icies. A prototype tool was implemented to run an experimental evaluation, 
which showed that the tool is able to enforce access control with minimal per-
formance impact, while assuring scalability both in terms of the number of us-
ers and the number of policies. 

Keywords: access control, policy, data privacy, security. 

1 Introduction 

Nowadays, Internet has providing a wide range of services, such as e-commerce, 
banking, financial services, among others. Usually, to use these services, users, cus-
tomers, and business partners need to provide private information such as addresses, 
social security IDs, and credit card numbers. The holders of these data have the obli-
gation and responsibility to protect them, which raises special privacy concerns.  

Privacy can be defined in many ways, but Bertino et al. [1]  address it from the 
point of view of controlled information release, thus defining privacy as “the right of 
an entity to be secure from unauthorized disclosure of sensible information that are 
contained in an electronic repository”. This is also the definition we adopt in the 
present work. 

A well-known approach for protecting privacy in scenarios based on web applica-
tions and services is to manage data using access control policies. An access control 
policy can be defined as “a set of rules by which human users, or their representatives, 
are authenticated and by which access by these users to applications and other servic-
es information is granted or denied” [2]. In practice, an access control mechanism is a 
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system that enforces an access control policy [3], and can be seen as a competitive 
advantage for organizations.  

Several works exist on the definition of methodologies and tools to enforce access 
control policy, such as RBAC (Role-Based Access Control) [4], its extension P-
RBAC (Privacy-Aware Role-Based Access Control) [5],  XACML (eXtensible Access 
Control Markup Language) [6], among others. However, users tend to avoid using 
them due to its complexity, which makes the access control policies design a difficult 
and error prone task [7][8]. 

This paper proposes a simple, flexible and scalable policy model for access control 
and data privacy protection. The idea is that different policies can be derived from the 
model in a simple manner and later enforced through a protection layer. The model 
allows users to define the policies without requiring specific or in-depth knowledge 
about the web application. Consequently, it reduces the organization dependence on 
the development teams to decide which information can be accessed, how, and when. 
A prototype tool was implemented and an experimental evaluation was conducted to 
study the effectiveness of the proposed approach, both in terms of performance and 
scalability. Results show that, in practice, the proposed approach allows enforcing 
access control in a non-intrusive way and with a minimal performance overhead. This 
suggests that the mechanism can be used as a simple and effective alternative to pri-
vacy protection, avoiding using complex and costly solutions. 

The paper is organized as follow. Section 2 introduces background concepts and 
related work. Section 3 presents the proposed approach, including the requirements 
and characteristics needed for building a good access control mechanism. Section 4 
presents the experimental evaluation and a comparison between the proposed ap-
proach and existing techniques in terms of key quality attributes and features. Finally, 
Section 5 presents the conclusions and future work. 

2 Background and Related Work 

To protect data and resources against unauthorized disclosure and unauthorized or 
improper modifications, an access control process is required. This process is usually 
based on three key concepts: the security policy (the high-level rules according to 
which access control must be regulated), the security model (formal representation of 
the access control security policy and its working), and the security mechanism (the 
low level (software and hardware) functions that implement the controls imposed by 
the policy and formally stated in the model) [9]. 

Various works and technologies have been proposed to support access control, 
including approaches based on privacy policies. The problem is that, in most cases, 
existing approaches are limited due to their incompleteness or because they are not 
scalable or portable enough [10-12]. Also, such approaches are normally very 
complex and frequently lead to increased costs in terms of application development 
and maintenance, creating the need for simpler and less expensive solutions. In the 
next paragraphs we briefly survey the most relevant technologies for our research and 
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point out the main differences among those technologies and our solution (a compari-
son based on quality attributes is presented in Section 4.1). 

P3P (Platform for Privacy Preferences Project) [13] is a protocol that allows web-
sites to declare, in a standard format, the intended use of the information they collect 
about users, such as what data is collected, who can access those data and for what 
purposes, and for how long the data will be stored. This information can be retrieved 
automatically and is easily interpreted. Even though the P3P protocol provides a stan-
dard mean for enterprises to define privacy promises to their users, it does not provide 
any mechanism to ensure that these promises are consistent with the internal data 
processing, i.e. it does not address the issue of how efficient the web applications are 
on enforcing these policies when accessing the data. 

To complement P3P’s lack of enforcement mechanisms, many privacy-aware 
access control models have been investigated. Byun and Li [14] proposed a privacy 
preserving access control model based on P3P purposes (elements that defined the 
intended use of data) for relational databases. Accesses are granted if the access pur-
pose defined by the requestor is among the allowed ones (previously defined by the 
user). Nevertheless, access decisions based only in the P3P purpose element are fre-
quently insufficient and more rules and elements are needed to describe disclosure 
decisions. In this context, Agrawal et al. [15][16] proposed a framework for fine-
grained access control implementation in a Hippocratic database system. It provides 
column level, row level, and element level access control. However, as it is based on 
Hippocratic database systems, the applicability of the approach is quite limited. 

The Role-Based Access Control (RBAC) [4] is a well-known model for organiza-
tional access control, where permissions are assigned to roles and roles are assigned 
to users. The P-RBAC (Privacy-Aware Role-Based Access Control) [5] is an exten-
sion of RBAC that incorporates notions of privacy policies. These policies are based 
on rules that need to be carried out by the organization after access is granted to the 
user [17]. Although quite powerful, P-RBAC has some limitations, including: need 
for algorithms for detecting redundancy in conditions; limited support of only one 
type of relation (referred to as AND) among different permission assignments [18] 
[19].  

The XACML (eXtensible Access Control Markup Language) [6] is a standard that 
describes both a policy language and an access control decision request/response lan-
guage (both written in XML). The policy language is used to describe general access 
control requirements, and the request/response language is used to query a decision 
engine that evaluates access requests against existing policies. However, the re-
quest/response decisions are specific constructions that limit the use to web applica-
tions adopting XACML. Thus, it cannot be used in a generic manner, but only in the 
context of applications that implement these constructions (i.e. applications have to be 
specifically designed with XACML).  

In this work we define a model from which one can easily derive access control 
policies. The model is simple, flexible and scalable, allowing complex restrictions to 
be defined according to the security and privacy policies of the organization. To en-
force the policies defined through the model, a protection layer was implemented as a 
security mechanism, which can be used with several database management systems. 
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The mechanism is in charge of monitoring the data access, guaranteeing access con-
trol and data privacy, with minimum performance impact. A detailed comparison (in 
terms of quality attributes and main features) of our approach with the techniques 
presented above is presented in Section 4.1.  

3 The Proposed Approach 

The purpose of access control policies is to restrict unauthorized users from accessing 
unauthorized data and, consequently, to protect data privacy. Our approach is based 
on a model that uses a XML-schema language to support the definition of policies and 
on an independent layer that, according to the existing policies, filters the responses 
sent from the database to the client web application, permitting or denying the infor-
mation to the user who requests them. Figure 1 illustrates the process. As shown in 
the example, a user requests some information from the database through a web ap-
plication (step 1). This request arrives at the database and all the information is recov-
ered (step 2). Then, the security layer processes the database response according to 
the predefined access control policies and only the permitted information is delivered 
to the user (step 3). Obviously, there are many options for implementing this security 
layer. It can be implemented as a mechanism in the database, as a proxy, or be 
integrated into the web application using the Aspect-Oriented Programming (AOP) 
paradigm. As an example, in Figure 1 we represented it as a proxy.  

 

Fig. 1. The proposed mechanism and steps to apply privacy policy 

3.1 Needs and Requirements for Access Control 

To drive the design of the solution, we conducted a study to identify the real needs 
that should be tackled by a policy model and the functional and non-functional 
requirements relevant for implementing a good access control mechanism. This study 
included two steps: 1) analysis of existing bibliography on the characteristics of 
access control mechanisms, and 2) interviews with IT professionals interested in 
privacy and access control to better understand the real demands from the field. 

While observing the needs of healthcare enterprises, Beznosov [20] identified 
some factors that should be used to support authorization decisions in order to comply 
with patient information discloser requirements. These factors are related to roles and 
conditions. Roles are groups of profiles to which users are assigned during a given 
session. The conditions should be expressed in terms of location (from where the user 
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is accessing information) and time (the period of time the user is accessing informa-
tion). Conditions should be satisfied before an access request can be granted. 

Bertino et al [21] identified the requirements that must be satisfied by an access 
control system for XML documents. According to the authors, the access control 
policies should basically define who can have access, what can be accessed, and un-
der which conditions can certain actions be executed. Authors also mention the im-
portance of roles, flexibility (to support one or many policies), time (to constraint the 
access to specific temporal intervals), and support for both browsing (allow subjects 
to see information) and authoring (allow subjects to modify information) policies. 

Lu et al. [22] and Tolone et al. [23] presented some requirements for access control 
in collaborative systems. Among them, the most general are: transparency and flex-
ibility (the access control model must facilitate transparent access for authorized users 
and exclusion of unauthorized users in a flexible manner), simplicity (the effects pro-
duced by access control on the system must be clear and easy to understand), expres-
siveness (the access control model must be expressive enough to specify complex 
access policies at different levels of detail), and scalability (the access control model 
must be able to support a rich number of operations).  

Based on the literature, Vimercati et al [24] discussed the main desiderata for 
access control systems and illustrated the main characteristics of access control solu-
tions. These can be summarized as follows: (i) be expressive, flexible, and simple in 
terms of use and implementation; (ii) Allow completing and correcting the policy 
specification, implementing conditions; (iii) Support groups (e.g. employees, pro-
grammers, consultants); (iv) support positive and negative policies; (iv) allow 
attribute-based specifications (access restrictions to the data/services should be ex-
pressed by policies that specify the properties (attributes) that a requester should have 
to gain access to the data/services). 

As mentioned before, to support the design of the proposed policy model, several 
IT professionals were interviewed to understand their expectations regarding the poli-
cy definitions. This process was conducted as follows: a database system representing 
a network of book stores that sell books in physical stores and in an online system 
was carefully designed and described with a high level of detail (available at [25]). 
Four profiles were defined to access the system: customer (online and physical 
stores), seller (physical stores), manager (one manager for each physical store), and 
administrator (online and physical stores). Also, information about the time intervals 
and the location from where each role can access data was provided. The system de-
scription was emailed and each interviewee was requested to define the policies he 
deems of interest to control the data access. The goal was to allow interviewees to 
freely describe which information they think are important to be preserved and in 
what conditions that information should be preserved according to the existing user 
profiles. 

Initially, 30 professionals were contacted. They were selected based on their inser-
tion in the IT market, considering aspects like being working in big companies, in 
positions where privacy concerns are mandatory. From the initial 30 professionals, 22 
answered indeed.  
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The responses were analyzed and the major concerns of the respondents were 
about the data each profile can access, with some notes about the conditions (as time 
period and location from where the access is done). To better understand the context, 
the following points present examples of the responses gathered for each role: 

• Administrator: must have access to all tables in the database, for data inclusion, 
deletion and modification; 

• Seller: must have read-only access to registered items (table item, author). He can 
include new orders in the database and read only his own orders (table orders, 
order_line, cc_xacts). He can include, delete or modify customers’ data (table cos-
tumer, address and country).  

• Customer: to be registered in the system, a customer must have access to write his 
data (table costumer, address and country) and can access or modify only his own 
data. Must have read-only access to registered items (table item, author) and his 
own orders (table orders, order_line, cc_xacts). He cannot have access to some 
specific information, as the cost of the item or the discount in the order (field i_cost 
and ol_discount).  

• Manager: must have access to all tables in the database, for data insertion and 
modification; 

Approximately 42% of the respondents included aspects related to the time period and 
the location from which the different profiles could access the system. For example, 
they stated that the sellers should access the system only through local systems in 
physical stores and during the operating period: from Monday to Friday from 8:00 
a.m. to 6:00 p.m. and on Saturdays from 9:00 a.m. to 1:00 p.m. Also, customers 
should have online access 24 hours a day.  

From this information it is possible to identify the need for policies specifications 
that, first, restrict columns and rows from tables considering different profiles, groups 
or roles. Even working in different positions, all of the IT professionals agree this is 
the most important requirement to help maintaining data privacy. The policy specifi-
cations also should restrict the time period and the location from which the access is 
performed (almost half of the interviewed described this as an important feature). 
Aligned with the analysis of the existing bibliography performed in the first step of 
this work, this research reinforces the importance of using conditions and groups to 
define policies, as well as its expressiveness.  

Based on the two steps presented above, the requirements for the policy model and 
the access control mechanism were defined as (these are discussed and verified in 
more detail in Section 4.1): 

• Functional (related to the specific features that should be implemented): the ap-
proach should support the correct and complete implementation of (i) conditions; 
(ii) groups; (iii) positive or negative policies. 

• Non-Functional (regarding quality attributes of the model and mechanism): the 
mechanism should be design in a way that guarantees: (i) portability across differ-
ent web applications and databases; (ii) non-intrusiveness in terms of the web ap-
plication and database design and functioning; (iii) low performance impact in the 
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processing of the database responses; (iv) scalability to databases of different sizes, 
with increasing numbers of users and policies; (iv) simplicity in terms of policies 
definition and mechanism usage.  

3.2 Policy Model  

The policy model is represented in an XML-schema file that contains the definition of 
the structure of an XML document and is used to derive different policies from the 
same structure. As illustrated in Figure 2, the model implements all the characteristics 
mentioned in the previous section. In a broad view, it defines who can access certain 
information, when, from where, and how the required information can be accessed. 

 

Fig. 2. Policy model 

The tag AccessPolicy in the model is the start point to define a policy. It is com-
posed by two other tags: the Profile and DataAccess, both connected by a selector S. 
The selectors A, S and C mean, respectively, All, Sequence and Choice. Sequence 
means that all the elements must appear at least once in the order of their declaration. 
Choice means that one element must be chosen. And All means that each element can 
appear or not, in any order [26].  

The DataAccess offshoot was designed to meet the requirements of restricting col-
umns and rows information from tables, which is the major concern of IT profession-
als interviewed during the development of this work. From DataAcess, two tags were 
created and must be chosen: Level or Table. The Level tag represents an alternative 
way of restricting the information: according to their criticality level. This tag is fore-
seen for the model, but its implementation is thought for future work. The Table, Col-
umns and Rows tags represent the information in table columns and rows that will be 
restricted. 
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The Profile offshoot was designed to implement the groups and conditions re-
quirements, described as very important in the literature and also pointed as necessary 
by almost half of IT professionals interviewed to this work. The Role tag represents 
the user groups. The Period tag restrict when the information can be accessed in terms 
of date and hour (through InitialTime, EndTime and Repeatable tags). LocalSet tag 
restricts one or more locations from which user access the information (e.g. local 
network or remote access). How tag represents the means through user can access 
information (e.g. from a web application, web service or a SQL console). 

From the model presented in Figure 1, it is very simple to derive policy files, 
which are represented as XML files.  

3.3 Access Control Mechanism 

Access policies defined based on the model previously described are applied in prac-
tice by an access control mechanism. For each data access, this mechanism identifies 
the applicable policies and performs the required data filtering. In practice, the user 
requests normally access the database. Then, all the requested information is recov-
ered from the database, but it filtered in the application before being returned to the 
client application (i.e. to the user). When returning the information, the mechanism 
verifies and masks columns and rows information, denying/granting access to the 
information according to the applicable policies. 

There are several options to implement the access control mechanism, including: (i) 
relational database systems extensions (database Management Systems (DBMS) can 
be modified to implement the privacy policies, using for instance, triggers, views or 
language constructs); (ii) use of a proxy (during the request/response process the 
proxy is able to intercept for reading or modifying both the request and response, al-
lowing or denying information according to the policies); (iii) application instrumen-
tation (the client application can be instrumented to intercept the database requests). 
As the purpose of the access control mechanism is to be easy-to-use, application 
instrumentation was the approach chosen to implement the prototype used in this work. 
In practice, we use AOP to intercept key web application execution points and mask 
the information not permitted. Although it has the limitation of being dependent of the 
application, this option is easy to implement and very useful to develop prototypes and 
evaluation systems. The mechanism was developed in Java and supports the definition 
of policies according to the proposed model. To use it, is necessary to create the poli-
cies in a specified folder and add the driver file to the application server, replacing the 
JDBC driver previously in use. 

3.4 Analysis of the Characteristics of the Access Control Mechanism 

According to the requirements defined in Section 3.1, the proposed solution has the 
following characteristics (see also Table 1, last column): 

• It implements Conditions, represented by the tags Period, Localset and How; and 
is based on groups, represented by the tag Roles;  
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• It supports positive policies. We decided to implement only the positive ones as 
using both types of policies would require some rule combination algorithms, 
which would compromise one of the main goal of the solution: simplicity;   

• It provides high correctness and completeness. The structure allows finer granular 
access control, combining columns and rows, than simply denying or granting 
access to specific information; 

• The policies are defined trough XML files, which is a portable technology. The 
model permits the implementation in several languages (C#, .Net, Java). The proto-
type used in this work is implemented in Java, which is also a portable language 
across many platforms; 

• The implemented prototype is non-intrusive. In fact, the mechanism intercepts the 
return of the query to filter the permitted information, so, it is not intrusive to the 
database. Also it uses the AOP concepts, which can be used with the minimal inter-
ference in the web application or web service; 

• It presents low performance impact. Experiments were performed to evaluate the 
performance of the proposed solution and results showed that the performance im-
pact is low and acceptable (it will be presented in section 4); 

• It is scalable, as it allows adding new policies through the XML files and, accord-
ing to the performed experiments, the number of policies does not affect the per-
formance (will be also presented in section 4); 

• Its main characteristic is simplicity. Comparing to the other technologies cited in 
this paper, the simplicity is a great advantage of the proposed solution. Due to the 
simplicity of the model and the XML technology, the model (i) permits that poli-
cies specifications can be kept under control; (ii) requires less specific knowledge 
from the person responsible for specifying the policies; (iii) permits easy integra-
tion with existing technology. 

4 Evaluation 

This section presents a comparative study between our solution and existing technol-
ogies (according to the predefined requirements) and an experimental evaluation to 
verify the scalability and performance of our solution. The goal is to better understand 
the potential of the model and of the mechanism proposed, and to demonstrate the 
advantages and disadvantages of using them.  

4.1 Comparison with Existing Technologies 

To better understand the potential of the proposed solution, Table 1 shows a compari-
son summary considering different technologies (according to the requirements pre-
sented in Section 3.1). The last column, labeled as “proposed solution”, represents our 
approach. Implementation levels were defined to classify the technologies according 
to the requirements. For the functional requirements, the levels were defined as 
implemented (I), partially implemented (P) and not implemented (N). Partially 
implemented means that only part of the requirement is implemented. For example, to 
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the negative and positive policies requirement, technologies classified with P uses 
only one type of policy (negative or positive). For the non-functional requirements, 
the implementation levels were defined as high (H), medium (M) and low (L).  

Table 1. Comparison of the requirements in relation to different technologies 

 
 
As we can observe, most of the functional requirements are not implemented in 

P3P. The reason is that P3P does not permit or deny information; it only presents a 
snapshot summary of how the site collects, handles and uses personal information 
about its visitors. Then, P3P-enabled Web browsers and other P3P applications will 
read and understand this snapshot information automatically, compare it to the Web 
user´s own set of privacy preferences, and inform the user when these preferences do 
not match the practices of the Web site he or she is visiting [13]. 

For the FGAC (Fine-Grained Access Control) [15], the medium implementation 
level of portability is due to the policies that are extensions of SQL language and is 
implemented into the DM5 database [27]. Some changes must be implemented when 
using other databases.  The medium classification of the performance impact is due to 
the FGAC policy indeed affects the performance [27]. The simplicity is classified as 
low for two main reasons: (i) the users need to have advanced knowledge about que-
ries and passing parameters, even object-oriented concepts to create instances of the 
policies; (ii) many policies to the same role, with many instances, can be difficult to 
manage and complex to keep under control. 

According to Butler [12], the implementation of RBAC is different in every operat-
ing system. There is currently no standardization for implementation. This makes 
single console management and compliance difficult in most enterprises that adminis-
ter heterogeneous systems [12]. That is the reason for the portability to be classified 
as medium.  

The medium implementation level to the simplicity in RBAC is due to its many 
dimensions. According to Sandhu [28], it can be very complex embodying generaliza-
tion and specialization hierarchies, such as found in object-oriented systems (although 
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widely used, is necessary to implement it  considering concepts like role hierarchy, 
separation of duty, etc). For the XACML, the same requirement is classified as low 
because it is very verbose and extended conditions expressed in XACML quickly 
become unreadable [8]. The medium level for performance impact to XACML is 
because, according to Miseldine [29], the placement of data within an XACML policy 
will influence the performance of its interpretation.  

For the proposed solution, the negative and positive policies requirement was clas-
sified as partially implemented because we decided to implement only the positive 
policies. It makes our solution slightly limited comparing to XACML, which 
implements both policy types. However, XACML uses rule combination algorithms, 
which contribute to its complexity (the simplicity requirement of XACML was 
classified as low). In face of several technologies with low and medium levels of 
simplicity, we tried to keep this feature as high as possible, being the main advantage 
to the proposed solution.  

4.2 Scalability and Performance Evaluation 

A case study was developed to evaluate the scalability and performance impact of the 
proposed approach. Scalability is expressed in terms of the number of policies being 
processed by the mechanism, i.e., the goal is to understand if the number of policies 
affects the performance. The performance impact can determine advantage or 
disadvantage of using the mechanism. For these experiments the performance was 
characterized by the average response time and throughput.  

The web application used in the experiments is a Java implementation of a TPC-W 
[30], that is a benchmark for web-based transactional systems where several clients 
access the website to browse, search, and process orders. The database used in the 
experiments is Oracle [31] and the metrics were collected using the JMeter tool [32]. 

Tests were performed considering requests representing 4 different application use 
scenarios, with different user profiles. The first scenario represents requests of a 
registered user adding books to the basket and buying them using a valid 
login/password. The second scenario represents requests of an unknown (guest) user 
only seeing some books and making a search, but not adding items to the basket nor 
making any purchase. The third scenario represents requests of an unknown user 
selecting some items and having to register himself before making the purchase. 
Finally, the forth scenario represents requests of a registered user buying many books 
and seeing his last order. Different policies were implemented for the same profile, 
each one representing different restrictions across the model. They are available to all 
scenarios. The prototype filters all the corresponding policies of the user logged in the 
application to apply them. Independent tests were conducted to verify the correctness 
of policy implementation. 

For each scenario was used, respectively, 5, 25, and 125 different policies files. 
The simulations of user (threads) ranged from 1 to 128 users for each set of policies. 
Also, in order to understand the performance impact, the tests were also performed 
without the access control mechanism in place (to obtain baseline indicators). The 
results are summarized in Figure 3, which is followed by the result discussion.  
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Fig. 3. Scenarios average time and throughput 

Figure 3 shows the average processing time of all requests for each scenario. This 
average time is given in milliseconds and is presented in Figures 3a, 3c, 3e and 3g. 
Also, Figure 3 shows the throughput results. Throughput is calculated as requests 
divided by unit of time. The time is calculated from the start of the first sample to the 
end of the last sample, including any intervals between them, as it is supposed to 
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represent the load on the server. The throughput results are presented in Figures 3b, 
3d, 3f and 3h 

Through the analysis of the average processing time requests is possible to observe 
that, first, the proposed solution is highly scalable in terms of numbers of policies. 
The use of large number of policies can be necessary because of the different 
quantities of information in the databases (tables and rows) and different user profiles. 
In Figures 3a, 3c, 3e and 3g the number of policies barely affects the system perfor-
mance. As the average time of experiments are in milliseconds, the small variation of 
values between the data representing 5, 25 and 125 policies, respectively, is totally 
acceptable. 

Still analyzing the average processing time requests, now in terms of performance, 
Figures 3a, 3c, 3e and 3g shows that the proposed solution has very low impact when 
few users are using the web application. The average time without the access control 
mechanism is very similar to the other results until around 8 users. As the number of 
users increases, little differences arise. We found that, although the inclusion of the 
access control mechanism affects the performance for higher number of users, the 
system performance is rational, close to linear and acceptable. 

The throughput variation presented in Figures 3b, 3d, 3f and 3h is similarly 
acceptable for the policy number variation, reinforcing the scalability of the solution. 
The samples are given by the number of users multiplied by the number of the 
requests of each scenario. The performance impact in the throughput analysis is also 
similar to average processing time results: about the 8 first samples the results with 
and without the mechanism are similar and the differences arise as it increases.  

Figures 3b and 3h present a considerable decrease in the throughput variation with no 
access control mechanism to the last samples (about 64 samples in Figure 3b and 32 
samples in Figure 3h respectively). It happens due to the requests the both scenarios 
have in common, that is the login and password request to buy the books. The JMeter 
tool possibly uses the same registered users to perform the tests and the user data (login 
and password) may be in cache or in cookies, making the process faster.  

5 Conclusions and Future Works 

Providing efficient and effective policies and an access control mechanism for 
assisting the privacy in web applications has long been an unresolved issue. However, 
it is critically important for Internet-based data management systems. Motivated by 
the advantages of the XML language, this study investigated a practical solution for 
this problem. We defined a model to describe the security policies and proposed a 
prototype tool to intercept information from the database, permitting or denying this 
information according to the policies derived from the model. In comparison with 
other important technologies, our solution has two important features. First, it allows 
creating policy instances from the policy model, which is flexible and extensible. This 
alleviates the teams that develop web applications and allows reducing errors. Second, 
the simplicity of the solution makes it practical, flexible, easy to implement and use, 
even being a intrusive and dependent of the application.  
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We implemented the policy model and the prototype tool in a TPC-W web 
application and tested the scalability and performance. The tests results are very 
promising. The scalability is high because the high number of policies did not affect 
significantly the performance. The performance impact, although it become greater as 
the number of users (threads) increases, can be considered quite acceptable front of 
the importance of protecting information.  

As future work, we intend to complement the tests, evaluating the solution in large 
scale applications. Also, we intend to integrate this solution in a more complex 
environment, where attacks are identified and the information under attack is 
permitted or denied according to its critically level, classified previously. It helps to 
avoid false positive results from the attack detection tools. This is one of the areas that 
we are currently working on. 

References 

1. Bertino, E., Lin, D., Jiang, W.: A Survey of Quantification of Privacy Preserving Data 
Mining Algorithms. In: Aggarwal, C.C., Yu, P.S., Elmagarmid, A.K. (eds.) Privacy-
Preserving Data Mining, vol. 34, pp. 183–205. Springer, US (2008) 

2. Internet Engineering Task Force (IETF), http://www.ietf.org/ (accessed: Sep-
tember 07, 2012)  

3. Bertino, E., Ghinita, G., Kamra, A.: Access Control for Databases: Concepts and Systems. 
Now Publishers Inc. (2011) 

4. Sandhu, R.S.: Role-based Access Control. In: Advances in Computers, vol. 46, pp. 237–286. 
Elsevier (1998) 

5. Ni, Q., Bertino, E., Lobo, J., Calo, S.B.: Privacy-Aware Role-Based Access Control. IEEE 
Security Privacy 7(4), 35–43 (2009) 

6. OASIS eXtensible Access Control Markup Language (XACML) TC | OASIS,  
https://www.oasis-open.org/committees/ 
tc_home.php?wg_abbrev=xacml (accessed: September 07, 2012)  

7. Masi, M., Pugliese, R., Tiezzi, F.: Formalisation and Implementation of the XACML 
Access Control Mechanism. In: Barthe, G., Livshits, B., Scandariato, R. (eds.) ESSoS 
2012. LNCS, vol. 7159, pp. 60–74. Springer, Heidelberg (2012) 

8. Bernard Stepien, S.M.: Advantages of a non-technical XACML notation in role-based 
models, pp. 193–200 (2011) 

9. Samarati, P., de, S., di Vimercati, C.: Access Control: Policies, Models, and Mechanisms. 
In: Foundations of Security Analysis and Design (Tutorial Lectures), pp. 137–196 (2001) 

10. Bernard Stepien, S.M.: Advantages of a non-technical XACML notation in role-based 
models, pp. 193–200 (2011) 

11. Turkmen, F., Crispo, B.: Performance evaluation of XACML PDP implementations. In: 
Proceedings of the 2008 ACM Workshop on Secure Web Services, New York, NY, USA, 
pp. 37–44 (2008) 

12. Michael Butler, J.: Extending Role Based Access Control - A SANS Whitepaper,  
http://www.sans.org/reading_room/analysts_program/ 
access-control-foxt.pdf (accessed: February15, 2013)  

13. P3P: The Platform for Privacy Preferences, http://www.w3.org/P3P/ (accessed: 
September 04, 2012)  



288 T. Basso et al. 

 

14. Byun, J.-W., Li, N.: Purpose based access control for privacy protection in relational data-
base systems. The VLDB Journal 17(4), 603–619 (2008) 

15. Agrawal, R., Bird, P., Grandison, T., Kiernan, J., Logan, S., Rjaibi, W.: Extending Relational 
Database Systems to Automatically Enforce Privacy Policies. In: Proceedings of the 21st In-
ternational Conference on Data Engineering, Washington, DC, USA, pp. 1013–1022 (2005) 

16. Agrawal, R., Kiernan, J., Srikant, R., Xu, Y.: Hippocratic databases. In: 28th Int’l Confe-
rence on Very Large Databases, Hong Kong (2002) 

17. Sandhu, R.S., Coyne, E.J., Feinstein, H.L., Youman, C.E.: Role-based access control mod-
els. Computer 29(2), 38–47 (1996) 

18. Arora, S., Song, E., Kim, Y.: Modified hierarchical privacy-aware role based access con-
trol model. In: Proceedings of the 2012 ACM Research in Applied Computation Sympo-
sium, New York, NY, USA, pp. 344–347 (2012) 

19. Ni, Q., Bertino, E.: Conditional Privacy-Aware Role Based Access Control. Springer,  
Heidelberg (2007) 

20. Beznosov, K.: Requirements for access control: US Healthcare domain. In: Proceedings of 
the Third ACM workshop on Role-based access control, New York, NY, USA (1998) 

21. Bertino, E., Carminati, B., Ferrari, E.: Access control for XML documents and data. Inf. 
Secur. Tech. Rep., vol. 9, no 3, pp. 19–34 (July 2004) 

22. Lu, Y., Zhang, L., Sun, J.: Task-activity based access control for process collaboration en-
vironments. Comput. Ind. 60(6), 403–415 (2009) 

23. Tolone, W., Ahn, G.-J., Pai, T., Hong, S.-P.: Access control in collaborative systems. 
ACM Comput. Surv. 37(1), 29–41 (2005) 

24. De Capitani di Vimercati, S., Samarati, P., Jajodia, S.: Policies, models, and languages for 
access control. In: Databases in Networked Information Systems, pp. 225–237 (2005) 

25. Regina Lúcia de Oliveira Moraes,  
http://www.ft.unicamp.br/~regina/Gerais/ 
Request-database-administrator-detailed.pdf (Accessed: April 9, 2013) 

26. Sybase XML Modeling PowerDesigner® 15.3, http://wwwdownload.sybase.com/ 
pdfdocs/pdd1100e/xmug.pdf (accessed: April 09, 2013])  

27. Zhu, H., Lü, K.: Fine-grained access control for database management systems. In: Pro-
ceedings of the 24th British National Conference on Databases, Berlin, Heidelberg,  
pp. 215–223 (2007) 

28. ROLE-BASED ACCESS CONTROL A Position Statement, http://profsandhu.com/ 
misc_pubs/nist/n94rbac.pdf (accessed: January 29, 2013)  

29. Miseldine, P.L.: Automated XACML Policy Reconfiguration for Evaluation Otimisation. 
In: Proceedings of the Fourth International Workshop on Software Engineering for Secure 
Systems (SESS 2008), pp. 1–8. ACM, New York (2008) 

30. TPC-W, http://www.tpc.org/tpcw/ (accessed: January 08, 2013)  
31. Oracle | Hardware and Software, Engineered to Work Together,  

http://www.oracle.com/index.html(accessed: January 29, 2013)  
32. Apache JMeter - Apache JMeterTM, http://jmeter.apache.org/ (accessed: January 

09, 2013) 



Behavioral Tendency Obfuscation Framework

for Personalization Services

Ryo Furukawa, Takao Takenouchi, and Takuya Mori

Cloud System Research Laboratories, NEC Corporation, Kanagawa, Japan
r-furukawa@cb.jp.nec.com, takenouchi@bu.jp.nec.com,

moritaku@bx.jp.nec.com

Abstract. Web service providers collect user behaviors, such as pur-
chases or locations, and use this information to provide personalized
content. While no provider can collect behavioral information across dif-
ferent service providers, the behaviors for all service providers are accu-
mulated in a user’s terminal. If a provider could analyze these behaviors
stored in the terminal, it could provide more valuable services to the
user. There is a problem, however, in that sensitive user information
would be revealed when the provider obtained behaviors related to other
services. This sensitive information consists of the user’s behaviors and
characteristic tendencies analyzed from the collected information. In this
paper, we propose a model for preserving privacy, called ρ-tendency cer-
tainty, which considers breaches of privacy from collected information.
We also propose a behavioral tendency obfuscation framework, which
sends dummy queries to service providers in order to satisfy ρ-tendency
certainty. Experimental results show that the proposed framework can
satisfy ρ-tendency certainty with a few number of dummy queries and
create dummies within 1 msec, thus the proposed framework is applicable
to real services.

Keywords: privacy, personalization services, behavioral tendency ob-
fuscation framework.

1 Introduction

Recently, more and more service providers collect information about user behav-
iors, such as purchases, TV or video on demand (VOD) programs viewed, and
locations obtained from GPS information. Such services also provide personal-
ized content that related to these collected user behaviors. For example, Amazon
collects user information about buying or browsing merchandise in order to rec-
ommend merchandise that might be of interest. Similarly, Google provides be-
haviorally targeted advertisements by collecting and analyzing the search words
and histories of users browsing websites. Users can thus receive personalized
content from each of these services.

While each service provider cannot collect a user’s behaviors across different
service providers, the behaviors with respect to many service providers are ac-
cumulated in the user’s terminal, such as a personal computer or smart phone.

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 289–303, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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That is, information about purchases on Amazon and web searches on Google
is accumulated in the same terminal. Thus, if a service provider could obtain a
user’s behaviors from the terminal, they could provide more accurate, valuable
personalized content to the user. For example, if one e-commerce service could
use information about the TV programs watched by a user, it could then recom-
mend merchandise introduced in these programs or related to actors appearing
on them.

There is a problem, however, in that sensitive user information can be re-
vealed when a service provider obtains behaviors related to other services. For
example, the user does not want the e-commerce service know behaviors about
TV programs watched by user, because it may contains secret TV programs.
Hence, it is necessary to modify such user behaviors to preserve privacy at the
terminal.

Many technologies have been proposed to solve this problem, such as pertur-
bation techniques[1]. This type of technique protects sensitive information by
adding noise to information at the user terminal, while preserving the statistical
nature of the aggregated user information. This prevents analysis of individual
user data for providing personalized content.

In the research area of document search, the TopPrev framework[2] takes the
query obfuscation approach. In this approach, a client sends both an actual
query and dummy queries to a service provider. Then, the client receives all
corresponding responses from the provider and selects those responses related
to the actual query. This technique can protect sensitive information while still
enabling personalized content for the user.

This technology, however, only considers the breach of privacy from a one-
time query. The TopPrev framework assumes that the client connects to a service
through an anonymous network[10] or uses query log anonymization[9]. When
this assumption is removed, breaches of privacy from multiple queries must be
considered. If a provider analyzed behaviors aggregated from multiple queries,
it could reveal the user’s characteristic behavioral tendencies, such as a category
of products with frequent purchases or a TV genre with frequent viewing.

In this paper, to address this problem, we propose a model and framework for
preserving privacy. The paper presents two main contributions. First, we define
a model for preserving privacy, called ρ-tendency certainty, which ensures that
the rate of identifying actual tendencies from analysis of collected behaviors is
less than some value ρ. Second, we propose a behavioral tendency obfuscation
framework that takes the query obfuscation approach and can satisfy ρ-tendency
certainty efficiently. Our framework selects dummy queries through a heuristic
approach that emphasizes fake tendencies and hides actual tendencies. We ex-
perimentally evaluate this framework and show that it can reduce the number
of dummy queries required to satisfy ρ-tendency certainty, in comparison with
using randomly created dummy queries. The proposed framework can reduce
the communication traffic between a user’s terminal and service providers. Con-
sequently, the proposed framework can protects privacy from user behaviors at
the user terminal with reasonable costs.
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The rest of this paper is organized as follows. Section 2 represents the related
work. Section 3 clarifies the problem definition. Sections 4 and 5 respectively
introduce our new model, ρ-tendency certainty, and our proposed framework.
Section 6 presents and discusses our experimental results, finally section 7 con-
cludes the paper.

2 Related Work

Many researches have been proposed, that are useful for preserving privacy from
the sensitive information at user terminals.

PIR (Private Information Retrieval)[3][4] enables information retrieval with-
out leakage of retrieved items. In PIR, since a client encodes retrieval keys and
inputs them to a server, retrieval keys are protected in term of computationally
or information theoretically secure. The server sends all data in a database to
the client with compressing these data based on the inputted key and the client
obtains the result from it. PIR requires scanning and sending all data in the
database, the computational and communicational costs are very high.

Some approaches have been proposed that retrieve information in more re-
laxed conditions. Pang[2] has proposed TopPrev framework that preserve privacy
in the text search queries by obfuscating it. This framework creates dummy
queries to obfuscate the queries considering change of probability distributions
of topical intention occurred by the search queries, and selects the result re-
lated with a user’s actual query. TopPrev framework can preserve privacy in the
queries and search information with reasonable costs, but it do not assume that
it applies to multiple query environment because it only considers the privacy of
the one-time query. Kido[5] and Lu[6] have proposed approaches that are similar
to Pang[2] for location based services (LBS). These technologies create dummy
location information in order to hide the user’s true positions. In their dummy
creation algorithms, Kido[5] considers the moves of dummy positions and Lu[6]
considers the size of convex hull of all positions in order to reduce a risk that ob-
servers may find true position. While these technologies can preserve the user’s
true positions, they also do not consider the user’s behavioral tendencies.

On the other hand, cryptographic techniques such as searching on encrypted
data[7] or PPDM (Privacy Preserving Data Mining)[8] have been proposed.
These techniques can perform keyword-matching or data mining over encrypted
data, thus the user’s privacy is completely preserved. However each computations
over encrypted data are computationally expensive.

3 Problem Definition

Let B be the universal set of information about a behavior and bat ∈ B be infor-
mation about the user’s actual behavior at time t. The value of t is incremented
when the user’s behavior is generated and not synchronized with another user’s
time stamp.
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Fig. 1. Assumptions of a user’s interaction with a service at time t

We focus on the kind of personalized service that returns content O(b) when
the user inputs behavior b ∈ B as a query to the service. We assume that each
service provider can only use the behaviors that it collects in constructing per-
sonalization rules, O(b). For example, an e-commerce service constructs person-
alization rules by using only behaviors about merchandise bought through this
service. The e-commerce service can recommend information about merchandise
according to these personalization rules and inputted user behavior about mer-
chandise bought through other e-commerce services. Let Qa

t = (ba1 , b
a
2 , ..., b

a
t ) be

the accumulated user’s actual behaviors in the user’s terminal at time t, and let
Qa

t,A ⊆ Qa
t be the user’s actual behaviors in using service A. Fig.1 illustrates our

assumptions of the user’s interaction with service A at time t.
With these assumptions, two problems arise in regard to a user’s privacy

leakage, as follows.

Definition 1. (Problem 1: Leakage of input information): If query bat satisfies
bat /∈ Qa

t,A, then bat is new information about the user’s behavior with service
A. Leakage of input information occurs if query bat is inputted to service A and
bat /∈ Qa

t,A, and the service A can understand it is the user’s actual behavior.

Definition 2. (Problem 2: Leakage of characteristic behavioral tendencies): Let
Qs

t be a user’s behaviors collected by a service at time t. In general, service
providers can estimate the user’s characteristic behavioral tendencies from the
collected behaviors Qs

t , and if these are similar to actual behavioral tendency the
user’s privacy is breached. Let S(Qa

t , Q
s
t ) be some measure of similarity between

two sets of characteristic behavioral tendencies estimated from the user’s actual
behaviors Qa

t and collected behaviors Qs
t at time t. If S(Qa

t , Q
s
t ) is high, then

leakage of characteristic behavioral tendencies occurs.

We regard a similarity function S(Qa
t , Q

s
t ) as high, for example, when the value

of S(Qa
t , Q

s
t ) is higher than a value given by a user as a privacy requirement.

In addition to solving these problems, we must maintain quality of service
at the same time. We can resolve problem 1 by using the query obfuscation
approach adopted in [2]. This approach can also be applied to accurately receive
valuable personalized content from a service. Hence, we next describe both this
approach and problem 2 in more detail.



Behavioral Tendency Obfuscation Framework for Personalization Services 293

User terminal

Service

ba
t,bd

t,1, … ,bd
t,m

actual behavior ba
t

Dummy 
creation

bd
t,1, … ,bd

t,m

O(ba
t)

dummy behavior

O(ba
t), O(bd

t,1),…,O(bd
t,m)

Contents 
selection

Fig. 2. Query obfuscation approach

3.1 Query Obfuscation Approach

The query obfuscation approach is a method that preserves the privacy of queries
inputted to a service by obfuscating actual queries. Fig.2 shows the procedure of
this approach. It involves a ”dummy creation” function and a ”content selection”
function, which operate as follows. First, the dummy creation function creates
dummy behaviors bdt,1, b

d
t,2, ..., b

d
t,m, where bdt,i is a dummy behavior created at

time t, and inputs bat , b
d
t,1, bdt,2, ..., bdt,m to the service when the user terminal

inputs the actual behavior bat . Second, the content selection function receives
O(bat ), O(bdt,1), ..., O(bdt,m) and selects O(bat ). In the system model, the service

provider only can respond to one user’s request ∀b ∈ {bqt , bdt,1, bdt,2, ..., bdt,m} at one
time and the user terminal serially sends a request b, hence the response O(b)
corresponds to the request b respectively and the user terminal can identify
O(bat ) from O(bat ), O(bdt,1), ..., O(bdt,m). Thus, this approach can obfuscate the
actual behavior bat and accurately receive content O(bat ) related to the user’s
actual behavior.

In terms of communicational costs between the user terminal and the service,
the optimal obfuscation is required introducing the least dummy queries in order
to preserve privacy.

3.2 Limitations of Query Obfuscation Approach

While the query obfuscation approach can resolve problem 1 and maintain the
quality of personalized content, it does not resolve problem 2, i.e., leakage of
characteristic behavioral tendencies. Here, we assume that behavior b ∈ B be-
longs to certain categories representing behavioral characteristics. Let C be the
universal set of categories, and let categories(b) ⊂ C for ∀b ∈ B be the cate-
gories of b.

Figures 3 and 4 show an example of discrete probability distributions Pr(c|Q),
∀c ∈ C of the frequencies for 20 categories in a set of user behaviors Q.
Fig.3 shows the probability distribution Pr(c|Qa

t ) constructed from the actual
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user behaviors Qa
t , while Fig.4 shows the probability distribution Pr(c|Qs

t )
constructed from behaviors Qs

t containing randomly created dummy behaviors.
These figures show that the two rankings of categories ordered by probability

in terms of Pr(c|Qa
t ) or Pr(c|Qs

t ) correspond. Specifically, categories 0, 3, 9, and
11 are contained in the top five categories in both Fig.3 and Fig.4. This shows
that if dummy behaviors are randomly created, then some similarity measure
between Pr(c|Qa

t ) and Pr(c|Qs
t ), that is, S(Qa

t , Q
s
t ), becomes high. Thus, a ran-

dom method cannot prevent leakage of characteristic behavioral tendencies. To
solve this problem, we next devise a more effective dummy creation function for
the query obfuscation approach.

4 ρ-Tendency Certainty

In this section, to address the privacy issue defined as problem 2, we propose
a model for preserving privacy in collected behaviors. To preserve privacy, the
query obfuscation approach must create dummy queries in such a way that
collected behaviors satisfy this model.

Existing research, such as research on l-diversity[11] and it’s derivations[12][13],
defines models for preserving privacy by considering identification of a user’s sensi-
tive information. The l-diversity model focuses on the possibility that adversaries
can associate sensitive information with a user identified from background knowl-
edge. We thus designed our model for preserving privacy by analogy with such
research.

In this paper, we assume that sensitive information in collected data is a
characteristic category of a user’s actual behaviors. This sensitive information
represents the user’s interests, and the problem is that this information can be
identified by services.

Therefore, we have designed a model called ρ-tendency certainty by consid-
ering this possibility of identifying a user’s actual interests from the behaviors
collected by a service. First, we define new notions of the actual tendency and
service-side tendency. Here, the actual tendency means the set of categories that
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the user is actually interested in, while the service-side tendency means the set
of categories estimated by the service to be the user’s interests.

Definition 3. (Actual tendency:) Given a user’s actual behaviors Qa
t at time t,

let IS(Q) ⊂ C be the set of categories estimated from some set of behaviors, Q.
We denote the actual tendency at t as IS(Qa

t ) ⊂ C.

Definition 4. (Service-side tendency:) Given the behaviors collected by a ser-
vice, Qs

t , at time t, we denote the service-side tendency at t as IS(Qs
t ) ⊂ C.

Next, we define the notion of tendency certainty in terms of the actual tendency
and service-side tendency. This measure gives the probability that a service can
identify a user’s actual interests from collected behaviors.

Definition 5. (Tendency certainty:) Given the behaviors Qa
t and Qs

t at time t,
we denote the interest identification probability at t as S(Qa

t , Q
s
t ), defined by

S(Qa
t , Q

s
t ) = |IS(Qa

t ) ∩ IS(Qs
t )|/|IS(Qa

t )|. (1)

Here, the tendency certainty corresponds to the similarity described in the defini-
tion of problem 2. Thus, to address the privacy issue in problem 2, the tendency
certainty should be low. Finally, we specify a ρ-tendency certainty model for
preserving privacy in collected behaviors.

Definition 6. (ρ-tendency certainty:) Given a user’s privacy requirement ρ and
behaviors Qa

t and Qs
t , the behaviors collected by a service, Qs

t , satisfy ρ-tendency
certainty if and only if S(Qa

t , Q
s
t ) ≤ ρ.

5 Proposed Framework and Dummy Selection Method

In this section, we propose a behavioral tendency obfuscation framework that
satisfies ρ-tendency certainty by using the query obfuscation approach, and a
heuristic dummy selection method.

User terminal

Service

Dummy
creation

Qa
t

Qs
t

Evaluate
tendency
certainty Contents

selection

actual behavior ba
t

Fig. 5. Behavioral tendency obfuscation framework
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Algorithm 1. Behavioral Tendency Obfuscation Framework

Require: behaviors Qa
t−1, Q

s
t−1, user’s actual behavior b

a
t .

1: qt = {bat }.
2: i = 1.
3: repeat
4: bdt,i ← DummySelection(Qa

t−1, Q
s
t−1, qt, b

a
t ).

5: qt ← qt ∪ {bdt,i}.
6: i← i+ 1.
7: until S(Qa

t−1 ∪ {bat }, Qs
t−1 ∪ qt) ≤ ρ.

8: Qa
t ← Qa

t−1 ∪ {bat }.
9: Qs

t ← Qs
t−1 ∪ qt.

10: send all behaviors in qt to the service.
11: recieve O(b) for ∀b ∈ qt and select O(b

a
t ).

5.1 Behavioral Tendency Obfuscation Framework

In the query obfuscation approach, a dummy creation function creates dummy
behaviors, and both the actual behavior and the dummy behaviors are sent to
a service. Thus, a user terminal can accumulate behaviors that are the same as
those collected by the service.

Applying this characteristic of user terminals, we propose a behavioral ten-
dency obfuscation framework. Fig.5 schematically illustrates this framework. The
user terminal accumulates actual behaviors Qa

t and behaviors inputted to ser-
vices, Qs

t . Hence, the user terminal can evaluate tendency certainty and create
dummy behaviors by using only information accumulated in the terminal, with-
out any information collected by services.

This framework is defined by Algorithm 1. In Algorithm 1, steps 3-10 are
corresponding to procedures of the dummy creation function and step 11 is
corresponding to procedures of the contents selection function. In this algorithm,
when the user’s actual behavior bat at time t is inputted, the dummy selection
function sequentially selects a dummy behavior. It does this by considering two
behaviors, Qa

t−1 and Qs
t−1, accumulated before time t, until ρ-tendency certainty

is satisfied. Thus, when the user terminal sends selected queries qt to the service,
the collected behaviors Qs

t satisfy ρ-tendency certainty.

5.2 Dummy Selection Method

In this section, we propose a dummy selection method for use in the proposed
framework. The method selects a behavior bdt,i from the universal set of behaviors,
B. We next describe the requirements for the dummy selection method, before
proposing a heuristic method satisfying these requirements.

Requirements for Dummy Selection Method. The dummy creation func-
tion must create a lower number of dummy queries in order to satisfy ρ-tendency
certainty, because the network traffic between the user terminal and the service
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Algorithm 2. Heuristic dummy selection method

Require: parameters l, r, w1, w2, universal set of behaviors B and categories C, be-
haviors Qa

t−1, Q
s
t−1, qt, b

a
t .

1: Qr ← RandomSetSelection(B, l).
2: Ca

t ← IS(Qa
t−1 ∪ bat , r).

3: Pt−1(c)← Pr(c|Qs
t−1).

4: for all b ∈ Qr do
5: P ′

t (c)← Pr(c|Qs
t−1 ∪ at ∪ {b}).

6: Cs
t ← IS(Qs

t−1 ∪ qt ∪ b, r).
7: eval(b) =

∑
c∈Ca

t
(Pt−1(c) − P ′

t (c)) + w1
∑

c∈Cs
t \Ca

t
(P ′

t (c) − Pt−1(c)) +

w2
∑

c∈C\Ca
t ∪Cs

t
(P ′

t (c)− Pt−1(c)).

8: bo ← argmax
b

eval(b).

9: return bo.

provider is proportional to the number of queries. To achieve this goal, we con-
sider three requirements for dummy selection method that the method must
satisfy, as follows:

1. The frequency Pr(c|Qs
t ) of a category c in the actual tendencies should be

decreased by dummy behaviors.
2. The frequency Pr(c|Qs

t ) of a category c not in the actual tendencies should
be increased by dummy behaviors.

3. Dummy behaviors should increase the frequency Pr(c|Qs
t ) of a category c

in the service-side tendencies but not the actual tendencies more than they
increase the frequency of a category subject to requirement 2.

These requirements are designed to select dummy behaviors emphasizing cat-
egories in the service-side tendencies but not the actual tendencies. Therefore,
such a dummy selection method can reduce tendency certainty.

Heuristic Dummy Selection Method. In this section we propose an efficient
dummy selection method that operates heuristically and satisfies the above re-
quirements. Practically, the size of universal set of information about a user’s
behavior |B| is very large and determining the globally optimum dummy be-
haviors from |B| is so hard, hence we adopt the heuristic method. Algorithm 2
defines the procedure of this heuristic dummy selection method.

This algorithm first randomly selects l behaviors Qr, such that |Qr| = l, from
the universal set of behaviors, B, by using a function RandomSetSelection(B, l).
Second, the function eval(b) is calculated for all behaviors b ∈ Qr to evaluate
the inferences of these behaviors. Then, the behavior with the highest evaluation
value bo is selected. The function eval(b) is defined as follows:

eval(b) =
∑
c∈Ca

t

(Pt−1(c)− P ′
t (c)) + w1

∑
c∈Cs

t \Ca
t

(P ′
t (c)− Pt−1(c))

+ w2
∑

c∈C\(Ca
t ∪Cs

t )

(P ′
t (c)− Pt−1(c)). (2)
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The calculation of eval(b) uses two sets of categories, Ca
t , Cs

t , related to the user’s
actual and simulated tendencies respectively derived from the function IS(Q, r)
and the probability of category Pt(c) as derived by the function Pr(c|Q). The
function IS(Q, r) derives r categories, that is, IS(Q, r) ⊂ C, |IS(Q, r)| = r, in
which the user is interested from behaviors Q. This function is the parameterized
version of the function IS(Q) that used for the actual and service-side tenden-
cies. The function Pr(c|Q) derives the probability of ∀c ∈ C as estimated from
the behaviors Q. The implementations of the functions IS(Q, r) and Pr(c|Q)
are described in the next section. The parameter w1 weights evaluation value
for categories discribed in the requirement 3, and the parameter w2 weights
evaluation value for categories described in the requirement 2. Because of re-
quirement 3, w1 > w2 should be satisfied. The function eval(q) outputs a higher
value if dummy behavior b satisfies the requirements. Consequently, this heuristic
dummy selection method also satisfies the requirements.

6 Experimental Evaluation

In this section, we describe an evaluation of the proposed framework through
computer simulation. First, we evaluate the effectiveness of the heuristic dummy
selection method in satisfying ρ-tendency certainty. Next, we evaluate the pro-
posed framework in terms of the number of queries needed to satisfy ρ-tendency
certainty.

We compare our approach with a random approach, because comparison with
an existing method like the TopPrev framework[2] would be misleading. This
method dose not assume that it applies to multiple query environment. Addi-
tionally, although general interests are assumed in the TopPrev framework, our
approach does not require such information, and it is difficult to assume general
interests for our target services.

6.1 Experimental Setup

Implementation of functions Pr(c|Qt) and IS(Qt, r). The function
Pr(c|Qt) derives the occurrence probability of category c by calculating the
frequency of behavior information in Q[t−tp,t], as follows. Here, Q[t−tp,t] means
behavior information in Qt during time span [t− tp, t], where Qt is either Qa

t or
Qs

t and the function exist(b, c) return 1 for c ∈ categories(b) and return 0 for
the other:

Pr(c|Qt) = (
∑

b∈Q[t−tp,t]

exist(q, c)/|categories(b)|)/|Q[t−tp,t]| (3)

The function IS(Qt, r) outputs r categories constructed from the top r categories
c in the ranking given by Pr(c|Qt).
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Algorithm 3. Modified framework

Require: behaviors Qa
t−1, Q

s
t−1, user’s actual behavior b

a
t , parameter k.

1: qt = {bat }.
2: i = 1.
3: repeat
4: bdt,i ← DummySelection(Qa

t−1, Q
s
t−1, qt, b

a
t ).

5: qt ← qt ∪ {bdt,i}.
6: i← i+ 1.
7: until |qt| > k.
8: Qa

t ← Qa
t−1 ∪ {bat }.

9: Qs
t ← Qs

t−1 ∪ qt.
10: send all behaviors in qt to the service.
11: recieve O(b) for ∀b ∈ qt and select O(b

a
t ).

Program Architecture. We developed an experimental program that carries
out the experiments as the agent simulation. In this program, the user agent has
implicit behavioral tendencies, representing the occurrence probabilities of cat-
egories characterizing the user, and a behavior generator to generate an actual
behavior bat . The behavior generator randomly selects an actual user behavior
from the universal set of behaviors, B, according to the implicit behavioral ten-
dencies. The framework then receives bat and creates a dummy query.

Dataset. We prepared universal sets of categories C and behaviors B by creat-
ing artificial data. The user’s implicit behavioral tendencies were constructed by
randomly setting a probability for each category c ∈ C. We also prepared one
user agent for the experiments.

Environment. Each experiment was run on a virtual machine with a quad-
cores processor and 4 GB of memory, running CentOS 5.6. The host server for
this virtual machine had 12 cores consisting of 2.4-GHz processors and 196 GB
of memory. The proposed framework was developed in Java 1.7.0 05.

6.2 Evaluation of Heuristic Dummy Selection Method

Here, we evaluate the heuristic dummy selection method by comparing with
random approach. To better evaluate the heuristic dummy selection method,
we modified the proposed framework to use the procedure of Algorithm 3. The
modified framework adds dummy queries until the number of queries reaches
k, instead of adding dummy queries until ρ-tendency certainty is satisfied. This
modification enabled us to evaluate the proposed heuristic method under the
condition of processing the same number of queries as the random method.

We also introduce the random dummy selection method. This method ran-
domly selects behaviors from the universal behavior set B. Within the modified
framework, k− 1 dummy queries are selected randomly by this method and sent
to the target service.
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Table 1. Parameter settings

Parameter Value Explanation

|B| 200 Size of universal set of behaviors

|C| 20 Size of universal set of categories

r 5 Number of categories outputted by IS(Q, r)

k 5 Number of behaviors created in modified framework

l 20 Number of random behaviors in heuristic dummy selection

w1 0.2 Weight parameter in heuristic dummy selection

w2 0.1 Weight parameter in heuristic dummy selection

tp 200 Time length used in Pr(c|Q)
N 1000 Number of iterations

We make an experiment for comparing the heuristic dummy selection method
and the random dummy selection method by using the modified framework.
Table1 lists the experimental parameters for this evaluation.

First, we evaluated the tendency certainty of collected behavior sets created
by the query obfuscation approach. Fig.6 compares the tendency certainties at
each iteration between the heuristic and random dummy selection methods. In
this figure, the tendency certainty for the heuristic method is consistently lower
than that for the random method. In fact, the random tendency certainty is
frequently higher than 0.6, meaning that the random method cannot prevent a
user’s actual characteristic behavioral tendencies from being revealed in many
cases. This result demonstrates the quantitative side of the problem with the
random method as illustrated in Fig.4. In contrast, the heuristic tendency cer-
tainty is lower than 0.2 for more than 95% of the iterations, indicating that the
heuristic method can select dummy queries that are effective in hiding a user’s
characteristic behavioral tendencies.

Next, we evaluated the properties of dummy queries created by the heuristic
method in terms of the probability distribution constructed from collected be-
haviors. Fig.7 shows the probability distribution of categories constructed from
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Table 2. The number of queries created by the proposed and random method

ρ 0.0 0.2 0.4 0.6 0.8

Proposed 9.29 3.05 2.05 2.00 2.00

Random 17.1 10.1 4.70 2.56 2.03

actual behaviors, while Fig.8 shows the probability distribution of categories
constructed from behaviors collected by the target service at the last itera-
tion. Fig.7 shows that the highest-probability categories for the actual tenden-
cies, obtained by the function IS(Qa

t , r), are 0, 3, 9, 11, and19. In contrast, Fig.8
shows that the highest-probability categories for the service-side tendencies are
2, 6, 8, 10, and19, thus confirming that the actual behavioral tendencies could be
hidden by the heuristic method. Additionally, the categories included among the
service-side interests have high probability, while the other categories have low
probability. In Fig.8, the probability of categories contained in service-side ten-
dency is 0.157 on average and the probability of the other categories is 0.0142
on average. It means that the heuristic dummy selection method selects dummy
behaviors to emphasize the categories contained in service-side tendency, thus
proposed method can meet the requirements.

6.3 Evaluation of Proposed Framework

Here, we evaluated the number of queries required to satisfy ρ-tendency certainty.
We compared the proposed framework in the cases of the heuristic dummy se-
lection method (”proposed”) and the random dummy selection method (”ran-
dom”). Because of the possibility that neither method could satisfy ρ-tendency
certainty, we set the upper limit on the number of queries as 20. Thus, num-
ber of queries ranged from 2 to 20. We also use the experimental parameters
listed in Table1 for this evaluation. Table2 lists the mean numbers of queries for
each value of ρ. In comparison with the random method, the proposed method
can reduce the number of queries. In particular, this trend is clear when the
value of ρ is low. The proposed method can thus preserve privacy from collected
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Table 3. The number of queries created by proposed method

l 10 20 30 40 50

Number of queries 2.52 3.05 3.25 3.56 3.09

behaviors without selecting unnecessary queries for cases when the value of ρ is
at least 0.4. Consequently, our method can effectively reduce the network traffic
generated by the query obfuscation approach.

Next, we evaluate the cpu time for selecting a dummy behavior by propsed
method with changing a parameter l, that is number of queries that are selected
randomly in the heuristic dummy selection method. Fig.9 shows a graph of the
mean cpu time during selecting one dummy behavior at each value of the param-
eter l. Also we show the number of queries for satisfying ρ-tendency certainty
at each value of the parameter l in Table3. While the cpu time linearly increase
in Fig.9, the number of queries are almost constant in Table3. It means that
when the dummy selection method selects optimal dummy query by calculating
eval(b) for all behavior b ∈ B in proposed framework, it cannot reduce number of
queries in spite of needing much cpu time. Thus, proposed method can effectively
obfuscate user’s actual behaviors and characteristic behavioral tendencies.

7 Conclusion

In this paper, we have tackled the privacy problem of using behaviors accumu-
lated in a user’s terminal by personalization services. We have focused on re-
vealing characteristic behavioral tendencies from among behaviors collected by
service providers. We proposed a model for preserving privacy, called ρ-tendency
certainty, which considers breaches of privacy from collected information. We
also proposed a behavioral tendency obfuscation framework that satisfies ρ-
tendency certainty by sending dummy queries to service providers.

The proposed framework can effectively reduce the probability of revealing a
user’s actual tendencies. Additionally, this framework can reduce the network
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traffic generated by sending dummy queries because it can reduce the number
of dummy queries while still satisfying the model. Furthermore, this framework
can quickly create dummy queries because it adopt the heuristic approach.

Thus, our framework can effectively protect pricacy in user’s behaviors in-
putted to services. Therefore, we contribute developing the service infrastructure
that user can receive more valuable personalized contents without concerning
about the load of the terminal and services.

Our framework, however, is not appropriate for statistical analysis, because
users’ behavioral tendencies are hidden. It is limitation of our framework and
we will try to resolve this problem. We have not verified the resistivity against
inference attacks against our model. In a future study, we will discuss character-
istics of our model further. Moreover, in our experiments, we only evaluated the
proposed framework with an artificial dataset. To evaluate the practical utility
of this framework, we will apply it to real user behaviors in a future work.
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Abstract. This paper proposes a distributed processing framework inspired by
MapReduce processing. It is unique to other distributed processing approaches
to large-scale data, i.e., so-called big data, because it can locally process data
maintained in distributed nodes, including sensor or database nodes with non-
powerful computing capabilities connected through low-bandwidth networks. It
introduces mobile agent technology so that it distributes data processing tasks to
distributed nodes as a map step and aggregates their results by returning them
to specified servers as a reduce step. The paper describes the architecture of the
framework, its basic performance, and its applications.

1 Introduction

Data processing has been one of the most typical applications of distributed systems.
There have been many attempts to achieve such processing in grid computing and cloud
computing. Most existing super computers have been constructed as distributed sys-
tems. This is because the amount of data required to be processed is large beyond the
capabilities of individual computers. However, it is not easy for non-professional users
to process data over distributed systems, since these systems have several problems and
constraints, which we are not confronted with in individual computers, e.g., failures in
computers and networks, and communication latencies.

Several researchers have explored several computing models for data processing over
distributed systems, where the models can mask such problems and constraints as much
as possible. MapReduce is one of the most typical and modern computing models for
processing large data sets in distributed systems. It was originally studied by Google [3]
and inspired by the map and reduce functions commonly used in parallel list process-
ing (LISP) or functional programming paradigms. Hadoop, is one of the most popular
implementations of MapReduce and was developed and named by Yahoo!. Stream pro-
cessing has recently become a popular approach to event processing with continuous
queries. It is useful for processing data generated from sensors in a real time. The origi-
nal MapReduce, its clones, and stream processing assume data are transferred from the
edges of the network to high performance servers or cloud computing infrastructures
before they start processing. They are unable to cope cost-effectively, if at all, with new
dynamic data sources, because data transmission from the nodes at the edges to the
database servers at the center is costly and this traffic causes congestion in networks.

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 304–318, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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To solve this problem, we need to process data close to the sources of data sensors
and embedded computers as much as possible. This paper proposes MapReduce-based
framework processing at the edges of networks, e.g., the Internet of Things (IoTs) or
machine-to-machine (M2M) environments. The goal of our MapReduce implementa-
tion was to locally execute MapReduce processing at network edges, e.g., at sensor
nodes and embedded computers. The basic idea behind our implementation was to de-
ploy data processing at the nodes that had the target data and aggregate the results,
rather than to transmit data to servers at the center. It introduces mobile agent technol-
ogy [8], where mobile agents are autonomous programs that can travel from computer
to computer in a network, at various times and to places of their own choosing. The state
of a running program is saved by being transmitted to the destination. The program is
resumed at the destination and continues its processing with the saved state.

Our implementation of MapReduce defines the management system and data pro-
cessing tasks as mobile agents, and map and reduce processing in MapReduce are pro-
vided by migrating workers, which are implemented as mobile agents, with the results
of their processing. It is constructed based on our original mobile agent platform, which
is designed for data processing, in particular MapReduce processing.

One of the most important advantages of MapReduce processing is to conceal the
results of difficulties from distributed systems. The requirements for our programming
model for data processing are different from other existing MapReduce implementa-
tions, because our framework must support infrastructures in the real world rather than
those of data centers. In fact, the former are varied and unstable in comparison with the
latter. Nevertheless, we need a framework that enables application-specific developers
to easily define data processing at the edges.

This paper is organized as follows. Section 2 is a survey of related work and Section
3 explains the basic ideas behind our mobile agent-based MapReduce processing frame-
work. Section 4 describes the architecture and processing in the framework. Section 5
presents an implementation of the middleware, Section 6 describes the basic perfor-
mance of the current implementation, and Section 7 illustrates its applications. Section
8 discuss the framework and Section 9 is a summary and presents some issues for the
future.

2 Related Work

The tremendous opportunities to gain new and exciting values from big data are com-
pelling for most organizations, but the challenge of managing and transforming them
into insights requires new approaches, such as MapReduce processing. It originally sup-
ported map and reduce processes [3]. The first is invoked by dividing large scale data
into smaller sub-problems and assigning them to worker nodes. Each worker node pro-
cesses the smaller sub-problems. The second involves collecting the answers to all the
sub-problems and aggregates them as answers to the original problem it was trying to
solve. There have been many attempts to improve Hadoop, which is an implementation
of MapReduce by Yahoo! in academic or commercial projects. However, there have
been few attempts to implement MapReduce itself except for Hadoop. For example, the
Phoenix system [10] and MATE systems [6] supported multiple core processors with
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shared memory. Also, several researchers have focused on iteratively executing MapRe-
duce efficiently, e.g., Twister [4], Haloop [2], MapReduce with access patterns (MRAP)
[9], and SSS [7]. These implementations, except for SSS, assume data in progress are
to be stored at temporal files rather than at key-value stores in data nodes and SSS ex-
ecutes data stored in a key-value store shared with task nodes and then aggregates its
results in the key-value store. They assume data to be stored are in high-performance
servers for MapReduce processing, instead of at the edges.

Google’s MapReduce, Hadoop, and other existing MapReduce implementations have
assumed their own distributed file systems, e.g., the Google file system (GFS) and
Hadoop file system (HDFS), or shared memory between processors. For example,
Hadoop needs to move target data from external storage systems to HDFS via networks
before processing these. Our MapReduce system does not move data between nodes.
Instead, it deploys program codes for defining processing tasks to nodes that have data
by using the migration of agents corresponding to the tasks and it executes the codes
with their current local data. Hadoop and its extensions are unsuitable in sensor net-
works and embedded computers, because its file system, HDFS, tends to become a
serious bottleneck in the operation of Hadoop and it often requires wide band networks,
which may not be available in sensor nodes or embedded computers. In the literature on
sensor networks, The Internet of Things (IoTs), and machine-to-machine (M2M) com-
munications, several academic or commercial projects have attempted to support data
at the edges, e.g., at sensor nodes and embedded computers. For example, Cisco’s Flog
Computing [1] and EMC’s IoTs intend to integrate cloud computing over the Internet
and peripheral computers. However, most of them do not support the aggregation of
data generated and processed at the edge.

3 Background

We are confronted with the volume, variety, and velocity of complex, unstructured,
and unstructured data, where most of the data are generated at network edges, e.g., at
sensors and embedded devices. The analysis of such data provides opportunities to gain
richer, deeper, and more accurate insights into our lives and business.

3.1 Requirements

Before explaining our system, let us discuss the four main requirements of systems.

– Nodes at network edges, e.g., at sensor nodes and embedded computers may have
non-powerful processors with small amounts of memory, rather than data centers
and high performance server clusters.

– Networks may be low-band, often disconnected, and dynamic, e.g., wireless sensor
networks. Therefore, our implementation should be available in such networks.

– There may be no database or file systems in the target systems. Instead the data
that need to be processed are generated or locally maintained in the local storage of
nodes.

– Every node may be able to support management and/or data processing tasks, but
may not initially have any codes for its tasks.
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Most existing implementations of MapReduce, including extensions of Hadoop, have
attempted to improve iterative processing of the same data. However, our framework
is not aimed at such iterative processing. This is because most data at sensor nodes
or embedded computers are processed only once or a few times. Suppose logs located
at network equipment are analyzed. Only updated log data are collected and analyzed
every hour or day instead of the data that have already been analyzed.

3.2 Design Principles

As previously mentioned, our system supports data processing at network edges. The
system has the three main advantages:

– Data processing at edges: More data are generated at the edges of networks, e.g., at
sensors and devices, than servers, including data centers and the cloud computing
infrastructure. The transmission of such data from nodes at the edges to server
nodes seriously affects performance in analyzing data and results in congestion in
networks.

– Task deployment rather than data deployment: To solve this problem, data process-
ing tasks are defined as mobile agents and they are dynamically duplicated and
deployed at the nodes that have the target data. Mobile agents can also directly
access data from sensors and low-level file systems at their destination nodes.

– Parallel and asynchronous execution: Data processing should be executed in par-
allel on nodes at the edges. Our approach assumes data at nodes are independent
of one another and they can be processed without having to exchange data between
nodes. Finally, like MapReduce, agents running on nodes carry their results to spec-
ified nodes after their processing is done to aggregate the results.

The framework introduces mobile agent technology as just an implementation of
MapReduce processing that can satisfy the requirements and design principles dis-
cussed above. However, developers and operators for data processing do not need to
support mobile agents explicitly, because mobile agents are used as entities for carrying
and executing data processing tasks and results. In fact, it allows developers to define
their MapReduce processing from three parts of map, reduce, and data processing, as
Java classes, which can satisfy specified interfaces. The map and reduce classes have
similar methods in the Mapper and Reducer classes in Hadoop. The data processing
parts are responsible for data processing at the edges. They consist of three methods cor-
responding to three functions of reading data locally from nodes at the edge, processing
the data, and storing the results in a key-value store format.

There have been several approaches to deploying programs for data processing on
nodes at edges, e.g., code migration techniques and code caching. We therefore need
to explain the reason why we used mobile agent technology as just an implementation
of MapReduce processing.1 Mobile agent and simpler approaches, e.g., code migra-
tion, almost have no differences in the cost of deploying and executing task programs.
Nevertheless, the former has several advantages, which the latter does not.

1 Unlike other software agents, mobile agents have been used as just a technique of distributed
systems. We did not intend mobile agents to support any intelligent behaviors.
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– Mobile agents can dynamically select one or more destinations and migrate to these
according to the results of computations, unlike other approaches, including code
migration and technique. This is useful to deploy programs for data processing and
gather results from nodes at edges, where connections between such nodes tend to
be unstable and change dynamically.

– They can be managed in a decentralized manner. This is important to process data
stored on numerous nodes for reasons of scalability and reliability.

– They can automatically store and resume data in heap memory before and after
deploying task programs so that developers can concentrate on their application-
specific data processing without knowledge of distributed systems like Hadoop.

Some readers may think that task programs can be cached or pushed at the edges of net-
works. However, since we did not intend to be iteratively executed processing MapRe-
duce, tasks cannot be expected in advance.

4 Mobile Agent-Based MapReduce

This section outlines our mobile agent-based MapReduce processing system and com-
pares between our system with Hadoop, which one is of the most typical implemen-
tations of MapReduce. The architecture of our MapReduce system is different from
existing implementations of MapReduce, including Hadoop.

4.1 Architecture

The original MapReduce consists of one master node and one or more worker nodes and
Hadoop consists of a job tracker, task tracker, name, and data nodes, where the first and
third corresponds to the master node, and the second and fourth to the data nodes in the
original MapReduce. Our MapReduce system has a slightly different architecture from
Google’s MapReduce, which is quite different from Hadoop’s. The system itself is a
collection of three kinds of mobile agents, called Mapper, Worker, and Reducer, which
should be deployed at appropriate nodes, called mapper nodes, data nodes, and reducer
nodes respectively. Not only Worker agents but also Mapper and Reducer agents can
dynamically be deployed at nodes according to the location of target data and available
resources to process them.

4.2 MapReduce Processing

Our system supports MapReduce processing with mobile agents. Figure 1 outlines the
basic mechanism for processing, with involves five steps.

Step 1 A Mapper agent corresponds to the master node of the original MapRe-
duce. The agent makes copies of Worker agents.
Step 2 Each of the Worker agents migrates to one or more data nodes, which
locally have the target data.
Step 3 Each of the Worker agents executes its processing at its current data node.
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Fig. 1. Mobile agent-based MapReduce processing

Step 4 After they execute their processing, Worker agents migrate to the computer
that the Reducer agent is running on with their results
Step 5 Each Worker agent sends its results to the Reducer agent.

Note that the number of results is by far smaller than the amount of target data. Each
Worker agent assumes it is to be executed independently of the others. Mapper and
Reducer agents can be running on the same node.

4.3 Enhancement of MapReduce Processing

Mobile agent technology can extend MapReduce processing with two mechanisms:

– Mobile agents can migrate between computers through their own itineraries. Our
Worker agents can decide their next destinations according to their results of pro-
cessing. For example, if Worker agents cannot find data that they want at their
current data nodes, they can migrate to other nodes until they achieve their goals.

– Since Mapper and Reducer agents in our approach are implemented as mobile
agents like Worker agents, this means that our approach allows Mapper and Re-
ducer agents to migrate between computers. Also, we do not need to distinguish
between Mapper, Reducer, and Worker agents. Therefore, Worker agents can be-
come Mapper or Reducer agents. Therefore, our approach enables each worker task
to work as MapReduce processing.
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5 Design and Implementation

This section describes our mobile agent-based MapReduce system. It consists of two
layers, i.e., mobile agents and runtime systems. The former consists of agents corre-
sponding to job tracker and map and reduce processing and the latter corresponds to
task and data nodes. It was implemented with Java language and operated on the latter
with Java virtual machine (JVM). The current implementation was built on our original
mobile agent platform, because existing mobile agent platforms are not optimized for
data processing and need the developers for data processing to have knowledge about
mobile agent processing.

5.1 Runtime System

Each runtime system runs on a computer and is responsible for executing Mapper,
Worker, and Reducer agents at the computer and migrating agents to other computers
through networks (Fig. 2). The system itself is designed independently of any
application-specific data processing. Instead, agents running on it support MapReduce
processing. Each runtime system is light so that it can be executed on embedded com-
puters, including JVMs for embedded computers.
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Fig. 2. Runtime systems for mobile agent-based MapReduce processing

Task Duplication. Our approach is used to make one or more copies of Worker agents
before agents are deployed at data nodes. The runtime system can store the states of
each agent in heap space in addition to the codes of the agent into a bit-stream formed in
Java’s JAR file format, which can support digital signatures for authentication. The cur-
rent system basically uses the Java object serialization package for marshaling agents.
The package does not support the capturing of stack frames of threads. Instead, when
an agent is duplicated, the runtime system issues events to it to invoke their specified
methods, which should be executed before te agent is duplicated, and it then suspends
their active threads.
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Task Migration. Each runtime system also establishes at most one TCP connection
with each of its neighboring systems in a peer-to-peer manner without any centralized
management server and it exchanges control messages and agents through the connec-
tion. When an agent is transferred over a network, the runtime system transfers the agent
in bit-stream like task duplication and transmits the bit-stream to the destination data
nodes through TCP connections from the source node to the nodes. After they arrive
at the nodes, they are resumed and activated from the marshalled agents and then their
specified methods are invoked to acquire resources and they continue processing.

Task Execution. Each agent can have one or more activities, which are implemented
by using the Java thread library. Furthermore, the runtime system maintains the life-
cycles of agents. When the life-cycle state of an agent is changed, the runtime system
issues certain events to the agent. The system can impose specified time constraints on
all method invocations between agents to avoid being blocked forever. Each agent is
provided with its own Java class load, so that its namespace is independent of other
agents in each runtime system. The identifier of each agent is generated from infor-
mation consisting of its runtime system’s host address and port number, so that each
agent has a unique identifier in the whole distributed system. Therefore, even when two
agents are defined from different classes whose names are the same, the runtime system
disallows agents from loading other agents’s classes. To prevent agents from accessing
the underlying system and other agents, the runtime system can control all agents under
the protection of Java’s security manager.

5.2 Programming Model

Our framework supports data processing on nodes, e.g., sensor nodes and embedded
computers, which may be connected through non-wideband and unstable networks,
whereas existing MapReduce implementations are aimed at data processing on high-
performance servers connected through wideband networks. Therefore, we cannot di-
rectly inherit a programming model from existing MapReduce processing.

In comparison with other MapReduce processing, including Hadoop, our framework
explicitly divides the map operations into two parts in addition to a part corresponding
to the reduce operation in MapReduce.

– Duplication and deployment of tasks at data nodes Developers specify a set of
the addresses of the target data nodes that their data processing has executed or
the the network domains that contain the nodes. If they still want to define more
complicated MapReduce processing, our framework is open to extend the Mapper
and Reducer agents.

– Application-specific data processing They define the three functions of reading
data locally from nodes at edges, data processing the data, and storing their results
in a key-value store format. These functions can be isolated so that developers can
define only one or two of the functions according to the requirements of their data
processing.

– Reducing data processing results They define how to add up the answers of data
processing stored in a key-value store.
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Although the first is constructed in Mapper and Worker agents, the second in only
Worker agents, and the third in Worker and Reducer agents, developers focus on these
three parts independently of their mobile agent-level implementations. Each Mapper
agent provides an itinerary to its Worker agent, where each itinerary is defined as a
combination of the basic itinerary patterns shown in Fig. 3.

– The first is to instruct the Worker agent to duplicate itself and then and instruct the
duplicated Worker agents to migrate to and execute their data processing on the
specified data nodes.

– The second is to instruct the Worker agent to migrate to and execute its data pro-
cessing on one or more specified data nodes.

– The third is to instruct the Worker agent to go back and forth between each of the
data nodes and the source node (or the reducer node) to execute its data processing
on the nodes.

– The fourth is to instruct one or more Worker agents to migrate to the reducer node
and then pass their results to the Reducer agent at the reducer node.

– The fifth is to instruct the Reducer agent to migrate to one or more data nodes to
receive the results of the Worker agents on the data nodes and then go back to the
reducer node.

– The sixth is to instruct the Reducer agent to go back and forth between each of the
data nodes and the reducer node to receive the results of the Worker agents on the
data nodes.

Our system enables us to easily define application-specific Mapper, Reducer, and
Worker agents as subclasses of three template classes that correspond to Mapper, Re-
ducer, and Worker respectively, with several libraries for KVS. When an Mapper agent
gives one or more Worker agents no information, we can directly define the agent from
the template class for Mapper. It can create specified application-specific Worker agents
according to one or more specified data and deploy them at the nodes. When Reducer
agents support basic calculations, e.g., adding up, averaging, and discovering maximum
or minimum values received from one or more Worker agents through KVSs according
to the keys, we can directly define them as our built-in classes.

5.3 Key-Value-Store

MapReduce processing should be executed on each of the data nodes independently
as much as possible to reduce the amount of data transmitted through networks. How-
ever, data may not be divided into independent pieces. Hadoop enables data nodes to
exchange data with one another via HDFS to solve this problem, because HDFS is a
distributed file system shared by all data nodes in a Hadoop cluster, like the GFS.

Unlike other existing MapReduce implementations, including Hadoop, our system
does not have any file system, because nodes in sensor networks and ambient comput-
ing systems may lack enriched storage devices. Instead, it provides tree-structured key
value stores (KVSs), where each KVS maps an arbitrary string value and arbitrary byte
array data and is maintained inside its agent, and provides directory servers to KVSs in
agents. The root KVS merges the KVS of agents into itself to support reduce processing.
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Each KVS in each data processing agent is implemented in the current implementation
as a hashtable whose keys, given as pairs of arbitrary string values, and values are byte
array data and it is carried with its agent between nodes.

Whenever an agent corresponding to a job tracker in Hadoop starts MapReduce pro-
cessing, it creates one or more processing agents and a root KVS and assigns the ref-
erences of the KVSs of the newly created processing agents to the root KVS. Each
directory server can run in the external system from agent runtime systems and agents
or inside an agent corresponding to a job tracker. It tracks the current locations of mo-
bile agents so that it can enable an agent to access KVSs maintained in other agents,
which may move to other destinations, with the identifiers of the moving agents. To
support reduce processing, the root KVS merge KVS of agents into itself. Each KVS in
each data processing agent is implemented as a hashtable in the current implementation,
whose keys, given as pairs of arbitrary string values and values, are byte array data and
it is carried with its agent between nodes. However, a KVS in a job tracker agent is also
implemented as a hashtable whose keys are given as pairs of identifiers of the agents
that its agent creates, and the values are references to them.

5.4 Job Scheduling

MapReduce can be treated as batch processing over distributed systems. If there is more
than one Mapper agent in our system, they can be running independently. Therefore,
we introduce a schedule agent between running Mapper agents, if we need to manage
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the whole system. The agent is responsible for controlling Mapper agents and moni-
toring Reducer agents. When it also detects the completeness of Reducer agents, it can
explicitly send a start message to one or more Mapper agents to instruct them to start
processing.

5.5 Fault-Tolerance

The job manager in Hadoop is responsible for supporting fault tolerances against crash
failures in data nodes. The manager detects failures in data nodes, because each task
tracker running on a data node sends heartbeat messages to to the job tracker every few
minutes to inform of its status. Since data are shared by worker nodes, the job tracker
pushes work out to available task tracker nodes in the cluster, striving to keep the work
as close to the data as possible.

However, our system assumes that data are maintained in one data node so that it has
a different policy for fault tolerances. If a data node is stopped or disconnected, it needs
to exclude such a node. Our system introduces a mobile agent-based job tracker man-
ager, called a system manager agent, which has a Java Management Extension (JMX)
interface to monitor data nodes and it periodically sends messages to data nodes. When
they receive a message, data nodes returns their status to the system manager agent.

– If a data node has crashed, the system manager agent informs Mapper agents to
leave out the crashed node from the list of the target data nodes, before the Mapper
agent dispatches Worker agents.

– If a data node has crashed, the system manager agent informs the Reducer agent
to leave out agents returned from nodes from the agent’s waiting list, after Worker
agents are deployed at the target node. Even when the crashed node can be restarted
or it continues to work, the Reducer agent does not wait for any agents from the
node.

The system manager agent can explicitly make clones of these agents at other nodes
because they are still mobile agents to mask failures in in the nodes that runs Mapper
and Reducer agents.2 The current implementation has no fault-tolerant mechanisms
for failures while Worker agents are deployed and running, because our MapReduce
processing is not heavy. We should restart the processing again.

5.6 Security

The current implementation is a prototype system to dynamically deploy the compo-
nents presented in this paper. Nevertheless, it has several security mechanisms. For
example, it can encrypt components before migrating them over the network and it can
then decrypt them after they arrive at their destinations. Moreover, since each compo-
nent is simply a programmable entity, it can explicitly encrypt its individual fields and
migrate itself with these and its own cryptographic procedure. The JVM could explic-
itly restrict components so that they could only access specified resources to protect

2 The current implementation does not support consistency between original agents and their
clones.
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computers from malicious components. Although the current implementation cannot
protect components from malicious computers, the runtime system supports authenti-
cation mechanisms to migrate components so that all runtime systems can only send
components to, and only receive them from, trusted runtime systems.

6 Performance Evaluation

A prototype implementation of this framework was constructed with Sun’s Java De-
veloper Kit version 1.5 or later versions. The implementation provided graphical user
interfaces to operate the mobile agents. Although the current implementation was not
constructed for performance, we evaluated that of several basic operations in a dis-
tributed system where eight computers (2 GHz Intel Core Duo 2 with MacOS X 10.7
and J2SE version 6) were connected through a Giga Ethernet.

– The cost of agent duplication was measured as plotted at the left of Fig. 4, where
The agent was simple and consisted of basic callback methods. The cost included
that of invocating two callback methods.

– The cost of migrating the same agent between two computers was measured as
plotted at the right of Fig. 4. The cost of agent migration included that of opening
TCP transmission, marshaling the agents, migrating the agents from their source
computers to their destination computers, unmarshaling the agents, and verifying
security.
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Fig. 4. Costs of agent duplication and deployment in MapReduce processing

7 Applications

The first application of our system was word counting in texts.3 Figure 5 shows the
basic structure for our word counting application by using mobile agent-based MapRe-
duce with screenshots of word counting. The system consisted of four computers, i.e.,
Mapper, two Data, and Reducer nodes. The first executed an instance defined as a
Mapper agent, which created two Worker agents for word counting deploying them at
the two data nodes. The second was two data nodes, where the first had a text file of

3 Word counting is one of the most typical examples of Hadoop.
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Shakespeare’s play, Romeo and Juliet (size of about 100 1KB) and the second had a text
file of his play Macbeth (size of about 138 KB). The data nodes executed Worker agents
for word counting, where each of the agents read the text file maintained in its current
node, i.e., Romeo and Juliet or Macbeth, and counted how often words occurred in the
file. The third executed a Reducer agent, which added up the values of each of the words
received from the two Worker agents for word counting obtained from the Data nodes.
Figure 5 shows the basic steps of counting how often words occurred in the two files.

The cost of word counting for the two files was 520 ms in our system, where the cost
of doing this in Hadoop was 4.8 s, because Hadoop was originally designed for coarse
batch processing of large amount of data and it needed to transmit the files to its HDFS
in addition to processing.

Step 1: Mapper agent make copies of worker agent (word counter)

Step 2: Worker (word counter) 
migrates to the data node

Step 2: Worker (word counter) 
migrates to the data node

Step 3: Worker (word 
counter) sends its 
results to Reducer agent

Step 3: Worker (word 
counter) sends its 
results to Reducer agent

Step 4: Reducer agent aggregates the results from Woker

Fig. 5. Mobile agent-based MapReduce processing

The second application of our system was a detection of abnormalities from data
measured by sensors. It detected anomalous data, which were beyond the range of spec-
ified maximum and minimum values. This evaluation assumed each data node would
have 0.01 % of abnormal data in its stream data generated from its sensor every 0.1
second and each data entry would be 16 bytes. We detected abnormal values from a
data volume corresponding to a data stream for one year at each of eight data nodes.
The whole amounts of data was about 5.04 GB and the amount of abnormal data was
504 KB in each node. When we used Hadoop, we needed to copy about 40 GB of the
data, i.e., multiply 5.04 GB by eight, from data nodes to HDFS. The cost of the entire
processing was 232 s.
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We compared our system with Hadoop-based system. Our experimental system for
Hadoop consists of Intel Core 2 Duo processors (2 GHz) with 4GB of memory, and
7200 rpm hard disk drives and it could copy data from data nodes to its HDFS with
about 28 MB/s throughput via Giga Ethernet.4 The total cost of data transmission from
the data nodes to HDFS was evaluated as 184 s. The cost of data processing in Hadoop
was about 201 s. The whole cost of Hadoop was 352 s. This application in our system
was useful to thinning out unnecessary or redundant data from the large amount of data
stored at the edges of networks before data were transmitted through networks. In fact,
the application could reduce from 40 GB of data to 4 MB.

8 Discussion

Our framework was used to deploy programs for data processing at nodes, e.g., sen-
sor nodes and embedded computers, that stored target data, where existing MapReduce
implementations deployed the data, GFS and HDFS that were shared by servers that
executed their processing. Our framework had several advantages. For example, there
was no cost to deploy data, which tended to be huge, to the file system. In fact, it out-
performed Hadoop. It could process data at original nodes so that it could process data
that could not be removed for the reasons of security and access limitations. Its archi-
tecture was simple because its whole processing was constructed from a combination
of Mapper, Worker, and Reducer agents rather than an underlying centralized manage-
ment system. As a result, it could support light-weight data processing. However, it had
several disadvantages. It assumed that data processing on each data node was isolated
from other nodes, because it lacked any mechanisms to exchange data between data
nodes. However, data processing at nodes can be executed in isolation in our potential
applications, e.g., data collection from sensor nodes. It was not suitable for iteratively
executing MapReduce processing for the same data.

9 Conclusion

We presented a distributed processing framework based on MapReduce processing. It
was designed for analyzing data at the edges of networks and was constructed based on
mobile agents. It could distribute programs for data processing to nodes at the edges as
a map operation, execute the processing to gather and analyze data maintained at the
nodes, and then collect their results from the nodes as a reduce operation.5 The approach
could provide application-specific processing of data at the edges of networks, e.g., at
sensor nodes and embedded computers, more cost-effectively than existing MapReduce
processing and its clones, including Hadoop. As previously mentioned, our framework
is useful for thinning out unnecessary or redundant data from the large amounts of
data stored at the edges of networks, e.g., at sensor nodes and embedded computers

4 Throughput was bound by performance of individual data nodes.
5 The runtime system and the second application can be downloaded as open source software

from http://research.nii.ac.jp/˜ichiro/agent/agentspace v3/
index.html.
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connected through low-bandwidth networks, before data are transmitted to process-
ing systems at the center, e.g., MapReduce-based systems. It enables developers to de-
fine application-specific data processing at the edges without any knowledge of mobile
agents as well as distributed systems.

In concluding, we would like to identify further issues that need to be resolved. Our
system should be more compatible with Hadoop’s classes and interfaces, e.g., Mapper
and Reducer, to directly reuse existing data processing software for Hadoop. We have
many issues to resolve to improve the performance of the system. For example, the cur-
rent implementation tended to have bottlenecks in Reducer agents, because they needed
to sequentially merge results from multiple Worker agents via our KVS database. We
plan to extend the KVS database with the ability to record results in parallel. The cur-
rent implementation assumes nodes are connected through wired networks, but we need
scheduling mechanisms for wireless networks.
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Abstract. A key requirement for social applications is to support fluid
interactions among users. Basically, social applications deal with user-
oriented data: users own their data and may access or modify data owned
by others (say their friends). Therefore, several users may focus simul-
taneously on a small piece of data (hot data) owned by the same user.
Such a situation, more known as a net effect, has the drawback to gen-
erate temporal peak loads able to slow user interactions. Moreover, a
social application inherently generates multi-node (or multi-partition)
transactions as far as users interact between them.
Based on those observations, we propose String, a transaction schedul-

ing layer that uses various strategies to order (or group) transactions
based on their access classes. String reduces significantly the overhead
cost of processing one transaction at a time while allowing to process
rare multi-nodes transactions in en efficient way. The key novelties lie
in (1) our distributed transaction scheduling devised on top of a ring to
ease communication and (2) our ability to absorb peak loads as early as
possible by splitting the transaction processing in two phases: a schedul-
ing phase, resilient to peak load, followed by a group execution phase.
We designed and simulated String using SimJava and we ran a series
of experiments. Compared with some existing solutions, String shows
interesting and promising results.

Keywords: Transaction processing, load-aware query routing, data
consistency.

1 Introduction

Social applications are becoming more and more popular in the realm of com-
puter science, economic, politic, and so forth because they give a primary role
to the user, capturing its profile and supporting its collaborative activity. They
bring to the user an enriched experience that capitalizes its her/his social enroll-
ment, more than ever. A key requirement for social applications is to support
fluid interactions among users. Social applications deal with user-oriented data:
a user owns some items and can add and/or modify the attributes related to the
items owned by others. Such applications are both read and write intensive since
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(1) the number of users is very important (tens of thousands) and (2) almost
all user actions cause data read, insert and update (say a huge number of small
transactions). Even though, transactions are usually short, they access to a small
dataset regarding the size of the whole database. Moreover, many transactions
may attempt to access the same dataset simultaneously (i.e., at the same time),
which generates temporal peak loads on some hot data. Such a situation, more
known as a net effect, has the drawback to slow user interactions.

Furthermore, social applications are characterized by a various kind of social
interactive actions such as virtual game, chatting, tagging and so on. We say a
social transaction any set of operations (insert/update) executed on some data
for ensuring social interactions between users. Among the multiple requirements
of social applications we retain three: response time, scalability and availability.
Roughly speaking, an obvious way to achieve scalability is to process indepen-
dent transactions in parallel manner. That is, data are partitioned or replicated
over a set of nodes, which are loosely coupled and then leading to each of them to
manage its own processing resource. Therefore, nodes can execute disjoint trans-
actions in a complete parallel way. However, partitioning data perfectly in such
a way that each transaction is executed on only one node is quite impossible.
Thus, multi-nodes transactions, even if they are not frequent, must be managed
efficiently to avoid compromising the positive effect of splitting and/or replicat-
ing data. Our main goal is to deal with peak load problem in social applications
while considering multi-node transactions that may be received.

1.1 Motivations and Approach

To face social application requirements, we design String, a two steps approach,
i.e. a scheduling step followed by an execution step. Our main objective is to
design a scheduling solution which ensures low latency when a peak load oc-
curs. The main idea is to absorb the peak load, as early as possible, during the
scheduling step, before processing the transactions. Actually, the transactions
are ordered during the scheduling step in such a way that each transaction is
followed or preceded by another one. Afterwards, each transaction is executed
at the nodes storing the required data. A node-to-node coordination mechanism
guaranties that the execution order remains identical for all the nodes involved.

This two steps approach has been demonstrated to be efficient for write in-
tensive workloads made of short transactions [13,8]. However, existing solutions
following this approach assume that the workload is mostly composed of single
node transactions (i.e., they mostly access independent data). Existing solutions
are not designed to face a peak load of concurrent transactions. In such situation,
they would suffer from communication overhead and high latency.

The proposed approach for overcoming limits in existing solutions, is guided
by the fact that grouping transactions with similar patterns of data access might
save a significant amount of work. In other words, we want to stick together
the concurrent transaction requests for faster subsequent group-execution. We
leverage on the ability to process a group of concurrent transactions that is faster
than processing one transaction at a time. Grouping transactions improves the
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performance for two main reasons: (1) it allows for group commit ([6]) which
is faster because only one logging information is produced for the group. (2) in
a distributed context (several application nodes connected with a database), it
reduces the number of messages sent to the database node. More precisely, if
every application directly connects to the database, then the latter may become
a bottleneck and overloaded. Rather, application requests can be gathered and
grouped at a middleware stage and thereby, database connection requests are
minimized.

1.2 Contributions and Paper Organization

The main contributions of this paper are: (1) a distributed transaction routing
approach using a ring to reduce response time while ensuring global consis-
tency, (2) a mechanism for grouping transactions based on three algorithms – a
ring-based, a piggybacking-based and time-based algorithms and (3) a thorough
experimentation through simulation to assess our approach and its feasibility.
The remainder of this paper is organized as follows. In Section 2 we review some
works connected to ours. In Section 3 we lay out our architecture and the com-
munication model between the different pieces of our solution. Section 4 contains
our distinct algorithms to deal with the management of the ring, the grouping
process and transaction execution model. In Section 5 we present the results of
our experiments while in Section 6 we conclude and present our future work.

2 Related Work

Our work settles in a domain of transaction processing for scalable data stores.
Large scale solutions for managing data are facing a consistency/latency trade-
off as surveyed in [1]. Today several solutions relax consistency for better la-
tency ([12,9] and do not provide serializable execution of concurrent transactions.
Other solutions provide strong consistency but only allow transactions restricted
to a single node [5,4]. Finally, the solutions such as [2,14] support transactions
accessing any data but at the prohibitive cost of running a distributed transac-
tion protocol. As far as we know, [13] recently provides a consistent execution
of transaction accessing any data over a distributed data store without run-
ning a distributed transaction protocol. Rather, the authors design a distributed
sequencing mechanism which serializes the transactions. We briefly review the
classes of sequencing solutions depending on two dimensions: (i) the number of
entry points that are handling the input workload (centralized / decentralized)
and (ii) the transaction type (single node / multi nodes). For each class, we
briefly present the sequencing principles, and discuss its behavior when peak
load occurs.

1. Centralized workload of any transaction type. The sequencing is straight-
forward if all the concurrent transactions are centralized at one node, using
queuing. However, this solution lacks availability at large scale because the
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single point of access only provides a limited throughput. If the peak load
exceeds the provided throughput, then the system does not serve the trans-
actions in bounded time.

2. Decentralized workload of single node transactions. In this case, the workload
is strictly partitioned since a transaction arrives to the node containing the
right data. The sequencing is straightforward: each node maintains the local
order for the transaction it receives. However, this specific case does not cover
our social context because it does not handle multi node transactions. This
sequencing method will still lack availability (i.e., low latency) when peak
load occurs, i.e., when the transaction requests concentrates to few specific
partitions.

3. Decentralized workload of multi-node transactions. This is the case for so-
cial workloads we are targeting. Although the workload is not strictly parti-
tioned, the sequencing is possible. Assuming that the nodes are ordered (i.e.
Ni < Nj ∀i < j), then, the sequencing is distributed as follows ([13]). Period-
ically, all the nodes transmit their incoming sequence of transactions to the
other nodes (only these nodes) that are concerned by the sequence. Then,
each node is able to assess the same ordering, in a decentralized way, for all
the transactions that concern it. This solution is not robust to peak load for
the following reason: consider a multi-node transaction that comes to any
node that the transaction intend to access. When a transaction peak occurs,
several multi node transactions are accessing some partitions in common, as
well as some disjoint partitions. All these partitions may receive the trans-
actions. Therefore, two concurrent transactions will not necessarily come to
the same node. One may observe that the transaction peak tend to scat-
ter among the partition nodes. However, even if the transactions requests
are balanced over several nodes, the number of sequencing messages that
comes to a node may grow up to n (for n+1 nodes): that produces a severe
sequencing peak resulting in high latency.

Our work also relies on sequencing and scheduling to guaranty consistent pro-
cessing of multi-node transactions, while better supporting high peak load.

3 Architecture and Design Model of STRING

We design our architecture using two layers: the scheduling layer and the execu-
tion layer (see Figure 1). That is, our solution is a middleware that serves as an
interface with the data manipulation procedures of applications. The scheduling
layer is made of a set of nodes called scheduling nodes (SN) while the execution
layer contains execution nodes (XN). As one can see, transactions may be sent
to any point and afterwards they are gathered based on their access classes for
execution. For example, transactions TB, TBC and TAC are grouped on the first
SN1 even if they were received by SN2 and SNk. More details of how transactions
are grouped are described in Section 4.
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Fig. 1. The layered architecture of STRING

3.1 Scheduling Layer

The SNs are structured over a ring and receives any transaction request from
applications. The scheduling layer is responsible to absorb the peak loads and
serves as a front-end that isolates the underlying datastore nodes from the in-
put peak load. Basically, the number of queries that a SN receive must remain
bounded. To this end, we efficiently balance the load over all SNs regardless of
the data requested by a transaction. Moreover, we assess the number of SNs
according to the entire workload submitted to the system, expressed in number
of clients C, and according to the the number of transaction requests that a
SN is able to handle in a unit of time. The ring size is not correlated with the
number of datastore nodes; rather it depends on the number of users generating
the workload.

3.2 Execution Layer

An XN executes the transactions sent by a SN in a serial way. Since concurrency
is already controlled at the scheduling layer, the XNs guarantee consistent exe-
cution of transactions without locking. The overall storage supports of the XN
nodes forms the distributed data store. By considering a database divided into
n partitions {p0, p1, ...pn−1} such that pi ∩ pj = ∅, we store each pi on at least
one XN. Each XN may contain more than one partition and can be accessed
by SNs. To this end, an SN uses a data access API provided by the distributed
data storage layer (see Figure 1). We distinguish two storage options: (i) the
storage layer is a white-box, thus a SN node may directly communicate with a
well identified XN; (ii) the storage layer is a black-box, hidding the data distri-
bution schema. In such case, we associate any partition with a key and access
a partition using get(key) and/or put(key, value) primitives call supported by
most of the existing datastores (e.g., Bigtable [4] and Hbase [3]).
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3.3 Communication Model

SN nodes are organized into a ring as stated in Figure 2. Each SN node knows its
successors and may communicate with them through a token that is a data struc-
ture. We handle two useful and distinct tokens: processing token and forwarding
token.

Fig. 2. Middleware layer of String

Processing Token. A processing token is used to synchronize SN nodes that
desire to access the same data at a time. A token circulates in a counter-clockwise
direction for giving to each SN a full access to the metadata required to route
queries. Actually, a processing token τpi is created for each partition pi and con-
tains metadata related to pi. When receiving τpi , an SN processes all transactions
inquiring an access to pi and releases the token afterwards for its immediate suc-
cessor. Once a SN releases a token, it has to wait for a complete round of the
token. Moreover, a pending list is maintained by each SN to queue transactions
requiring an access to pi. That is, a SN may keep a transaction into the pending
list until it gets the corresponding processing token (τpi).

Figure 2 depicts a situation with a single partition and four SNs. At the
beginning, SNk acquires the processing token (green diamond), and therefore,
has to routes {T1, T2, T3} that require the same data. Once the routing process
of its pending list completed, it releases the token for SN1, which has no waiting
transactions. In other words, SN1 does not keep the token and let it go directly
to SN2, which may start doing a job for {T5, T6}.

Forwarding Token. A forwarding token moves in a clockwise direction and
is used as a transport tool by a SN to send data or transactions to another
SN. Each SNi may have its own forwarding token (say fi) or share a unique
forwarding token with its peers. Whether a unique or several forwarding tokens
depends on some context we describe in Section 4.2. Conversely to a processing
token, a forwarding one is used only to ease a communication between two
SNs for forwarding transactions. For example, in Figure 2, SNk−1, may use its
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forwarding token (red diamond) to send T4 directly to SN2 or SNk in order to
accelerate the execution of T4. When and why a transaction is sent from one
SN to another is detailed in Section 4.1.

4 Dealing with Transactions

In this section we describe the transaction routing scenario used by highlighting
what the scheduling layer does for incoming transaction. Afterwards, we describe
various mechanisms to schedule transactions for reducing the routing time as well
as the execution time over the distributed storage. We, finally, describe how we
deal with multi-node transactions.

4.1 Transaction Execution Model

As explained above, transactions are received by SNs, which handle them based
on their access classes and the system status. To reach this goal, a SN node
needs know where the data partitions are stored and, if ever such partitions are
replicated on several XN, what is the less overloaded XN. The expected benefit
is to minimize execution time. With this in mind, after receiving a transaction,
T , modifying the partition pi, a SN may process as follows:

– If τpi is under its control, thus the SN reads metadata of pi and assess where
the T ’s latency will be the shortest regarding to its execution.

– else, it adds T in the pending list till it acquires τpi as well as it may decide
to forward T to another SN for shortening T ’s latency.

When SN1 decides to forward a transaction T to SN2, thus SN2 will add T to its
pending list and will handle all transactions when acquiring the corresponding
token. In other words, transactions are grouped when SNs forward transactions
to others in order to reduce waiting time.

4.2 Grouping Transactions Model

As stated in the previous section, a transaction can be routed once it arrives
or pended and thus, delayed for an unbounded while. Nevertheless, one of the
routing process goals is to minimize latency, thus, keeping a transaction into a
pending list may induce the reverse effect, i.e., to lengthen the response time.
Let us consider the example of the ring depicted in Figure 2 and assume that
T4 arrives immediately on SNk−1 after it releases the processing token that
goes to SNk. Thus, T4 is delayed at least for a complete round of the token.
To avoid such a long waiting, SNk−1 may decide to forward T4 to one of the
remaining SN that will surely receive the processing token before it. It is worth
noticing that beside that forwarding transactions accelerates the routing process,
it helps to parallelize the overall workload processing too. In fact, several SNs
can send all transactions modifying pi to the same SN that will get soon τpi ,
hence, they have more availability to deal with transactions related to other
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partitions. Transactions are grouped by using tokens either the processing one
or the forwarding. Actually, we have three basic algorithms: a piggybacking-
based, a ring-based and a time-based grouping model.

Piggybacking-Based Algorithm. This approach is defined to reduce trans-
action latency while minimizing the communication overhead for grouping trans-
actions. Our solution is devised in such a way that we have as many processing
tokens as number of partitions. Therefore, a SN may receive τpi while it is using
τpj . In such a situation, the SN is constrained to let τpi for another SN in order
to avoid starvation. However, by releasing τpi , the SN delays any transaction
that was in its pending list and requiring pi. To solve this problem, any transac-
tion related to pi is attached to τpi and forwarded to the next SN. This strategy
has the advantage to group transactions while sharing the processing tokens.
Moreover, it ensures an efficient use of the tokens that see their roles multiplied.

Ring-Based Algorithm. The piggybacking strategy is tightly coupled with
the synchronization process. That is, it helps to reduce latency only for those
transactions that are attached to a SN receiving two tokens at a time while it
requires only one. Hence, the improvement in the latency is biased and low since
such situations are almost rare.

That is why we introduce a solution, namely the ring-based grouping method,
which dissociates the synchronization process and the forwarding one. The ring-
based model relies on a forwarding token and the ring to send or group trans-
actions. To this end, only one forwarding token is shared by all SNs and for all
partitions. Any SN receiving this token appends its pending transactions to it.
The forwarding token circulates in a counter-clockwise for aggregating waiting
transactions till it reaches a SN that already holds a processing token (let us say
τpi). Thus, the SN retrieves all transactions related to pi and adds them to its
own list for routing them and afterwards the forwarding token continues.

Moreover, the SN will not immediately release a processing token when the
transactions end. Rather, the SN will keep the token as long as some transac-
tions concerning pi are waiting at that SN. This ensures that every forwarded
transaction will eventually be executed. Intuitively, at any time a transaction
is either at the SN which has the required processing token, either at another
SN and waiting for the forwarded token to be caught, either being forwarded.
We carefully manage the rare case where a transaction being forwarded would
miss the processing token because of the token-crossing (i.e., the forwarded to-
ken jumps from SNi to SNj when the processing token jumps from SNj to SNi).
We limit the maximum forwarding length to one round: a transaction is always
dropped to a SN if it has been forwarded one entire round.

Time-Based Algorithm. The ring-based strategy performs well if the for-
warding token quickly reaches its destination SN. This requires a small size ring
with low latency, i.e., few SNs hosted in a local network. To overcome such lo-
cality and size constraint, we design a one-hop forwarding solution which relies
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on a time-based estimation of the processing token location. This aims to enable
transaction routing with larger rings covering a wider area.

With this strategy, each SN owns a forwarding token that can join a specified
SN in one hop. Transactions are grouped based on token localization and the
number of required partitions. To this end, a SN uses a timestamp for each
token, TS (τpi ), storing the last time it acquired τpi . In this respect, whenever
SN i releases τpi it updates TS i(τpi). This timestamp is used to estimate when a
SN will probably get again a token after releasing it. This estimation is calculated
based on the number of SN and the moving average number of transactions per
SN (let us say T̄ ). Actually, if νT̄ is the time to route T̄ , thus, the idle time
regarding a partition pi of SN j is: idle(pij)= (n − 1) ∗ νT̄ + n ∗ λ) where λ
denotes the transfer latency of the token between two SNs and n the number of
SNs in the ring. The idle time represents the time for a complete round of the
token. We define the remaining waiting time, rt(pij) of SN j considering that τpi

is hold in SN k as:

rt(pij) = idle(pij)− [current time()− TS(τpi)],

where current time() is a call function, returning the current time of the system.
Furthermore, when SN j receives a transaction, T, requiring pi, it assesses the
remaining time rt(pij) to get τpi and computes how many SN left, k, have to
acquire the token before it by using the following formula:

k = �rt(pij)/(νT̄ + λ).

Once this value is known, SN j decides to keep T if ever k = 1 or routes it
to the next SN that will receive τpi otherwise. In other words, a SN decides to
keep an incoming transaction modifying pi if ever it will be the one to get τpi

in the next step. If not, sending transaction to another SN helps to shorten the
response time.

4.3 Transaction Ordering

With the grouping protocol described above, transactions may arrive from both
clients (applications) and SNs side. That is, the order transactions arrive in the
system globally may differ to the order a SN get them and process them. In fact, a
SN routes transactions based on their arrival order to its pending list whatever
their origin. Hence, Ti may be sent to SN i before SN j receives Tj and Tj

being executed before Ti if ever it is forwarded to SN j for the grouping reasons
described in 4.1. Fortunately, executing transactions in an order different to
their arrival is not so dramatic with respect to the class of social applications we
consider. One reason may be that it is not worth to add new friends in Facebook
with an specific order or to require an order for the enrollment to a Facebook
event where the number of attendees is not limited. Furthermore, we ensure
that a XN processes transactions with the same order sent by a SN and if ever a
partition is replicated, all replicas will receive the same order. The motivation of
applying the same order in all copies of a partition is to keep mutual consistency
between replicas while ensuring an eventual consistency policy [11].
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4.4 Managing the Processing Token

As pointed out early, processing tokens are used to synchronize concurrent trans-
actions while avoiding starvation. We portray in the following subsections how
we manage processing tokens to deal either with single or multi-partition trans-
actions.

Single Partition Transaction. Our approach is devised to maintain a token
per partition and each SN receiving a transaction has to add it into a pending
list or to attach it to a forwarding token if the SN does not hold the correspond-
ing processing token. That is, a SN waits until he gets a token for executing
pending transactions in its queue. Basically, the token is hold by only one SN at
a time, thus transactions requiring the same partition are executed in a sequen-
tial method and, therefore, no inconsistency can occur. Moreover, transactions
are executed in a bounded time and starvation is almost avoided since: i) the
number of transactions per SN is a finite number, thus, any SN will receive the
processing token within a bounded interval (say the time for a complete round
of the token as stated in the Section 4.2); ii) a SN cannot hold two processing
tokens at a time, thus, tokens will circulate rapidly and distributed on different
SNs.

Multi-partitions Transaction. When a transaction requires several parti-
tions, acquiring all corresponding tokens may be somewhat tough and must be
managed efficiently to avoid increasing the response time. To this end, we use the
forwarding token not only to transfer transactions but to notify SNs to not use a
particular token required for handling a multi-partition transaction. Moreover,
each SN manages its own forwarding token and time-based grouping algorithm
is used to forward transactions when needed. Actually, we detail the steps fol-
lowed to handle a multi-partition transaction by considering Figure 3. Assume
that SN 4 receives a multi-partition transaction requiring both pi and pj . Thus,
it identifies the SNs ( SN 6 and SN 2 respectively) holding the processing tokens
τpi (green diamond) and τpj (blue diamond). Once this identification done, SN 4

sends a specific message, called an inhibiting message, by using its forwarding
token to SN 6 and SN 2. An inhibiting message states that all successors of
SN 6 and SN 2 must not use (or hold) τpi and τpj even if they have in their
pending list some transactions related to pi and pj . That is, SN 4 inhibits suc-
cessors of SN 6 and SN 2 and will be the next one to hold and allowed to use
both tokens τpi and τpj . The intuition behind such a strategy is to give prior-
ity to multi-partition transactions that are somewhat less frequent. Moreover,
when a successor is inhibited, it has to forward transactions in its pending list
by using the grouping algorithm. In other words, the inhibiting process leads
to group transactions and thus, to shorten their execution time as pointed out
earlier.



STRING: Social-Transaction Routing over a Ring 329

Fig. 3. Inquiring several processing tokens

5 Validation

In this, section we validate our approach through simulation by using SimJava
[7], which is a toolkit (API Java) for building working models of complex sys-
tems. It is based on discrete events simulation kernel and includes facilities for
representing simulation objects. We implement each of entities such as clients,
SN nodes and XN nodes. Each entity is embedded into a thread and exchanges
with others through events. To be as close as possible to a real system, each
client that sends a query has to wait results before sending another one. To bal-
ance client requests over all SN nodes, clients use a round robin fashion to send
a query to an SN node. Moreover, we implement TranspeerToken [10] a solution
using a ring to route queries to a set of distributed databases.

The main objective of our experiments is to assess String performances, and
afterwards, to compare them with TranspeerToken in terms of response time. To
this end, experiments were conducted on an Intel duo core with 2 GB of RAM
and 3.2 GHz running under Windows 7.

5.1 Evaluating Grouping Algorithms

Since our approach is mainly based on grouping transactions regarding to their
access classes, we first conduct experiments to evaluate the benefits of our dif-
ferent strategies to group transactions (i.e., piggybacking, ring-based and time-
based algorithms). To this end, we set 10 SN nodes, 4 XN (i.e., 4 partitions)
and 10 clients making the workload. We let the system run till 500 transactions
are processed. We compute for each algorithm, the percentage of transactions
grouped based on data access classes, and we report results on Figure 4. One
may see, that at least more than 40% of the transactions are grouped before their
processing. This means, that our approach saves more than 40% of communi-
cation overhead compared to a solution that handles one transaction at a time.
This gain demonstrates all the benefits of our scheduling layer that manages
transactions in such a way that XN nodes may process transactions with group
commits. Moreover, we observe that the time-based approach gathers 67,2% of
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Fig. 4. Percentage of grouped transaction

transactions while the ring-based and the piggybacking ones do at most 46,2%
and 40% respectively. The time-based algorithm overcomes the remaining algo-
rithms because once it receives a transaction, it computes with more precision
where to send it for minimizing the waiting time. Thus, when it receives several
transactions within a short time window, the probability that it send all of them
to the same SN nodes is very important as shown by results.

5.2 Analysing the Cost of the Grouping Algorithm

We focus on the communication cost of the distributed grouping algorithm. We
estimate the number of messages that the grouping algorithm requires for each
of the three steps. The collecting step operates in one round. Computing the
groups is done locally at a SN, without sending any message. Dispatching the
transactions operates in one round. Consequently, the entire grouping iteration
requires 2*N messages. We now consider a whole run during which each applica-
tion submit a sequence of several transactions. During such a run, the grouping
algorithm iterates as long as there are some new incoming transactions to pro-
cess. The iteration period may be adjusted (i.e., slowed down) to further reduce
the communication cost of the grouping. Intuitively, it is worth waiting for most
of the current transaction groups to end their execution, before running the
next iteration of the grouping algorithm. This is especially interesting for groups
containing hot (i.e. frequently demanded) partitions. Notice that the communi-
cation cost of the grouping algorithm is independent of the number of incoming
transactions. It only depends on the ring size and the period at which the group-
ing algorithm executes. This makes the algorithm scalable to high workloads as
we may see on next experiment.

For the piggybacking and ring-based algorithms, the grouping latency is in-
creasing with the ring size. However, for the time-based algorithm, the grouping
latency remains bounded, provided that the SNs forward the transactions, in a
fixed (small) number of hops, to the SN which holds the token.
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5.3 Absorbing Temporal Peak Loads

In this experiment we aim at showing that our solution may faces peak loads and
therefore it is scalable. To this end, we set 10 SN, 10 XN and we vary the number
of transactions from 1000 to 8000 in a very short time. We report on Figure 5
the response time as well as the workload increases. We observe as we argue
previously that our solution faces efficiently peak loads since response time is
almost constant when workload varies. The main raison is that even if thousands
of transactions are sent, our scheduling layer gathers them in such a way that the
overall routing time is reduce and hence, the overall response time. Moreover,
we observe that all of our algorithms outperform TranspeerToken(TT) algorithm
in terms of response time thanks to the grouping transactions step and group
execution. We highlight too, that the ring and piggybacking give lower response
time than the time-based approach. This is due to the fast grouping capability of
the time-based approach which tends to group more transactions than the other
approaches, before starting the transaction execution process. Therefore, this
results shows that such fast grouping approach, although beneficial in the general
case, might propagate the peak load to the grouping SN, with the drawback to
lengthen the response time.

Fig. 5. Response time vs. worlkload

5.4 Impact of the Number of Tokens

Since there is one token per patition, the number of tokens grows as the number
of partitions is incresing. This experiment is conducted to evaluate the impact
of a growing number of tokens on the overall performances of String. To this
end, we set a constant number of transactions (exactly 500 transactions), 10
SN nodes and we vary the number of XN from 5 to 35. We report of Figure
6 the results and we observe that adding more tokens increases the response
time. The reason is that the overhead of managing ”useless” processing tokens is
increasing with the number of tokens. If too many processing tokens rotate into
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the ring, the SNs frequently have to handle a token without using it, because
either the SN is occupied with another token, or the token is not related with the
pending transactions. This tends to slow down the forwarding token. Therefore
a transaction will wait more time, on average, before being executed.

Fig. 6. Response time vs. number of XN (or number of tokens)

6 Conclusion

In this paper, we propose String a two steps approach, i.e., a scheduling step
followed by an execution step. String is a middleware-based solution devised
over a ring, which ensures low latency when a peak load occurs. The main idea
is to absorb the peak load, as early as possible, during the scheduling step,
before processing the transactions. Actually, the transactions are ordered during
the scheduling step in such a way that each transaction is followed or preceded
by another one. Afterwards, each transaction is executed at the nodes storing
the required data. A node-to-node coordination mechanism guaranties that the
execution order remains identical for all the nodes involved. To reach our goal, we
propose three algorithms we use during the scheduling step in order to group the
transactions and to reduce the communication cost. We designed and simulated
String using SimJava and we ran a series of experiments. Compared with some
existing solutions, String shows interesting and promising results. Ongoing works
are conducted to evaluate our solution in a cloud platform and to manage group
transactions size for optimal execution.
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Abstract. We consider the problem of locating the best points in large multidi-
mensional datasets. The goal is to efficiently generate all the points that meet a
multi-objective query on data distributed in Vertically Partitioned Tables (VPTs).
To compute the skyline on large VPTs, costly joins and comparisons may need
to be executed, negatively impacting on the query execution time. We propose a
new algorithm named FOPA (Final Object Pruning Algorithm) which is able to
efficiently produce the whole set of skyline points and scales up to large datasets.
FOPA relies on ordered VPTs, information on the values seen so far, and indices
on the VPTs, to prune the space of dominated points and identify the skyline for
large datasets in less time than state-of-the-art approaches. Empirically, we study
the performance and scalability of FOPA in synthetic data and compare FOPA
with existing approaches; our results suggest that FOPA outperforms existing so-
lutions by up to two orders of magnitude.

1 Introduction

Nowadays, Web based infrastructures have been developed and allow large datasets to
be published and accessed from any node of the Internet. Users more than ever can re-
trieve data that satisfies their requests by just searching or consulting any of the available
sources of data. Although the democratization of the information provides the basis to
discover properties and relationships that could not be identified years before, there are
still applications where it is important to efficiently identify the best tuples that satisfy
a query. That is, applications designed not only to meet soundness and completeness of
the answers, but also to provide few relevant answers quickly. We address this problem
and based on related work, we devise a solution to this ranking problem where tuples
that best meet a given user request correspond to the skyline tuples.

A skyline is a set of tuples such that, none of them is better than the rest. Sky-
line techniques have gained great attention in the literature [7,9,17], and state-of-the-art
approaches have focused on identifying the skyline tuples while the number of com-
parisons is minimized. In the database area, several techniques have been proposed to
efficiently identify the best tuples in a skyline [3,11,19]; additionally, few approaches
have considered this problem in the context of RDF, where data may be represented
as VPTs [6]. Particularly, approaches proposed by Balke et al. [3] and Chen et al. [6]
assume that the data is stored or distributed following a vertically partitioned table rep-
resentation, i.e., for each data dimension or RDF property a, there exists a relation
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aR composed of two attributes, Id and Value; tuples are ordered according to the at-
tribute Value. Further, a data structure is used to track the values of the objects seen
so far. The algorithms work on iterations, where the best entries in each of the verti-
cal tables are considered in one iteration. The goal of these algorithms is to minimize
the number of comparisons between data dimensions to compute the skyline. First, the
RDFSkyJoinWithFullHeader (RSJFH) algorithm proposed by Chen et al. [6], uses the
data structure named header point, to record the worst values of the tuples explored in
previous iterations; this information is used to guide the Pruning of tuples seen in fu-
ture iterations. Second, the Improved Distributed Skyline Algorithm (IDSA) proposed
by Balke et al. [3] was originally proposed for web sources, but can be naturally applied
to VTPs. IDSA guides the search into the space of the most promising final object, i.e.,
a final object is the one that has been considered in all the VPTs; once the final ob-
ject is found IDSA can ensure that a superset of the skyline has been found. Although
experimental studies reported in the literature[3,6] suggest that RSJFH and IDSA are
efficient, both algorithms do not scale up to large datasets and suffer of the following
drawbacks: i) RSJFH may produce incomplete results, and ii) IDSA performs a large
number of comparisons.

To overcome limitations of RSJFH and IDSA, we define a new algorithm named
FOPA (Final Object Pruning Algorithm). FOPA also assumes that elements or tuples
in a dataset are characterized by multi-dimensions and are stored following the vertical
partition approach, ordered and indexed by two indices. Additionally, FOPA maintains
information about the last values seen so far, and exploits this information to prune
within the group of objects read in a given iteration, those objects that will not be part
of the skyline. This allows FOPA to compute the skyline set as soon as it finds the fi-
nal object or a dimension has been completely scanned, not incurring in any further
comparisons. Thus, FOPA can ensure completeness while the number of comparisons
and data access is reduced. We empirically studied the properties of FOPA with re-
spect to state-of-the-art approaches; our experimental results suggest that techniques
implemented by FOPA allow the reduction of execution time by up to two orders of
magnitude in synthetic data produced using the data generator proposed by Borzsonyi
et al. [5]. To summarize, the main contributions of this paper are:

– the Final Object Pruning Algorithm which is able to efficiently identify the tuples
that best meet a user multi-objective request; the approach is complete and scales
up to large datasets, while the number of comparisons are reduced; and

– an extensive empirical study where performance and quality of the proposed al-
gorithm is evaluated in terms of RSJFH[3] and IDSA[6]; results suggest that the
proposed approach overcomes these solutions.

This paper is composed of five additional sections. Section 2 illustrates a motivat-
ing example and describes the main properties of RSJFH[3] and IDSA[6]; section 3
formalizes FOPA. Section 4 presents an experimental study where we report on the
performance and the quality of FOPA. Section 5 summarizes existing state-of-the-art
approaches. Finally, we conclude in section 6 with an outlook to future work.
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2 Motivating Example

Suppose a tourist is interested in visiting the nearest restaurants to her location that
serve the best local food, have the best decoration and are the most popular; quality,
decor and popularity are equally important for her. In order to have a good selection
of restaurants to visit, the tourist wants to review the restaurants that best meet her
conditions. Following our tourist’s criteria, a restaurant will be preferred if there is no
other restaurant with higher quality, decor and popularity. Figure 1(a) presents a table
with the nearest restaurants that serve local food. Formally, a set of preferred restaurants
is composed of restaurants that are non-dominated by any other restaurant in terms of
the former criteria; this set of restaurants is called skyline. A restaurant A dominates
a restaurant B, if B has better values in quality, decor and popularity than A, e.g.,
restaurant 4 is dominated by restaurant 1. Additionally, restaurants 1, 2, 3, and 11, are
the non-dominated ones, i.e., there is no other restaurant r in the table of Figure 1(a)
with values better than restaurants 1, 2, 3 and 11 in these three attributes. Notice that
a weight or a score function cannot be assigned because all the criteria are equally
important and relevant. The problem of computing the skyline is polynomial in the size
of the dataset, and the goal of state-of-the-art algorithms is to compute the set of skyline
points without having to perform a polynomial number of comparisons[9,11,17].

Id Quality Decor Popularity
1 10 4 2
2 2 10 3
3 6 2 10
4 9 3 2
5 1 10 3
6 1 2 9
7 9 4 1
8 2 8 2
9 6 1 8
10 8 4 1
11 1 9 8

(a) Table of Near
Restaurants

Id QualityValue
1 10
4 9
7 9
10 8
9 6
3 6
8 2
2 2
5 1
11 1
6 1

(b) Quali-
tyR

Id DecorValue
2 10
5 10
11 9
8 8
7 4
10 4
1 4
4 3
6 2
3 2
9 1

(c)
DecorR

Id PopularityValue
3 10
6 9
9 8
11 8
5 3
2 3
8 2
4 2
1 2
10 1
7 1

(d) PopuR

Fig. 1. (a) Table of Near Restaurants and its Vertically Partitioned Table Representation (b), (c)
and (d)

Recently, the vertically partitioning representation has gained attention in the liter-
ature not only for efficiently representing RDF data, but also for providing a compact
implementation of relational tables on top of column-oriented databases [1]. Formally,
in a vertically partitioned table representation, for each attribute of a relational table or
RDF property a, there exists a relation aR composed of two attributes, Id that represents
the identifier of a tuple or the URI of an RDF resource, and Value that corresponds to
the value of the attribute or property assigned to the entity with identifier Id; addition-
ally, tuples can be ordered according to the attribute Value. Following this idea, tuples
presented in Table of Figure 1(a) are modeled as three vertically partitioned tables, as
shown in Figures 1(b), (c) and (d). Data in tables QualityR, DecorR and PopuR
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are stored in descending order. Vertically partitioned tables can support heterogeneous
values, reduce the number of nulls, speed up the execution of merge join operators, and
reduce the number of I/Os. Because skyline approaches can be widely benefited from
exploiting advantages of the vertically partitioned tables, we focus on algorithms that
rely their ranking process on sorted binary tables that represent relationships of an en-
tity with each of its attributes or properties. We consider two RSJFH [6] and IDSA [3].
Both algorithms implement a two-fold approach where in the first phase a set of sky-
line candidates is identified, and then, in the second phase, dominated candidates are
eliminated by performing an existing skyline algorithm. To compute the set of skyline
candidates, these two algorithms assume that the data is stored following a Vertically
Partitioned Table (VPT) representation. Additionally, indices are kept on top of these
tables to provide direct and sequential access, and a data structure is used to track the
values of the objects seen so far. The algorithms work on iterations, where the best en-
tries in each of the VPTs are considered in one iteration. Entries from different VPTs
are joined to retrieve the values of all the attributes of an entry; these tuples are named
joined tuples. The goal of these algorithms is to minimize the number of comparisons
to compute the skyline candidates.

The RDFSkyJoinWithFullHeader (RSJFH) algorithm proposed by Chen et al. [6],
uses the data structure named header point, to record the worst values of the tuples ex-
plored previously; this information is used to prune tuples in future iterations. A joined
tuple is pruned if it is worse than the header point in at least one dimension. RSJFH fi-
nalizes the first phase when either of the following conditions holds: i) the header point
is not updated or ii) at least one of the tables is explored completely. We illustrate the
main drawbacks of RSJFH in our running example. First, the RSJFH algorithm reads
the tuples in each dimension and performs a hash join to retrieve the joined tuples:
t1=<1, 10, 4, 2>, t2=<2, 2, 10, 3> and t3=<3, 6, 2, 10>1. These first tuples will create
the header point (H) with the worst values in each dimension, resulting in H=<2, 2,
2>, i.e., bold values in t1, t2 and t3 correspond to the entries in H; additionally, t1, t2
and t3 are the tuples associated with the header. Next, the algorithm reads the following
tuple in QualityR and the joined tuple obtained is t4=<4, 9, 3, 2>. Compared with
H, t4 is not pruned, because it has the same value in PopularityValue as H; thus,
t4 is included in the set of header tuples. Then, RSJFH reads the next tuple in DecorR,
and performs a hash join to build t5=<5, 1, 10, 3>. Compared with H, t5 is pruned
because it is worse than H in at least one dimension (QualityValue). Since, t5 was
pruned, the algorithm continues reading the same table and retrieves the joined tuple
t11=<11, 1, 9, 8> which is also pruned. Nevertheless, t11 is a skyline tuple, illustrating
why RSJFH can produce incomplete results. The algorithm reads the next tuple and
performs the hash join to obtain t8=<8, 2, 8, 2> which is not pruned and is included in
the set of header tuples. Then, RSJFH considers PopuR table, reads the next tuple and
obtains the joined tuple t6=<6, 1, 2, 9> which is pruned. This process is repeated until
the algorithm reaches the end of PopuR; one of the stop conditions. Once this phase is
finished, seen and unpruned tuples correspond to the candidates, and they are passed to
the BNL algorithm to compute the skyline.

1 For each ti, arguments correspond to Id, QualityValue, DecorValue and PopularityValue, re-
spectively.



338 A. Alvarado et al.

The Improved Distributed Skyline Algorithm (IDSA) proposed by Balke et al. [3]
performs two types of accesses: sorted and random. Sorted accesses follow the sequen-
tial order of the VPTs, while random accesses are performed to build the joined tuples.
Similarly to RSJFH, IDSA maintains a data structure to record last seen values among
the already explored tuples, we named this structure the header object. Also, IDSA dis-
tinguishes one object: the most promising final object, which is the one most likely to
be seen in all the dimensions following sorted accesses. Additionally, IDSA keeps two
values cval and fval related with the header object; cval and fval are computed as the
sum of the differences between the values of the header object and the current joined
tuple, and between the header object and the most promising final object, respectively.
Initially, the most promising final object is the first joined tuple, and this is updated with
the current joined tuple only when cval is smaller than fval. In case both cval and fval
hold the same value, the sum of their respective objects’ values is used to determine
which will be the most promising object. IDSA finalizes the first phase when all the
values of the most promising final object were seen following sorted accesses. Once the
final object is found, IDSA can ensure that a superset of the skyline has been found, and
a post-processing step is fired to discard the tuples in this superset that are dominated.

IDSA initializes the header object with the maximal values from the VPTs, i.e.,
H=<10,10,10>. Then, IDSA reads the first tuple t1 of QualityR and performs ran-
dom accesses to find the rest of its values and build a joined tuple. Because t1 has value
10 in QualityValue, the header object is not updated. Next, IDSA sums up the dif-
ference between values of t1 and the header object values, and computes cval, i.e., cval
is 14. Thus the tuple t1 becomes the most promising final object and therefore, fval is
updated to 14. IDSA considers one of the tables where t1 has not been found following
a sorted access, for example, DecorR. Thus, IDSA reads the next tuple and performs
the random accesses to obtain t2=<2, 2, 10, 3>. Because H and t2 have the same value
in DecorValue, H is not updated. Then, IDSA adds up the difference between t2 and
the header object, and it assigns 15 to cval. The final object is not updated because cval
is greater than fval. IDSA continues on DecorR because t1 has not been seen yet in this
VPT. IDSA reads t5=<5, 1, 10, 3>, and the header object is not updated. Then, IDSA
adds up the difference between t5 and the header object, cval is 16, which is greater than
fval . IDSA continues and reads the next tuple t11=<11, 1, 9, 8> and the header object
is updated to H=<10, 9, 10>; thus, fval and cval are updated to 13 and 11, respectively.
Because fval is greater than cval, the most promising final object is now t11. Now, IDSA
considers one of the tables where t11 has not been seen, e.g., QualityR. IDSA reads
the next tuple and performs the random accesses to obtain t4=<4, 9, 3, 2>, and the
header object is updated to H=<9, 9, 10>, fval is 10, and cval is 14. This process is
repeated until the algorithm finds t11 in the rest of the tables.

As shown in the previous example, both RSJFH and IDSA suffer of the following
drawbacks: i) RSJFH produces incomplete results when skyline results have at least one
value worse than the one registered for the same dimension in the header, i.e., t11, and
ii) IDSA performs a large number of comparisons and joins, when the most promising
final object is comprised of a value that is close to the worst value of one of the VPTs,
i.e., t11 was composed of the worst value in QualityR and IDSA had to read this table
completely following the sorted access. To overcome these limitations and improve
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efficiency, we propose the algorithm FOPA which combines the best properties of the
algorithms RSJFH and IDSA. FOPA registers enough information about the seen values
to prune dominated tuples, and to select the VPTs where the most promising object will
be read; thus, the comparisons and joins can be reduced while the solution is complete.

3 Our Approach

Similarly to RSJFH and IDSA, FOPA also assumes that data is stored following a verti-
cally partitioned table representation; additionally, each VPT is indexed by two indices,
one on the attribute tupleId and the other on aValue; tuples are ordered in aR based
on the values of a. Also, FOPA keeps the last score values of each dimension in the
header object, to guide the search for the most promising final object. Unlike IDSA and
RSJFH, FOPA identifies the skyline tuples in only one phase. In one iteration, FOPA
reads all the tuples containing the same value in a given VPT; this may result in multiple
tuples being read at the same time which are compared among themselves to discard
the ones that are dominated. This set of non-dominated tuples will be compared against
the skyline tuples found in the corresponding VPT, i.e., the skyline objects that have
been seen previously by performing sorted accesses in the current VPT.

Similar to IDSA, FOPA computes cval and fval, and initializes the most promising
final object with one of the first joined tuples that is not dominated among the group
it was read with. Every time a newly joined tuple is neither discarded nor dominated,
cval is computed for it, and fval is recalculated. Then, the most promising final object
will be updated whenever cval is lower than fval. FOPA finalizes when all the values of
the most promising final object are seen following sorted accesses, or when any of the
tables is completely explored. A sketch of FOPA is presented in Algorithm 1.

As a first step, FOPA initializes the header object with the best values from the VPTs,
i.e., H=<10,10,10>. Then, FOPA reads the first tuple t1 of QualityR and performs
random accesses to find the rest of its values and build a joined tuple (Line 3 Algorithm
1). Object t1 is added to the set of seen objects and since it is the first iteration, t1
becomes the most promising final object which we will call fid from now on (Line 9
Algorithm 1). Because t1 has value 10 in QualityValue, the header object is not
updated. Since no other objects have been read so far, t1 is not pruned by FOPA; it is
added both to the set of seen objects P , and to the skyline set S (Line 11 Algorithm
1). Next, FOPA sums up the difference between values of t1 and the header object
values, and computes fval, i.e., fval is 14, which in this first iteration will be the same
as cval (Line 19 Algorithm 1). FOPA considers one of the tables where t1 has not been
found following a sorted access, for example, DecorR (Line 27 Algorithm 1). Thus,
FOPA reads the tuples with the same DecorValue and performs the random accesses
to obtain t2=<2, 2, 10, 3> and t5=<5, 1, 10, 3> (Line 3 Algorithm 1). Because t5
is dominated by t2, t5 is discarded after adding it to the set of seen object P (Line
5 Algorithm 1). Object t2 is now part of the set of non-dominated tuples S (Line 11
Algorithm 1), and also part of the set P. FOPA assigns 15 to cval and the fid remains
the same because cval is greater than fval (Line 19 Algorithm 1). FOPA continues in
DecorR, and it reads the next tuple t11=<11, 1, 9, 8> (Line 3 Algorithm 1). The tuple
t11, is not dominated or pruned by any other tuple and thus, it is added to the skyline
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Algorithm 1. FOPA Algorithm
1: Initialize two data structures S, P ← ∅ as the set of skyline objects, and seen objects, respec-

tively. Initialize n data structures one for each dimension, k1,..., kn ← ∅ containing records
with an identifier. Initialize a record fid and initialize two real values cval, fval ← 0. Ini-
tialize the header H with n real values h1, ..., hn obtained from the best values in each
dimension. Initialize i← 1, and phase2← ∅, a lists of records.

2: while fid is not in every ki ∧ unseen elements exist in the current list Di do
3: Get all the records which hold the same value for dimension i, by performing sorted access

on list Di.
4: Ignore all records that already exist in P and not in S.
5: Discard all objects that are dominated among each other in this group and add them to P ,

add the remaining non-dominated objects into list phase2.
6: while phase2 
= ∅ do
7: Read an object objp from phase2 and remove it from the list
8: if objp has not been read already then
9: Add objp to P , and if this is the first iteration, set fid to objp.

10: if objp is not pruned by the existing skylines in dimension i then
11: Add objp to S.
12: end if
13: end if
14: Add objp to list ki of seen objects in dimension i.
15: if objp ∈ S then
16: Update hi value in header with the value on the i-th dimension in objp.
17: Compute the sum of differences between objp’s absolute score values, and the values

in the header and assign this value to cval.
18: Compute the sum of differences between the fid’s absolute score values, and the

values in the header and assign this value to fval.
19: if cval < fval then
20: Replace the current fid with objp.
21: end if
22: end if
23: end while
24: if fid object is in every ki then
25: Exit While.
26: else
27: Set i from Di to a dimension in which fid has not been seen.
28: end if
29: end while
30: Output S as the set of skylines.

set S and to the set of seen objects P (Lines 9-11 Algorithm 1). FOPA updates the
header to H=<10, 9, 10>; and so, fval and cval are updated to 13 and 11, respectively
(Lines 16-18 Algorithm 1). Because fval is greater than cval, the new fid is now t11
(Line 19 Algorithm 1). Now, FOPA considers one of the tables where t11 has not been
seen, e.g., QualityR (Line 27 Algorithm 1). FOPA reads the next tuples and performs
the random accesses to obtain t4=<4, 9, 3, 2> and t7=<7,9,4,1>. The set of non-
dominated tuples is t4 and t7 and they are both added to the set of seen tuples P (Lines
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5-9 Algorithm 1); however, both tuples are dominated by skyline t1, then, neither is
added to the skyline set (Line 10 Algorithm 1). Next, FOPA reads t10 which after being
added to set P , is dominated by t1 (Line 10 Algorithm 1). Later, the algorithm considers
t9 and t3; the first one is dominated by t3 so it is added to the set P and then discarded
(Line 5 Algorithm 1). After adding t3 to the set P of seen objects (Line 9 Algorithm 1),
it is determined that t3 is a non-dominated tuple and is therefore added to the skyline
set S (Line 11 Algorithm 1); and cval and fval are updated with 7 and 7, respectively
(Lines 17,18 Algorithm 1). Then FOPA reads t8 and t2; t8 is discarded because it is
dominated by t2, and added to the set P of seen objects. Because t2 is already in sets
P and S, fid is not updated. Finally, FOPA accesses tuples t5, t11 and t6. The tuple
t5 is ignored since it has already been read and is not a part of the skyline (Line 4
Algorithm 1). Then, the algorithm prunes t6, because t3 dominates it. Since the end of
QualityR has been reached, FOPA outputs t1, t2, t3 and t11 as the skyline and the
algorithm concludes (Lines 2,30 Algorithm 1). Note that FOPA reduces the number
of comparisons and speeds up the time required to completely read one VPT. This
is because FOPA considers groups of tuples that have the same value in one of the
dimensions, and compares among themselves to select the non-dominated ones; then,
the resulting tuples are compared with the skyline tuples. Table 2 reports on the number
of comparisons performed by RSJFH, IDSA, and FOPA. We can observe that even
in this simple example, FOPA reduces the number of operations while the answer is
complete.

Algorithm Comparisons Joins Accesses Skyline Size
RSJFH 25 17 17 3
IDSA 207 11 19 4
FOPA 22 13 14 4

Fig. 2. Number of Comparisons, Joins, Sorted and Random Accesses, and Skyline Size

Theorem 1 (FOPA Pruning Correctness). Every discarded or pruned tuple is not
part of the skyline set.

Proof. Let P=< p1, . . . , pn > be a skyline tuple, newly read in dimension i, that is
pruned. There are two possible situations in which P could have been pruned; i) either
a tuple Q=< q1, . . . , qn >, which holds the same value as P in dimension i, dominates
P or ii) a skyline tuple T=< t1, . . . , tn >, which was previously found in dimension i,
dominates P. In the first case, if Q dominates P, then it has equal or better values than P,
and at least one value strictly better; however, this contradicts the definition of skyline,
and therefore P could not be part of the skyline set. In the second case, we know T is
strictly better in dimension i than P, hence the rest of its values should be equal or better
than P, in order to prune it, which contradicts the skyline definition.

Theorem 2 (FOPA Pruning Completeness). Every read tuple that is not part of the
skyline set is discarded or pruned.

Proof. Let P=< p1, . . . , pn > be a newly read tuple that is not member of the skyline,
then there exists a skyline point Q=< q1, . . . , qn > which dominates it. In order for



342 A. Alvarado et al.

P to be dominated by Q, according the definition of skyline, Q must be at least equal
in n − 1 dimensions and strictly better than P in one dimension. Thus, there are two
possible situations that may develop; i) either Q has been read before P, both in the
same dimension, and therefore, P will be pruned, or ii) Q and P have been read in the
same group in one dimension, in which case since Q dominates P, P will be discarded.

4 Experimental Study

We empirically analyze and report on the performance and quality of FOPA with respect
to the algorithms RSJFH[3] and IDSA[6].

Table 1. Skyline Cardinality Per Dataset and Data Distribution. Large Skyline produced by com-
plex queries are highlighted in bold.

Data Distribution Dataset Cardinality Skyline Cardinality Ranges

Anti Correlated

10,000 50-2,995
50,000 54-9,189

100,000 77- 13,111
1,000,000 11-2,653
2,000,000 13-1,735
3,000,000 15-2,008
4,000,000 16-2,122

Correlated

10,000 105-2,969
50,000 150-7,250

100,000 201-10,174
1,000,000 15-2,414
2,000,000 18-2,256
3,000,000 17-2,652
4,000,000 15-2,680

Independent

10,000 50-4,873
50,000 59-15,660

100,000 70-23,791
1,000,000 11-1,696
2,000,000 18-2,326
3,000,000 17-2,625
4,000,000 18-2,720

Datasets and Queries: we considered synthetic datasets generated by the benchmark
generator implemented by Borzsonyi et al. [5]. We generated data with three different
distributions: correlated, anti-correlated and independent (uniform). The values in each
dimension, range from 0.0 to 1.0. Additionally, for each distribution seven datasets were
generated with 10,000, 50,000, 100,000, 1M, 2M, 3M and 4M tuples, respectively. For
the 10,000, 50,000 and 100,000 datasets, tuples are characterized by an identifier and
3, 5 and 10 dimensions. For the 1M, 2M, 3M and 4M datasets, tuples are characterized
by an identifier and 2, 3, 4 and 5 dimensions. Thus, experiments were conducted on 75
different datasets. The performed queries where characterized by the MIN and MAX
directives, as anti-correlated queries i.e., alternated MIN MAX directives for each at-
tribute of the multi-objective queries.

Evaluation Metrics: we measure performance as query execution time and throughput.
The former is computed as the elapsed time between a query submission and the gener-
ation of the skyline points; this is measured by the nanoTime() method from the Java’s
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System Class. The latter reflects the number of skyline tuples that an algorithm can
produce per second; this is computed as the ratio of the number of skyline tuples gener-
ated by an algorithm to the elapsed time in seconds. Effectiveness is reported as answer
completeness, and correlation between number of pruning versus answer completeness.
Answer completeness corresponds to the percentage of the total skyline produced by an
algorithm, while the correlation reflects when an algorithm prunes true skyline can-
didates; points with X’s values close to 0% indicate that skyline points were wrongly
pruned, while points with X’s values close to 100% show that prunes were effective and
did not affect the completeness of the answer.

Implementations: RSJFH, IDSA and FOPA were all implemented in Java (64-bit JDK
version 1.7.0 17); we followed the vertical partitioning approach to represent data in
a relational database in Oracle 10g and accessed through the JDBC API. Experiments
were executed on a Sun Fire V440 equipped with two UltraSPARC IIIi processors run-
ning at 1.593 GHZ with 12GB RAM and 2 disks HITACHI HDS7225 and SEAGATE
ST32500 of 250 GB each running on SunOs 5.10 (Solaris 10). In IDSA’s approach, we
have taken into consideration the possibility of requiring different conditions set on the
dimensions consulted in a query e.g. minimum and maximum. Therefore, when calcu-
lating the sum of differences between all the values of an object and the last score value
seen in a given iteration, the absolute value of each addend is used, rather than only the
original addend. Timeout is of 30 minutes.

4.1 FOPA Performance

We study the performance of FOPA with respect to the algorithms RSJFH [3] and
IDSA [6] on the synthetic datasets described in Table 1; note that the skyline cardinali-
ties differ by up to two orders of magnitude. The effects of the cardinality of the dataset,
the data distribution, and the size of the skyline on the performance of these algorithms
are studied; performance is measured in terms of execution time and throughput. Fig-
ures 3 (a), (b) and (c) report on the execution time in logarithmic scale. We can observe
that FOPA and RSJFH consume less time than IDSA; in fact, IDSA timed out in a
great number of the queries with more than 3 dimensions. FOPA’s performance seems
to be more affected by the complexity of the queries (up to 10 dimensions datasets with
10,000; 50,000; 100,000) than for the size of the dataset (queries with 2, 3, 4 and 5
dimensions for datasets of 1M, 2M, 3M and 4M); note that FOPA’s execution time can
be increased by up to two orders of magnitude when the dataset grows into 100,000 tu-
ples and the queries are complex. Nevertheless, FOPA’s execution time remains almost
stable for queries of up to 5 dimensions and large datasets; this indicates that FOPA
can scale up to large datasets whenever complexity remains in certain range. Contrary,
RSJFH’s performance does not seem to be affected by either the complexity of queries
or dataset size; however, the completeness of the answer considerably decreases as
we can observed in Figure 4. Additionally, Figure 3(d) illustrates the performance of
RSJFH, IDSA and FOPA in terms of the number of skyline tuples that each one can
produce per second. In all cases, FOPA produces up to one order of magnitude more
skyline tuples per second than RSJFH and IDSA do. As explained before, throughput is
more affected by the complexity of the queries executed against datasets of size 10,000;
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50,000; and 100,000 than by the size of the datasets. Thus, we can observe that FOPA’s
throughput values decrease rapidly for datasets of 10,000; 50,000; and 100,000 where
complex queries are executed. IDSA’s and RSJFH’s throughput curves also decline but
the slopes are smaller than FOPA’s throughput slope.
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Fig. 3. Performance measured in terms of Execution Time (logarithmic scale) and Throughput.
Queries against Datasets with 10,000; 50,000 and 100,000 have 3, 5, and 10 dimensions. Queries
on Datasets of 1M, 2M, 3M and 4M are of 2, 3, 4 and 5 dimensions. Timeout of 30 minutes.

4.2 FOPA Effectiveness

We measure effectiveness in terms of completeness of the answer and the correlation
between the number of prunings and the completeness of the answer. Figure 4 presents
the percentage of answer completeness for queries of dimensions 2, 3, 4, and 5, in
datasets of 1M, 2M, 3M and 4M; three data distributions are considered. FOPA and
IDSA are complete, and they always reach an answer completeness of 100%; simi-
lar behavior is exhibited by RSJFH for queries of 2 dimensions and datasets of any
size or data distribution. Nevertheless, because RSJFH aggressively prunes seen ob-
jects, it can discard a large number of skyline candidates and is able to produce less
than 3% of the skyline tuples for queries of 5 or more dimensions. This behavior can be
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Fig. 4. RSJFH Percentage of Answer Completeness. IDSA and FOPA produce all the skyline
tuples, and are not reported in the plot for legibility.

also observed in Figures 5 (a), (b), (c), and (d). It is important to observe that FOPA’s
pruning strategy always discards false skyline tuples (green points in Figures5 (a), (b),
(c), and (d) have X’s values of 100%). However, RSJFH only exhibits this behavior for
queries of 2 dimensions, and the effectiveness of the pruning strategy deteriorates until
the point that for queries of 5 dimensions all the blue points have X’s values close to 0;
this indicates that most of the discarded tuples were true skylines.

4.3 Discussion

We conducted an empirical evaluation on a large variety of datasets and queries: 75
datasets of different sizes, data distributions, and dimensions were generated; addition-
ally, queries of different dimensions that produced skylines of a wide range of cardi-
nalities were evaluated. The proposed algorithm was compared with RSJFH and IDSA.
Observed experimental results allow us to conclude the following:

– IDSA and FOPA are able to produce complete answers independently of the sizes
of the datasets, the number of dimensions, data distributions or skyline sizes.

– IDSA does not implement any pruning technique, so it requires to traverse the
VPT’s until a final object is completely seen. In case of large skylines, IDSA may
time out before producing any skyline tuple.

– RSJFH implements an aggressive pruning strategy that effectively prunes false sky-
line candidates when queries are of 2 dimensions. Nevertheless, the quality of this
pruning strategy deteriorates as the complexity of the queries increases, and almost
all the tuples in the skyline can be pruned.

– FOPA exhibits a good performance in large datasets and the pruning strategy dis-
cards only seen points that do not belong to the skyline. However, FOPA’s perfor-
mance can be affected if queries are comprised of 10 or more dimensions, and the
skylines are large.
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Fig. 5. Quality measured in Correlation Between Percentage of Answer Completeness Versus
Number of Prunings

5 Related Work

Skyline [5] approaches have been defined in the context of databases to distinguish
the best tuples that satisfy a given ranking condition. A skyline-based technique identi-
fies a partially ordered set of services whose order is induced by criteria composed of
conditions on equally important parameters. The problem of efficiently computing the
skyline has been extensively studied in the literature [2,3,5,7,9,12,13,14,15,16].

Bentley et. al. [4] propose the first skyline algorithm, referred to as the maximum
vector problem and it is based on the divide & conquer principle. Progress has been
made as of recent on how to compute efficiently such queries in a relational system and
over large datasets. Block-Nested-Loops (BNL) [5], Sort-Filter-Skyline (SFS) [8] and
LESS (Linear Elimination Sort for Skyline) [10] are three algorithms that identify the
skyline by scanning the whole dataset. On the other hand, progressive (or online) algo-
rithms for computing skyline have been introduced: Tan et al. propose the NN (Nearest
Neighbor) [18] algorithm and BBS (Branch-and-Bound Skyline) [14,12]. A progressive
algorithm returns the first results without having to read the entire input and produces
more results during execution time. Although these strategies could be used to imple-
ment our approach, they could be inefficient because they may perform a number of
non-necessary comparisons or generate an incomplete answer.

In order to process skyline queries against web data sources, efficient algorithms have
been designed considering sequential and random accesses. Each data source contains



FOPA: A Final Object Pruning Algorithm to Efficiently Produce Skyline Points 347

object identifiers and their scores. A sequential access retrieves an object from a sorted
data source while a random access returns the score from a given object identifier. Balke
and Guntzer proposed the Basic Distributed Skyline (BDS) [2], a two-fold algorithm,
which builds the skyline in two phases; first a superset is constructed, and then, dom-
inated points are eliminated. BDS performs sorted access in a round robin fashion on
the data set in order to compute a Skyline superset. BDS stops in the first phase when
it completely sees an object. A second algorithm known as IDSA is presented by Balke
et al. [3]; in contrast to BDS, it compares all the seen objects once it finds that some
seen object dominates a most promising object that is updated constantly; additionally,
IDSA maintains a data structure to record last seen values among the already explored
tuples, we named this structure the header object. IDSA scans the same objects than
BDS but constructs the final object. The final object is comprised of values that have
been seen in all the VPTs by performing sequential access. For each seen object, IDSA
performs random access for retrieving unseen values and compares pair-wise the seen
objects versus the most promising object and the header object. Selke and Balke [15]
proposed a trie-based indexing technique called SkyMap, able to address all problems
for skyline queries in realistic applications, in order to achieve faster access, superior
scalability, and low costs for maintenance due to data updates. This technique uses a
tree data structure that adopts a ”data-independent disjoint space partitioning” and nav-
igation based in binary strings. To improve efficiency they rely on inexpensive bitwise
operations to explore and create the tree. Additionally, SkyMap avoids re-balancing by
storing the data only in the leaf nodes and by using the Z-address concept. Recently,
Chen et al. [6] propose the RSJFH algorithm to compute the skyline on RDF docu-
ments that have been represented as VTPs; this algorithm is guided by a header point
that summarizes the boundaries of the visited space. The header point records the worst
values of the tuples explored previously; this information is used to guide the pruning
of tuples in future iterations. A joined tuple is pruned if it is worse than the header point
in at least one dimension. Although experimental studies reported in the literature[3,6]
suggest that RSJFH and IDSA may be efficient, they may not scale up to large datasets
or may be incomplete.

6 Conclusions and Future Work

We have studied the skyline problem in large datasets and proposed a ranking algo-
rithm that provides an efficient solution to this problem. Empirically we studied the
performance and quality of our solution on synthetic data. Our experimental results
suggest that our proposed algorithm overcomes existing approaches by up to two or-
ders of magnitude while the skyline is completely generated. In the future we plan to
exploit properties of variations of R-trees and trie-based indexes, like SkyMap [15], to
improve the performance of our approach and apply the proposed techniques in differ-
ent real-world domains. Additionally, we plan to equip the FOPA’s approach with dy-
namic structures and thus, enable the algorithm to work with streaming data in dynamic
environments.
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Abstract. Schema mappings are fundamental notions in data exchange
and integration for relating source and target schemas. Visual mapping
languages provide graphical means to visually describe such transforma-
tions. There is a plethora of tools and languages available however all
use different notions and visualizations and are hardly extensible.
In this paper we propose a new universal layer Umap for schema map-

ping languages which provides a unified abstraction and middleware for
high-level visual mapping languages. We use only standardized Uml and
Ocl artifacts which allow for easy code generation in a number of target
languages (e.g. C++ code) and for a modular extension mechanism to
support complex schema mappings. We illustrate our layer by translat-
ing key elements of Clip, a recent expressive visual mapping language,
and show that Umap has enough expressive power to encode all Clip
features. Moreover, we outline a strategy for automating the translation
of any visual input language with a formal meta-model to Umap.

1 Introduction

Schema mappings are central notions both in data exchange and data integra-
tion. They provide a precise formalism for modeling and describing the process
of transforming source instances to target instances of a database in an infor-
mation exchange scenario. The most common formalism for expressing schema
mappings are logical formulae, typically in first-order or second-order logic [1].
The use of logics allows for exact definitions of the syntax and semantics of
schema mappings contributing to the success of data exchange in theoretical
research during the last decade [2]. Similarly, schema mappings have been of
tremendous importance in industrial data exchange applications, e.g., in the
well-known Ibm Clio mapping tool [3,4]. However, in an industrial context vi-
sual languages for modeling schema mappings have gained increasing importance
over the last years. Visual languages hide logical formalisms behind graphical
notations and allow users without deep technical and mathematical background
to perform data exchange. This is especially relevant for big data applications as
manual compilation and inspection becomes inherently complex with increasing
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schema and data size. One of the most influential approaches along this line
is Clip [5], a visual language for explicit schema mappings. Clip defines a set
of custom language elements modeling source-to-target and hierarchical schema
mappings. Clip and similar visual language formalism have their merits for high-
level modeling by providing appropriate visual elements for the most common
mappings. Nonetheless, we observe a number of drawbacks. First, there is no
unified formalism nor standard for the actual elements of such a visual mapping
language: supported elements depend on the concrete schema mappings sup-
ported by the tool, and each visual language uses different visualizations for its
elements. Second, when automatically generating code from schema mappings,
various tools (Ibm Clio, Altova MapForce, Stylus Studio, etc.) differ significantly
in the number of target languages and the concrete implementation of the rules.
Finally, there is a lack of easy extension mechanisms that allow the user to
model additional types of schema mappings, e.g., for second-order dependencies,
or mappings in the non-relational case. Consequently, these challenging tasks
need to be addressed to foster the applicability of visual languages for schema
mapping design in industry. To the best of our knowledge no comprehensive mid-
dleware for visual schema mapping languages exists to fill this gap. Slightly re-
lated is [6] where schema mappings are deduced from user examples. We propose
a new unifying layer for visual schema mapping languages based on standard-
ized Uml class diagrams [7] and Ocl constraints [8]. This layer is intended as a
middleware underlying high-level visual languages like Clip or schema mapping
toolkits like Clio but can also be used directly to visually design, model, and
maintain schema mappings. By using only standardized and well-understood ar-
tifacts (basic features of Uml class diagrams and selected Ocl constraints) from
the Uml modeling language we obtain a precise syntax and semantics for our
layer which can be translated back to logics [9,10]. Most existing Uml toolkits
support the generation of code from class diagrams which we use for implement-
ing our schema mappings in various target languages. Finally, our approach is
modular and allows easy extension of new schema mappings and targets for code
generation. Our main contributions are:

– The syntax and semantics of the Umap layer. We show how to model central
elements occurring in common visual mapping languages via Umap following
a generic strategy defined by the Umap semantics. As a recent and promi-
nent example we use Clip as example input language: we map the core Clip
language elements to our Uml-based formalism, demonstrating the transla-
tion of source-to-target mappings to Uml class diagrams augmented with
Ocl-constraints.

– The handling of more complex transformations like joins with grouping in
the context of nested schema mappings for tree-like data structures (e.g.,
necessary for Xml data sources) in our proposed formalism. These transfor-
mations are characterized by more involved restructuring operations to map
the source schema to the target schema. We show that Umap has enough
expressive power to capture all features of Clip.
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2 Preliminaries

Schema Mappings and Dependencies. A schema R = {R1, . . . , Rn} is a
set of relation symbols Ri each of a fixed arity. An instance I over a schema R
consists of a relation for each relation symbol in R, s.t. both have the same arity.
We only consider finite instances. Let S = {S1, . . . , Sn} and T = {T1, . . . , Tm}
be schemas with no relation symbols in common. A schema mapping [11] is
given by a triple M = (S,T, Σ) where S is the source schema, T is the target
schema, and Σ is a set of logical formulae called dependencies expressing the
relationship between S and T. Instances over S (resp. T) are called source (resp.
target) instances. If I is a source instance and J a target instance, then 〈I, J〉 is
an instance of the schema 〈S,T〉. Given a (ground) source instance I, a target
instance J is called a solution for I underM if 〈I, J〉 |= Σ. Source-to-target tuple
generating dependencies (s-t tgd) are logical formulae of the form ∀x(φ(x) →
∃yψ(x,y)).

Clip. Clip is a mapping language for relational and Xml schemas. Schema
elements are visually connected from source to target by lines interpreted as
mappings. Both structural mappings and simple value mappings are supported.
The combination of value and structural mappings in Clip yields expressive
language elements extending those from Clio [3,4], one of the most prominent
schema mapping tools developed by Ibm Almaden Research Center and the Uni-
versity of Toronto, and gives users fine-grained control over generated transfor-
mations. Mappings are compiled into queries that transform the source instances
into target instances. The main Clip language elements [5, Fig. 2] are as follows.

– Value nodes store attributes and text, like value: String or @pid: int in Fig. 1.
– Single elements consist of a value node and have a name. Examples are

pname, ename or sal in Fig. 1.
– Multiple elements represent sets of elements. E.g. Proj[0..*] from Fig. 1.
– Value mappings are thin arrows with open ends, in order to map values from

source to target. E.g. in Fig. 1 the arrow connecting ename with @name.
– Builders or object mappings are thick arrows with closed ends connecting

elements. Examples are the two bold arrows in Fig. 1.
– Build nodes have at least one incoming builder and at most one outgoing

builder and express a filtering condition in terms of the variables in the
builders or enforce a hierarchy of builders if connected by context arcs.

– Grouping nodes are a special kind of build nodes used for grouping on at-
tributes. Fig. 3b gives an example.

– Context propagation trees are trees with build nodes and context arcs. E.g.
the arrow connecting the two build nodes in Fig. 3a.

3 UMAP Layer and Translation of Clip Core Features

Before defining any syntax or semantics the main high-level idea behind Umap is
summarized as follows. The Umap layer abstracts source and target schemas as
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Uml class diagrams. W.l.o.g. we assume both source and target as Xml schemas
(since relational schemas can be converted into Xml schemas). The schemas rep-
resent trees consisting of nodes, attributes and sets of nodes. Individual schema
elements, i.e. nodes, are modeled as classes, and attributes in the Xml schema
become attributes in the corresponding Uml class. Sets of elements are mod-
eled as generic container classes encapsulating the underlying class. The actual
mappings between source and target schemas are done by association classes aug-
mented by associations between them. We use Ocl to specify constraints (post
conditions and invariants) on the association class functions and class attributes
to achieve the desired semantics of the mapping.

We will start with an example to translate basic features of Clip into Umap.
The exact definition of the Umap language follows in the next section once we
have motivated a set of typical constructs needed; Clip is a good representative
for recent visual mapping languages and has clearly motivated the need for the
individual language constructs. We map each Clip artifact to a Uml/Ocl arti-
fact of the Umap layer. The Clip value nodes and single elements are modeled
by class attributes grouped semantically in a class. The Clip multiple elements
are modeled in Uml as generic container classes (sets of elements). The value
mappings are modeled in Uml with the help of an association class linking source
to target. A class function named map implements the mapping. The definition
of the mappings is achieved through Ocl expressions which include also the
filtering conditions. The builders or object mappings are modeled in Uml also
with the help of an association class linking source to target. A class function
named build implements the iterator defined by Ocl expressions. The associ-
ations between association classes model the hierarchy of builders. The context
propagation tree is achieved with the help of the hierarchies of association classes
and associations between them. Each iterator modeled by a class function named
build from one level of the hierarchy triggers only a class function named map
from a lower level in this hierarchy which maps source to target values. The
class function named map from that level triggers zero or more class functions
named build from a lower level of the induced hierarchy of functions. As a general
characteristic of the translation from Clip to Uml the translations of the Clip
value mappings and builders are associations classes using functions named map
or build. Successive alternations of these two functions correspond to the Clip
feature of a context propagation tree. Joins and grouping nodes are modeled with
the help of the Ocl expressions defining class functions and attributes.

A Simple Clip Mapping. A simple mapping is presented in Fig. 1 (adapted
from [5, Fig. 3]): an employee is created for each regEmp whose salary is greater
than 11000. For each employee the name is also copied from source to target.
In [5] is explained that this mapping is expressible in Clio. The authors mention
further that this mapping is underspecified: there is no indication how to map the
dept from the source to department in the target. Using the notion of universal
solution [1] the authors explain that there are at least two such solutions: an
universal solution with a generic department for each mapped employee or an
universal solution with a single generic department for all mapped employees.
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Fig. 1. A simple Clip mapping (adapted from [5, Fig. 3])

By adopting the principle of minimum-cardinality, the authors prefer the latter
solution. For clarity we present the mapping of the source set regEmp[0..*] to
the target set employee[0..*] without the source dept and the target department
to which they belong. Thus we represent only the essential part of Fig. 3 from [5]
using a class diagram in Fig. 2.

The Motivating Example: A Simple Mapping. The Uml class diagram
in Fig. 2 presents the structure and the Ocl expressions define the operations
used to map the source to the target. There are two classes on the source side: a
class of type regEmpSet and a class of type regEmp connected with the previous
by aggregation with cardinality 0..*. The class regEmp contains two attributes:
ename of type string and sal of type int. On the target side there are two classes:
employeeSet and employee connected by aggregation with the same cardinality
as the previous aggregation from the source side. The class regEmpSet from the
source is connected to the class employeeSet from the target by an association
class : Builder. In the same way the class regEmp from the source is connected to
the class employee from the target by an association class : ValueMap. Between
these two association classes there is an association which helps the class Builder
to access the functionality of the class ValueMap. The Builder association class
iterates through the source set using the function build. In each iteration by the
help of the association class ValueMap each regEmp is mapped to an employee
using the function map. These both functions, Builder::build and ValueMap::map
are defined by Ocl post-condition expressions.

Translating Value Nodes, Single Elements and Multiple Elements. The
previously named classes translate the Clip structure to Uml. Both Set classes:
regEmpSet and employeeSet, represent the multiple nodes in Clip language:
regEmp[0..*] and employee [0..*]. The other two classes regEmp and employee



354 F. Chertes and I. Feinerer

Fig. 2. The class diagram with a simple mapping corresponding to Fig. 1

put together all value nodes and single elements that structurally belong to the
multiple elements such as regEmp[0..*] and employee [0..*].

Translating Value Mappings and Builders. The semantics of Clip value
mappings and builders is achieved in the Uml translation through artifacts of
the class diagram and the Ocl expressions. We use in the class diagram the
association class ValueMap that connects the source type regEmp to the target
type employee. In the Uml translation of Clip value mapping, the generation
of the target object from the source object is done by the help of the function
ValueMap::map. This mapping function is defined in Ocl as follows:

context ValueMap::map(rEmp: regEmp): employee

post: result = e: employee and e.name = rEmp.ename

In Ocl [8, Section 7.6.2] it is mentioned that an operation could be defined by
a postcondition. The object that is returned by the operation can be referred
to by the keyword result. In our case the target to source mapping is defined
by the equality of the names. Other mapped attributes could be here similarly
detailed if necessary.

In the Uml translation of Clip builder, the generation of the target set from
the source set is achieved by the use of the function Builder::build. This func-
tion iterates over the set regEmpSet generating the set employeeSet and by this
models the Clip builder. This mapping function is defined in Ocl as follows:

context Builder::build(rEmpSet: regEmpSet): employeeSet

post: result = rEmpSet.m_regEmps->select(r | r.getSal() > 11000)

->collect(r: regEmp | ValueMap.map(r): employee)
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The mapping definition starts from the source set regEmpSet and selects only
those objects from the source that have a salary greater as 11000 creating a set.
In the next step we obtain another set of type employeeSet from this set. This is
done by the use of the function collect that applies to each object of type regEmp
the function ValueMap::map. The result is an object of type employee. Further
the function collect inserts all this newly created objects into a set which is the
return value of the function Builder::build. The class Builder is the translation of
the Clip builder because it iterates on the source set, it selects the nodes to be
mapped to the target by the help of the Ocl select function and then it creates a
totally different set using the Ocl collect function. The function collect uses the
association to the class ValueMap to effectively map each object from the source
to the target. The class ValueMap translates the Clip value mappings. The
presentation of this example used implicitly the modeling language for schema
mapping Umap which is described in the following.

4 The UMAP Language

The previous section showed how to reproduce some central building blocks of
a visual modeling language just with Uml and Ocl constructs. However, in
order to provide a well-defined foundation for a middleware like Umap, we need
to restrict the allowed Uml constructs and provide a clear generic strategy of
translating the input language constructs to Uml and Ocl expression generating
the same results: syntax and semantics.

The Language Syntax. The Umap language uses a small and well-defined
subset of Uml and Ocl constructs. The main Uml building blocks:

– class,
– association class,
– association and a special form of it called aggregation,

as defined by the official abstract syntax of the language [7, Section 7] are used
by the Umap language for describing the structure of the source and the target,
and for the mapping from source to target. Moreover, the Ocl constructs asSet,
collect, forAll, isUnique, iterate, result, and select, are part of Umap. According
to Uml [7, Section 2.1] such a visual language consists of language units which
are adapted to a particular paradigm or formalism. Between these language units
there are no interdependencies, so they can be used one apart from the other.
Some of these language units are partitioned into multiple increments conducting
to a horizontal stratification of Uml. These layers of increasing capability are
called compliance levels. In Uml [7] there are four compliance levels. Umap uses
the language unit Classes, and adheres to the fourth level of compliance named
L3 because a main construct of Umap is the association class from the meta
model package Classes::AssociationClasses.

The classes of Umap describe the structure of the source and the target.
In Umap the aggregation (represented as an association without the diamond
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notation) is the only connection inside the source or target structures. That
means that the structure at the top level includes arrays of other structures that
again include arrays. This description defines the source and the target structures
as trees. The behavior of the association class is used for the actual mapping. The
only active class is the association class at the top of such a hierarchy. We use
the property described in [8, Section 7.6.3] that from an association class we can
navigate the association-ends. This comes in contradiction with [7, Section 7.3.4]
that states the contrary. No matter the way this contradiction between these two
standards will be solved in the future by the standard committees the syntax
and semantics of Umap is not affected and minor adapting changes are necessary
only if [8, Section 7.6.3] is going to be modified and aligned with [7, Section 7.3.4].

There are two different usages of the association class : one with a function
named build and the other named map, building two types. The first type con-
nects top level structures from target to source. At the same time this first type
is connected through an association only to one object of the second type from
a lower level in the tree hierarchy. The second type is connected in the same
way to zero or more objects of the first type also from a lower level of the tree
hierarchy.

The Language Semantics. The semantics of the Umap language describes
the transformation of the source into the target structure. As we claim standard
compliance with Uml its semantics uses the standard behavior [12, Section 7.11].
Using the definition of attribute grammars [13], additional semantics of Umap
was achieved through constraints expressed in the Ocl language for the following
constructs of the Umap language:

– behavior constructs i.e. the functions named build and map of the construct
association class and

– structure constructs i.e. attributes of the target structure.

The Ocl expressions are implemented in a programming language that can
be executed to create and instantiate a mapping. The usage of Ocl in Umap
is limited to following basic constructs: asSet, collect, forAll, isUnique, iterate,
result, and select. For their semantics we assume the default interpretation as
defined by the Ocl standard [8].

Proposition 1. Another characterization of the semantics of the Ocl con-
structs in Umap is given by logics.

Proof (Sketch). The translation of the Ocl constructs asSet, collect, forAll,
isUnique and select to first-order predicate logic is given in [10]. The construct
result is used only for defining the output. The authors in [10] do not translate
the operator iterate to first-order predicate logic but propose to express it in
higher-order logic.

The active class is the association class connecting the top level structures from
the source to the target. This association class must be from the first type so it
must have a function named build and it is an iterator on included arrays. This
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function is described in Ocl and makes a selection of the source objects and
a transformation of them by calling the other type of association class which
is connected by an association. On its turn the second type of the association
class using the function named map does the mapping. This is again described
in Ocl. A second role of the function map is to access through the association
other objects of the association class of the first type having a function named
build. This chain of these two types calling each other executes the mapping,
thus defining the semantics of the language Umap. A program in Umap is a
Uml diagram with Ocl defining the mapping functions. An input is an instance
of the source structure or an instance including such an object. The output of
the program is an instance of the target structure. The semantics of the language
is the mechanism that transforms the source into the target.

The Language Complexity. As the mappings also use Ocl expressions the
main consideration is their complexity when implementing them in a program-
ming language. However, as we restrict the allowed constructs (as defined above)
the query complexity of the mapping is polynomial. In fact, the implementation
of the Ocl functions iterate, the most general, or other more specialized as select
and collect, can be done by a bounded number of nested loops.

5 Complex Mappings and Tree-Like Data Structures

In contrast to the previous Clip features, the next mappings join multiple source
elements and create multiple target elements. This means that both functions
map and build create sets of the same type, with the consequence that both
association classes containing these functions are connected on the target side

(a) A Clip mapping with a join con-
strained by a CPT

(b) A Clip mapping with a join and
grouping

Fig. 3. Two mappings with joins (adapted from [5, Fig. 6]) and [5, Fig. 7])
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Fig. 4. The Umap diagram for a join

to the same class. The function map uses the join to map from target to source,
while the function build iterates over the set deptSet and inserts target sets
produced by the function map into the union of target sets.

Before discussing these more complex features for illustration in detail, we
show a general result that the expressive power of Umap captures all language
features of Clip.

Theorem 1. LetM = (S,T, Σst∪Σt) be a schema mapping where Σst denotes
a set of s-t tgds and Σt is a set of target tgds. Let I be a source instance over
S and let J be a solution over T satisfying M, i.e., 〈I, J〉 |= Σst ∪Σt, obtained
via the execution of Clip. Then there exists a solution J ′ over T with 〈I, J ′〉 |=
Σst ∪Σt obtained via the execution of the corresponding Umap model such that
there is a homomorphism from J ′ to J .

Proof (Sketch)

– A simple Clip mapping [14, Fig. 1] is by construction equivalent with the
Umap translation [14, Fig. 2]. The value mapping and the function map have
the same functionality, by mapping values to values. The builders and the
build nodes construction define an iterator identically as the Umap function
build. In this case the s-t tgds, Σst, require that all elements of the source
satisfying a certain condition are to be mapped to the target. The exact
mapping is also defined. Both Clip and Umap implement the same s-t tgds.
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– Clip mapping with one context propagation [14, Fig. 3] is by construction
equivalent with the Umap solution [14, Fig. 4]. The basic concept of Umap
uses the associations to connect the associations classes from one level of the
model hierarchy to the next level by this simulating the context propagation.

– Clip mapping with multiple context propagations [14, Fig. 5] is by construc-
tion equivalent with Umap [14, Fig. 6]. The previous concept can be easily
extended when we change from one context propagation to many context
propagations building a hierarchy.

– Clip mapping with a join constrain by a CPT [14, Fig. 7] and its Umap
translation [14, Fig. 8] are defined by the same s-t tgds. In this case the
Clip join is by definition and construction identical to the Umap defined
join. We give more details on this case in the discussion of this section.

– Clip mapping with a grouping and join [14, Fig. 9] and the Umap trans-
lation [14, Fig. 10] define the s-t tgds differently. The Clip mapping uses a
Skolem function and the Umap mapping uses supplementary to the s-t tgds
target conditions. In Umap the mapping function is defined by the condi-
tions imposed on the resulting target instance. A detailed description of this
case is given below, so that we can always find a homomorphism between
the solutions obtained from Clip and Umap.

– Clip mapping with inverting the nesting hierarchy [14, Fig. 11] and the
Umap translation [14, Fig. 12] use the same technique as in the previous
case, Clip uses a Skolem function and the Umap mapping functionality is
deduced by the s-t tgds and target conditions.

– Clip mapping with aggregates [14, Fig. 13] and the Umap translation [14,
Fig. 14] use again different technics obtaining the same target instance. Clip
uses Skolem functions and in Umap creates the mapping using the definitions
of the aggregate functions.

A Join Constrained by a CPT. A join in Clip is achieved by a context propa-
gation tree (CPT) as shown in Fig. 3a. The result is a flattened list of employees
and projects in which they work. The Umap class diagram in Fig. 4 has on
the target side the class project empSet. As in Clip, dept is not mapped in the
target. When a build node is reached from two or more builders, Clip computes
a Cartesian product or a join if a condition involving two different variables is
present. The Uml translation is based on the definition of the Cartesian Product
in Ocl by [15]. The association class project empSetBuilder starts the iteration
over the elements of the set deptSet. Each iteration maps one object of type dept
to a set of objects project emp obtained from the join of the Proj and regEmp
objects of each dept on the attribute pid. The Ocl expressions define the join by
constructing first a Cartesian Product and then a selection of the elements with
the same attribute pid associating each employee with the projects in which he
works. In this case the association class deptMap creates from each object dept
a set of project emp. The association class project empSetBuild using this func-
tionality maps the set of dept objects to the union of sets of proj emp objects.
We define the Ocl expression for the function deptMap::map as
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context deptMap::map(dep: dept): project_empSet

def: projProdEmp = dept.m_ProjSet->collect(p: Proj | dept.m_regEmpSet

->collect(e: regEmp | Proj_regEmp: Tuple {Proj, regEmp}))

This is the Cartesian Product of the two sets included in an dept. The result is
a set of tuples composed of a regEmp and a Proj each.

def: projJoinPidEmp = projProdEmp

->select(Proj_regEmp | Proj_regEmp.Proj.pid = Proj_regEmp.regEmp.pid)

The join is obtained by its definition from the Cartesian Product by selecting
those tuples with the same pid.

post: result = projJoinPidEmp->collect(Proj_regEmp|project_emp(

Tuple {pname = Proj_regEmp.Proj.pname, ename = Proj_regEmp.regEmp.ename}))

The result of this operation is a set of project emp objects containing the name
of the project and the name of the employee working in that project. The
Ocl definition of the function project empSetBuilder::build uses the function
deptMap::map.

context project_empSetBuilder::build(dSet: deptSet): project_empSet

post: result = dSet.m_depts->Set()->iterate(r: dept;

peS: project_empSet = {} | peS.pushBackProject_emp(deptMap.map(r)))

This function iterates over the set of dept objects and produces from each of them
a set of project emp objects and these sets are inserted in the project empSet,
a union of sets. This ensures that the Clip join and the described Uml class
diagram produce the same mapping.

A Mapping with Grouping and Join. Group nodes are used to group source
data on attributes. Fig. 3b depicts such a construct. The result of a group node
is a sequence of elements selected by the grouping attributes. The number of cre-
ated sequences on the target equals the number of distinct values of the grouping
attributes from the source. In Fig. 3b the Projs are grouped by pname. The Projs
and regEmps are joined by pid and finally the employees on the target are cre-
ated and added to the project by name independently of the dept in which they
work. The class diagram in Fig. 5 is the corresponding translation for grouping
in Clip. The association class projectSetBuilder starts the iteration over the el-
ements of the set deptSet. Each iteration using the function deptMap::map maps
one object of type dept to an object of type projectSet. This set is obtained from
the join of the Proj and regEmp objects of each dept on the attribute pid. On
the target each project includes its employee. The function deptMap::map inserts
each project into the projectSet. Each insert groups the project objects by name.
In this case Ocl expressions do not give a constructive solution but the Ocl
constraints define the possible implementations. The attribute m projects of the
type projectSet from the target is specified in Ocl by the following expression:

context projectSet.m_projects inv: self->isUnique(p: project | p.name )
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Fig. 5. The Umap diagram for a join and grouping

This means that the elements of the set, the project objects, are unique by name.
In this way the grouping by project name is achieved. In the Uml diagram the
type project has a set of objects of type employee. Because of this structure the
only possible grouping is to attach all the employees to the project in which
they work. If two or more projects have the same name by the uniqueness of
the project name the employees of this projects are again grouped together.
This is valid by the structure of the Uml diagram also for projects in different
departments. The Ocl expressions give the definition of the join by constructing
first a Cartesian Product and then a selection of the elements with the same
attribute pid associating each employee with the projects in which he works. It
follows the Ocl expression for the function deptMap::map:

context deptMap::map(dep: dept): projectSet

The Ocl expressions defining the Cartesian Product and the join on pid have
already been presented in the previous subsection.

def: result_lhs = projJoinPidEmp->collect(Proj_regEmp |

Tuple {pname = Proj_regEmp.Proj.pname, ename = Proj_regEmp.regEmp.ename})

This Ocl expression creates all the tuples from the source that are to be grouped
on project name in the target by the mapping,

def: result_rhs = projectSet.m_projects->collect(p | p.m_employeeSet.m_employees
->collect(e | proj_emp: Tuple {p: project, e: employee}))
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creates the Cartesian Product of the tuples from the target, and

post: result = projectSet(result_lhs) and

result_lhs->forAll(pe|result_rhs->exists(proj_emp |

proj_emp.pname = pe.pname and proj_emp.ename = pe.ename))

defines the constraint that all tuples from the source must have a correspondent
in the target. All elements from the target are created only from the source so it
is not necessary to show that all elements from the target are only those that are
created by the mapping. Every possible implementation must fulfill these con-
straints. The association class deptMap connects the class dept from the source
with class projectSet from the source. The function deptMap::map transforms a
dept to a projectSet. The association class projectSetBuilder connects the class
deptSet from the source with class projectSet from the target.

context projectSetBuilder::build(dSet: deptSet): projectSet

post: result = dSet.m_depts->Set()->iterate(r: dept;

pS: projectSet = {} | pS.pushBackProjectSet(deptMap.map(r)))

The function projectSetBuilder::build transforms the source to the target. The
Ocl definition of the function projectSetBuilder::build uses the function
deptMap::map.

Fig. 6. Umap transformation for Clip
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6 Conclusion

In this paper we have introduced Umap, a new universal layer for schema
mapping languages. Schema mappings are modeled by standardized Uml class
diagrams and Ocl expressions. By restricting the Uml artifacts to well-
understood elements (e.g., classes, associations, aggregations, class functions, and
straightforward post-conditions and invariants), there is a well-defined seman-
tics. This allows us to translate Umap specifications to a broad range of tar-
get languages (like C++). We have modeled a set of common schema mapping
operations in Umap, like basic source-to-target dependencies, join, and group-
ing operations. We translated several core features of Clip to Umap (see [14]
for a translation of all Clip artifacts). There is also an implementation avail-
able (see http://www.dbai.tuwien.ac.at/research/project/umap) generat-
ing C++ code showing the translation of typical Clip language elements to our
Uml-based formalism, proving that our approach works in practical usage. Umap
can be seen as a new middleware for high-level visual schema mapping languages.
We propose to use Umap as a back-end when creating a new visual mapping lan-
guage, as with a formal meta-model it can be rather easily automatically mapped
to Umap via Qvt, an evolving standard for Query/View/Transformation. The
high-level process for using Qvt with Umap is depicted in Fig. 6.
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Abstract. Many different applications are concentrating on collecting
information about users. The main purpose of this information collec-
tion is to enable the applications of understanding the users, their pref-
erences and their interests in order to provide them with personalized
services. For these reasons, different applications in several areas orga-
nize user properties, preferences and interests based on a user model, a
structure holding all relevant user-related information. Thus, the issue
of user modeling is being tackled by researchers attempting to propose
valuable structure and to provide adaptable applications to use it success-
fully. However, the most of published studies are focused on centralized
user model. In this sense, we propose a Generic Context-aware Model
(GCAPM) in peer-to-peer (P2P) environment. We illustrate the use of
the model in the context of a case study, focusing on query expansion.

Keywords: User model, Prediction, Ontology, Expansion, P2P
Systems.

1 Introduction

In different fields of the Web, personalization and adaptation are crucial con-
cepts nowadays because they help users to find what they really want and need.
In many areas (digital libraries, search engines, e-learning, online databases, e-
commerce, social networks, etc), users have to adapt techniques and visualization
content to their own needs. A simple way to capture the user context (prefer-
ences, interests, location, etc) and differences in the needs of individual users is
ensured by user modeling.

User modeling within pervasive environments has been previously studied
within many research areas. Most of them are gathered in the survey done in [6].
However, these models have not been widely applied to the mobile application
area.

In a peer-to-peer environment, contexts are distributed in respective termi-
nals, which is different from traditional computing architecture with a central
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© Springer-Verlag Berlin Heidelberg 2013



GCAPM: A Generic Context-Aware Model in Peer-to-Peer Environment 365

server. In peer-to-peer systems, there exist a small number of works which ad-
dress the problem of context modeling. In [5], [2], [7], the authors propose a
methods which consist of building user model based on user’s interests. The
main limitation of such approaches is that they don’t take into account the
user’s contextual information. In the best of our knowledge, the only work that
models the user in a mobile environment, taking into account the user’s con-
text is [9]. However, this work lacks of taking into account the specifity of P2P
systems.

To solve these problems, this paper presents a generic P2P user modeling,
called GCAPM (Generic Context-Aware Peer Model). In this paper, we address
the problem of setting up a generic and extensible user model. Indeed, our model
supports a variety of a context-aware applications (Aggregation, recommenda-
tion, etc) and it is possible to add new dimensions to the model.

The main contribution of the paper is to propose a user model based on the
following requirements:

– The proposition of GCAPM, a generic user model.
– The construction of users interests centers.
– The instantiation of GCAPM model.
– The exploitation of the user model to queries expansion step for Peer-to-Peer

Information Retrieval (P2PIR).

The rest of this paper is organized as follows. In section 2, we present our pro-
posed model. In section 3, we discuss in more detail a use case in the context of
query expansion. Finally, we conclude and give some directions for future work
in Section 4.

2 GCAPM Model

From the related work, we can deduce that none of these user models fulfills the
requirements needed for a generic user model. Only [9] adress many requirements
and represent several contextual dimensions. However, proposed modeling in this
case does not include all specific requirements in P2P systems.

Since modeling users, is a very complex task, an investment is needed to use
some dimensions together. At the same time, we also aim at bridging the space
left by the previous works by considering all dimensions that can be useful to
perform any task in peer-to-peer information retrieval (recommendation, aggre-
gation, filtering, expansion, etc).

To provide a user with a personalized P2PIR task, we need to take into con-
sideration a wide range of the user’s characteristis such as a contact information
(including name, age, sexe, etc), profile, resource and context. Based on these
characteristics a generic user model, GCAPM, has been proposed, as presented
in Figure 1. A class diagram is used to clarify and represent relationships between
user-related classes. We detail in the following, the CCAPM’ components:
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Fig. 1. GCAPM model diagram

– User: It is composed of

• User’s static information: refers to attributes used to personalize the
search such as name, age, sex, etc.

• User’s dynamic informations: This component describes implicit and ex-
plicit profile. Implicit profile is based on user activity and history. User’s
activity is important and can influence his needs. It can be captured (e.g.,
changes in location) and/or obtained using predective model. User’s his-
tory provides details of users (e.g., time of browsing sites, details of
user accessed sites). When these needs are known in advance, a system
can better adapt any result to its users. Based on the importance for
related-activity information, we consider the activity and history are an
important dimensions in modeling user.

Explicit profile may useful in some cases (e.g., cold start); therefore we
consider, this dimension in user model.

• Predictive User’s Interest: Predictive user’s interest is based on analyz-
ing historical and current data and generates a model to help predict
future outcomes. The knowledge of the user profile can help in predict-
ing searches future intentions of the user to adjust the results according
to these needs.

– Context: Contextual dimensions are considered a key issue with respect
to the interaction between human and computer because they describe the
surrounding facts or assumptions which provide a meaningful interpretation
to a users’ computer usage when their physical environment varies.
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– Resource: Information retrieval and the related domains of information fil-
tering are concerned with the finding of information, often in the form of text
resources, which are in some sense about a topic that a user is interested in.
In recent years, image collections available on the Internet, have increased
both in number and size, and represent a huge amount of important infor-
mation. The advancement of multimedia and enormous information present
in the video requires video resource modeling. The context is described by:
name, manufacturing environment (information related to the creation of the
document), author, creation date, number of pages (in a book resource), ed-
itorial context (publication home), extension, dimension, duration (in video
resource), domain, etc.

3 Case Study

GCAPM is a generic framework that supports a variety of context-aware applica-
tions (filtering, expansion, aggregation, recommendation, etc) in P2PIR systems.

a- User’s interest : To address differences among users, there has been a re-
cent surge of interest in personalized search to customize search results based
on a user’s interest.

b- User’s history : Web search engines consistently collect information about
users interaction with the system: they record the query they issued, the
URL of presented and selected documents along with their ranking. This
information is very valuable: Query logs have the potential to partially al-
leviate the search engines from thousand of searches by providing a way
to predict answers for a subset of queries and users without knowing the
content.

Before presenting the case, we give an example of GCAPM instantiation.

3.1 GCAPM Instantiation

In order to use the model in the field of P2PIR, in any step (like recommendation,
expansion, filtering, etc), we need to instantiate it. For the instantiation of our
model, we can use several information sources. In following, we detailled these
sources.

User

a- Contact information We investigate publicly available data from social
networks in order to provide an approximate substitute for real users. We
aggregate information from multiple social networks to provide a test col-
lection containing users contexts which could be used to evaluate P2PIR.
Social networks do not support sharing of personal context due to privacy
concerns. However, we could find public datasets containing data collected
by public web pages from social networks. In order to abtain data covering
the context dimensions listed in the section 2, we choose to use information
from three data sources, BookCrossing, FriendFeed and users FOAF profile.
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b- Activity Activity component is composed of two parts: activity type and
connection state. We need a model for representation a user connection state.
For example, OPO1 (Online Presence Ontology) provides the main concepts
and properties required to describe information about user’s presence in the
online world.

c- User Profile The user profile can be explicit (i.e, user’s interests) and/or
implicit (i.e, history). In the following, we explain how user’s interests and
profile are generated in the two cases (explicit and implicit).

Some approaches obtain user’s interest by analysing URLs that user has
browsed, like the work [3]. These profiles lack semantic information which
makes it difficult to accurately represent user’s interests. Other works used
a questionnaire or filling a form. But, these informations are poor. We need
to enrich these to have user’s centers.

To built the centers of interest based on the documents judged relevant
by the user, we adapted the mechanism proposed in [1].

For implicit profile, a history is information stored in a log file for future
use or user habit analysis. To keep track of user interactions with peer-to-
peer information retrieval system, we use a log file built in our team [8]. This
file is formalized as follows: ≺ Query identifier, Query terms, Documents
downloaded, Associates peer  . Upon receipt of a response on a given query,
the module updates the log file by adding information to this query, i.e.,
the identifier of the query, the theme (derived from whole its keywords), the
documents downloaded by the user and associates peer.

Context. Modeling time is important in user modeling. We plan on using the
OWL-Time ontology. OWL-Time2 ontology ensures a good representation of
the temporal information and its manipulation. It has become a reference for
representing and reasoning about time.

To define basic dimensions and social aspects characterizing users, a clear
model for representation and reasoning about them is necessary. We use FOAF 3

(Friend of A Friends) ontology to describe persons, their activities and their
relations to other people and objects. FOAF ontology is a popular ontology for
the representation of personal information and social relationships among users.

The location dimension is easy to capture. To be conform with other dimen-
sion instantiated, we exploit the existing locations in used collections (for other
dimensions). For example, the property foaf:based near in FOAF; the field loca-
tion in BookCrossing. Physical and network contexts are easy to obtain.

Resource. We need a diverse set of resources: containing images, text and video
with associated contexts. In the best of our knowledge, there is no collection

1 http://online-presence.net/opo/spec/
2 http://www.w3.org/TR/owl-time/
3 http://xmlns.com/foaf/0.1/

http://online-presence.net/opo/spec/
http://www.w3.org/TR/owl-time/
http://xmlns.com/foaf/0.1/
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of this type. For this, we define a process to construct a contextual resource
collection. This process is based upon two steps detailed in the following:

1. Step 1: Collecting resources The purpose of this step is to create a
resources collection containing documents of different types. For this, we
combine multiple collections of different types. As images and videos collec-
tion, we used FreindFeed. It is a network that brings together on one page
different sources: blog, images, social networking, news, videos, etc. As a text
collection, we used BookCrossing. BookCrossing is defined as the practice of
leaving a book in a public place to be picked up and read by others.

2. Step 2: Resources contextualization After collecting necessary resources,
we will proceed to a step of resources contextualization. Each document
would be marked up with a context in a way that can be easily matched
against the fields of the user’s context. First, we specify the manufacturing
context of documents. It specifies the circumstances related to the creation
of the document: document author, creation date, number of pages (book
resource case), dimensions (image and book resources case), the duration
(video resource case), etc. Second, we indicate the editorial context. It is the
publication home in the case of a book and articles source in the case of
documents from FriendFeed. Third, for each resource, you create a domain
(i.e, thematic) using ODP and Dbpedia ontologies.

3.2 Evaluation

GCAPM is a generic model that can be useful to perform any task in P2PIR (rec-
ommendation, aggregation, filtering, expansion, etc). In this paper, we present
its usefulness in context-aware query expansion task.

Environment. To evaluate the approach proposed in this paper, we built a
contextual collection as follows:

– Resources collection contains diversified resources (text, image, video) with
their corresponding contexts as described in the previous section.

– Queries collection: we built a queries collection from AOL4 query log. AOL
query log includes more than 30 million web queries collected from more
than 650000 users [4]. AOL gives accessed to anonymous users search history
specifying the query sent, the sending time and the document clicked by the
user with his rank.

– Users collection: We built users collection as described in the previous sec-
tion using FOAF, BookCrossing and FreindFeed. After the construction of
interest centers, a step of queries assignment to users is necessary. To do this,
we calculate the similarity between the centers of interest and AOL queries
responses. If the similarity is greater than a threshold, we assign this query
to the user.

4 http://www.gregsadetsky.com/aol-data/

http://www.gregsadetsky.com/aol-data/
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Results and Discussion. Different test scenarios can be achieved to detect
the effectiveness of query expansion that integrates different context dimensions.
In this paper, we consider the following scenario: We consider in this case the
effectiveness evaluation of context-aware query expansion that integrates the user
interests centers. To evaluate the impact of query expansion based on interest
centers, we use recall and precision as evaluation metrics. To do so, we computed
the average recall per interval of 200 queries. Figure 2 shows that recall increases
after query expansion based on interest centers for all queries intervals.

Fig. 2. Variation of Recall

(a) P@5 (b) P@10

(c) P@15 (d) P@20

Fig. 3. Variation of Precision @ k

We observe that for some queries, recall values, in two cases, are close. We
decided to observe these queries. Indeed, this is justified by the number of query
terms. If the number of query terms is very small, then there is an observable
recall improvement and thus expansion is recommended. However, when the
number of terms is enough high, the expansion does not have a great effect.
Therefore, to better observe the improvement in precision, we chose some short
queries (5 queries) and we calculate precision @ k (k = 5, 10, 15, 20). As shown
in the figure 3, the precision is significantly improved with queries expansion.
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4 Conclusion and Future Work

This paper describes our approach for establishing GCAPM. The goal of this
proposal is to study how to consider some dimensions in order to provide a
generic user model. The main contribution is the definition of a user model that
can be used as to model users in P2P systems. We illustrate the use of GCAPM
model in the context of query expansion.

In our future work, we are planning to evaluate results agreggation using
GCAPM, to exploit the model in existing recommender systems and evaluate
the impact in recommendations and the final user satisfaction.
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Abstract. Metadata of dynamic data such as source code have to be maintained 
after modifications. The first step of metadata maintenance is a repair of meta-
data anchoring after a modification of the content. Many anchoring approaches 
exist for regular texts or web pages, but they are not directly applicable for 
source code. We propose metadata anchoring approach for source code. Meta-
data represented as information tags are connected to particular line of source 
code or word in program method or source code file. Our proposal contains a 
definition of the robust location descriptor and the algorithm for building and 
interpreting the descriptor. We evaluate our approach on the dataset of change 
sets from commercial projects with more than sixty thousand C# files. 

Keywords: Information tag, anchoring, location descriptor, source code. 

1 Introduction 

Metadata make human-readable content of files accessible for machines. In case of 
webpages, metadata are written directly in webpages’ content, obviously as XHTML 
attributes that mark XHTML elements (e.g., RDFa). This way they also interconnect 
webpages with the Linked Data and enrich webpages with semantics [1]. But solu-
tions that store metadata directly in files’ content are not applicable for each file 
types. Therefore metadata are obviously assigned to whole files and not directly to 
fragments of their content. We proposed information tags [2], metadata with semantic 
relation to tagged content, that can be useful not only in web-based documents. We 
utilize information tags mainly in domain of software development for describing 
software artifacts by content based features, collaboration metadata and manually 
assigned features (e.g., a source code ranking assigned by programmers, see Fig. 1). 

Information tags are stored separately from target files and they reference tagged 
fragments by anchors. Concept of information tags has been inspired by human anno-
tations, for that many anchoring approaches has been proposed already. But these 
anchoring approaches are specialized to specific type of content, often general texts or 
webpages and they are not properly useable for source code. In this paper we analyze 
existing anchoring approaches, discuss differences between general texts and source 
code and propose and evaluate our anchoring approach for source code. 
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Fig. 1. Visualization of ranking information tag anchored to a source code, provided by exten-
sion for Microsoft Visual Studio 2010, developed as part of the research project PerConIK 
(Personalized Conveying of Information and Knowledge: http://perconik.fiit.stuba.sk/) [3] 

2 Textual Anchoring Approaches 

The problem of anchoring is the easiest to solve in static texts. Anchoring approaches 
for texts need not deal with any changes in target content so simple index-based loca-
tion descriptors are often enough. These descriptors have small memory complexity 
and their interpretation is fast and simple. A crucial problem arises when modifica-
tions of a textual content are uninformed. In these cases, anchoring approaches should 
use robust locations descriptors and algorithms that can build and interpret such loca-
tion descriptors. These location descriptors are mainly based on texts, those positions 
they describe. Main differences between respective robust anchoring approaches are 
in sizes of location descriptors (amount of information stored in location descriptors), 
complexity (time and memory complexity of algorithms for building and interpreting 
location descriptors) and fuzziness (tolerance to size of modifications in documents). 

AnnotatorTM uses as location descriptor a hash value of the smallest unique sub-
string of an annotated text [4]. This approach uses small descriptors that allow fast 
creation and interpretation, but positions of anchors have to be founded exactly and 
even a small change in the target text cause, that anchor could not be founded. 

A problem of small changes in target texts is partially solved by architecture 
ComMentor [5] which stores keywords of annotated texts in location descriptors. This 
has negative influence to sizes of location descriptors and time complexity of algo-
rithms. But small changes in target texts have no influence to validity of anchors. 

Both approaches that are used by AnnotatorTM and ComMentor have another nega-
tive aspect – if a target document contains several phrases that are same as a target 
phrase, there is no mechanism for making a decision on which one phrase is the target 
phrase. For this reason robust anchoring approaches use location descriptors enriched 
by contextual information. As one of the simplest contextual information is used an 
occurrence of a target phrase in a document (realized in the first version of collabora-
tive educational system Alef [6]). This small contextual information is enough when 
no phrase same as a target phrase is added or modified before the target phrase. 

To solve a problem of location descriptors’ robustness, Phelps and Wilensky ana-
lyzed documents’ modifications and defined criteria that have to be fulfilled by a 
robust descriptor [7]. They also proved an existence of such location descriptor by 
proposition of a location descriptor, which combines information about an identifier 
of a target element from SGDOM (simple, general document object model), a path in 
a SGDOM tree  to a target element and a context of an anchor (a text surrounding the 
target text) [7]. Ideas of the location descriptor were partially adopted by many ap-
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proaches, e.g. by Brush et al. [8], who used surrounded texts as contexts and Annotea 
[9], which utilizes webpages’ DOM (document object model). Brush’s approach also 
allows fuzzy interpretation of location descriptors, when unmatched texts from loca-
tion descriptors are searched by gradual cutting words off front and back of texts. 

3 Anchoring Approach for Source Code 

Source code of software artifact as one type of texts has several specific properties 
that should be utilized to propose an anchoring approach which will be more tolerant 
to modifications in targets with smaller memory and time complexity. To identify 
these characteristics we have analyzed dataset of 62,115 C# source code files with 
their revisions from real commercial projects. We have calculated statistics about 
lines and words and about size of changes over the source code files and methods of 
classes defined in the files (Table 1). 

We decided to calculate statistics for whole files and also for methods of classes 
defined in the files because we have possibility to anchor information tags to whole 
files but also to a specific element of AST (abstract syntax tree) of source code. Ad-
vantage of anchoring to the whole file is in simple identification of new location of a 
target text in case when the target text has been moved to another method within the 
file. It should be also advantageous to pre-process whole file and calculate with pre-
processed data over the whole file. On the other side in case of anchoring within  
a method we have to deal with markedly smaller size of data (see Table 1) and there is 
smaller chance of conflicts with other positive matches of anchors. 

Table 1. Statistics (average values) calculated over 62,115 source code files 

Statistics Per file Per method 
Lines 151.88 15.02 
Words 825.64 99.69 

Unique lines 80.98 11.91 
Unique words 133.18 32.56 
Line’s length 47.21 40.47 
Word’s length 7.88 6.44 
Lines added 2.37 – 
Lines moved 1.29 – 

Lines modified 1.26 – 
Lines deleted 0.84 – 

A source code can be from a general text easily recognized by its structure. While 
the source code is structured with white characters at beginning of lines and empty 
lines between logical parts, the general text (e.g., a newspaper article) is mainly com-
prehensive text, which uses minimal number of white characters to separate words 
and paragraphs. Upon this observation we can markedly decrease a number of 
processed characters by source code pre-processing, which replaces sequences of 
white characters with a single white character. 
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The next observation is about structural elements of general texts. Lines and words 
(statements) are smallest elements that give meaning to source code and because their 
small lengths and relatively stable positions in texts, both of them can be simply used 
as anchors. Lines of general texts are not important and they have minimal influence 
to meaning of texts. They also could not be used as anchors because a number of lines 
and their positions and content are dependent on viewers and their settings. 

The last difference which we utilize in our anchoring approach is variety of words 
in a source code. Due to exactness and formality of a source code, programmers use 
quite small number of words. In our dataset programmers used in average 826 words 
per one file, from that only 133 were unique with average length 8 characters (see 
Table 1). The top story of BBC (http://www.bbc.co.uk/news/business-21933473) with 
similar length (817 words) has almost three times more unique words (373). If we use 
words as building element of location descriptor we have to make nine times less 
word to word comparisons and we can effectively cache results of comparisons. 

3.1 Location Descriptor 

To deal with problem of anchoring in a source code we proposed an approach, which 
works with source code files like with sequences of textual elements (lines or words). 
We propose location descriptor within a target (source file or an AST element of a 
source file), which allows direct comparisons of location descriptors, identification of 
tagged texts without target source code file and maintainability of location descriptors 
without necessity of source code files’ change sets, while the first two requirements 
have to be fulfilled to make information tags suitable for reasoning. 

The proposed location descriptor consists of two partial descriptors with different 
scope of use cases. The first is index-based location descriptor which contains index-
es of the first and the last letter from a tagged text in a target (see Table 2). This  
simple descriptor is used in cases when source code file has not been changed or the 
anchor has exact match at location specified by indexes. The second part is context-
based location descriptor which is used as the robust location descriptor and it is 
utilized for determining new location of information tags after modification of source 
code files. It is also used in cases when data tasks do not need to know exact locations 
of information tags and they only need to know tagged text or contexts of tagged 
texts. A context-based location descriptor contains information about tagged text as a  
sequence of textual elements, which has been tagged in a target and about context 
before/after tagged text as minimal unique sequence of at least three textual elements 
that are directly before/after tagged text (see Table 2). 

Table 2. An example of location descriptor for the ranking information tag from the Fig. 1 with 
words as building elements that are separated by a single white space 

Indexes [168; 230] 
Context before CollectionAnnotations ) ; 
Tagged text var annotationsUri = GetAnnotationsUri ( targetUri , getDeleted )  
Context after var annotationsArray = 
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3.2 Interpreting Context-Based Location Descriptors 

We interpret context-based location descriptors as sequences of textual elements. The 
approach gives us opportunity to break up problem of complexity of approximate 
string matching [10] to two smaller parts – comparing textual elements and local se-
quence alignment. So we radically decrease size of data that have to be processed in 
one step. Whole algorithm of interpreting context-based location descriptors calculate 
index-based location descriptors of matched locations with their confidences: 

1. Pre-process a source code – the source code is spitted to textual elements; 
2. Compare textual elements – unique textual elements of the source code are com-

pared to unique textual elements of a context-based location descriptor by a string 
similarity algorithm; 

3. Local sequence alignment – locations of a tagged text are searched as sub-
sequences of the source code via the Smith-Waterman algorithm (optimal local se-
quence alignment algorithm [11]). In this step we calculate scores for matched lo-
cation via (1), where i (an index of the last matched element in source code) and j 
(an index of the last matched element of the tagged text) are indexes in scoring ma-
trix H, for that a match has been found, Sc(i,j) is a score for the match, Hi,j is value 
in scoring matrix for the match and seqi,j is aligned sequence for the match. 

 

jiseq

jiH
jiSc

,

,
),( =  (1) 

4. Calculate scores of matches of contexts – scores of contexts before and after 
tagged text are calculated for each possible alignment of tagged text. The confi-
dences are calculated via the Smith-Waterman algorithm whose scoring function 
(1) uses as aligned sequences, sequences connected to alignment of tagged texts, 
e.g. if context before tagged text is “B C”, tagged text is “E F” and source code is 
“A B C D E F”, the scoring function uses as aligned sequence “B C D”. 

5. Calculate confidences of matched locations – confidences of matched locations are 
calculated as a linear combination of scores for each possible alignment of tagged 
text, where scores of context before and a tagged text have weight 0.2 and a score 
of the tagged text has weight 0.6. Weights of scores are designed to reach at least 
0.5 confidence after shifting a tagged text to another part of a source code (scores 
of contexts are 0) with a small modification in the tagged text. 

4 Evaluation 

Main goals of evaluation of the proposed method are acknowledgement of usability 
for real-time processing and for accurate precision in source code and measuring pre-
cision and time and memory complexity for different parameters. Usability condition 
of  real-time processing is based on necessity of maintenance after each modification 
in information tags’ targets. For this reason we can set same goal for both cases – 50 
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milliseconds for one interpreting of location descriptor on a single processor’s 
2.8GHz core (we expect load of maintaining 20 information tags per one second 
based on size of modifications in a source code file – see Table 1).  

Our interpreting algorithm calculates confidences of determined locations in range 
<0; 1>, while we used threshold 0.5 to determine whether the algorithm matched 
location or does not. So in ideal case we expect that the algorithm matches right loca-
tion with confidence 1, while greater confidence is better. In case, when the algorithm 
does not match right location we prefer matches that overlap right locations, than we 
prefer cases with no match and the worst cases for us are mismatched locations. 

4.1 Dataset and Evaluation Plan 

We have built a dataset of modifications in a source code for evaluation of proposed 
approach (http://perconik.fiit.stuba.sk/public/SourceCodeAnchoringEval.zip). We 
selected one statistically average source code file and we made multiple modifications 
in the file, that affect contexts (TC I: Add line before tagged position; TC II: Add line 
before and after tagged position; TC III: Add three lines before tagged position; TC 
IV: Add three lines before and after tagged position; TC V: Delete line before tagged 
position; TC VI: Delete line before and after tagged position; TC VII: Delete three 
lines before tagged position; TC VIII: Delete three lines before and after tagged posi-
tion) and a tagged text (TC IX: Misspell correction; TC X: Rename an 
attribute/method; TC XI: Copy the tagged text four lines before the original position; 
TC XII: Modify a half of the tagged text). 

We work with one and three lines, because in the average programmers add, delete, 
modify and move from one to three lines in a file (see Table 1) and also because our 
algorithm uses at least three textual elements as contexts. During the evaluation we 
measure size of context-based location descriptors, time necessary for building and 
interpreting location descriptors and confidences of interpreted location descriptors.  

We evaluate each test case with different set-ups of configurable parameters – size 
of target text (methods vs. whole source code file), size of textual element (words vs. 
lines) and string similarity algorithm used for comparison of textual elements. We use 
Block distance, Chapman length deviation, Cosine similarity, Dice similarity, Eucli-
dean distance, Jaccard similarity, Jaro, Jaro-Winkler, Levenstein, Matching coeffi-
cient, Monge-Elkan, Needleman-Wunch, Overlap coefficient, Smith-Waterman and 
Smith-Waterman-Gotoh string similarity algorithms. To avoid implementation differ-
ences and make the evaluation more rigorous we made decision to not implement 
these algorithms but to use existing library SimMetrics [12], which is used in multiple 
research projects for its quality (e.g., [13]). 

4.2 Results and Discussion 

From measured sizes of location descriptors, we can conclude that the size of context-
base location descriptors for words as textual elements is more than two times smaller 
than location descriptors for lines when only one line is tagged. In case of three 
tagged lines, both words and lines as textual elements reached almost same values. On 
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the other side, time necessary for building location descriptors is more than three 
times longer if we use words as textual elements towards set-ups with lines. 

All reached sizes of location descriptors and also built times fulfilled our require-
ments. The other problem is usability of these descriptors after modifications in 
source code files. All set-ups of the location descriptors’ interpret function reached 
satisfactory results for almost all test cases. The exception is the most complex test 
case XII, where almost a half of the tagged text was modified. For this test case, best 
results were reached by Smith-Waterman-Gotoh and Monge-Elkan string similarity 
algorithms, but Smith-Waterman-Gotoh algorithm had several mismatched locations 
in test cases IV, VIII and X. Satisfactory results were reached also by Levenstein, Jaro 
and Jaro-Winkler string similarity algorithms. These algorithms did not match all 
tagged texts in test case XII, but they had one unmatched location and they had only 
one mismatched location at a set-up, in which almost all string similarity algorithms 
had mismatches, too. 

The last indicator of a usability of the proposed approach is a time complexity of 
the interpret function. To evaluate this metric, we compare times consumed by all set-
ups with four abovementioned string similarity algorithms. For all test cases, set-ups 
with Monge-Elkan algorithm needed longest times to interpret location descriptors. 
This string similarity reached best confidences but times highly exceeded our re-
quirements (50 ms) for longer target texts, what made this algorithm unusable. 

Remaining three string similarity algorithms needed almost same times to interpret 
location descriptors in set-ups where words were used as textual elements. Remarka-
ble differences were measured in set-ups with lines as textual elements. In these cases, 
Levenstein algorithm needed two or three times longer times. Jaro and Jaro-Winkler 
algorithms still reached almost same times. But almost in all cases set-ups with Jaro, 
Jaro-Winkler and Levenstein algorithms consumed less than fifty milliseconds what 
makes all of these set-ups useable for real-time processing. The only exceptions were 
cases, in that we searched three tagged lines over whole file with words as textual 
elements. In these cases all three string similarity algorithms needed around one time 
longer times than allowed fifty milliseconds.  

5 Conclusions 

We propose anchoring approach applicable for maintenance metadata of changing 
source code. As metadata we consider both machine generated information tags (e.g. 
similarity with code smells) and user generated information tags (e.g. keywords de-
scribing code snippets). Information tags provide source for useful information such 
as identification of bad practices, evaluation of source code quality based on an esti-
mation of the programmer state (e.g., tired, stressed), recommendation of good prac-
tices and tricks/snippets used by peers. They also serve as an input for reasoning on 
properties of software artifacts such as similarity with code smells, estimation of de-
veloper skill and proficiency.    

The evaluation approved, that the proposed anchoring approach is sufficiently ac-
curate and its time complexity allows its usability for real-time processing. The op-
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timal configuration is usage of the Jaro-Winkler string similarity algorithm, while if 
our anchoring approach has to be used with a longer source code, usage of lines as 
textual elements of sequences ensures usability for real-time processing. 
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Abstract. Data is a modern commodity. Yet the pricing models in use
on electronic data markets either focus on the usage of computing re-
sources, or are proprietary, opaque, most likely ad hoc, and not conducive
of a healthy commodity market dynamics. In this paper we propose a
generic data pricing model that is based on minimal provenance, i.e. min-
imal sets of tuples contributing to the result of a query. We show that the
proposed model fulfills desirable properties such as contribution mono-
tonicity, bounded-price and contribution arbitrage-freedom. We present
a baseline algorithm to compute the exact price of a query based on
our pricing model. We show that the problem is NP-hard. We therefore
devise, present and compare several heuristics. We conduct a compre-
hensive experimental study to show their effectiveness and efficiency.

1 Introduction

Data has value. Brynjolfsson et al. remark that “Organizational judgement is
currently undergoing a fundamental change, from a reliance of a leader’s human
intuition to a data based analysis” ([3]). They conduct a study of 179 large
publicly traded firms showing that those adopting data-driven decision-making
increase output and productivity beyond what can be explained by traditional
factors and by IT usage alone. In the science community, data is taking such a
prominent place that Jim Gray argues that “The techniques and technologies
for such data-intensive science are so different that it is worth distinguishing
data-intensive science from computational science as a new, fourth paradigm for
scientific exploration.” [8]

As argued by the authors in [2,11], data is being bought and sold. Electronic
data market places are being designed and deployed. Independent vendors, such
as Aggdata [13] and Microsoft’s Azure MarketPlace [14], aggregate data and
organize their online distribution. A lot of effort has been made to define com-
puting and resource based pricing models ([7], for instance). Yet, only recently
have authors looked at pricing data independently from computation beyond
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the basic pricing models found in current commercial data services where buyers
are restricted to buy data by the volume or through pre-defined views. Such
pricing models are simplistic, inflexible and can create undesirable arbitrage sit-
uations (i.e. when a sought result can be obtained at a cheaper price by issuing
and combining the results of several queries that by issuing a single and direct
query) [11].

In response to this observation, the authors of [11] propose a pricing model
that defines the price of an arbitrary query as the minimum sum of the prices
of views that can determine the query. The model is flexible since it explicitly
allows the combination of views while preventing arbitrage. Unfortunately, the
authors do not propose generic algorithms for the computation of prices in their
model. In addition, the authors assign prices to individual pre-defined views,
however, the view granularity might be too coarse for many applications. Even
though, in principle, the view model can degenerate to a tuple model in which
each tuple is a view, such an approach raises serious scalability issues. Hence
we adapt this pricing strategy for a tuple granularity, i.e. we charge for a query
based on the source tuples used to answer this query. Therefore we need to track
the source tuples which are used to produce query result, and data provenance
is well known for this purpose. In this paper, we devise a pricing model with
a tuple granularity by leveraging and extending the notion of data provenance,
i.e. set of tuples contributing to the result of a query.

Our model assigns a price to each source tuple in the database. We make
sure that each tuple is charged for only once even if it contributes in the query
result multiple times, due to the nature of information products, i.e. when an
information product is used to produce an output, it is not consumed, instead,
it still can be used to produce other outputs. For this reason, we need to devise a
more rigorous provenance model than the existing ones (e.g. [6,4,9]). Moreover,
we propose a range of price aggregation methods, using p-norm [16], that give
the service providers the possibility to tune and adapt their pricing strategies.
Our pricing model fulfils the following desirable properties:

Contribution monotonicity: the more tuples one query uses, the higher its
price is.

Bounded-price: the price of a given query is not higher than the price of all
the tuples in the relations involved in the query.

Contribution arbitrage-freedom: the price of a query Q cannot be higher
than the sum of the prices of queries, the union of whose contributing tuples
is a superset of the contributing tuples of Q.

Finally, we devise algorithms for the computation of the price of data in this
model. As we will show, in general, computing the exact prices for queries is
intractable, but we devise several generic algorithms using different heuristics.
We evaluate their performance and scalability and compare them to those of a
baseline algorithm.
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2 Background and Related Work

2.1 Relational Data Provenance Semantics

The authors of [5] state that there are three common forms of “provenance” in
relational databases. The first form is “where-provenance” [4], targeting at the
attribute granularity and showing where the values of the attributes of a result
tuple come from. The second form is “why-provenance”, targeting at the tuple
granularity and returning the source tuples that explain why a result tuple is in
the result. [6] and [4] introduce two kinds of “why-provenance”. The other form
is “how-provenance” [9], targeting at tuple granularity and showing that how a
result tuple is produced by source tuples.

The most related provenance to our model is the one introduced by [4]. The
authors of [4] define the notion of why-provenance (named witness basis in [4])
in terms of a deterministic semistructured data model and query language. The
authors of [5] adapt the definitions in [4] to the relational model and relational
algebra. Among the set of why-provenances, they define “minimal” ones. A why-
provenance is minimal (called minimal why-provenance) if and only
if none of its proper subsets can produce the result tuple. There may
exist several minimal why-provenances for a result tuple.

The existing provenances work for individual result tuples. If we use them
directly, we have to price a query by computing the price of each result tuple
separately based on its provenance, and summing them up. Its shortcoming is
that a source tuple may be charged more than once, which violates the nature
of information products, i.e. when an information product is used to produce an
output, it is not consumed, instead, it still can be used to produce other outputs.
Therefore we have to make sure that each tuple is charged for only once even
if it contributes in the query result multiple times. For this reason, we need to
devise a more rigorous provenance model which works for a set of tuples.

2.2 Data Pricing

The authors of [15] survey existing pricing strategies such as free, usage based
prices, package pricing, flat fee tariff, two-part tariff and freemium. However, the
authors of [2], argue that these pricing models suffer from several weaknesses,
such as assuming all tuples are of equal value, leading to arbitrage situations.
There exist some works focusing on setting prices to information goods to get
maximum profit, such as [18]. Some works (e.g. [7]) aim to charge for services
and resources in the context of cloud computing.

Different from other works, the authors of [11] propose a pricing model charg-
ing for individual queries. Their query-based pricing model allows the seller to
set explicit prices for only a few views; the price of a query is the price of the
cheapest set of views which can determine the query.

In this paper, our framework also prices queries but differentiates itself from
the framework of [11] in the following aspects. Firstly, our pricing model charges
for a query based on the source tuples needed to answer this query, which means
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that we target at the tuple granularity, while the model in [11] targets at the
view granularity. The view granularity might be too coarse for many applications.
Even though, in principle, the view model can degenerate to a tuple model in
which each tuple is a view, such an approach raises serious scalability issues.
Secondly, We propose an exact algorithm and several approximation algorithms
to compute prices of queries using our pricing function while [11] does not.

3 Pricing Relational Data

In this section, we propose a generic pricing model which consists of a price
setting function and a pricing function in Section 3.1. Later in Section 3.2, we
define the set of minimal provenance(s) of the result of a query, which is invariant
under query rewriting. We use p-norm to define the price of a set of tuples in
Section 3.3. In Section 3.4, we propose a pricing function, that defines the price
of a query solely based on its contributing tuples.

3.1 Pricing Model

Our pricing model consists of two functions. One of them is used by the data
seller to assign a price to each source tuple, and the other is used by the seller
to define the prices of input queries.

Definition 1. (Price setting function and pricing function). Let D be a database.
A price setting function is a function sD : T→ R+, where T is the set of source
tuples in D, and R+ is the set of non-negative real numbers. A pricing function
is a function prD : Q→ R+, where Q is the set of queries, and R+ is the set of
non-negative real numbers.

3.2 Minimal Provenance of a Set of Tuples

We define a provenance of the query result as a whole, instead of using the prove-
nance of individual resulting tuples (as mentioned in Section 2.1). We consider
necessary and sufficient tuples to produce the result of a given query to be a
minimal provenance of the query result.

Definition 2. (Provenance of a set of tuples). Let Q be a query. Let D be a
database. Let Q(D) be the result of the query Q on the database D. A provenance
of Q(D) is a set of tuples L (L ⊆ D) such that Q(D) ⊆ Q(L)1.

Definition 3. (Minimal provenance of a set of tuples). A minimal provenance
of Q(D) is a provenance L of Q(D) such that ∀L′, L′ ⊆ L⇒ L′ = L where L′ is
a provenance of Q(D).

1
If Q is a monotonic query (which contains only selection, projection, join and union) it is only

possible that Q(D) = Q(L). For a non-monotonic query Q, it is possible that Q(D) ⊆ Q(L).
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Example 1. Q(D) = {t1, t2}. The sets of minimal why-provenance of t1 and
t2 are {{x1, x5}, {x1, x6}} and {{x2, x7}, {x4, x8}}, respectively. There are four
minimal provenances of the query result Q(D): L1 = {x1, x2, x5, x7}, L2 =
{x1, x4, x5, x8}, L3 = {x1, x2, x6, x7}, L4 = {x1, x4, x6, x8}. The semantics of L1

is that the set of tuples {x1, x2, x5, x7} produces the query result, but none of any
subsets of L1 is able to produce the query result. �
From Example 1, we can see that the query result Q(D) may have several min-
imal provenances. We use M(Q,D) to represent the set of minimal provenances
of Q(D).

Theorem 1. Two equivalent queries have the same set of minimal provenances
for any database.

Theorem 1 states that the set of minimal provenances remains invariant under
query rewriting. The proof of Theorem 1 is in our technical report [17].

3.3 p-Norm

In this section, we use p-norm to define the price of a set of tuples. The p-norm
[16] is a function defining a norm of a vector.

Definition 4. (p-norm of a vector). Let X be a vector (x1, x2, ..., xn), for a real

number p ≥ 1, the p-norm of X is defined by ||X ||p = (
∑n

i=1 |xi|p)
1
p .

Although Definition 4 defines the p-norm of a vector, this definition can be easily
adapted to be the p-norm of a set.

Proposition 1. If p ≥ 1 and a ≥ 0, ||X ||p+a ≤ ||X ||p.
Proposition 1 is proved in [16]. It states the fact that the p-norm value decreases
as p (p ≥ 1) increases.

Definition 5. (The price of a set of tuples). Let D be a database. Let X be a
set of tuples, and X ⊆ D. Let sD be a price setting function. The price of the

set of tuples X is defined by ||X ||p = (
∑n

i=1 sD(ti)
p)

1
p , where ti ∈ X.

Using p-norm gives the data seller the possibility to tune and adapt their pricing
strategies. Due to Proposition 1, Definition 5 allows the seller to define the price
of a set of tuples as a function that ranges from a sum of the prices of the
individual tuples when p is equal to 1, to a maximum price of the individual
tuples when p tends to infinity. In between, the value of the price decreases as p
increases. p-norm would be useful and convenient when the data seller wants to
give different discounts to different categories of consumers.

3.4 The Pricing Function

Our pricing function defines the price of a query based on the necessary and
sufficient tuples to produce the result. We start with defining such tuples. After
that, we define several required properties that a pricing function has to satisfy.
At last, we propose our pricing function which satisfies all the properties.
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Definition 6. (Contributing tuples). Let Q be a query. Let D be a database. Let
Q(D) be the result of the query Q on the database D. The set of contributing
tuples of Q(D) is the set of minimal provenances of Q(D), i.e. M(Q,D).

Property 1: Contribution monotonicity. Intuitively, a query using more
tuples should have a higher price than another query using less tuples. However,
it is not clear what is the meaning of “using more tuples” when there exist
several ways to produce the query result. Informally, we say that a query Q2

uses more tuples than another query Q1 if for every set of tuples to produce the
result of Q2, it is possible to produce the result of Q1 only using its subset.

Definition 7. (Contribution containment). Let D be a database. Let Q1 and
Q2 be two queries. M(Q1,D), M(Q2,D) are the sets of contributing tuples of
Q1(D), Q2(D), respectively. Q1 is contribution contained in Q2 with respect to
D, namely Q1 ⊆C(D) Q2, if and only if:

∀L′(L′ ∈M(Q2,D) ⇒ ∃L(L ∈M(Q1,D) ∧ L ⊆ L′))

Example 2. Let D be a database. Let Q1, Q2 and Q3 be three queries. M(Q1,D),
M(Q2,D) and M(Q3,D) are the sets of contributing tuples of Q1(D), Q2(D)
and Q3(D). Assume M(Q1,D) = {l11 = {t1, t2}, l21 = {t2, t3}}, M(Q2,D) = {l12 =
{t1, t2, t3}}, M(Q3,D) = {l13 = {t1, t2}, l23 = {t1, t3}}.

Q1 ⊆C(D) Q2 because for l12, there exists l11 such that l11 ⊆ l12. However,
Q1 �C(D) Q3 because for l23, l11 � l23 and l21 � l23. �

The price of Q1 should be lower than the price of Q2 if for every way to produce
the result of Q2, we can find a cheaper way to produce the result of Q1.

Definition 8. (Contribution monotonicity). A pricing function is said to be
contribution monotonic if given a database D, whenever two queries Q1, Q2 sat-
isfy Q1 ⊆C(D) Q2, their prices satisfy prD(Q1) ≤ prD(Q2).

Property 2: Bounded-price. Since we charge for each source tuple in the
database at most once, it is reasonable that the upper bound of the price of
any query is the price of the entire database, or more precisely, is the price of
the source tuples in the relations involved in the query. We call this property
bounded-price, defined as follows.

Definition 9. (Bounded-price). A pricing function is said to be of bounded-
price if for any database D, the price of a query is always not higher than the
price of the source tuples in the relations which are involved in the query, i.e.
prD(Q) ≤ ||S||p, where S = {t ∈ R|R ∝ Q} and R ∝ Q means that the relation
R is involved in the query Q.

Lemma 1. If a pricing function is contribution monotonic, it is of bounded-
price.

Lemma 1 shows that bounded-price is implied by contribution monotonicity.
The detailed proof is available in our technical report [17].
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Property 3: Contribution arbitrage-freedom. In economics, arbitrage is
possible when equivalent assets are available for two different prices ([1]). In
[11], arbitrage refers to the case that it might turn out to be less expensive to
issue several queries and combine their results than issuing a single query.

Our concern is contributing tuples, therefore we have to adapt the concept
of arbitrage for contributing tuples. Consider a query Q with the set of con-
tributing tuples {{t1, t2, t3}} (with the price p), another query Q1 with the set
of contributing tuples {{t1, t2}} (with the price p1), and a third query Q2 with
the set of contributing tuples {{t3, t4}} (with the price p2). The data seller would
ensure that p < p1 + p2. Otherwise, it results in the price of {t1, t2, t3, t4} being
lower than the price of {t1, t2, t3}, which is arbitrage and is not reasonable.

Informally, contribution arbitrage-freedom tells that the price of a query Q
cannot be higher than the sum of the prices of queries, the union of whose
contributing tuples is a superset of the contributing tuples of Q. However, in
general, for each query, there may exist more than one way to produce the query
result. We require that the price of Q is not higher than the sum of the prices
of Qi if for the union of every combination of minimal provenances of Qi, there
exists a minimal provenance of Q to be a subset of the union set.

Definition 10. (Contribution arbitrage-freedom). Let D be a database, Q be a
query, and {Qi}(1 ≤ i ≤ m) be a set of queries. M(Q,D) is the set of contribut-
ing tuples of query Q, and M(Qi,D) is the set of contributing tuples of query
Qi. A pricing function is contribution arbitrage-free if

(∀S(S =
⋃

1≤i≤m

Li
ki

(Li
ki
∈M(Qi,D)) ⇒ ∃L(L ∈M(Q,D) ∧ L ⊆ S)))

then
∑

i prD(Qi) ≥ prD(Q) holds.

Example 3. Let D be a database. Let Q1, Q2 and Q be three queries. M(Q1,D),
M(Q2,D) and M(Q,D) are the sets of contributing tuples of Q1(D), Q2(D) and
Q(D). Assume M(Q1,D) = {l11 = {t1, t2}, l21 = {t2, t3}}, M(Q2,D) = {l12 =
{t2, t4}, l22 = {t1, t4}}, M(Q,D) = {l1 = {t1, t2}, l2 = {t2, t3}, l3 = {t1, t4}}.

For l11 ∪ l12 = {t1, t2, t4}, there exists l1 ⊆ l11 ∪ l12. For l21 ∪ l12 = {t2, t3, t4},
there exists l2 ⊆ l21 ∪ l12. For l11 ∪ l22 = {t1, t2, t4}, there exists l1 ⊆ l11 ∪ l22. For
l21 ∪ l22 = {t1, t2, t3, t4}, there exists l1 ⊆ l21 ∪ l22.

If we have prD(Q1) +prD(Q2) ≥ prD(Q), this pricing function is contribution
arbitrage-free. �

Definition 11. (Price of a query). The price of a query Q in a database D is
defined as the price of the cheapest minimal provenance of Q(D):

prD(Q) = minL∈M(Q,D)||L||p

Theorem 2. The pricing function in Definition 11 is contribution monotonic,
of bounded-price and contribution arbitrage-free. Moreover, The prices are the
same among equivalent queries.

The detailed proof of Theorem 2 is available in our technical report [17].



The Price Is Right 387

4 Computing Price

In general cases, computing the exact price of a given query is NP-hard. We first
present an algorithm to compute the exact price in Section 4.1. Then we present
four approximation algorithms with different heuristics in Section 4.2.

4.1 Exact Algorithm

Theorem 3. Given the price of each source tuple in database D, the query re-
sult Q(D), and the minimal why-provenances of each result tuple ti ∈ Q(D),
computing the price prD(Q) is NP-hard.

We prove this theorem by reducing this problem to the MinCostSAT problem
([12]), which is NP-hard. Detailed proof can be found in our technical report
[17].

In this section, we present a baseline algorithm to compute the exact price
of a query using our proposed pricing function, though the complexity of the
algorithm is potentially exponential.

The key problem is, given a query Q, and a database D, how to compute
the set of minimal provenances M(Q,D). We have stated the difference between
our proposed minimal provenance and the minimal why-provenance ([4]) in the
related work. Here we study the relationship between them in detail.

We denote the set of minimal provenances of the query result Q(D) by
M(Q,D). For a tuple ti ∈ Q(D), we denote its set of minimal why-provenances
([4]) by W i. We denote the set in which each element is the union of a minimal
why-provenance of each result tuple by U(Q,D), i.e. U(Q,D) = {

⋃
iw

i
ki
|wi

ki
∈

W i}. Using the example below, we verify that M(Q,D) �= U(Q,D).

Example 4. Assume Q(D) = {t1, t2}. The sets of minimal why-provenances of
t1 and t2 are assumed to be {{a1, a2}, {a1, a4}} and {{a3, a4}}, respectively.
U(Q,D) = {{a1, a2, a3, a4}, {a1, a3, a4}}. It is not the set of minimal prove-
nances. More specifically, {a1, a2, a3, a4} cannot be a minimal provenance, since
its proper subset ({a1, a3, a4}) is a minimal provenance. �
Example 4 indicates that U(Q,D) may include non-minimal provenances which
are not included in M(Q,D). We denote the set after filtering all the non-minimal
provenances from U(Q,D) by U ′(Q,D).

Theorem 4. Let Q be a query. Let D be a database. Let Q(D) be the result of
the query Q on the database D. It is true that M(Q,D) = U ′(Q,D).

The proof of Theorem 4 is available in our technical report [17]. According to
Theorem 4, in order to get M(Q,D), non-minimal provenances have to be filtered
from U(Q,D) (to generate U ′(Q,D)). However, the “filtering” is very expensive.
Assume we have n tuples in the query result Q(D), and each tuple has m minimal
why-provenances. In this case, U(Q,D) contains mn provenances. To check the
minimality of a provenance u in U(Q,D), the complexity is O(mn), since we have
to check the inclusion relationship between u and all other mn − 1 provenances.
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The minimality of all the provenances in U(Q,D) have to be checked, therefore
the complexity is O(m2n). However, the expensive “filtering” is not needed. Our
aim is not computing M(Q,D), but computing the price of the query, which is
the price of the cheapest provenance. If a provenance is not minimal, it cannot
be the cheapest provenance, hence it will not affect the price. Therefore it is
true that minL∈U(Q,D)||L||p = minL∈U ′(Q,D)||L||p. The detailed reasoning can
be found in our technical report [17].

Based on the above observations, we devise a baseline algorithm to compute
the exact price of a query. The pseudo code is in our technical report [17]. Its
correctness is guaranteed by Theorem 4. Assume we have n result tuples, and
each tuple has m minimal why-provenances. Firstly the algorithm computes the
set of minimal why-provenances of each tuple, which we assume to get before-
hand. Then, it constructs the set of provenances of the query result U(Q,D) with
the complexity O(mn). Lastly, it computes the prices of all the provenances and
chooses the lowest one with the complexity O(mn). In total, the complexity is
O(mn).

4.2 Approximation Algorithms

Since computing the exact price of a query in general cases is intractable, we
devise some approximation algorithms to compute approximate price of a given
query. Before introducing the heuristics, we define some notations that are used
in this section. We denote the number of result tuples by n, the maximum number
of minimal why-provenances of result tuples by m and the number of source
tuples that may contribute to the query result by b. wmin

i represents the minimal
why-provenance of ti that minimizes an objective function (in approximation
algorithms). wmin

i varies from one heuristic to another.

Heuristics. In this section, we introduce the heuristics and present the approx-
imation algorithms. Before going into details, we first discuss the intuition of the
heuristics. Our aim is to get the cheapest provenance of the result of a query,
given the set of minimal why-provenances of individual result tuples.

The first heuristic approximates the cheapest provenance of the query re-
sult by union of the cheapest minimal why-provenance of each result tuple.
This heuristic seeks for individual local optimal values, instead of global optimal
value. We refer to this heuristic as Heuristic 1 in Table 1. The second heuristic
(Heuristic 2 in Table 1) uses the same intuition as Heuristic 1, but with a differ-
ent function to choose minimal why-provenances for each result tuple. Instead
of choosing the cheapest minimal why-provenance as Heuristic 1, Heuristic 2
chooses the minimal why-provenance with the lowest average price.

Neither of Heuristic 1 and 2 memorizes their previous choices of minimal
why-provenances and they choose a minimal why-provenance of each result tu-
ple independently. Based on this observation, we devise another two heuristics
(Heuristic 3 and 4 in Table 1). Heuristic 3 and 4 memorize their previous choices
of minimal why-provenances when they are choosing a minimal why-provenance
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of the next result tuple. The difference between Heuristic 3 and 4 is that the
former one chooses the cheapest minimal why-provenance for each result tuple,
while the latter one chooses the one with lowest average price.

We summarize the similarities and differences among the four heuristics in
Table 1. Due to space limit, we only present the algorithms with Heuristic 1 and
3. The algorithms with Heuristic 2 and 4 are in our technical report [17].

Table 1. Relationship between different heuristics

Intuition
consider each result tuple independently consider each result tuple dependently
cheapest lowest average cheapest lowest average

heuristic Heuristic 1 Heuristic 2 Heuristic 3 Heuristic 4

function ||{sD(tj)}||p ||{sD(tj)}||p
|wmin

i | ||{sD(tj)}||p ||{sD(tj)}||p
|wmin

i −App U(Q,D)|

Heuristic 1
Algorithm 1 presents the approximation algorithm with Heuristic 1. For each
result tuple ti, the algorithm chooses the cheapest minimal why-provenance wmin

i

(line 3). If there are more than one such minimal why-provenance, it chooses the
one with the largest size (line 5). At last, it unions the chosen minimal why-
provenances, and computes the price (line 6 to 7).

The complexity of choosing the cheapest minimal why-provenance of each re-
sult tuple is O(m). Therefore the complexity of choosing that for all result tuples
is O(mn). The complexity of unioning the chosen minimal why-provenances is
O(n). In total, the complexity is O(mn).

Algorithm 1. Heuristic 1

Data: a query Q, a database D
Result: approximate price App prD(Q)

1 for each tuple ti in the query result Q(D) do
2 get the set of minimal why-provenances W i defined in [4];

3 choose the why-provenance wmin
i that minimizes ||{sD(tj)}||p (tj ∈ wmin

i );
4 if there are more the one such why-provenance then
5 choose the one with largest size;

6 App U(Q,D) = ⋃
i w

min
i ;

7 App prD(Q) = ||App U(Q,D)||p;

Heuristic 3
Algorithm 2 presents the approximation algorithm with Heuristic 3. The differ-
ence between Algorithm 2 and Algorithm 1 is that when Algorithm 2 chooses
the cheapest minimal why-provenance (line 4) and compares the sizes of minimal
why-provenances (line 6), it considers the source tuples that are already bought.

The complexity of choosing the cheapest minimal why-provenance of each
result tuple considering the source tuples which are already bought is O(mb). In
total, the complexity is O(mnb).
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Algorithm 2. Heuristic 3

Data: a query Q, a database D
Result: approximate price App prD(Q)

1 while there exist tuples not visited in the query result Q(D) do
2 choose a unvisited tuple ti uniformly at random;

3 get the set of minimal why-provenances W i defined in [4];

4 choose the why-provenance wmin
i that minimizes ||{sD(tj)}||p

(tj ∈ wmin
i , tj /∈ App U(Q,D));

5 if there are more the one such why-provenance then
6 choose the one with largest size (without taking into account the ones

already bought);

7 App U(Q,D) = App U(Q,D) ∪ wmin
i ;

8 App prD(Q) = ||App U(Q,D)||p;

Example 5. The query result is Q(D) = {t1, t2, t3}. The sets of minimal why-
provenances of t1, t2 and t3 are {{x1, x4}, {x1, x2, x3}}, {{x1, x2}, {x1, x4}} and
{{x2, x3}}, respectively. The prices of the source tuples are: sD(x1) = 1, sD(x2) =
2, sD(x3) = 3, sD(x4) = 4. We set p = 1 for p-norm.

Heuristic 1 chooses {x1, x4} for t1, since the price of {x1, x4}, namely 5, is
lower than the price of {x1, x2, x3}, namely 6. For the same reason, the algorithm
chooses {x1, x2} for t2. It has to choose {x2, x3} for t3 since this is the only
choice. Then the algorithm unions all the chosen minimal why-provenances, as
{x1, x2, x3, x4}. Therefore the approximate price of Q is 1 + 2 + 3 + 4 = 10.

Heuristic 3 chooses a result tuple uniformly at random each time. Let us
assume that it chooses the order of t1 first, then t2 and at last t3. Initially,
App U(Q,D) = ∅. Heuristic 3 chooses {x1, x4} for t1, since the price of {x1, x4},
namely 5, is lower than the price of {x1, x2, x3}, namely 6. Now App U(Q,D) =
{x1, x4}. It chooses {x1, x4} for t2 since the price needed to pay for it is 0 (we
already bought x1, x4) which is lower than the price needed to pay for {x1, x2},
namely 2 (we already bought x1). Now App U(Q,D) = {x1, x4}. It has to choose
{x2, x3} for t3 since this is the only choice. Now App U(Q,D) = {x1, x4, x2, x3}.
Therefore the approximate price of Q is 1+2+3+4 = 10. �

Approximability. In this section, we discuss the approximability of the above
four heuristics. The authors of [10] define the approximibility of an approxima-
tion algorithm as its performance ratio. They show that the approximability of
any approximation algorithm for this problem is always a polynomial factor to
the input size. We find that the approximability of all the four approximation
algorithms are p

√
n, where n is the number of result tuples and p is the p value

used in Definition 11. It means that in the worst case, the approximate price
could not be larger than p

√
n times of the exact price. The worst case is as below.

Example 6. The query result Q(D) = {t1, t2, t3} (n = 3). The sets of minimal
why-provenances of t1, t2, t3 are {{x1, x2}, {x3, x4}}, {{x1, x2}, {x5, x6}} and
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{{x1, x2}, {x7, x8}}, respectively. The prices of the source tuples are: sD(x1) =
sD(x2) = sD(x4) = sD(x6) = sD(x8) = 5, sD(x3) = sD(x5) = sD(x7) = 4.99. We
set p = 1 for p-norm. The cheapest provenance of Q(D) is {x1, x2}, hence the ex-
act price is prD(Q) = 5+5 = 10. However, all the 4 approximation algorithms get
the same chosen provenance {x3, x4, x5, x6, x7, x8}, therefore the approximate
price is App prD(Q) = 4.99 + 5 + 4.99 + 5 + 4.99 + 5 = 29.97 < 30 = 3× prD(Q).

5 Empirical Performance Evaluation

In this section, we study the performance of the proposed approximation algo-
rithms. Firstly, we study their effectiveness, that is how well they approximate
prices. Secondly, we study their efficiency, that is how fast they approximate
prices.

5.1 Set Up and Measurements

We generate a set of symbols X = {x1, x2, ..., xb}, where xi represents a source
tuple in the database. We fix b = 100, where b is the number of source tuples
that may contribute to the query result. We generate a number sD(xi) uniformly
at random from [1, 100] as the price of xi. We generate a set of symbols Q(D) =
{t1, t2, ..., tn}, where ti represents a result tuple. n is fixed to be 10 for measuring
the effectiveness of the approximation algorithms, while it varies from 1,000 to
5,000 for measuring the efficiency. Lastly, we generate a set of minimal why-
provenances for each result tuple. We specify the maximum number of minimal
why-provenances of each result tuple and the maximum number of source tuples
contained in each minimal why-provenance to be 5. The numbers are generated
uniformly at random from [1, 5].

We measure the effectiveness of an approximation algorithm by comput-
ing the ratio between the approximate price and the exact price, as: α = p

p∗ ,
where p∗ and p represent the price computed by the exact algorithm and the
approximation algorithm, respectively. The smaller α is, the more effective this
approximation algorithm is. We measure the efficiency of the approximation
algorithms by comparing their running time. All the algorithms are implemented
in Java and performed by a 2.83GHz CPU with 3.00GB RAM.

5.2 Effectiveness

50,000 random data sets are generated for evaluation, and we record α values
for all the 4 approximation algorithms in each run. We set p = 1 for the p-norm.

In Figure 1, we present the percentages of α values in different intervals, for in-
dividual approximation algorithms. We pre-specify some intervals for α as the x-
axis of these figures, as [1.0, 1.2), [1.2, 1.4), [1.4, 1.6), [1.6, 1.8), [1.8, 2.0), [2.0, 10.0].
The y-axis represents the percentage of α values that fall in the corresponding
interval. For instance, in Figure 1(a), the value “57.912” represents that there
are 57.912% of α values in [1.0, 1.2).
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Fig. 1. Percentages of α value in different intervals

Several observations can be obtained from Figure 1. Firstly, for all the 4
approximation algorithms, there are rare or no α values in [2.0, 10.0]. Although
the approximability of the approximation algorithms is 10 in our setting (ac-
cording to the analysis in Section 8), it is less than 2 in most cases. Secondly,
the algorithm with Heuristic 1 is more effective than the one with Heuristic 2,
and the algorithm with Heuristic 3 is more effective than the one with Heuristic
4. From this observation, we can infer that the function used in Heuristic 1 and
3 is more suitable than the function in Heuristic 2 and 4 in the random data
sets. Thirdly, the algorithm with Heuristic 3 is more effective than the one
with Heuristic 1, and the algorithm with Heuristic 4 is more effective than the
one with Heuristic 2. It can be inferred that memorizing previous choices helps
to choose the current minimal why-provenance and improves the performance
of the algorithms. The rationale behind this conclusion is that memorizing is
helpful in making the current choice closer to the global optimal value in most
cases.

5.3 Efficiency

We observe that the number of result tuples affects the efficiency most compared
to other factors. Therefore in this section, we study the efficiency when we vary
the number of result tuples from 1,000 to 5,000. We fix the number of minimal
why-provenances for each result tuple and the number of source tuples in each
minimal why-provenance to be both 5. We do not present the running time of
the exact algorithm since it does not scale in this setting.



The Price Is Right 393

0
50

100
150
200
250
300

1K 2K 3K 4K 5K
ru
n
ni
n
g
tim

e(
m
s)

numberof result tuples

Heuristic 1

Heuristic 2

Heuristic 3

Heuristic 4

Fig. 2. Running time of different approximation algorithms

Figure 2 shows the running time of different approximation algorithms when
varying the number of result tuples from 1,000 to 5,000. The x-axis represents
the number of result tuples. The y-axis represents their running time. Every
value is the average of 10,000 runs. Note that since the curves of Heuristic 1
and 2 are almost the same, while the curves of Heuristic 3 and 4 are almost the
same, we can only see two separate curves in Figure 2.

We can get the following observations from Figure 2. Firstly, the algorithms
with Heuristic 1 and 2 have almost the same running time, while the algorithms
with Heuristic 3 and 4 also have the same running time. Secondly, the running
time of all the algorithms is linear in the number of result tuples. Thirdly, the
algorithms with Heuristic 1 and 2 are more efficient than the algorithms with
Heuristic 3 and 4. These three observations are consistent with the theoretical
complexity analysis of the approximation algorithms in Section 4.2. Generally,
the approximation algorithms are efficient. For 5,000 result tuples, the running
time is less than 300 ms.

6 Conclusion

In this paper we proposed a generic data pricing model that is based on minimal
provenance, i.e. set of tuples contributing to the result of a query. We showed that
the proposed model fulfils desirable properties such as contribution monotonic-
ity, bounded-price and contribution arbitrage-freedom. We devised a baseline
algorithm to compute the exact price of queries and also devised heuristics to
approximate the price with tractable complexity. We evaluated the effectiveness
and efficiency of the proposed algorithms. The empirical evaluation showed that
the accuracy of the approximate price computation is much better than the
theoretical analysis, and that the algorithms are efficient in practice.
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Abstract. In most data markets, prices are prescribed and accuracy is
determined by the data. Instead, we consider a model in which accuracy
can be traded for discounted prices: “what you pay for is what you get”.
The data market model consists of data consumers, data providers

and data market owners. The data market owners are brokers between
the data providers and data consumers. A data consumer proposes a
price for the data that she requests. If the price is less than the price
set by the data provider, then she gets an approximate value. The data
market owners negotiate the pricing schemes with the data providers.
They implement these schemes for the computation of the discounted
approximate values.
We propose a theoretical and practical pricing framework with its al-

gorithms for the above mechanism. In this framework, the value
published is randomly determined from a probability distribution. The
distribution is computed such that its distance to the actual value is
commensurate to the discount. The published value comes with a guar-
antee on the probability to be the exact value. The probability is also
commensurate to the discount. We present and formalize the principles
that a healthy data market should meet for such a transaction. We define
two ancillary functions and describe the algorithms that compute the ap-
proximate value from the proposed price using these functions. We prove
that the functions and the algorithm meet the required principles.

1 Introduction

The three participants to a data market are data providers, data market owners
and data consumers ([5]). Data providers bring data to the market and set its
base price. Data consumers buy data from the market. A data market owner is a
broker. She negotiates the pricing schemes with data providers and manages the
market infrastructure that facilitates the transactions between data providers
and data consumers.

In the pricing schemes considered in the data market literature (e.g. [8,3,7,6,2]),
prices are prescribed unilaterally and data quality is the best it can be and is
non-negotiable. Instead, we consider a model in which accuracy can be traded
for discounted prices: “what you pay for is what you get”. If a data consumer
proposes to buy data at a price less than the price set by the data provider (a

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 395–409, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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price less than the base price) then she can obtain an approximate value, whose
quality is commensurate to the discount.

In this paper, we propose a theoretical and practical pricing framework with
its algorithms for publishing an approximate value when the price is discounted.
In this framework, the value published is randomly determined from a probability
distribution. The distribution is computed in such a way that its distance to the
actual value is commensurate to the discount sought. The published value comes
with a guarantee on the probability to be the exact value. This probability also
is commensurate to the discount sought.

The computation of the approximate value for the discounted price requires
both a distance function and a probability function. We define an invertible
distance function δ, that takes as input the price sought by the data consumer
and returns the maximum distance between the degenerate distribution (i.e. the
distribution that takes one value only with probability 1) for the exact value
and the sampling distribution used to sample the returned value. We define an
invertible probability function π, that takes as input the price offered by the
data consumer and returns the minimum probability of the returned value.

The data market owner negotiates the distance and probability functions with
the data providers. We formalize the principles that a healthy data market should
meet for such a transaction. The distance function δ and the probability function
π are inverse functions of two pricing functions, δ−1 and π−1, respectively. δ−1

computes the price given the maximum distance. π−1 computes the price given
the minimum probability. We formalize the principles of co- and contra-variance,
of invariance, of a threshold requirement for these functions with respect to the
price. We prove that the two functions meet the principles.

The data market owner uses the distance and probability functions to generate
a probability distribution from which the published value is sampled. We argue
that, in addition and in order to ensure fairness among consumers without dis-
counting exact values, the data market owner must maximize the distance of the
sampling distribution with the degenerate distribution. We devise and present
algorithms to generate such an optimal distribution using the distance function
δ and the probability function π.

The rest of this paper is organized as follows. Section 2 presents a rapid
overview of related work on pricing. In Section 3, we present the data model
and basic concepts used in our framework. Two important functions δ and π
are introduced in Section 4. We study optimal satisfying distributions in Section
5, and devise algorithms to generate such an optimal distribution in Section 6.
Finally, we conclude our framework in Section 7.

2 Related Work

In this section, we categorize the related works based on two dimensions. One
dimension categorizes works to be data based pricing or query based pricing.
Data based pricing defines prices of information goods or resources, while query
based pricing defines prices of queries. The concern of the other dimension is that
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whether a framework allows data consumers’ willingness-to-pay (WTP ) being
less than the price of an item (p), i.e. WTP < p. Allowing WTP < p means
that a data consumer is free to propose any price for the data she requests.

[8,3,7,6] are in the category of data based pricing and do not allow WTP < p.
The pricing schemes considered in [8,3] are static, which means that prices are
not updated. The authors of [7,6] introduce a dynamic pricing scheme in the
context of cloud computing. The prices of resources are updated when the uti-
lization varies. However, regardless of a pricing scheme being static or dynamic,
consumers have to pay the full price at the moment.

[2,4] are query based pricing. The authors of [2] propose a pricing model
charging for individual queries. However, this work also only accepts full payment
if a data consumer wants a query. For privacy concerns, the authors of [4] allow
a partial payment. They propose a theoretic framework to assign prices to noisy
query answers, as a function of a query and standard deviation. For the same
query, the more accurate the answer is, the more expensive the query is. If a
data consumer cannot afford the price of a query, she can choose to tolerate a
higher standard deviation to lower the price.

Our framework is in the category of data based pricing and allowing WTP <
p. The framework of [4] is similar to our work because both works return a
sampled value from a generated distribution to data consumers. Our work dif-
ferentiates itself from [4] in the following aspects. The framework of [4] focuses
on prices of linear queries with only numerical domains, which is the same as
researchers do in differential privacy; while in our framework there is a pric-
ing function defining prices of generated distributions on any discrete domains.
Moreover, in their framework, the price of a query depends on the standard
derivation provided by consumers. Standard derivation is not meaningful with-
out the exact answer of the query. In our framework, we have a probability
function which states clearly that what is the probability of getting the exact
value if a data consumer pays certain amount of money. It would be much easier
for a data consumer to decide her payment. Even worse, in their framework a
data consumer has to find an acceptable price by themselves by tuning standard
deviation, which may be troublesome. In contrast, in our framework, a data
consumer is able to specify the payment directly, and she gets what she pays for.

3 Data Model and Basic Concepts

In this section, we describe the data model and basic concepts of our framework.
The data market model consists of data consumers, data providers and data
market owners. For the ease of presentation, we consider only one data provider,
one data consumer and one data market owner.

The data provider brings data to the market and sets its base price. We
consider the data in relational model. A data provider owns a set of tuples. The
schema is (id,v), where id is the primary key and v is the value. We consider the
domain of v to be a discrete ordered or unordered domain. All possible values
of v are v1, v2, ..., vm.
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Although we only consider two attributes in the schema in our model, cases
of more than two attributes can be handled by treating v as a set of attributes.

Without loss of generality, we consider the case that the data provider only
owns one tuple t, t = (ξ, vk) where k ∈ [1,m], with a base price prbase. Our
model can be easily extended to handle the case that the data provider owns
multiple tuples, by considering each tuple independently.

The data consumer wants to buy data from the market. She requests the tuple
t. However, she is not forced to pay the base price prbase for it, instead, she is
free to propose a price.

The data market owner is a broker between the data provider and data con-
sumer. She negotiates the pricing scheme with the data provider. Receiving a
payment from the data consumer, the data market owner returns a value, which
is randomly determined from a probability distribution, to the data consumer.
The distribution, namely an X-tuple [1], is generated by the data market owner
according to the price a consumer is agreeable to pay.

Definition 1. (X-tuple) An X-tuple is a set of m mutually exclusive tuples
with the same id value but different v values, where m is the number of different
possible values in the domain of v. Each tuple is associated with a probability
representing the confidence that this tuple is actual.

In our framework, we consider that there is only one tuple t owned by the data
provider. Under this assumption, all the X-tuples contain the same set of tuples,
but with different distributions over possible values of v, therefore, it is possible
to represent an X-tuple by its distribution. As a special case, the tuple t can be
represented by a degenerate distribution.

Example 1. A tuple t = (20053046, A) telling that the student with id 20053046
gets grade A. There are four possible grades A,B,C,D. Based on t, an X-tuple
X = {< (20053046, A), 0.3 >,< (20053046, B), 0.2 >,< (20053046, C), 0.4 >,<
(20053046, D), 0.1 >}. X can be represented by its distribution (0.3, 0.2, 0.4, 0.1).
The tuple (20053046, A) is sampled from X with a probability 0.3. The tuple t
can be represented by a degenerate distribution (1, 0, 0, 0). �

In the rest of the paper, we represent an X-tuple by its distribution when
there is no ambiguity. We reserve Dbase as the degenerate distribution of
the tuple t, reserve k as the index where the probability is 1 in Dbase,
reserve m as the number of tuples in an X-tuple.

Receiving the payment pr0 from the data consumer, the data market owner
generates a distribution (i.e. an X-tuple) X satisfying two constraints:

(1) the distance between X and Dbase is not larger than δ(pr0);
(2) the probability of a tuple sampled from X to be t is at least π(pr0).

There may exist infinitely many distributions satisfying the above two con-
straints. In order to ensure fairness among consumers, the data market owner
generates an optimal satisfying distribution (the reason is in Section 5). A distri-
bution created is optimal in the sense that it has the maximum distance to the
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degenerate distribution Dbase under the two constraints. Finally, the data mar-
ket owner samples a value from an optimal satisfying distribution and returns it
to the data consumer.

4 Distance and Probability Functions

In our framework the accuracy of the value is determined from the price given by
the data consumer. Therefore the distance function δ and the probability func-
tion π are inverse pricing functions. In this section we define the corresponding
pricing functions, δ−1 and π−1. δ−1 computes the price given the maximum
distance requirement. π−1 computes the price given the minimum probability
requirement. We formalize the principles for the exchange in terms of δ−1 and
π−1 in Section 4.1 and Section 4.2, respectively.

We first recall the definition of Earth Mover’s Distance, as we use it to define
the pricing function δ−1. To define Earth Mover’s Distance, a ground distance
dij is needed to measure the difference from cell i to j. We consider a family
of ground distance dij = |i − j|q, where q ≥ 0. This family of ground distance
is a metric, i.e. satisfying non-negative, identity of indiscernible, symmetry and
triangle inequality conditions. The ground distance of q = 0 suits unordered
domains. The ground distance of q > 0 suits ordered domains.

Earth mover’s distance can be defined on the basis of the ground distance.
Given two distributions D1 and D2, Earth Mover’s Distance from D1 to D2,
EMD(D1, D2), is the optimal value of the following linear program:
Minimize :

∑
i,j fij × dij s.t.

∀i :
∑

j fij = D1(i) and ∀j :
∑

i fij = D2(j) and ∀i, j : fij ≥ 0

where D1(i) is the ith cell of distribution D1 and dij is the ground distance. Note
that in our model EMD(D1, D2) = EMD(D2, D1) since dij considered is sym-
metry. Hence, sometime in this paper, we will say that EMD(D1, D2) is the dis-
tance between D1 and D2. In our model, EMD is easier to compute compared
to general cases, because Dbase is special. EMD(Dbase, X) =

∑
i∈[1,m](pi×dki),

where pi is the probability of the ith cell of X .

4.1 The Distance Function δ and Its Inverse Function δ−1

As stated in Section 3, given the payment pr0, one of the two constraints that a
generated distribution X has to satisfy is that the distance between X and Dbase

is not larger than δ(pr0). In this section, we introduce the distance function δ,
by defining and describing its inverse function δ−1. δ−1 is a pricing function,
which defines the price of a distance.

Definition 2. (Distance function and its pricing function) A distance function
is an invertible function δ : Dom2 → Dom1, where Dom1, Dom2 ⊆ [0,∞). It
takes a price as input and returns a distance between Dbase and the sampling
distribution X.

The inverse function of the distance function is a pricing function δ−1 :
Dom1 → Dom2, where Dom1, Dom2 ⊆ [0,∞). Its input is a distance (earth
mover’s distance) between Dbase and X, and it returns the price.
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We have several principles for δ−1 that a healthy data market should meet.
Contra-variance principle: the larger the distance is, the less expensive it

should be, i.e. Δ1 ≥ Δ2 ⇒ δ−1(Δ1) ≤ δ−1(Δ2).
For instance, in a gold trading market, a material mixing of gold and silver

has a lower price if its veracity of gold is smaller, which means that its “distance”
to the pure gold is larger.

Invariance principle: each distance has only one price, i.e. Δ1 = Δ ⇒ δ−1(Δ)
= δ−1(Δ1).

For instance, in a gold trading market, two same materials should have the
same price.

Threshold1 principle: Δ ≤ ΔU and δ−1(ΔU ) = prmin, where U is the uni-
form distribution, ΔU = EMD(Dbase, U), prmin is minimum amount of money
one has to pay.

We assume that X can be charged only if EMD(Dbase, X) ≤ EMD(Dbase, U).
The assumption states that only when the distance between Dbase and X is not
larger than the distance between Dbase and U , X is valuable. We make this
assumption because if X is too far from Dbase, it would be misleading to the
data consumer if she buys it. In a gold trading market, there is a threshold of
the veracity of gold to claim that a material is a piece of gold.

Lemma 1. contra-variance and invariance principle imply that δ−1(Δ)≤prbase.

Based on these three principles, Dom1 and Dom2 in Definition 2 have to be
updated accordingly: Dom1 ⊆ [0, ΔU ] and Dom2 ⊆ [prmin, prbase].

We aim to design the pricing function δ−1 to be not only satisfying the above
principles but also as smooth as possible and easy to parameterize by the data
market owner. We construct the pricing function based on “sigmoid function”2:
S(x) = 1

1+e−x , which is “S” shape and easily parameterized. However, applying
the sigmoid function directly does not satisfy the required principles. Moreover,
the domain and range of the sigmoid function do not meet our needs as well.
Therefore we parameterize the sigmoid function as:

Sλ,a(x) = (
1

1 + e−λ(x−a)
− 1

1 + eλa
)× 1 + eλa

eλa
× (prbase − prmin) + prmin (1)

where a > 0 controls the inflection point and λ > 0 controls the changing rate.
It is easy to verify that the range of Sλ,a(x) is [prmin, prbase] when x ∈ [0,∞).
Since Sλ,a(x) increases as x increases, it violates the contra-variance principle.
Therefore we choose a kernel function: K1(X) = 1

EMD(Dbase,X) −
1

EMD(Dbase,U) .

The pricing function δ−1 is a composition of K1 and Sλ,a:

δ−1(Δ) = (
1

1 + e−λ( 1
Δ−b−a)

− 1

1 + eλa
)× 1 + eλa

eλa
×(prbase−prmin)+prmin (2)

where Δ ∈ [0, 1b ], b = 1
EMD(Dbase,U) , a > 0, λ > 0.

1 The data owner is able to define another special distribution to be the threshold.
2 Other functions are also possible. In this paper, we focus on adapting the sigmoid
function.
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Theorem 1. The pricing function δ−1 satisfies contra-variance, invariance and
threshold principles.

Proof. Due to space limitation, we only show the sketch of the proof:

(1) (δ−1)′(Δ) = λ× (1 + 1
eλa ) e−λ( 1

Δ
−b−a)

(1+e−λ( 1
Δ

−b−a))2
× (− 1

Δ2 ) < 0.

(2) It is satisfied since δ−1 is a function.
(3) δ−1(EMD(Dbase, U)) = 0+prmin = prmin. �

After verifying δ−1 satisfying all the principles, we study how to tune the pa-
rameters in δ−1 according to different needs. There are two parameters in δ−1:
λ and a. λ controls the decreasing rate and a adjusts the inflection point.

In Figure 1, we present the curves of δ−1 varying λ and a, respectively. We set
prbase = 100, prmin = 5, Dbase = (0, 1, 0, 0, 0) and q = 1 for the ground distance.
Figure 1(a) shows four curves of δ−1 whose a value is fixed to be 1 and λ varies
from 1 to 4. When λ is small (λ = 1), δ−1 starts to decrease earlier and decreases
more slowly, compare to other curves when λ is larger (λ = 2, 3, 4).

After the data market owner chooses a proper λ value for herself, the param-
eter a in δ−1 is used to adjust the inflection point. Figure 1(b) shows four curves
of δ−1 whose λ value is fixed to be 1 and a value varies from 1 to 4. As can be
observed, the smaller a value is, the larger the x value of the inflection point is.

To conclude, if the data market owner prefers δ−1 to decrease earlier and
more slowly, she chooses a smaller λ value; otherwise she chooses a larger λ
value. After choosing λ, she can set a smaller a value if she prefers a larger x
value of the inflection point; otherwise she chooses a larger a value.
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(a) a = 1, varying λ(λ = 1 (red), λ = 2
(green), λ = 3 (black), λ = 4 (blue))
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(b) λ = 1, varying a(a = 1 (red), a = 2
(green), a = 3 (black), a = 4 (blue))

Fig. 1.

4.2 The Probability Function π and Its Inverse Function π−1

As stated in Section 3, given the payment pr0, the other one of the two constraints
that a generated distribution X has to satisfy is that the probability of a tuple
sampled from X to be t is not less than π(pr0). In this section, we introduce the
probability function π by presenting its inverse function π−1. π−1 is a pricing
function, which defines the price of a probability requirement.
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Definition 3. (Probability function and its pricing function) A probability func-
tion is an invertible function π : Dom2 → Dom1, where Dom1 ⊆ [0, 1] and
Dom2 ⊆ [0,∞). It takes a price as input and returns a probability of a tuple
sampled from the sampling distribution X to be t.

The inverse function of the probability function is a pricing function π−1 :
Dom1 → Dom2, where Dom1 ⊆ [0, 1] and Dom2 ⊆ [0,∞). Its input is a proba-
bility requirement, and it returns the price.

We have three principles for the pricing function π−1, which are similar to the
ones for δ−1.
Co-variance principle: the larger the probability is, the more expensive it should
be, i.e. p1 ≥ p2 ⇒ π−1(p1) ≥ π−1(p2).
Invariance principle: for any p, its has only one price, i.e. p1 = p ⇒ π−1(p) =
π−1(p1).
Threshold3 principle: p ≥ 1

m and π−1( 1
m ) = prmin.

Lemma 2. co-variance and invariance principles imply that π−1(p) ≤ prbase.

Based on these three principles, Dom1 and Dom2 in Definition 3 have to be
updated accordingly: Dom1 ⊆ [ 1

m , 1] and Dom2 ⊆ [prmin, prbase].
Using the same strategy as developing δ−1, we choose a kernel function:

K2(p) = 1
1−p −

m
m−1 .

The pricing function π−1 is a composition of Sλ,a (Equation 1) and K2:

π−1(p) = (
1

1 + e−λ( 1
1−p− m

m−1−a)
− 1

1 + eλa
)× 1 + eλa

eλa
× (prbase− prmin) + prmin

(3)
where λ and a have the same value as the corresponding value in δ−1. Note
that π−1 can be derived from δ−1 by applying the ground distance of q = 1.

Theorem 2. The pricing function π−1 satisfies co-variance, invariance and
threshold principles.

Proof. We only present the sketch of the proof due to space limitation.

(1) (π−1)′(p) = λ× (1 + 1
eλa ) e

−λ( 1
1−p

−b−a)

(1+e
−λ( 1

1−p
−b−a)

)2
× (− 1

(1−p)2 )× (−1) > 0.

(2) It is satisfied since π−1 is a function.
(3) π−1( 1

m ) = 0+prmin = prmin. �

5 Optimal (pr0, Dbase)−Acceptable Distributions

In this section, we study optimal distributions that satisfy the two constraints
given by the distance function δ and the probability function π. Recall that
given the payment pr0 by the data consumer, the data market owner generates
a distribution X (on the basis of t) satisfying two constraints:

3
The data owner is able to define a special probability (other than 1

m ) to be the threshold.



What You Pay for Is What You Get 403

(1) EMD(Dbase, X) ≤ δ(pr0);
(2) pk ≥ π(pr0), where k is the dimension that vk = t.v.

We define such satisfying distributions to be (pr0, Dbase)−acceptable. Dbase is
a (pr0, Dbase)−acceptable distribution. However, the data market owner should
try to avoid generating Dbase, otherwise no consumer will pay prbase for it.

Definition 4. (Optimal distribution) A (pr0, Dbase)−acceptable distribution
Xopt is optimal if EMD(Dbase, Xopt) ≥ EMD(Dbase, Y ), where Y is an ar-
bitrary (pr0, Dbase)−acceptable distribution.

There may exist infinitely many (pr0, Dbase)−acceptable distributions. In or-
der to ensure fairness among consumers, the data market owner generates
an optimal (pr0, Dbase)−acceptable distribution. If she arbitrarily generates a
(pr0, Dbase)−acceptable distribution, some unfair cases may happen. It is pos-
sible that when a consumer c1 pays more than a second consumer c2, the dis-
tribution X1 for c1 is less expensive than the distribution X2 for c2. This is
unfair for c1. We will show that generating an optimal (pr0, Dbase)−acceptable
distribution prevents such kind of unfairness.

In the rest of this section, we aim to find EMD(Dbase, Xopt) where Xopt is an
optimal (pr0, Dbase)−acceptable distribution. For the ease of presentation, given
pr0, m and Dbase, let s = S−1

λ,a(pr0), α = m
m−1 and β = 1

EMD(Dbase,U) . These

symbols will be used in the theoretic analysis and in the algorithms.
From Equations 1, 2 and 3, we have

1
s+β = (δ−1)−1(pr0) = δ(pr0) and 1− 1

s+α = (π−1)−1(pr0) = π(pr0)

Lemma 3. When m = 2 and k = 1, the optimal (pr0, Dbase)−acceptable distri-
bution is (1− 1

s+β ,
1

s+β ).

Proof. When m = 2 and k = 1, Dbase = (1, 0), U = (12 ,
1
2 ), X = (pX1 , pX2 )4.

Therefore EMD(Dbase, X) = pX2 and α = β = 2.
A distribution X is (pr0, Dbase)−acceptable if and only if{
EMD(Dbase, X) ≤ δ(pr0) ⇔ pX2 ≤ δ(pr0) = 1

s+β

pX1 ≥ π(pr0) ⇔ pX2 ≤ 1− π(pr0) = 1
s+α

α = β, therefore the maximum EMD(Dbase, X) = 1
s+β is obtained by setting

pX2 = 1
s+β and pX1 = 1− 1

s+β . �

Corollary 1. When m = 2 and k = 2, the optimal (pr0, Dbase)−acceptable
distribution is ( 1

s+β , 1−
1

s+β ).

Corollary 2. When m = 3 and k = 2, an optimal (pr0, Dbase)−acceptable dis-
tribution is (ε, 1− 1

s+β ,
1

s+β − ε), where ε ∈ [0, 1
s+β ].

Lemma 4. When m = 3 and k = 1, the distance between Dbase and an optimal
(pr0, Dbase)−acceptable distribution is min{ 1

s+β ,
2q

s+α}.

4
In this paper, we use pX

l to represent the probability in the lth cell of distribution X.
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Proof. When m = 3 and k = 1, EMD(Dbase, X) = pX2 + 2qpX3 .
A distribution X is (pr0, Dbase)−acceptable if and only if{
EMD(Dbase, X) ≤ δ(pr0) ⇔ pX2 + 2qpX3 ≤ δ(pr0) = 1

s+β

pX1 ≥ π(pr0) ⇔ pX2 + pX3 ≤ 1− π(pr0) = 1
s+α

EMD(Dbase, X) reaches its maximum 1
s+β by setting pX2 = 1

2q−1 ( 2q

s+α −
1

s+β )

and pX3 = 1
2q−1 ( 1

s+β −
1

s+α ), in which case the above two equalities hold.

There is another requirement which is pX2 ≥ 0, pX3 ≥ 0. pX3 is always non-
negative since α ≥ β. However, pX2 will be negative if 1

s+β > 2q

s+α .

– If 1
s+β ≤

2q

s+α , pX2 = 1
2q−1 ( 2q

s+α −
1

s+β ) ≥ 0 and pX3 = 1
2q−1 ( 1

s+β −
1

s+α ) ≥ 0.

In this case, the maximum EMD(Dbase, X) is 1
s+β .

– If 1
s+β > 2q

s+α , the maximum EMD(Dbase, X) is obtained by setting pX2 = 0

and pX3 = 1
s+α . EMD(Dbase, X) = 2q

s+α .

The maximum EMD(Dbase, X) is min{ 1
s+β ,

2q

s+α}. Therefore the distance

between Dbase and an optimal (pr0, Dbase)−acceptable distribution is
min{ 1

s+β ,
2q

s+α}.

The proof of Lemma 4 can be generalized to cases of m > 3. Before going to the
generalization, we first prove a lemma which gives a uniform representation for
the distributions with the same distance from Dbase.

Definition 5. (Dbase equivalence) X,Y are two distributions. We say X ≡Dbase

Y if EMD(Dbase, X) = EMD(Dbase, Y ) and pXk = pYk .

Definition 6. (Dbase−form) Let m > 3 and X be a distribution. X is in
Dbase−form if pXl = 0 for l �= k, i, j, where i is an index nearest to k and
j is an index furthest from k. If there exist more than one such i, j, we randomly
choose one i and j. For l = k, i, j, pXl = 0 or pXl �= 0.

Example 2. Assume Dbase = (0, 1, 0, 0, 0). k is the index where the probability
is 1 in Dbase, i.e. k = 2; j is an index furthest from k, i.e. j = 5; i is an index
nearest to k, i.e. i = 1 or i = 3. We randomly choose i = 1. Therefore, a possible
distribution in Dbase−form is X1 = (0.2, 0.7, 0, 0, 0.1). �

Lemma 5. Let m > 3 and X be an arbitrary distribution. There is always a
distribution Y in Dbase−form such that X ≡Dbase

Y .

Proof. Fix i, j and k as in Definition 6. For each l �= i, j, k such that pXl �= 0,
we allocate pXl to pYi and pYj . Let Al,i be the flow from pXl to pYi . Let Al,j

be the flow from pXl to pYj . To preserve X ≡Dbase
Y , the following equations hold:{

Al,i + |j − k|qAl,j = |l − k|qpXl
Al,i + Al,j = pXl

Hence we have Al,i = |j−k|q−|l−k|q
|j−k|q−1 pXl , Al,j = |l−k|q−1

|j−k|q−1p
X
l .

j being furthest from k infers that |j − k|q − |l − k|q ≥ 0. Since m > 3,
|j − k|q − 1 is always positive. Therefore, Al,i and Al,j are always non-negative.
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To construct Y , let pYk = pXk , pYi = pXi +
∑

l =i,j,k Al,i, p
Y
j = pXj +

∑
l =i,j,k Al,j

and pYl = 0 for l �= i, j, k. �

Extending Lemma 4, the theorem below presents the distance between Dbase and
an optimal (pr0, Dbase)-acceptable distribution, in the general case of m > 3.

Theorem 3. Let m > 3 and Xopt be an optimal (pr0, Dbase)-acceptable distri-

bution. EMD(Dbase, Xopt) = min{ |j−k|q
s+α , 1

s+β }.

Proof. Due to Lemma 5, we only have to consider X in Dbase−form. Recall that
the probability of the kth cell of Dbase is 1. Fix an index i such that |i− k| = 1
and fix an index j maximizing |j − k|. pXl = 0 for l �= k, i, j.

X is (pr0, Dbase)-acceptable if and only if:

{
EMD(Dbase, X) ≤ δ(pr0) ⇔ pXi + |j − k|qpXj ≤ 1

s+β

pXk ≥ π(pr0) ⇔ pXi + pXj ≤ 1
s+α

– If |j−k|q
s+α ≥ 1

s+β , by solving the equations below:

{
pXi + |j − k|qpXj = 1

s+β

pXi + pXj = 1
s+α

we have pXi = 1
|j−k|q−1 ( |j−k|q

s+α − 1
s+β ), pXj = 1

|j−k|q−1 ( 1
s+β −

1
s+α ).

pXj is always non-negative since 1
s+β ≥

1
s+α (the same reason as in Lemma 4).

pXi is also non-negative since |j−k|q
s+α ≥ 1

s+β . In this setting EMD(Dbase, X) =
1

s+β , which is the maximum value that EMD(Dbase, X) can reach.

– If |j−k|q
s+α < 1

s+β , let pXi = 0 and pXj = 1
s+α . Then X is

(pr0, Dbase)−acceptable and EMD(Dbase, X) = |j−k|q
s+α . Below we prove that

this value is the maximum value that EMD(Dbase, X) can reach in this case.
Let Y be an arbitrary (pr0, Dbase)−acceptable distribution in Dbase−form.
Then pYi + |j − k|qpYj ≤ 1

s+β and pYi + pYj ≤ 1
s+α . Hence

EMD(Dbase, Y ) = pYi + |j − k|qpYj = pYi + pYj + (|j − k|q − 1)pYj

≤ 1

s + α
+ (|j − k|q − 1)

1

s + α
=
|j − k|q
s + α

= EMD(Dbase, X)

When pYi = 0 and pYj = 1
s+α , the equality holds.

To conclude, the maximum value of EMD(Dbase, X) is min{ |j−k|q
s+α , 1

s+β }, for

m > 3. Therefore EMD(Dbase, Xopt) = min{ |j−k|q
s+α , 1

s+β }. �

Remark 1. Combining the results of Corollary 1, 2, Lemma 3, 4 and Theorem 3,

we can conclude that when m > 1, EMD(Dbase, Xopt) = min{ |j−k|q
s+α , 1

s+β }. �
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Generating an optimal (pr0, Dbase)−acceptable distribution ensures fairness
among consumers, as we have stated in the beginning of this section. We prove
it by the lemma below.

Lemma 6. Assume consumer c1, c2 pay pr1, pr2 respectively and
the data market owner generates optimal (pr1, Dbase)−acceptable and
(pr2, Dbase)−acceptable X-tuples X1, X2 respectively. It is true that
pr1 ≥ pr2 ⇒ δ−1(EMD(Dbase, X1)) ≥ δ−1(EMD(Dbase, X2)).

Proof. Assume pr1 ≥ pr2. Due to the contra-variance principle of δ−1,
1

s1+β = δ(pr1) ≤ 1
s2+β = δ(pr2). Due to the co-variance principle of π−1,

1 − 1
s1+α = π(pr1) ≥ 1 − 1

s2+α = π(pr2), which means 1
s1+α ≤ 1

s2+α .
X1, X2 are optimal distributions for pr1, pr2 respectively. Therefore, from The-

orem 3, we have EMD(Dbase, X1) = min{ |j−k|q
s1+α , 1

s1+β} ≤ EMD(Dbase, X2) =

min{ |j−k|q
s2+α , 1

s2+β }.
Therefore δ−1(EMD(Dbase, X1)) ≥ δ−1(EMD(Dbase, X2)). �

6 Algorithms

We present algorithms to generate an optimal (pr0, Dbase)−acceptable distri-
bution in this section. Firstly we present an algorithm which generates an op-
timal (pr0, Dbase)−acceptable distribution in Dbase-form. However, Dbase-form
may not always meet the needs. Hence we present another algorithm trans-
forming an optimal (pr0, Dbase)−acceptable distribution Xopt in Dbase−form to
another optimal distribution Yopt which is not in Dbase-form, while preserving
Xopt ≡Dbase

Yopt.
In this section, we consider the case of the domain size m > 3. The complete

discussion on the cases of m = 2, 3 are omitted due to space limit. When m = 2,
an optimal (pr0, Dbase)−acceptable distribution can be generated according to
Lemma 3 and Corollary 1; while an optimal (pr0, Dbase)−acceptable distribution
of m = 3 can be produced according to Corollary 2 and Lemma 4.

We use Xopt to represent an optimal (pr0, Dbase)−acceptable distribution.
Algorithm 1 generates Xopt in Dbase−form. It is devised based on the proof of
Theorem 3.

However, the data market owner may not want Dbase-form in some cases.
Therefore, we devise an algorithm to transform Xopt in Dbase−form to another
optimal distribution Yopt in non-Dbase-form while preserving Xopt ≡Dbase

Yopt.
Below we discuss the transformation in different cases individually and then
summarize them in an algorithm.

Firstly, We Consider the Case of |j−k|q
s+α ≥ 1

s+β . In this case, we observe from

Algorithm 1 that p
Xopt

i , p
Xopt

j , p
Xopt

k �= 0. To preserve Xopt ≡Dbase
Yopt, we have

to make sure that p
Xopt

k = p
Yopt

k and EMD(Dbase, Xopt) = EMD(Dbase, Yopt).
We consider the following sub-cases.
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Algorithm 1. Generating Xopt in Dbase−form

Data: Dbase, pr0, π, δ
Result: Xopt in Dbase−form

1 if |j−k|q
s+α

≥ 1
s+β

then

2 p
Xopt

i = 1
|j−k|q−1

( |j−k|q
s+α

− 1
s+β

); p
Xopt

j = 1
|j−k|q−1

( 1
s+β
− 1

s+α
);

p
Xopt

k = 1− 1
s+α

;

3 else

4 p
Xopt

i = 0; p
Xopt

j = 1
s+α

; p
Xopt

k = 1− 1
s+α

;

Subcase 1: p
Xopt

i < p
Yopt

i , p
Xopt

j < p
Yopt

j . It is impossible to transform to Yopt.

Since p
Xopt

k = p
Yopt

k and all the probabilities other than cells i, j, k are 0, no flow

can go to p
Yopt

i and p
Yopt

j .

Subcase 2: p
Xopt

i < p
Yopt

i , p
Xopt

j > p
Yopt

j . Assume p
Yopt

j = p
Xopt

j − ε1 (ε1 ∈
(0, p

Xopt

j )), and p
Yopt

i = p
Xopt

i + ε2 (ε2 ∈ (0, ε1)). Without loss of generality, we

assume that there is another cell p
Yopt
a = ε1 − ε2. The probabilities of Yopt are:

p
Yopt

j = p
Xopt

j − ε1, p
Yopt

i = p
Xopt

i + ε2, p
Yopt
a = ε1 − ε2, p

Yopt

k = p
Xopt

k .

EMD(Dbase, Yopt)

= (p
Xopt

j − ε1)|j − k|q + (pXopt

i + ε2)|i− k|q + (ε1 − ε2)|a− k|q

= p
Xopt

j |j − k|q + p
Xopt

i |i− k|q + ε2(|i− k|q − |j − k|q) + (ε1 − ε2)(|a− k|q − |j − k|q)
< p

Xopt

j |j − k|q + p
Xopt

i |i− k|q = EMD(Dbase, Xopt)

The reason for “<” is that |j − k| > |i− k| and |j − k| > |a− k|. Therefore, this
case is impossible for the transformation.

Subcase 3: p
Xopt

i > p
Yopt

i , p
Xopt

j < p
Yopt

j . This case is also impossible for the
transformation, since EMD(Dbase, Yopt) > EMD(Dbase, Xopt). The reason is
similar to that of the previous case, therefore we omit it due to space limit.

Subcase 4: when p
Xopt

i = p
Yopt

i , and there exists an index a such that |a− k| =

|j − k|, we can have EMD(Dbase, Xopt) = EMD(Dbase, Yopt) if p
Yopt
a = ε and

p
Yopt

j = p
Xopt

j − ε (ε ∈ (0, p
Xopt

j )). Similarly, when p
Xopt

j = p
Yopt

j , and there
exists an index a such that |a− k| = |i− k|, we can have EMD(Dbase, Xopt) =

EMD(Dbase, Yopt) if p
Yopt
a = ε and p

Yopt

i = p
Xopt

i − ε (ε ∈ (0, p
Xopt

i )).

Subcase 5: p
Xopt

i > p
Yopt

i , p
Xopt

j > p
Yopt

j . Assume p
Yopt

j = p
Xopt

j − ε1 (ε1 ∈
(0, p

Xopt

j ]), and p
Yopt

i = p
Xopt

i − ε2 (ε2 ∈ (0, p
Xopt

i ]). We consider that the flow
ε1 + ε2 is transferred to only one cell, namely the cell a. This cell is selected
uniformly at random from the cells other than i, j and k. Moreover, we have
to avoid |a− k| = |i − k| and |a− k| = |j − k|. The probabilities of Yopt are:

p
Yopt

j = p
Xopt

j − ε1, p
Yopt

i = p
Xopt

i − ε2, p
Yopt
a = ε1 + ε2, p

Yopt

k = p
Xopt

k .
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By solving the equation EMD(Dbase, Xopt) = EMD(Dbase, Yopt), we

have ε1
ε2

= |a−k|q−|i−k|q
|j−k|q−|a−k|q . ε2 = |j−k|q−|a−k|q

|a−k|q−|i−k|q ε1 ≤ p
Xopt

i , therefore ε1 ≤
|a−k|q−|i−k|q
|j−k|q−|a−k|q p

Xopt

i . Let L = min{pXopt

j ,
|a− k|q − |i− k|q
|j − k|q − |a− k|q p

Xopt

i }. We sample ε1

from (0, L] uniformly at random. Then ε2 can be computed using the above
equation. Once ε1 and ε2 is computed, Yopt is produced.

Secondly, We Consider the Case of |j−k|q
s+α < 1

s+β . In this case, we observe

from Algorithm 1 that only p
Xopt

j , p
Xopt

k �= 0. In order to keep Xopt ≡Dbase

Yopt, we have to make sure that p
Xopt

k = p
Yopt

k and EMD(Dbase, Xopt) =
EMD(Dbase, Yopt). We consider the following sub-cases.

Subcase 1: p
Xopt

j < p
Yopt

j . It is impossible to transform to Yopt. Since p
Xopt

k =

p
Yopt

k and all the probabilities other than cells j, k are 0, no flow can go to p
Yopt

j .

Subcase 2: p
Xopt

j > p
Yopt

j . Assume p
Yopt

j = p
Xopt

j − ε1 (ε1 ∈ (0, p
Xopt

j )), and

without loss of generality, we assume ε1 is transferred to p
Yopt
a . Therefore, the

probabilities of Yopt are: p
Yopt

i = 0, p
Yopt

j = p
Xopt

j − ε1, p
Yopt
a = ε1, p

Yopt

k = p
Xopt

k .

Algorithm 2. Transforming Xopt to non-Dbase-form Yopt

Data: Xopt in Dbase−form
Result: a non-Dbase-form Yopt such that Xopt ≡Dbase Yopt

1 if |j−k|q
s+α

< 1
s+β

then

2 if there exists an index a that |j − k| = |a− k| then
3 sample ε1 from (0, p

Xopt

j );

4 the probabilities of Yopt are

p
Yopt

i = 0, p
Yopt

j = p
Xopt

j − ε1, p
Yopt
a = ε1, p

Yopt

k = p
Xopt

k ;

5 else if |j−k|q
s+α

≥ 1
s+β

then

6 sample an index a from cells other than i, j, k;
7 if |a− k| = |j − k| then
8 sample ε1 from (0, p

Xopt

j );

9 the probabilities of Yopt are

p
Yopt

i = p
Xopt

i , p
Yopt

j = p
Xopt

j − ε1, p
Yopt
a = ε1, p

Yopt

k = p
Xopt

k ;

10 else if |a− k| = |i− k| then
11 sample ε1 from (0, p

Xopt

i );
12 the probabilities of Yopt are

p
Yopt

i = p
Xopt

i − ε1, p
Yopt

j = p
Xopt

j , p
Yopt
a = ε1, p

Yopt

k = p
Xopt

k ;

13 else

14 sample ε1 from (0,min{pXopt

j ,
|a− k|q − |i− k|q
|j − k|q − |a− k|q p

X
i }];

15 ε2 =
|j − k|q − |a− k|q
|a− k|q − |i− k|q ε1;

16 the probabilities of Yopt are

p
Yopt

i = p
Xopt

i − ε2, p
Yopt

j = p
Xopt

j − ε1, p
Yopt
a = ε1 + ε2, p

Yopt

k = p
Xopt

k ;
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Only when |j − k| = |a− k|, EMD(Dbase, Xopt) = EMD(Dbase, Yopt).
Based on the above discussion, we devise Algorithm 2 transforming an optimal

(pr0, Dbase)−acceptable distribution Xopt in Dbase−form to a non-Dbase-form
distribution Yopt while preserving Yopt ≡Dbase

Xopt.
Finally, the data market owner samples a value from a distribution generated

by the algorithms, and returns it to the data consumer.

7 Conclusion

In this paper, we proposed a theoretical and practical pricing framework for
a data market in which data consumers can trade data quality for discounted
prices. In our framework, the value provided to a data consumer is exact if she
offers the full price for it. The value is approximate if she offers to pay only a
discounted price. In the case of a discounted price, the value is randomly deter-
mined from a probability distribution. The distance of the distribution to the
actual value (to the degenerate distribution) is commensurate to the discount.
The published value comes with a guarantee on its probability. The probabil-
ity is also commensurate to the discount. We defined ancillary pricing functions
and the necessary algorithms under several principles for a healthy market. We
proved the correctness of the functions and algorithms.
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Abstract. In recent years, office workers spend much time and effort
searching for the documents required for their jobs. To reduce these
costs, we propose a new method for recommending files and operations
on them. Existing technologies for recommendation, such as collaborative
filtering, suffer from two problems. First, they can only work with doc-
uments that have been accessed in the past, so that they cannot recom-
mend when only newly generated documents are inputted. Second, they
cannot easily handle sequences involving similar or differently ordered
elements because of the strict matching used in the access sequences. To
solve these problems, such minor variations should be ignored. In our
proposed method, we introduce the concepts of abstract files as groups
of similar files used for a similar purpose, abstract tasks as groups of sim-
ilar tasks, and frequent abstract workflows grouped from similar work-
flows, which are sequences of abstract tasks. In experiments using real
file-access logs, we confirmed that our proposed method could extract
workflow patterns with longer sequences and higher support-count val-
ues, which are more suitable as recommendations.

Keywords: File recommendation, File abstraction, Abstract task, Ab-
stract workflow, Log analysis.

1 Introduction

The numbers of files in file systems have grown dramatically. As a consequence
of this increase, office workers now spend much time and effort searching for
files that include documents and data required for their business [1]. It is there-
fore important to find methods for reducing the time wasted in ineffective and
unproductive searching. Also, in office, the searching targets are not limited to
documents, the abstract working processes which we call them abstract work-
flows in this paper are also being searched by users.

Collaborative filtering is well known as an algorithm for making recommen-
dations. However, it only works with files accessed in the past. Recommendation
systems based on this algorithm do not work well on newly generated files. More-
over, collaborative filtering does not handle well sequences that include elements
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Fig. 1. Our Challenges in File Recommendation

that are similar but not identical, or that have a different ordering of elements,
because the algorithm uses strict matching of elements in access sequences.

In this paper, we propose a method for recommending files and types of op-
erations on them, that supports creative business processes as an operational
tool. We consider the abstract workflows for a user. These are different from the
ordinary workflows described by users, being generated by mining the file-access
histories of the users. To obtain good recommendations, it is important to ignore
small variations in the matching process. In this paper, we introduce for the first
time the concepts of abstract files, abstract tasks, and frequent abstract work-
flows. The differences between collaborative filtering and our proposed method
in this paper are that we add the concept of tasks to weaken the constraint
of strict matching for access sequences and we apply abstraction to files, tasks,
and workflows to handle newly generated files. The evaluation results indicate
that our method extracts workflow patterns with longer sequences and higher
support-count values (occurrence times of workflow patterns), which are more
suitable as recommendations. Moreover, the results demonstrate that using the
concepts of abstract tasks and abstract workflows improves the quality of the
recommendations.

As a previous work, we compared several file similarity calculation methods
[5]. In this paper, we focus on how to abstract tasks and workflows for recom-
mendation.

2 Goal and Approach

Figure 1 illustrates an example of the type of workflow pattern we are investi-
gating. We assume that user C creates a new file. The goal is to predict the files
required, for recommendation to user C.

In our approach, we search for similar patterns of operation in logs and make
recommendations based on them. For example, in the two patterns of user A
and B, different files were accessed in different orders, but it is considered that
users A and B were doing essentially the same work. Therefore, we expect to
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extract an abstract pattern of work. Using this abstract workflow pattern, it be-
comes possible to recommend files such as “Example of an estimate” or “product
information file” to user C.

While users access files located on a file server, file-access histories are stored
in a log file. Each record in the log file includes timestamp, user, operation
and filename information. Our method extracts abstract tasks and workflows
from the log file, and reserves them in a database. The method then monitors
the current file accesses by a user, and searches for workflows in the database
that match the access patterns of that user to infer the user’s current workflow
pattern. Based on the inferred workflow, the method recommends those files,
together with operations on them (e.g. open, close).

3 Definition of Workflow Model

In general, the orders of sequences of individual operations will vary, even if
the outlines of the workflows are the same. To ignore such subtle differences in
operational order in similar workflows, we introduce the concept of an abstract
task as a group of similar combinations of file and operation, and an abstract
workflow as a sequence of abstract tasks.

[Task]: A task is a subsequence of records in the log file. It is the basic unit in a
working process’s workflow. For example, from the log below, we set TGBT=3
minutes.

– Record 1: 12:00 [Open File A]
– Record 2: 12:01 [Open File B]
– Record 3: 12:10 [Open File C]
– Record 4: 13:00 [Open File D]

Three tasks will be extracted from these four records.

– Task 1: {[Open File A], [Open File B]}
– Task 2: {[Open File C]}
– Task 3: {[Open File D]}

[Abstract Task]: An abstract task is a set of combinations of file and operation
derived by clustering similar tasks, in order to ignore small variations in between
tasks. In the above example, three abstract tasks would be derived as follows.

– Abstract Task 1: [Open File-Cluster 1], [Open File-Cluster 2]
– Abstract Task 2: [Open File-Cluster 1]
– Abstract Task 3: [Open File-Cluster 3]

[Abstract Workflow]: An abstract workflow is a sequence of abstract tasks.
For the above example, we set TGBW=30 minutes and can extract two abstract
workflows that are sequences of the abstract tasks.

– Abstract Workflow 1: [Abstract Task 1] → [Abstract Task 2]
– Abstract Workflow 2: [Abstract Task 3]

[Frequent Abstract Workflow]: Frequent abstract workflows are groups of
similar workflows, in which sequences of abstract tasks appear frequently.
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4 Proposed Method

The process flow comprises two parts, namely the offline and online parts.

Fig. 2. Offline Part Fig. 3. Online Part

4.1 Offline Part

The aim of offline part is to extract abstract tasks and frequent abstract work-
flows from file-access logs.

[Extraction of Tasks and Workflow]: We first partition the log file in terms
of user ID. If there are no file operations by a user during an interval longer than
a certain time (TGBT for task, TGBW for workflow), we infer that the previous
task/workflow had finished before the interval and the next task/workflow has
started after it. We cut out tasks by parameter TGBT (150 seconds in experient)
and workflows by parameter TGBW (1800 seconds in experient). In Figure 2,
We partition the log into four tasks and two workflows.

[Abstraction of Tasks and Workflows]: To treat files with small differences
as the same work, we want to cluster similar files used for the same purposes
together. Instead of simply using the contents of the files, we calculate files’
similarity based on the copy relationship and the similarity in filenames. Using
the similarity between files, we apply agglomerative hierarchical clustering [2] to
the files. Abstraction of files means replacing files, which appeared in the access
log, with the corresponding clusters. We calculate the similarity between tasks
by using the similarity between files. The similarity between tasks is a metric
representing the degree of matching of two tasks in terms of file operations. It is
large when two tasks have numerous abstract file operations in common. Here,
we use Dice’s Coefficient to calculate the degree of similarity. The formula for
the similarity between TaskA and TaskB is

sim(TaskA, TaskB) =
2|TaskA ∩ TaskB|
|TaskA|+ |TaskB| . (1)

Based on the degree of similarity between tasks, we group tasks with a high
degree of similarity together in a cluster as abstract tasks. We set two thresholds
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to filter out small clusters and unnecessary items inside clusters. First, only when
a cluster contains more than Minimum Number of Tasks (MNT, 2 in experiment)
tasks, will it be treated as an abstract task. Second, only the files inside a cluster,
which occurrences ratio in tasks is more than a Minimum Emergence Ratio
(MER, 0.5 in experiment), will be included in the abstract task. After the task
abstraction, we simply replace each task in a workflow with the corresponding
abstract task to obtain the abstract workflow.

[Extraction of Frequent Abstract Workflows]: To remove any infrequent
abstract workflows created, we extract those that appear frequently as frequent
abstract workflows. Two parameters are used, namely the Minimum Occurrence
Time (MOT, 2 in experiment) and the Minimum Sequence Length (MSL, 2 in
experiment) of the workflow sequence.

4.2 Online Part

The aim of online part is to find matching abstract tasks and frequent abstract
workflows in database while monitors user’s current operation, and then recom-
mends files and operations on them to the user. As mentioned in Section 3, even
when users are doing the same type of work, different files are usually being han-
dled. For this reason, we abstract files being operated on currently by the user. We
then estimate the abstract task and the frequent abstract workflow (Figure 3).

[Abstraction of Files]: We abstract files by the method explained in Section
4.1. If the user is accessing a file that has a corresponding file-cluster, we simply
replace the being accessed file’s filename in the log by the corresponding file-
cluster. However, in some cases, such as newly created files, some files do not
own corresponding file-clusters. In such cases, we first replace the file being
accessed by the most similar file that does have a corresponding file-cluster.

[Estimation of Abstract Tasks]: We estimate the current abstract task being
operated on by the user from the abstract files being accessed. We group the
abstract files being accessed into a task, and then compare this task with tasks
in the database to find the most similar task.

[Estimation of Frequent Abstract Workflows]: After estimation of the
abstract task, we estimate the frequent abstract workflow. Because there are
several abstract workflows that contain the estimated abstract task, we score
each frequent abstract workflow in the database according to these three criteria.

– Degree of matching between workflow being accessed and workflow in
database

– Frequent occurrence score for workflow in database
– Number of possible tasks in workflow in database for recommendation

[Recommendation]: The aim of this step is to recommend files and operations
based on the estimated abstract task and frequent abstract workflow. If we know
about the user’s current abstract task and frequent abstract workflow, we can
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identify and recommend subsequent abstract tasks. However, a frequent abstract
workflow is a sequence of abstract tasks, while an abstract task is a set of pairs of
operations and file-clusters. Each file-cluster contains several files. The problem
is how to rank the recommendation candidates. Therefore, the proposed method
extracts the last access time stamp of each file, ranking files belonging to the
same file-cluster by most recent access time stamp.

5 Experiments

The goal of our exteriment is to investigate the effectiveness of the features of
our proposed concept, namely the abstraction of tasks and workflows. So we set
up a basic method that did not use abstract tasks for comparison. The basic
method simply extracts sequences of file operations as workflows and calculates
those that are frequently used for recommendation.

Fig. 4. Comparison of Workflow Char-
acteristics

Fig. 5. Comparison of Precision, Re-
call, and F-measure for all Test Cases

The experimental data came from actual file-access logs provided by a com-
mercial organization. There are 22 users in our log data. The record term is
about 8 months and 9917 records and 1750 files are recorded in the log data.
We split the log in a ratio of 70% to 30%. The first 70% of the log was for
learning tasks and workflows and the other 30% was for evaluation. We divided
the log for evaluation in terms of user IDs, using the same TGBW parameter to
obtain workflows as used by the proposed method and created 151 test cases.
Each test case is a workflow sequence. For each test case, the first 2 records
from the beginning were input into our recommendation system to acquire a set
of recommendation results. The remaining records in the test case were used
as a correct answer set. By matching the examinees set and the results set, we
obtained values for Precision, Recall, and F-measure. A comparison between the
proposed method and the basic method was then made using the average values
for all test cases.

We compared the workflows extracted by the two methods in bubble chart
Figure 4. The horizontal axis represents the occurrence value (support-count
value) for workflows, the vertical axis represents the number of file operations in
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workflow sequences (sequence length), and the size of the bubbles represents the
number of workflows. Note that basic method’s bubbles are more concentrated
in the lower left corner than proposed method’s bubbles, which means that the
workflows extracted by the basic method have smaller support-count values and
shorter sequence lengths. Workflows with a small support-count value are more
contingent and tend not to be reusable working patterns. In addition, workflows
with small sequence lengths are undesirable because of the small amount of
information available for the recommendation. Our proposed method can extract
workflows with higher support-count values and greater sequence lengths than
the basic method, which are more suitable for making recommendations.

We now describe the recommendation results for the evaluation experiment.
Figure 5 shows the average Precision, Recall, and F-measure for all 151 test
cases. Note that the proposed method performs much better than the basic
method for all metrics. In particular, the F-measure score was improved from
0.078 to 0.341. The reason for this large difference is that the numbers of test
cases that can be recommended are overwhelmingly different. Because the basic
method can only recommend files that have been used in the past, only 25.8%
of the test cases returned a result. On the other hand, because of our proposed
method’s abstract file operations, the proposed method can recommend files
from similar file operations undertaken in the past. This enables more files to be
available for recommendation. About 57.0% of the test cases returned results. We
then focuses on the test cases that returned results. Our proposed method still
performs considerably better than the basic method. The F-measure score was
improved from 0.301 to 0.598. The reason for this is considered to be the quality
of the workflows used in the recommendations. We therefore investigated the
average support-count value for frequent abstract workflows that are used in the
recommendations. The basic method’s average support-count value for frequent
abstract workflows is 4.833, while the proposed method’s value is 20.186. We
can conclude that the proposed method’s workflows have higher support-count
values and more suitable for making recommendations, which will improve the
recommendation accuracy greatly.

6 Related Work

Okamoto et al. proposed a Web-page recommendation method using Web-access
logs [4]. By extracting patterns in combinations of multiple attributes of the
accessed pages, their method can also recommend new Web pages. Although
each Web page is abstracted in their study, there is no concept of abstract tasks.

Tanaka et al. proposed a personalized document recommendation system via
collaborative filtering [6]. In their system, documents viewed within a short pe-
riod of time are considered to be related to the same working unit for the same
purpose. They partition the access logs using the time gap between two records.
We adopted this idea when extracting tasks from logs. Another file recommenda-
tion system was proposed by Lai et al. [3]. Their work proposes recommendation
methods based on the knowledge-flow (KF) model. There are two differences be-
tween their work and our proposed methods. First, the aims of file abstraction
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are different. In their work, files with similar topics (keywords) are grouped to-
gether. On the other side, we group files not depending on topics, but the purpose
of use, which is more suitable for extracting meanful workflows. Second, their
study groups similar files and then calculates KFs (workflows) directly, whereas
our proposed method first groups similar files into tasks and then calculates the
sequences of tasks as workflows. By introducing the concept of abstract task,
our method can extract patterns with difference in order.

SUGOI [7] is for searching files using file access logs. SUGOI finds related
files using file-access logs. In their study, a task is defined as the file set contain-
ing related files in simultaneous use. However, their method does not perform
abstraction on tasks, which is the main difference from our study.

7 Conclusion and Future Work

In this paper, we propose a method to extract frequently used abstract-workflow
patterns from the history, and to recommend files and operations by monitoring
the current workflow of the target user. There are two points in our proposed
method. First, our proposed method is able to extract general patterns, which
are more suitable for making recommendations by abstracting such files. Second,
the proposed method introduces abstract tasks to eliminate sequential relations
inside tasks. The experiment results demonstrate that our proposed method is
more suitable for recommendation. Consequently, the F-measure of the recom-
mendation results was improved significantly from 0.301 to 0.598. In the future,
we plan to consider a better algorithm for partitioning logs instead of simply
using a fixed time. This might involve using information such as the frequency
and type of operations.
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Abstract. Association rule mining is an actively studied topic in recom-
mender systems. A major limitation of an association rule-based recom-
mender system is the problem of reduced coverage. It is generally caused
due to the usage of a single global minimum support (minsup) thresh-
old in the mining process, which leads to the effect that no association
rules involving rare items can be found. In the literature, Neighborhood-
Restricted Rule-Based Recommender System (NRRS) using multiple
minsups framework has been proposed to confront the problem. We have
observed that NRRS is computationally expensive to use as it relies on
an Apriori-like algorithm for generating frequent itemsets. Moreover, it
has also been observed that NRRS can recommend uninteresting prod-
ucts to the users. This paper makes an effort to reduce the computational
cost and improve the overall performance of NRRS. A pattern-growth
algorithm, called MSFP-growth, has been proposed to reduce the com-
putational cost of NRRS. We call the proposed framework as NRRS�.
Experimental results show that NRRS� is efficient.

Keywords: Recommender system, association rules and coverage
problem.

1 Introduction

Association rules [1] are an important class of regularities that exist in a database.
Recently, these (association) rules were used in developing recommender systems
[2,3]. It is because their performance is comparable to nearest-neighbor (kNN)
collaborative filtering approaches, and do not suffer from scalability problems like
memory-based algorithms as the rules can be mined in an offline model-learning
phase [4].

A major limitation of a rule-based recommender system is the problem of
reduced coverage [4,5]. This phenomenon is generally caused due to the us-
age of a single minsup threshold in the mining process, which leads to the
effect that no rules involving rare items can be found. Fatih and Dietmar [5]
have exploited the concept of rule mining with multiple minsups [8], and in-
troduced NRRS (Neighborhood-Restricted rule-based Recommender System) to
address the coverage problem. The NRRS uses an Apriori-like algorithm known
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as Improved Multiple Support Apriori (IMSApriori) [8] to generate frequent
itemsets from each user’s dataset. Next, it uses a tree-structure known as Ex-
tended Frequent Itemset-graph (EFI-graph) to store the rules generated from
the frequent itemsets. Recommendations to the user are generated by perform-
ing depth-first search on EFI-graph. We have observed the following performance
issues in NRRS:

– The NRRS is a computationally expensive recommender system. It is be-
cause of the following two reasons. First, the rules discovered with the mul-
tiple minsups do not satisfy the anti-monotonic property. This increases
the search space, which in turn increases the computational cost of mining
the frequent itemsets. Second, the IMSApriori suffers from the same perfor-
mance problems as the Apriori [1], which involves generating huge number
of candidate itemsets and requiring multiple database scans.

– In [10], it has been reported that EFI-graph causes NRRS to recommend
uninteresting items to the users.

With this motivation, we propose an improved NRRS known as NRRS�. The
key contributions of this paper are as follows:

1. We show that the frequent itemsets discovered with the multiple minsups
framework satisfy the “convertible anti-monotonic property” [11].

2. Pei et al. [11] have theoretically shown that the search space of convertible
anti-monotonic property is same as the search space of an anti-monotonic
property if the frequent itemsets were discovered by a pattern-growth algo-
rithm. Therefore, we propose a pattern-growth algorithm known as Multiple
Support Frequent Pattern-growth (MSFP-growth). The MSFP-growth do
not suffer from the same performance problems as the IMSApriori. As a
result, it can effectively discover frequent itemsets from each user’s dataset.

3. In [10], we have proposed EFI-graph++ to store the rules that satisfy the
convertible anti-monotonic property. Since the rules discovered with the mul-
tiple minsups framework satisfy the same, we employ EFI-graph++ to store
the rules and recommend products to the users [10].

4. Performance results on MovieLens dataset demonstrate that NRRS� can
provide better recommendations and is more scalable than the NRRS.

The rest of the paper is organized as follows. Section 2 discusses the background
and related work on association rule mining and rule-based recommender sys-
tems. Section 3 describes MSFP-growth and NRRS� algorithms. The experimen-
tal evaluations of NRRS and NRRS� have been reported in Section 4. Finally,
Section 5 concludes the paper.

2 Background and Related Work

2.1 Association Rule Mining

Discovering association rules with multiple minsups is an important generaliza-
tion proposed by Liu et al. [6] to confront the “rare item problem” that occurs
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in the basic model of association rules [1]. The multiple minsups model of asso-
ciation rules is as follows [6]:

Let I = {i1, i2, · · · , in} be a set of items. Let T be a set of transactions
(or a dataset), where each transaction t is a set of items such that t ⊆ I. A
set of items X ⊆ I is called an itemset (or a pattern). An itemset containing
k number of items is called a k-itemset. An association rule is an implication
of the form, A ⇒ B, where A ⊂ I, B ⊂ I and A ∩ B = ∅. The rule A ⇒ B
holds in T with support s, if s% of the transactions in T contain A∪B. The rule
A ⇒ B holds in T with confidence c, if c% of transactions in T that support
A also support B. An itemset (or a rule) is said to be frequent if its support
is no less than the minsup threshold. The rules which satisfy both minsup and
minconf thresholds are called strong rules. The minconf is the user-defined
minimum confidence threshold value, while the minsup of a rule is expressed as
follows: minsup(A ⇒ B) = minimum(MIS(ij)|∀ij ∈ A ∪ B), where MIS(ij)
is the user-defined minimum item support for an item ij ∈ A ∪B.

An open problem with the multiple minsups framework is the methodology
to specify the items’ MIS values. Uday and Reddy [8] have tried to addressed
this problem using the following methodology:

MIS(ij) = maximum(LS, S(ij)− SD)

SD = λ(1 − β) (1)

where, LS is the user-specified lowest minimum item support allowed, SD refers
to support difference, λ represents the parameter like mean, median and mode
of the item supports and β ∈ [0, 1] is a user-specified constant. An Apriori-like
algorithm, called IMSApriori, has been proposed to discover frequent itemsets.
Researchers have also introduced algorithms based on pattern-growth technique
[7,9] to discover the patterns. Unfortunately, these algorithms cannot be directly
applied in NRRS to discover the frequent itemsets. The reason is that the algo-
rithms require user-specified items’ MIS values. Thus, we have proposed
an alternative pattern-growth algorithm, called MSFP-growth, which can easily
be incorporated in a rule-based recommender system.

2.2 Rule-Based Recommender Systems

Recently, rule-based recommender systems have received a great deal of atten-
tion in both industry and academia [2,3]. Most of these systems employ only a
single minsup constraint to discover frequent itemsets from each user’s dataset.
As a result, they suffer from coverage problem. To confront the problem, re-
searchers have introduced NRRS using the concept of multiple minsup-based
frequent itemset mining [5]. The working of NRRS is as follows:

1. (Offline phase.) The users were grouped based on their purchased history.
A transactional database is constructed using the purchased history of each
user’s group. Next, the complete set of frequent itemsets were discovered
from each database using IMSAprori.
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2. (Online phase.) For each user, the discovered frequent itemsets were stored
in a lexical order in a tree-structure known as EFI-graph. Recommendations
to the user were generated by traversing EFI-graph using depth-first search.

Since NRRS employs IMSApriori to discover frequent itemsets from each user’s
database, it is straight forward to argue that NRRS is a computationally expen-
sive recommender system. Moreover, it was shown in [10] that EFI-graph can
generate uninteresting recommendations to the users. In the next section, we
propose NRRS�, which tries to address the performance issues of NRRS.

3 The Proposed Neighborhood-Restricted Rule-Based
Recommender System�

3.1 MSFP-Growth

To reduce the computational cost of mining frequent itemsets from each user’s
dataset, we have investigated the types of itemsets discovered with the multiple
minsups framework and the nature of support-difference methodology. We made
the following key observations:

1. The support-difference methodology is a monotonic (or an order-preserving)
function. That is, if S(i1) ≥ S(i2) ≥ · · · ≥ S(in), then MIS(i1) ≥MIS(i2) ≥
· · · ≥MIS(in).

2. For an item ij ∈ I, the support-difference methodology specifies items’ MIS
values such that S(ij) ≥MIS(ij) ≥ LS.

3. The frequent itemsets discovered with the multiple minsups framework sat-
isfy the convertible anti-monotonic property. The correctness is based on
Property 1 and shown in Lemma 1.

Property 1. (Apriori Property.) If Y ⊂ X , then S(Y ) ≥ S(X).

Lemma 1. (Convertible anti-monotonic property.) In a frequent itemset, all its
non-empty subsets containing the item with lowest MIS must also be frequent.

Proof. Let X = {i1, i2, · · · , ik}, where 1 ≤ k ≤ n, be an ordered set of items
such that MIS(i1) ≤ MIS(i2) ≤ · · · ≤ MIS(ik). Let Y be an another itemset
such that Y ⊂ X and i1 ∈ Y . The minsup of X , denoted as minsup(X) =
MIS(i1) (= min(MIS(ij)|∀ij ∈ X)). Similarly, the minsup of Y , denoted as
minsup(Y ) = MIS(i1) (= min(MIS(ij)|∀ij ∈ Y )). If S(X) ≥ MIS(i1) (=
minsup(X)), then it is a frequent itemset. Since Y ⊂ X , it turns out that
S(Y ) ≥MIS(i1)) as S(Y ) ≥ S(X) ≥MIS(i1) (Property 1). In other words, Y
is also a frequent itemset. Hence proved.

Based on the above observations, we introduce a pattern-growth algorithm known
as MSFP-growth (see Algorithm 1). Briefly, the working of MSFP-growth is as
follows:

– We construct FP-tree [11] and measure the SD value.
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– Since FP-tree is constructed in support descending order of items, it turns
out that the MIS value of the suffix item will be the lowest MIS value
among all other items in its prefix path. Therefore, considering each item in
the FP-tree as suffix item (or 1-itemset), we calculate its MIS value and con-
sider it as “conditional minimum support” (Cminsup). Next, we construct
its conditional pattern base, then construct its (conditional) FP-tree, and
perform mining recursively on such a tree. The pattern-growth is achieved
by the concatenation of the suffix itemset with the frequent itemsets gener-
ated from a conditional FP-tree.

Algorithm 1. MSFP-growth (T : rating transactional database, β: user-specified
constant and LS: least support)

1: Scan the transactional database T and measure the support values of all items.
2: Prune the items having support values less than the LS value and sort them in
descending order of their support values. Let this sorted order of items be L. Every
item in F is a frequent item.

3: Let λ be the support of an representative item in the database. It generally repre-
sents mean or median of all supports of items in L. That is, λ = mean(S(ij)∀ij ∈ L)
or λ = median(S(ij)∀ij ∈ L).

4: Calculate the support difference (SD) between the support and MIS of the rep-
resentative item. That is, SD = λ(1− β).

5: Since support-difference methodology is an order preserving function, construct
FP-tree, say Tree, as discussed in [11].

6: for each item i in the header of the Tree do
7: calculate conditional minsup, Cminsupi = ((S(i) − SD) > LS)?(S(i) − SD) :

LS).
8: if ij is a frequent item then
9: generate itemset β = i ∪ α with support = i.support (or S(i));
10: construct β’s conditional pattern base and β’s conditional FP-tree Treeβ.
11: if Treeβ 
= ∅ then
12: call MSFPGrowth(Treeβ, β, Cminsupi).
13: end if
14: end if
15: end for

Procedure 2. MSFPGrowth(Tree, α, Cminsupi)

1: for each i in the header of Tree do
2: generate itemset β = i ∪ α with support = i.support.
3: construct β’s conditional pattern base and then β’s conditional FP-tree Treeβ.
4: if Treeβ 
= ∅ then
5: call MSFPGrowth(Treeβ, β, Cminsupi).
6: end if
7: end for

3.2 An Improved Neighborhood-Restricted Rule-Based
Recommender System: NRRS�

The proposed NRRS� system is shown in Algorithm 3. It is a two phase algorithm
involving offline and online phases. The working of NRRS� is as follows:
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1. (Offline phase.) For each user u, top-k1 and top-k2, where k1 ≥ k2, number
of neighboring users who had similar purchased history are discovered. (The
top-k1 neighboring users will be used for learning rules, while the top-k2
neighboring users will be used for prediction or recommendation of products
to the user u.) A transactional database is generated using the purchased his-
tory of top-k1 neighbors of the user u. Next, frequent itemsets are discovered
from the database using the proposed MSFP-growth algorithm.

2. (Online phase.) The discovered user-specific frequent itemsets (UserFPs)
of the target user and of the neighbors of the target user are used to cal-
culate predictions using EFI-graph++ (lines 8 to 13 in Algorithm 3). The
resulting confidence scores are weighted according to the similarity of the
target user and the neighbor (line 14 to 16 in Algorithm 3). The similarity
measure we use is Pearson correlation. These user-specific predictions are
finally combined and sorted by the weighted confidence scores (line 16 and
17 in Algorithm 3). The construction of EFI-graph++ is given in [10].

Algorithm 3. NRRS� (U : set of users, ratingDB: rating database, k1: learning
neighborhood size, k2: predicting neighborhood size λ: support of a representa-
tive item, β: user-specified constant and LS: least minimum item support)

1: (Offline: Discovery of Frequent itemsets)
2: for each u ∈ U do
3: Let k1-neighborhood

u and k2-neighborhood
u be the set of top k1 and k2

neighbors for the user u in ratingDB. That is, k1-neighborhood
u = u ∪

findNeighbors(u, k1, ratingDB);
4: Let ratingDBu be the rating database created using the ratings given by the

each user in k1-neighborhood
u.

5: Let UserFPs be the of frequent itemsets discovered for u in ratingDBu using
MSFP-growth. That is, UserFPs =MSFP -growth(ratingDBu, λ, β, LS).

6: end for
7: (Online: Recommending items by constructing EFI-graph for each user)
8: for each user u ∈ U do
9: recommendedItems = ∅;
10: for each user ui ∈ k1-neighborhood

u do
11: userRecs = Recommend(u,EFIG++(UserFPs(ui)));
12: Scan ratingDBu to measure the support count of infrequent itemsets in EFI-

graph of u;
13: weightedUserRecs = adjustConfidenceScoresBySimilarity(userRecs, u, ui);
14: recommendedItems = recommendedItems∪ weightedUserRecs;
15: end for
16: recommendedItems = sortItemsByAdjustedScores(recommendedItems);
17: output recommendedItems;
18: end for

4 Experimental Results

In this section, we evaluate the NRRS and proposed NRRS�. The programs
are written in java and run with Ubuntu on a 2.66 GHz machine with 2GB
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memory. The experiments were pursued on “MovieLens” rating dataset consist-
ing of 100,000 ratings provided by 943 users on 1,682 items.

In order to test NRRS and NRRS� frameworks also in settings with low data
density, we varied the density level of the original data sets by using sub-samples
of different sizes of the original data set. Four-fold cross-validation was performed
for each data set; in each round, the data set was split into a 80% training set
and a 20% test set.

To compare the predictive accuracy of NRRS and NRRS� systems, we use
the following procedure. First, we determine the set of existing “like” statements
(ELS) in the 20% test set and retrieve a top-N recommendation list with each
system based on the data in the training set. The top-N recommendations are
generated based on the confidence of the producing rule. The set of predicted
like statements returned by a recommender shall be denoted as Predicted Like
Statements (PLS). The standard information retrieval accuracy metrics are used

in the evaluation. Precision is defined as |PLS∩ELS|
|PLS| and measures the number

of correct predictions in PLS. Recall is measured as |PLS∩ELS|
|ELS| , and describes

how many of the existing “like” statements were found by the recommender.
The averaged precision and recall values are then combined in the usual F-score.

That is, F = 2×
(

precision×recall
precision+recall

)
.

Table 1 shows the performance of NRRS and NRRS� systems on Movie-
Lens dataset with varying densities. It can be observed that the performance of
NRRS� is relatively better than NRRS, independent of the density. The reason
is that EFI-graph++ facilitated NRRS� to recommended only those items that
had high confidence value although the past transactions of a user represented
an infrequent itemset.

Table 1. Performance comparison of NRRS and NRRS� at different density levels

Density 10% 30% 50% 70% 90%
Movie F1 35.75 47.75 57.89 60.91 62.72
Lens Precision 45.9% 60.23% 63.61% 64.7% 63.8%

Recall 29.3% 39.56% 53.12% 57.54% 61.69%

Fig. 1 shows the runtime taken by NRRS and NRRS� systems to generate
recommendations to the users with varying dataset sizes for learning the rules
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Fig. 1. Runtime comparison of mining frequent itemsets for each user in NRRS and
NRRS�. The k1 represents a users’ dataset size (or neighborhood size).
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(i.e., k1). It can be observed that although both algorithms are linearly scalable
with increase in dataset size, NRRS� is relatively more efficient than NRRS
system. It is because the MSFP-growth discovered frequent itemsets for each
users’ dataset more effectively than IMSApriori. Another important observation
is that NRRS� is more scalable than NRRS with increase in k1 neighborhood
(or dataset) size for learning the rules.

5 Conclusions

This paper has proposed an effective and efficient rule-based recommender
system, called NRRS�, to confront the coverage problem that persists in the
conventional rule-based recommender systems. It has also shown that frequent
itemsets discovered with the multiple minsups framework satisfy the convertible
anti-monotonic property, and therefore, can be effectively discovered using the
proposed pattern-growth algorithm, called MSFP-growth. Experimental results
demonstrate that NRRS� is efficient than NRRS.
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Abstract. Existing recommender systems suffer from a popularity bias
problem. Popular items are always recommended to users regardless
whether they are related to users’ preferences. In this paper, we pro-
pose an opinion-based collaborative filtering by introducing weighting
functions to adjust the influence of popular items. Based on conven-
tional user-based collaborative filtering, the weighting functions are used
in measuring users’ similarities so that the effect of popular items is de-
creased with similar opinions and increased with dissimilar ones.
Experiments verify the effectiveness of our proposed approach.

Keywords: recommender system, popularity bias, collaborative
filtering.

1 Introduction

Recommender systems have gained considerable development to help people in
retrieving potentially useful information in the current age of information over-
load [2][4][7]. However, there are still many disadvantages. The “Harry Potter
Problem”1 is one of them. Harry Potter is a runaway bestseller, which always ap-
pears in customers’ recommendation list whatever books they are browsing. That
is, recommended items are biased towards popular, well-known items. Thus,
the recommendations may not be related to users’ preferences. Furthermore,
users are already likely to have made conscious decisions regarding these popu-
lar items. Therefore, this kind of recommendations rarely lead users to additional
purchases as they are lack of novelty [11]. Some studies have been done on solv-
ing this popularity bias problem [1][3][9][11]. However, there is no systematic
discussion of popularity bias in these studies.

In this paper, by analyzing the cause and influence of popularity bias and com-
paring some solutions, an assumption is proposed that a user’s rating on an item
means differently to his/her preference according to the popularity of the target
item. Based on the assumption, approaches are proposed to improve recommenda-
tion by weighting items based on their effects to the user model according to their

1 http://glinden.blogspot.com/2006/03/early-amazon-similarities.html

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 426–433, 2013.
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popularities. Based on conventional user-based collaborative filtering (UserCF),
the weighting functions are used for measuring users’ similarities. The main contri-
butions of the proposed work are as follows: we introduce popularity bias formally
and analyze the cause and influence; two weighting functions and an approach is
proposed to solve popularity bias; experiment results show that our approach out-
performs conventional ones on both accuracy and diversity.

2 Related Work

Recommendation techniques have been studied for several years. Collaborative
filtering (CF) is a popular one, since it is not necessary to analyze the content of
the candidate items and uses collective intelligence instead. UserCF is a typical
CF approach, which is based on a basic assumption that people who agreed in the
past tend to agree again in the future. The level of agreement can be measured by
similarity between users. There are several functions to measure the similarity.
In this paper, Cosine similarity is chosen to measure user similarity. Based on the
similarity calculation, a set N(u) of the nearest neighbors of user u is obtained.
After that, ratings for unknown items are predicted by adjusted weighted sum
of known ones, and items with high predicted values are recommended [5]. The
predicted rating of item i by user u can be calculated as:

R∗(u, i) = R(u) +

∑
a∈N(u) sim(u, a) · (R(a, i)−R(a))∑

a∈N(u) |sim(u, a)| (1)

where R(u, i) is the rating value that user u rates item i, and R(u) represents
the average rating of user u.

Several researches have been worked out to solve popularity bias in recom-
mender systems. Adomavicius et al. use a popular recommendation technique
to predict unknown ratings, and then consider only the items that are predicted
above the pre-defined rating threshold as candidate recommendations. Among
these candidate items, they recommend popular ones to gain high precision, or
unpopular ones to gain high diversity. The rating threshold is used to trade off
precision against diversity by controlling a re-ranking level [1]. Lai et al. add a
punishing function to popular items in item-base CF (ItemCF) to reduce the
chance of popular items to be recommended in order to improve Error Rate
(ItemCF-PP) [9]. Breese et al. use inverse user frequency (IUF) to reduce the ef-
fect of popular items in UserCF (UserCF-IUF) [3]. However, experiment results
show that the IUF weighting does not improve the performance from the base-
line method that does not use any weighting for items [8]. In the opinion of Oh et
al., people have different preferences in terms of the popularity of items, which
is defined as Personal Popularity Tendency (PPT) [11]. They recommend items
similar to the PPT of each individual while reflecting active users’ preferences
as much as possible. Many of the above solutions simply change the popularity
distribution of the recommendations [1][9][11]. We tend to solve popularity bias
by utilizing the cause and influence of popularity bias, which will be introduced
detailed next.
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3 Popularity Bias in Recommender Systems

3.1 The Phenomenon of Popularity Bias

The popularity bias problem can be described by Matthew Effect. It is a phe-
nomenon where “the rich get richer and the poor get poorer” [10]. This phe-
nomenon can be seen in Fig. 12, intuitively. The blue line in Fig. 1(a) represents
the item rating frequencies in the MovieLens dataset. The red one represents
the recommended times by UserCF for the target items in a top-50 recommen-
dation task. We count the accumulative recommended times for items which are
more popular than the target one. Figure 1(b) shows the result, which indicates
the rising rate of the accumulative recommended times. It is obvious that pop-
ular items are recommended much more frequently than unpopular ones, which
verifies the phenomenon of popularity bias in a certain degree.

 (a) Items’ rating frequencies and rec-
ommended times.

 (b) Accumulative count of recom-
mended times for items which are
more popular than the target one.

Fig. 1. Items’ rating frequencies and recommended times in the MovieLens dataset

Since the increase in popularity of the items is affected by Matthew Effect,
the indication of users’ preferences from the feedbacks on popular items is mag-
nified. On the contrary, the unpopular items in the long tail get little attention
and feedbacks, and are hardly recommended. Every feedback of them is based
on users’ individual search. Therefore, the difficulty of getting a target item is
relevant to the popularity of it. Because of the difficulty of finding, the feedbacks
for unpopular items can be recognized as great interest. We formalize this idea
as the following hypothesis.

Hypothesis 1. In an information system that satisfies the following require-
ments:

The system provides recommendations3 to help people in solving the problem
of information overload; a user can browse an item in the system coming from

2 Items are in descending order according to the number of ratings.
3 The recommendations mentioned here include items which are recommended by
advertisements, word-of-mouth, and recommender systems.
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either the recommendation of the system or his/her individual search, and can
give it a feedback after browsing.

The following statements are true:
A feedback is an indication of the target user’s preference; the level of the

preference is relevant to the difficulty of finding the target item.

A simple way to solve the popularity bias problem is to reduce the chance of pop-
ular items being recommended. However, the chance of users’ preferred popular
items being recommended is decreased simultaneously in this way. According to
Hypothesis 1, popularity bias leads that items with different popularity indicate
different levels of users’ preference. As a result, to distinguish the effect of the
items with different popularity while modeling users’ preferences may be a good
solution to decrease the effect of Matthew Effect on popularity bias.

3.2 Methods to Deal with Popularity Bias

According to Hypothesis 1, we believe that items with different popularity in-
dicate different levels of users’ preferences, which is similar to Breese’s opinion
[3]. Different from conventional UserCF, which consider that the item effect is
the same in a user model, we try to measure the effect of items based on the
popularity to solve the popularity bias problem. The baseline method is to dis-
tinguish item effect with a weighting function according to item popularity. IUF
[3] is an example of the weighting function. It can be found that there are two
characteristics in the IUF weighting function: the weights of the most popular
items are only a little less than the weights of the least popular ones (no more
than 20%); the weights decrease much faster at the head than at the long tail.

According to Hypothesis 1, the level of the preference to an item is relevant
to the difficulty of finding it. The recommended times for items can indicate
the difficulty of finding them to a certain degree. Figure 1(b) shows that the
recommended times for items meet the following conditions: the recommended
times for items are inversely proportional to their popularity; the recommended
times for items are almost the same at the head4; the recommended times for
items between head and long tail are different considerably.

Obviously, the characteristics of IUF do not match these conditions. There-
fore, IUF may not be suitable to solve popularity bias problem, which is verified
in Breese’s experiments [3]. To match the difficulty of finding items, a Base
weighting function is proposed, which can be written as:

wBase(i) =
1

log(pi)
(2)

where pi represents the popularity of item i. It can be found that the Base func-
tion meet the above conditions of recommended times for items. Other functions
that meet the conditions may be suitable for weighting the effect of items. We
leave exploring which is the best one to future work.

4 The slope in Fig. 1(b) is almost the same at the head, which indicates that the
recommended times are almost the same for those popular items.



430 X. Zhao, Z. Niu, and W. Chen

However, the common situation is that only the items at the head are affected
by the Matthew Effect, thus get more and more popular. Therefore, fair treat-
ment for all items is not appropriate. The items are divided into two subsets by
a threshold TP . Only the head set of items are adjusted by a weighting function.
This is the Popular function, which can be written as:

wPopular(i) =

{ 1
log(pi)

, pi > pH

1 , pi ≤ pH

(3)

where pH represents the minimal popularity in the head set.

3.3 Improving Recommendation Approaches

Our improving algorithm is based on conventional UserCF. In order to deal
with the popularity bias problem of UserCF, an intuitive solution is to reduce
the influence of the popular items when building user models. As a result, the
similarities between users in improved UserCF can be measured as:

simI(u, a) =

∑
i∈I(u,a) w(i) ·R(u, i) · R(a, i)√∑

i∈I(u) (w(i) · R(u, i))
2 ·

√∑
i∈I(a) (w(i) ·R(a, i))

2
(4)

where I(u) is the item set that rated by user u, I(u, a) is the item set that co-
rated by both user u and user a. The weighting function w(i) can be either the
Base function or the Popular one. The similarity function is used in Weighting-
UserCF (WUserCF) when calculating predicted ratings according to (1).

However, simply reducing the influence of all the popular items may not be
suitable for measuring users’ similarities. A popular item co-rated by both two
users does not mean the same as a popular item only rated by one user. The latter
one is much more significant than the former. As a result, the effect of the latter
one should be enhanced. The Co-rated-based Weighting-UserCF (CWUserCF)
is proposed based on this idea. The weighting function of it can be written as:

wC(i) =

{
w(i) , i ∈ I(u, a)

1
w(i) , i /∈ I(u, a)

(5)

This function replaces the original weighting function in measuring the similarity
function for CWUserCF according to (4). The CWUserCF uses this similarity
function to predict ratings according to (1).

However, both WUserCF and CWUserCF do not consider the rating values
which indicate the opinion of the target user. A similar idea to CWUserCF to deal
with the problem is that the influence of popular items with different opinions
should be increased while the ones with the same opinion should be decreased.
The weighting function of the Opinion-based Weighting-UserCF (OWUserCF)
can be written as:

wO(i) =

{
w(i) , i ∈ S(u, a)

1
w(i) , i /∈ S(u, a)

(6)
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where S(u, a) is the item set that user u and user a have similar opinions on.
The items in S(u, a) meet the condition which is described as:

(R(u, i)−R(u)) · (R(a, i)−R(a)) > 0 (7)

The weighting function considers the opinion on the target item. Correspond-
ingly, the similarity function should consider the opinion, too. As a result, the
similarity function can be written as:

simO(u, a) =
∑

i∈I(u,a) wO(i)·(R(u,i)−R(u))·(R(a,i)−R(a))√∑
i∈I(u) (wO(i)·(R(u,i)−R(u)))

2·
√∑

i∈I(a) (wO(i)·(R(a,i)−R(a)))
2 (8)

OWUserCF uses this similarity function to predict ratings according to (1).

4 Experiment

4.1 Experiment Setup

Experiments are carried out on the MovieLens dataset, which consists of 100,000
ratings which are assigned by 943 users on 1682 movies. Collected ratings are
in a 1-to-5 star scale. We use 5-fold cross validation for the evaluation. For each
data split, 80% of the original set is included in the training set to generate
recommendations, and 20% of it is included in the test one to evaluate the
recommendation results.

The proposed approaches are evaluated in the experiment, comparing with
two baseline approaches (UserCF and ItemCF) and two existing popularity bias
solutions (ItemCF-PP [9] and UserCF-IUF [3]). All these approaches are eval-
uated with one accuracy metric, the Normalized Discounted Cumulative Gain
(NDCG) [6], and two diversity metrics, coverage (COV) [1] and coverage in long
tail (CIL),comparing with NDCG+5.

The size of nearest neighbors for UserCF, UserCF-IUF, WUserCF,
CWUserCF, and OWUserCF is 50 (an empirical value); the value of TP is 0.1,
which is the best one while analyzing the impact of the threshold.

4.2 Experiment Results

Table 1 illustrates the results of the proposed approaches and the comparative
ones in top-N recommendation task on MovieLens dataset. For each column in
Table 1, we highlight the top 3 best performed methods.

As can be seen from the results, ItemCF and ItemCF-PP get the best diversity
and the worst accuracy, and the accuracy results are much less than others.
Without considering these two approaches, OWUserCF performs best on both
accuracy and diversity. However, WUserCF and CWUserCF do not effectively
improve the baseline approaches especially on accuracy metrics. It shows that

5 NDCG+ is the NDCG result while ranking the items in test set.
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they do wrong when decreasing the effect of popular items with different opinions
which means significant in measuring the user similarities.

The results indicate that popularity bias exists in UserCF approach, as
OWUserCF can improve the recommendation quality a lot. However, the effect
of popular items cannot be decreased simply since WUserCF and CWUserCF do
not get effective improvement. It is necessary to distinguish whether the users
have similar opinions on the target popular item. If the answer is yes, it indicates
that these two persons have similar opinions as most people do, and then the
effect can be decreased. Otherwise, the effect can be increased as its significant
dissimilar idea. That is the reason why our proposed OWUserCF method, which
takes opinion direction into account, achieves the best results in the experiment.

In OWUserCF, Popular is a better weighting function than Base. This verifies
our idea that just the effect of very popular items should be adjusted. A new
experiment is conducted to analyze the impact of the value of TP . Figure 2 shows
the change in performances when TP increases from 0 to 1, step by 0.1. It can
be easily found that when TP=0.1, OWUserCF gains the best performances.

 
(a) NDCG

 
(b) COV and CIL

Fig. 2. Performance as a function of the value of threshold TP

Table 1. Performance of different approaches

NDCG NDCG+

1 3 5 COV@5 CIL@5 1 3 5

UserCF 0.0089 0.0128 0.0148 110 66 0.74 0.73 0.73

ItemCF 0.0005 0.0006 0.0007 156 142 0.56 0.61 0.65

UserCF-IUF 0.0068 0.0097 0.0132 95 58 0.74 0.73 0.73

ItemCF-PP 0.0005 0.0003 0.0006 142 139 0.38 0.39 0.40

WUserCF-Base 0.0048 0.0087 0.0128 97 57 0.73 0.72 0.72

WuserCF-Popular 0.0023 0.0096 0.0103 110 67 0.70 0.69 0.70

CWUserCF-Base 0.0063 0.0087 0.0126 88 52 0.73 0.73 0.72

CWuserCF-Popular 0.0040 0.0064 0.0082 98 61 0.73 0.71 0.71

OWUserCF-Base 0.0190 0.0264 0.0286 115 62 0.77 0.77 0.77

OWuserCF-Popular 0.0323 0.0353 0.0370 122 70 0.72 0.74 0.75
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5 Conclusions and Future Work

In this paper, we propose an opinion-based collaborative filtering approach to
solve popularity bias in recommender systems. Experiment results show that our
proposed approach (OWUserCF) outperforms the baseline and comparative ones
on both accuracy and diversity. This verifies the effectiveness of our proposed
approach as well as the existence of popularity bias in recommender systems.

This work analyzes and verifies the popularity bias of recommender systems.
In our subsequent research, we will explore other functions to weight the effect
of items, and judge which one is more suitable. Furthermore, we will do more
experiments using other datasets to further evaluate our proposed approach.
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Abstract. The Web 2.0 is the top manifestation of User-Generated Content sys-
tems, such as reviews, tags, comments, tweets etc. Due to their free nature such 
systems contain information of different quality levels. Consequently, it is diffi-
cult for users to determine the quality of the information and the reputation of 
its providers. The quality evaluation is a matter of great concern, especially in 
medical and healthcare domain. To help the posts quality assessment this paper 
presents an alternative to measuring reputation based on social interactions. As 
a test case, we explore the data structure of the Twitter micro blogging service. 
Our main contribution is to provide a new methodology to Rank Reputation in a 
network structure based on weighted social interaction. This approach can  
guide Internet users to encounter authority and trustworthy sources of online 
health and medical information in Twittershpere. The results show that the  
rank methodology and the network structure have succeeded in inferring user 
reputation. 

Keywords: Social Network Analysis, Twitter, Reputation, Quality information. 

1 Introduction 

The number of individuals using the Internet to acquire health care information is 
constantly increasing. The most common reasons that stimulate this behavior are  
connected with the need to try to find information or advice on health condition, 
symptoms, diseases, or treatment [1]. Looking on the bright side, these searches are 
intended to elicit discussion and communication between patient and the primary care 
physician. Looking at the negative side, incorrect information could be life-
threatening [2]. Anyone can post anything on the web, regardless of his or her  
background or medical qualifications. The Web 2.0 is the strongest manifestation of 
User-Generated Content systems – UGC – and as such supports more potential for 
growth than any other form of content on the Web today. Popular UGC systems do-
mains include blogs and web forums, social bookmarking sites, photo and video shar-
ing communities, as well as social networking platforms such as Twitter, Facebook 
and MySpace. The main challenge posed by content in social media sites is the fact 
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that the distribution of quality has high variance: from very high-quality items to low-
quality. Due to their nature, such systems contain information of different quality 
levels and makes it difficult for users to determine the quality of the information and 
the reputation of its providers [3].  

Based on the context described, this paper proposes measuring reputation based on 
social interactions. As a test case we explore the rich data structure of Twitter micro-
blogging service. Our main contribution in this research is a new methodology to 
Rank Reputation in a new network structure based on weighted social interaction. 
This approach can guide Internet users to meet authority and trustworthy sources of 
online health and medical information in Twittershpere. In our study, user’s reputa-
tion implies that health information disseminated within their social network is 
thought to be credible and worthy of belief. We focus on Twitter since it provides a 
large amount, a diversity and varying quality of content. To meet the objective of the 
proposal, we modeled the social interactions in a graph-based retweet weighted ties - 
a retweet is a forward of a tweet. To the best of our knowledge, this is the first study 
that uses the retweet mechanism as interaction tool to infer Reputation. The obtained 
results shown that the new rank methodology and the developed network structure 
have succeeded in inferring user reputation.  

2 Social Network: Microblogging Main Features 

Social Network Analysis – SNA – is the mapping and measuring of relationships and 
flows between people, groups, organizations, and other connected information or 
knowledge entities. A social network is a social structure between actors, individuals 
or organizations [4]. People now connect with other people beyond geographical and 
time barriers, diminishing the constraints of physical and temporal boundaries in 
creating new ties. These ties can characterize any type of relationship, friendship, 
authorship, etc. The Microblogging services have rapidly developed as a recently 
emerging service because of its timeliness, convenience. This singular social envi-
ronment has received a considerable attention from academic researchers, because it 
represents a fresh medium for search and diffusion of information [5]. Twitter users 
post tweets and if other users like or find its content truly interesting they repost it or 
“retweet it”. “Retweeting” is a key mechanism for information diffusion in micro-
blogging. By allowing “Twitterers” to forward information that they estimate interest-
ing, important, or entertaining the retweeting process behaves just like an informal 
recommendation system. It is believed that, when someone “retweet” your post,  
they gives you a kind of reputation by sharing your post with their own followers or 
contacts.  

3 Proposed Model and Method 

Latest studies show that not only the network structural characteristics identify the 
user’s importance and also the user’s communication activity as the exchange of in-
formation via messages, posts, comments [6-9]. We consider that the retweet function 
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is likely to be interpreted as a form of endorsement for both the message and the ori-
ginating user. Retweet function represents the degree or level of interactions between 
users, forging trust-based relations. In this manner, we created a network structure 
based on retweet weighted ties named Retweet-Network or simply RT-network. Up to 
our knowledge, this is the first time that this network structure is modeled. We model 
the RT-network as a direct weighted graph  , ,   with the following 
properties: 

1. The set of nodes (denoting the set of users)   ,  ,….  
2. The set of edges (representing retweet function)   ,  , …  and  

If  edge     ,     , from   to   this means that user  “retweet” user  . The user  is denoted as source user, and    as target 
user. 

3. The set of weights (characterizing the strength of  trust ties)    , , …  
The   is a function defined for edges as follows:    ∑                                  (1) 

Where the parameter ∑  is the counted retweets for  from a specific  , and 

 is the total number of retweet of a target user. This fraction denotes how 
much a user trusts a particular target user. The parameter  is a sort of discount rate 
representing relationships (follower, following and friendship) between source users 
and target users. Acknowledged celebrities attract thousands of followers such as 
Lady Gaga, Britney Spears, and Ashton Kutcher etc. For example, Ashton Kutcher is 
a classic Twitter celebrity phenomenon; he has almost five million followers. By de-
fault, the tweets and retweet are broadcasted within their network; consequently this 
behavior overestimates the reputation measure. The parameter  is estimated as:  = 
0.1 If a user  is a follower of , since the retweet function is the occurrence that 
is expected to happen, thus   has lower weight, and  = 0.9 in all other cases, thus 

 has higher weight. 

3.1 Ranking Reputation Approach – ( ) 

Perhaps the most frequently used centrality measures are Degree - , Closeness - 
, Betweenness - , and Eigenvector - .   is based on the shortest paths 

between nodes and focuses on the number of visits through the shortest path.  In a 
directed graph, for a vertex , we denote the In-Degree      as the number of 
arcs to  and the Out-degree    as the number of arcs from it, thus   is      . The  measures how close a vertex is to all other vertices in the 
graph. Nodes with high values on  are linked to well-connected nodes and so may 
influence many others in the network either directly or indirectly through their con-
nections [10]. PageRank is another common measure, it is generally used to rank 
WebPages and ultimately to rank “popularity”. It is defined formally as the stationary 
distribution of a stochastic process whose states are the nodes of the web graph, it 
computes the rank of websites by the number and quality of incoming links [11]. In 
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order to address the goal of this work and based on the summary descriptions above, 
we describe the Rank Reputation approach -  combining weighted centralities 

measures that best fit node reputation as follows:  ∑     ,..,     where  0 1,    ∑ ,  , . . ,  

We model as a function of ( ,  with the following properties:   , . . ,   is a set of centrality measures, such as:  , , , , Prank,  ,    and    , … . ,   is a set of non-
negative weights.  

Therefore, given the input directed weighted graph  , ,  , the  

is computed iteratively.  In the first step, for each node   it is calculated the me-
trics . In second step, it is set out arbitrarily the weight  , the esti-
mated weights must follow the condition    , ∑ , where  . , . , . , … . . , hence, it is possible that    |    = 0. In the 
third step, for each node   it is computed ∑  , thereafter compute 

, assigning a label to this measure as . In the fifth step, we calculate 

the   - the Average Precision measure (as described below). In the last 

step, return de best fit; return   that achieved the highest AvP. In an optimal 

ranked retrieval system, a set of relevant retrieved documents are given by the top k 
retrieved documents. Thus, AvP measure is often used as an indicator for evaluating 
ranked retrieval results [12]. We considered relevant documents, i.e., relevant users, 
those that are public healthcare. We select this alternative mostly because, if the site 
receives funding from commercial firms or private foundations, then the financial 
dependence has the potential to bias the information presented. For instance, if the 
purpose of the information is primarily to sell a product, there may be a conflict of 
interest since the manufacturer may not want to present findings that would discou-
rage you from purchasing the product. In order to gain insight about our rank ap-
proach, we utilize the conclusions of  Kwak and Cha [5, 13]. Kwak and colleagues 
[5] proposed popularity measures that are based on followers count (M1) and Page-
Rank (M2).  Cha et al [13] use Indegree (M3) to infer user influence. We also mod-
eled a binary network, named RT-Binary to evaluate the quality of proposed ap-
proach. The RT-Binary network was modeled also as a directed graph  , ,  , with the following properties:  

1. The set of nodes (denoting the set of users)   ,  ,….  

2. The set of edges (representing retweet function)   ,  , …  and  
If  edge     ,     , i.e., from   to   this means that us-

er  “retweet” user   
3. The set of weights     , , …  and   1 

We analyzed 152 user profiles randomly chosen and their respective retweets. The 
data was acquired from those who reported to have some interest in health subject, 



438 L. Weitzel, J.P.M. de Oliveira, and P. Quaresma 

during the period of March/April 2011. From these seed users’ accounts, we reached 
4350 retweets and 1232 user account to build the two data sets.  

4 Main Results 

The Table 1 illustrates the best-fit results according to the rank reputation algorithm. 
As can be seen, the RT-Network achieved about 58% and RT-Binary about 55%, 
there is an improvement of up to 3%. We also utilize the Precision at k  - P@k and 
R-precision from Information Retrieval domain, to evaluate  . The P@k is the 
proportion of relevant documents in the first k positions. This leads to measuring 
precision at fixed low levels of retrieved results, such as 10 or 30 documents. The R-
precision is the precision after R documents have been retrieved, where R is the num-
ber of relevant documents [12]. In our study we considered R = 212 and k =10. The 
RT-Network achieved 212-precision = 56% and RT-Binary achieved 212-precision = 
50%, RT-Network attained a little better performance than RT-Binary. On the other 
hand, these two networks achieved P@10 = 90%. The best-fit   Equations are 

illustrated in Table 1. The Table 2 shows the baseline results. We compute the three 
baseline measures (Mi) for both, RT-Network and RT-Binary. One can verify that,  
all three metrics failed to infer user reputation comparing with our approach (see  
Table 2).  

Table 1. The best outcomes achieved 

Network   212-precision P@10 

RT-
Network 

  0.7 0.2 0.1   ,..,   (3) 58% 56% 90% 

RT-
Binary 

 0.3 0.3 0.1 0.3   ,..,    

(4) 
55% 50% 90% 

Table 2. The main results of baseline case study 

Mi Baseline Measures RT-Network   RT-Binary  

M1 Follower count 18 % 18 % 

M2 PageRank 37 % 45 % 

M3 InDegree 48 % 44 % 

Table 3. The p@k and 212-precision of RT-Network and RT-Binary 

Mi Baseline Measures 
RT-Network RT-Binary 

P@10 212-precision P@10 212-precision 

M1 Follower count 14% 19% 14% 19% 

M2 PageRank 90% 37% 100% 24% 

M3 InDegree 89% 37% 89% 24% 
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The Table 3 shows the performance of the baselines rank methodology. The 212-
precision of baseline measures is smaller than our rank reputation approach   

and . We calculate  using the set of basic measures (Bc, Cc, Dc, Ec) in 

isolation, for both networks and the results are shown in Table 4. The  

varies from 18 to 45%. In all baseline cases, the values of  212-Precision achieved 
maximum of 50% (Dc measure - Table 5 and RT-Binary - Table 3), and minimum of  
14%. The P@10 lies in the range of 0 and 100%. If we considered only AvP perfor-
mance measure, the metrics in isolation failed to infer user reputation (by comparing 
with our approach; see Table 1). The rank approach using centralities metrics (Table 4) 
in isolation performed slightly worse than the baselines metrics M1, M2 and M3 (Table 
3). The worst performing approach was Follower count metric (M1), followed by Cc, in 
both RT-Network and RT-Binary. 

Table 4. Results of measures performed in isolation 

Measures 
RT-Network RT-Binary 

  P@10 212-precision  P@10 212-precision 

Dc 43% 80% 50% 44% 89% 49% 

Cc 31% 80% 33% 18% 0% 14% 

Bc 22% 100% 25% 22% 100% 30% 

Ec 45% 100% 43% 32% 100% 30% 

5 Related Works 

Many concerns arise about the data content quality in health domain, and the possibil-
ity that poor information is detrimental on health [14, 15]. Others studies use metadata 
[16, 17]. Although these studies aimed to analyze mostly websites or homepages a 
little or nothing is available in UCG systems in health domain. There have been a few 
recent studies on analyzing data in Twitter; Kwak and colleagues [5] rank Twitter 
users’ by popularity. The popularity was estimated by followers count, PageRank and 
retweet count. All results shown that celebrities (actors, musicians, politicians, sports 
stars, etc.) or news media were ranked on the top of the list. The PageRank and fol-
lower count metrics rank mostly celebrities on the top. The retweet count metrics 
ranked not only celebrities but also news and media on the top of the list. Cha et al 
[13] presented an empirical analysis of influence patterns in Twitter. They compared 
three different measures of influence: indegree, retweets, and mentions. The authors 
found that, the most influential users were: news sources (CNN, New York Times), 
politicians (Barack Obama), athletes (Shaquille O’Neal), as well as celebrities (Ash-
ton Kutcher, Britney Spears). The most retweeted users were content aggregation 
services (Mashable, TwitterTips, TweetMeme), businessmen (Guy Kawasaki), and 
news sites (The New York Times, The Onion). Finally, the most mentioned users 
were mostly celebrities. Others measures are also used to rank node importance, such 
as co-follower rate (ratio between follower and following), frequency of tweets (up-
dates), who your followers follow, etc.   
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6 Conclusion 

This paper explores the rich data structure of social media systems. We exploited the 
SNA to figure out user’s reputation.  In our study, reputation has the same meaning of 
credible source information. Social network creates trust between agents since they 
allow their members to learn about each other through repeated interactions. In that 
case, the interaction takes place through retweeting function. We consider that, Twit-
ter’s communicative structure is determined by two overlapping and interdependent 
networks – one based on follower-following relationships, the most obviously; and 
other relatively short-term and emergent, based on shared interest in a topic or event, 
often coordinated by a retweet function. Therefore, Retweet Network must be unders-
tood as separate from follower/following Network. We found out some interesting 
results. The majority of Twitter accounts are individual or blogs, since this is the nature 
of Web 2.0. Web 2.0 is driven by participation and collaboration among users, most 
obviously apparent in social networking, social bookmarking, blogging, wikis etc. We 
also found out that Reputation Rank Approach is responsive to Dcin and Dcout. These 
metrics is present in all best-performing results of RT-Network. On the other hand, Ec 
and PageRank metrics are present in all best-performing results of RT-Binary. By con-
trast, the average precision RT-Network and RT-Binary worst-performing results are 
those that use the PageRank and Bc. All metrics in isolation failed in reach user reputa-
tion, specially the Cc and follower count metrics. Almost all measure of RaR achieved 
about 90% of P@10 performance measure. The study gives us a clear understanding of 
how measure selection can affect the reputation rank. Choosing the most appropriate 
measure depends on what we want to represent. We observed that popularity (or key 
position in a graph) does not necessarily refer to reputation. The Bc metric is an impor-
tant quantity to characterize how influential a node (user) is in communications be-
tween each pair of vertices, it represents a gate between groups node, and yet both 
metrics failed. By contrast, the Cc and Dcin metrics fulfilled the rank goal, i.e., in ex-
pressing the reputation. The major contribution of this work is providing a new metho-
dology to rank trustworthy source using a new network structure based on retweet ties. 
The result shown that our rank methodology and the network topology model have 
successfully evaluated user reputation. Since the results indicate that our ranking  
approach outperformed the baseline case. Additionally, we verified that in Twitter 
community trust plays an important role in spreading information; the culture of “ret-
weeting” demonstrates the potential to reach trust. It must be stressed that, we find out 
small values of Dc associated to large Bc, as well, weak correlation between them. 
These results provided evidences that RT-network maybe incorporates fractal proper-
ties. For future work, we will be conduct an in-depth study of fractal properties in order 
to figure out if it follows others fractal properties, e.g., self-similarity.  
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Abstract. Security is a critical concern for any database. Therefore, database
systems provide a wide range of mechanisms to enforce security constraints.
These mechanisms can be used to implement part of the security policies re-
quested of an organization. Nevertheless, security requirements are not static,
and thus, implemented policies must be changed and reviewed. As a first step,
this requires to discover the actual security constraints being enforced by the
database and to represent them at an appropriate abstraction level to enable their
understanding and reenginering by security experts. Unfortunately, despite the
existence of a number of techniques for database reverse engineering, security
aspects are ignored during the process. This paper aims to cover this gap by pre-
senting a security metamodel and reverse engineering process that helps secu-
rity experts to visualize and manipulate security policies in a vendor-independent
manner.

1 Introduction

Relational databases are at the core of most companies information systems, hosting
critical information for the day to day operation of the company. Securing this infor-
mation is therefore a critical concern. For this purpose, both, researchers and tool ven-
dors have proposed and developed security mechanisms to ensure the data within the
database system is safe from possible threats. Due to its relative conceptual simplicity,
one of the most used mechanisms within DataBase Management Systems (DBMSs)
are access control (AC) policies where Role-based access control (RBAC) [10] is the
current trend.

However, and despite the few methods that attempt to automatically derive these
policy implementations from high-level security specifications[8,3,2], the task of im-
plementing an access control security policy remains in the vast majority of cases a
manual process which is time-consuming and error-prone. Besides, several database
mechanisms may be needed in combination to implement a policy, e.g., triggers can be
used to add fine-grained control on privileges, scattering the policy and increasing the
complexity of the definition process. Furthermore, as security requirements are rarely
static, frequent modifications of the security policy implementation are required, what
increases the chances of introducing new errors and inconsistencies.

In this context, discovering and understanding which security policies are actually
being enforced by the DBMS comes out as a critical requirement for the reenginering
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of the current policies, to adapt them to evolving needs of the company and also to de-
tect inconsistencies between the enforced and the desired ones. The main challenge for
this discovery process is bridging the gap between the vendor-dependent policy repre-
sentation and a more logical model that 1 - express these policies in a way that abstracts
them from the specificities of particular database systems and 2 - that can be understood
by security experts with no deep knowledge of the particularities of each vendor. Rep-
resenting and processing the security policies at this logical level is much easier than a
direct exploration of the database dictionary whose structure is unfortunately not stan-
dardised. Additionally, this logical model would also allow us to implement all anal-
ysis/evolution/refactoring operations on the security policies in a vendor-independent
and reusable way.

The goal of this paper is then two-fold. First we provide a means to represent such
logical models for security concerns in relational DBMSs. Secondly, we describe a re-
verse engineering approach that can automatically create this logical model out of an
existing database. Reverse engineering, as a process aimed to represent running sys-
tems at higher abstraction level, has been proved useful in many domains, including
database systems [7], [4]. However, these works have focused on the database structure
and ignored the security aspects. We intend to cover this gap.

Moreover, we discuss possible applications and benefits of using a model-based
representation given this enables to reuse in the security domain the large number of
model-driven techniques and tools. Model manipulation techniques can then be applied
to visualize, analyze, evolve, etc the model. Then, a forward engineering process could
be launched in order to generate the new security policy implementation ready to import
in the target database system.

The rest of the paper is organized as follow. In Section 2 a metamodel able to repre-
sent models of database AC policies is provided whereas in 3 we show the needed steps
to obtain such models from an existing database. In 4 we discuss the related work. We
finish the paper with section 5 presenting the conclusions and future works.

2 Access Control Metamodel

This section describes our relational database-specific access control metamodel
(RBAC-inspired). Next section describes how to automatically populate it based on
the actual policies enforced in a particular database.

The SQL standard predefines a set of privileges and object types that can be used in
the definition of a relational database. Our metamodel provides a direct representation
of these concepts to facilitate the understanding of the security policies linking the se-
curity elements with the schema objects constrainted by them as depicted in figure 1. In
the following, we describe the main elements of the metamodel.

Database Objects: The main objects users can be granted privileges on are: tables,
columns, views, procedures and triggers. Each one of these elements is represented
in the metamodel by a metaclass inheriting from the SchemaObject metaclass. Views
(metaclass View) can include derived columns. In fact, views can be used as a fine-
grained access control mechanism. A view filters table rows and columns with respect
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to a desired criteria so when a subject is granted privileges over a view, is actually being
granted privileges over a table/s but with certain constraints. This actually represents
column-level and content-based (row level) access control.

Privileges: We can divide the privileges that can be granted in a DBMSs in five cat-
egories: Database-level privileges, for those privileges that imply creation of database
objects including users and roles. Table-level privileges for those that implies table,
columns and index access. Permission-delegation privileges to delegate permission ad-
ministration to users and roles. Execute privileges for the executable elements (stored
procedures and functions) and Session privileges. These categorization is depicted in the
bottom part of Figure 1. If needed, an extension of this metamodel (by inheriting from
the Operation metaclass) could be provided to deal with vendor-specific privileges.

Subjects: Subjects executing actions on the DBMS are users and roles and they are, as
such, represented in the metamodel with the corresponding metaclasses User and Role,
possibly part of role hierarchies. In the metamodel, the metaclass Role inherits from the
metaclass Subject which enables it to become grantee. The User metaclass also inherits
from Subject what means that, privileges, in contrast to pure RBAC, can be granted to
both users and roles.

Other Elements and Constraints: There are several other aspects that have to be taken
into account. The execution of privileges may need to be constrained. In DBMSs this is
normally achieved by using triggers and procedural code. The metamodel should permit
the representation of the existence of such constraints. The metaclass Constraint meets
that purpose. Typically it points to a Trigger linked to the object and the operation on it
that is constrained by the trigger. The Trigger metaclass also includes the attributes the
trigger body and the condition and error message to be displayed when the trigger exe-
cution fails due to any exception. Another aspect to be considered is object ownership
as it is the basis for permission delegation. An association between objects and subjects
records this relationship. Finally, global permission, i.e., permissions that are granted on
all the elements of the same type are represented by allowing in the metamodel permis-
sions to be granted on any object, including the metaclasses Schema and Database. A
select permission granted on Schema or Database represents that the grantee can select
all the tables and views contained in those objects.

3 Reverse Engineering Process

The previous metamodel allows to represent database access control policies at the log-
ical level. Models conforming to this metamodel express the security policies in place
in a given database in a vendor-independent manner. These models can be manually
created but ideally they should be automatically created as part of an automatic reverse
engineering process that instantiates the model elements based on the information ex-
tracted out of the DBMSs. Note that, the extracted models are vendor-independent but
the extraction process is not since each vendor uses different internal structures (i.e.
a different set of tables/columns in the data dictionary to express this information). In
fact, we could regard this “injection” process as the one that abstracts out the specific
product details.
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Fig. 2. Extraction process

Our reverse-engineering approach is depicted in Figure 2. It starts by populating our
security model with the basic schema information (tables, views, etc). Then this model
is refined to add user, roles and privileges information whereas in a last step, the bodies
of triggers and stored procedures are analyzed to complement the access control policies
in the model.

In the following we will detail the process for the reverse engineering of secu-
rity policies over an Oracle 10g DBMS. This same process could be reused for other
DBMSs changing the references to the specific data dictionary tables with the corre-
sponding ones in that system.

3.1 Extracting General Schema Information

This first step populates the part of the model describing the structure of the database
itself e.g., schemas, tables (and columns), views, procedures, etc. An injector (in our
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terminology, an injector is a software component that bridges technical spaces, in this
case moving information from the database technical space to the modeling technical
space) is needed. This injector connects to the database and queries the dictionary ta-
bles to retrieve all the necessary information. The selected objects are then inserted as
model elements in the security model. In Oracle, our injector has to query tables like
DBA TABLES,DBA TAB COLS and DBA ROLES.
View extraction is more challenging since we need to parse the view definition to get
the list of tables (or other views), columns and conditions the view selects. The result
of the parsing is a set of links between the view object and the other objects filtered by
the view. The where clause will be copied as it is into the condition attribute of the view
metaclass. Moreover, a view can contain derived columns. Derived columns are created
as view columns in the model.

3.2 Extracting Users, Roles and Privileges

As before, the injector queries the database dictionary for user and roles information
and populate the model with the results. After this step, the general access control in-
formation of the database, i.e., subjects, objects and permissions are already present in
the security model.

3.3 Extracting Stored Procedures and Triggers Information

Triggers. Complex security checks can be implemented by means of triggers that fire
to prevent certain actions when performed in a certain context. However, triggers are
used for a huge variety of tasks beyond security purposes. In our approach, all triggers
are retrieved and parsed, then, they are analyzed with respect to a number of heuris-
tic conditions in order to select which of them are implementing security checks and
discard the rest.

The heuristic conditions analyze the following aspects:

-Trigger kind: Triggers are fired before/after a certain statement/s is invoked. BEFORE
STATEMENT triggers are executed before the statement is completed, enabling the pos-
sibility of evaluating security concerns (e.g., the possibility to make inserts in certain
tables could be enabled only to working days). Conversely, AFTER STATEMENT trig-
gers are executed once the action of the statement is performed, so, when involved in
security, they are normally used for logging purposes. Clearly, our focus should be in
the BEFORE STATEMENT triggers. -Trigger contents: Although the kind of the trigger
is an important hint, it is not enough. We analyze the trigger actions and conditions to
find operations that are likely to be used when performing security checks like system
context information checks, user information checks, exception raising’s, etc.

More specifically, a trigger will qualify as a security trigger if it fulfills all the fol-
lowing heuristic conditions:

1. The trigger is a before statement trigger.
2. The trigger contains an exception section that raises an exception.
3. The trigger evaluates conditions on the system (ip address, host, time) or user in-

formation (name, assigned privileges).
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Listing 1.1. Trigger’s code
1 TRIGGER update_job_history
2 AFTER UPDATE OF job_id,

department_id ON employees
3 FOR EACH ROW
4 BEGIN
5 add_job_history(:old.employee_id, :

old.hire_date, sysdate,
6 :old.job_id, :old.department_id);
7 END;
8

9 TRIGGER secure_employees
10 BEFORE INSERT OR UPDATE OR DELETE

ON employees
11 BEGIN
12 IF TO_CHAR (SYSDATE, ’HH24:MI’) NOT

BETWEEN ’08:00’ AND ’18:00’
13 OR TO_CHAR (SYSDATE, ’DY’) IN

(’SAT’, ’SUN’) THEN
14 RAISE_APPLICATION_ERROR (-20205,
15 ’You may only make changes during

normal office hours’);
16 END IF;
17 END secure_employees;

Listing 1.2. Procedure code
18 PROCEDURE add_job_history
19 (
20 p_emp_id job_history.employee_id

%type
21 , p_start_date job_history.

start_date%type
22 , p_end_date job_history.end_date%

type
23 , p_job_id job_history.job_id%type
24 , p_department_id job_history.

department_id%type
25 )
26

27 IS
28 BEGIN
29 INSERT INTO job_history
30 (employee_id, start_date,

end_date,
31 job_id, department_id)
32 VALUES(p_emp_id, p_start_date,
33 p_end_date, p_job_id,
34 p_department_id);
35 END add_job_history;

As an example, listing 1.1 shows two triggers from the well-know Human Resources
(HR)1 schema example privided by Oracle: Secure employees and Update job history.
The latter one is an AFTER STATEMENT trigger which directly disqualifies it as a secu-
rity enforcement trigger. Conversely, the former fulfils all the heuristic conditions. It is
a BEFORE STATEMENT trigger, it raises and exception and checks system information
(the time) and thus it qualifies as a security trigger.

Once a trigger is identified as a security trigger, the constraints imposed by the trig-
ger need to be extracted and added to the model.

Stored Procedures. Stored procedures can be executed with invoker or definer’s rights.
In the latter, the invoker role gets transitive access to certain database objects. The
source code of the procedure must be analysed to obtain such set of transitive per-
missions. Our approach parses the store procedures and extracts the accessed database
objects. These are then linked to the procedure in the database security model in or-
der to easily retrieve them later on during the analysis phase. As an example, the
add job history procedure in listing 1.2 is declared to be invoked with definer rights.
The table it accesses, Job history, would appear linked to this procedure in the model.

3.4 Operations

The generated security model can be used in many different scenarios such as visualiza-
tions, queries, metrics, refactoring and reengineering operations. Note that working at
the model level we can benefit from all existing model-driven techniques when imple-
menting these scenarios and, furthermore, we can work at a vendor-independent level
which means they can be used no matter the database system in place.

1 http://docs.oracle.com/cd/B13789 01/server.101/
b10771/scripts003.htm

http://docs.oracle.com/cd/B13789_01/server.101/b10771/scripts003.htm
http://docs.oracle.com/cd/B13789_01/server.101/b10771/scripts003.htm
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Fig. 3. Database security model visualization

As an example of a possible interesting scenario, we show in Figure 3 a visualization
obtained from a model extracted out of a modification of the HR schema. where each
kind of element and relation is shown is a different color. This visualization helps to
quickly grasp important information. Moreover, we can easily check if a given user
can access a given table or view by just checking existing paths as the one highlighted
between the user JOHN and the table JOB HISTORY.

4 Related Work

To the best of our knowledge, ours is the first security metamodel tailored to the secu-
rity mechanisms available in relational databases. Our metamodel integrates RBAC[10]
concepts but extends the standard RBAC model to cover the full spectrum of database
security mechanisms useful to express access-control policies. Although several (exten-
sions to) modelling languages able to model security concerns[5,6] have already been
proposed, they are aimed to model the security aspects of the whole information system
and thus lack of precision to define in detail database-specific access control policies.

Regarding the reverse-engineering of security aspects, in [11] the authors present an
approach to discover and resolve anomalies in MySQL access-control policies by ex-
tracting the access-control rules and representing them in the form of Binary Decision
Diagrams. They do not provide a higher-level, easier to understand and manipulate rep-
resentation of the extracted policies nor take into account the contribution that several
other elements like triggers, stored procedures and views provide to access-control.

Finally, there exist a plethora of reverse engineering efforts [7], [4], [9],[1] (among
many others) focused in recovering a (conceptual or logical) schema from a database.
Nevertheless, none of them covers security aspects and therefore, they could benefit
from our approach to extract a richer model.

5 Conclusions and Future Work

We have presented a reverse engineering process to extract a logical model of the se-
curity constraints enforced by a database. This model is vendor-independent and, as
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such, facilitates the analysis of the implemented policies by security experts not nec-
essarily familiar with the specific details of each database system. This also facilitates
comparing the security policies across different units of the company to make sure their
policies are consistent with each other.

As future work we plan to continue working on the applications mentioned in sec-
tion 3 and investigate the benefits of raising further the abstraction level by generating
XACML specifications from our logical model to benefit from existing general security
algorithms during the analysis of the security policies. Moreover, we would like to ex-
ploit the information of database audits to check the actual usage of the implemented
policies (e.g. which permissions are more frequently used, which roles are never em-
ployed,...) and/or attempted attacks.
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Abstract. Due to the growing amount and kinds of intrusions, multi-
stage attack is becoming the one of the main methods of the network
security threaten. Although, the Intrusion Detection Systems (IDS) are
intended to protect information systems against intrusions. Nevertheless,
they can only discover single-step attacks but not complicated multi-
stage attacks. Consequently, IDS are plugged with the problem of the
excessive generation of alerts. Therefore, it is not only important, but
also challenging for security managers to correlate security alerts to pre-
dict a multi-stage attack. In this respect, an approach based on sequential
pattern mining technique to discover multi-stage attack activity is effi-
cient to reduce the labor to construct pattern rules. In this paper, we
introduce a novel approach of alert correlation, based on a new closed
multi-dimensional sequential patterns mining algorithm. The main idea
behind this approach is to discover temporal patterns of intrusions which
reveal behaviors of attacks using alerts generated by IDS. Our experiment
results show the robustness and efciency of our new algorithm against
those in the literature.

Keywords: Multi-stage attacks, Intrusion detection system,
Multi-dimensional sequential patterns, Alert correlation.

1 Introduction

Nowadays, as a security infrastructure the Intrusion Detection System (IDS)
have evolved significantly since their inception.

The criticism of the weakness of IDSs focuses on the fact that it can be violated
by a multi-stage attack. The latter is a complex attack that comprises multiple
correlated intrusion activities. A single multi-stage attack may generate a huge
amount of uncorrelated intrusion alerts. In order to cope with such quantities of
alerts, alert correlation approaches are used [1,2,5]. Alert correlation is the task
of analyzing the alerts triggered by one or multiple IDSs. Suppose a security
analyst is responsible for analyzing a huge number of this kind of alerts and
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to take appropriate decisions. It is clear that it will be embedded in the huge
amount of knowledge and be found quickly overwhelmed. Therefore, the critical
task of analyzing and correlating all these alerts is time consuming and prone
to human errors.

The input data for alert correlation tools can be gathered from various sources
such as IDSs, fire-walls, web server logs, etc.. All the alerts stored in databases
can be viewed as sequences of alerts related to a time order. In this respect, it has
been shown that finding out multi-stage attacks by analyzing the alert sequences
is a promising method [4]. Alongside, the set of alerts can be considered as a
multi-dimensional data stored in a Data Warehouses (DW). In this respect,
alert correlation techniques using DW will have several advantages [1]. In fact,
it will provide a high level representation of the alerts along with a temporal
relationship of the sequence in which these alerts occurred.

In this paper, we investigate another way aiming at discovering the multi-
stage attacks based on a DW perspective. Thus, we introduce a new alert
correlation system, which focuses on the multi-dimensional and temporal char-
acteristics of alerts. The system is based on a closed multi-dimensional se-
quential pattern mining algorithm, called Closed Multi-Dimensional Prefix Span
(CMD PrefixSpan). Through extensive carried out experiments on the real-
life log of alerts flagged out by IDS Snort1, we show the significance of our
approach in comparison with those fitting in the same trend.

The remaining of the paper is organized as follows. Section 2 sheds light on
some related work. We introduce our novel approach to discover multi-stage
attacks in Section 3. We also relate the encouraging results of the carried out
experiments in Section 4. Finally, Section 5 concludes and points out avenues of
future work.

2 Related Work

In order to discover composite multi-stage attacks, several approaches for alert
correlation have been proposed.

Indeed, Ning et al. [5], Cuppens and Miège [2] built alert correlation systems
based on matching the pre-/post-conditions of alerts. The proposed methods
originate from the idea that attack steps are directly related, since an earlier
attack enables or positively affects the later one. One challenge of these ap-
proaches is that a new attack cannot be paired with any other attacks, since its
prerequisites and consequences are not defined.

Along with the same preoccupation, Li et al. [4] proposed an approach based
on sequential pattern mining technique to discover multi-stage attack patterns.
The authors apply the GSP algorithm [8], to mine attack behavior sequence
patterns from alarm databases.The main moan that can be addressed to this
approach stands in the fact that it inherits the drawbacks of GSP algorithm.
Hence, this approach may not be sufficient in mining large sequence databases
having numerous long patterns as the alert logs.

1 Snort is a free open source IDS available at http://www.snort.org/.

http://www.snort.org/
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The main thrust of this paper is to propose a new algorithm for mining multi-
dimensional closed sequential patterns, called CMD PrefixSpan, to discover
multi-stage attack behavior patterns. The main reason behind our choice comes
from the observation that a multi-stage attack usually has relatively fixed attack
pattern and occurs in a confined time span [4]. Moreover, it has been shown that
the alerts have a multi-dimensional characteristic [1]

3 Discovering Multi-stage Attacks

The alerts can be stored as a global sequence of alerts sorted by ascending time
of detection (timestamp). The sequences of alerts describe the behaviors and
actions of attackers. Thus, we can find out multi-stage attacks by analyzing
these alert sequences.

We present in the following the key settings that will be of use in the remainder.

3.1 Formal Background

Let a set of records be a global sequence of alerts. The set is denoted SA =
<A-id, S>, where A-id is an alert identifier and S is a set of alert information
sequences occurring in the same time. Our algorithm only focuses on the attack
names and timestamp attributes in the alerts.

Definition 1. (n-dimensional sequence). A n-dimensional sequence (n > 1)
is an ordered list of (n-1)-dimensional sequence. It can be denoted as<s1s2...sr>n,
where n is the number of dimensions and si is a (n-1)-dimensional sequence ele-
ment for 1 ≤ i ≤ r.

The support of si is the number of sequences containing si in SA, denoted
as sup(si). Given a user-specified minimum support threshold min Supp, the set
of frequent multi-dimensional sequential patterns, denoted by FMDS, includes
all multi-dimensional sequences whose support is greater than or equal to the
min Supp.

Example 1. Table 1 shows an example of a global sequence of alerts, with its
time of detection timestamp in ascending order. Table 2 illustrates the multiple
subsequences, SA, generated by dividing the global alert sequence according to
timestamp and the name of attack. Note that, in order to run quickly, we map
the attack names to letter.

According to SA shown in Table 2, the subscripts in alert information sequences
denotes the dimension numbers. The dimensions 1, 2 and 3 represent the at-
tack names, the sessions and the days, respectively. <<<ab>1<dc>1>2<<df>1

<bc>1>2>3 is a 3-dimensional sequence, whose elements <<ab>1<dc>1>2 and
<<df>1<bc>1>2 are 2-dimensional sequences.

Given min Supp = 2, the 1-dimensional sequence element <ab>1 is a frequent
multi-dimensional sequential pattern in SA. In fact, there are two alert records
A1 and A2 which support the pattern in SA.



The CMD-PrefixSpan Algorithm to Discover Multi-stage Attacks 453

Table 1. A global sequence of
alerts

Attack Timestamp Other
Names attributes

... ... ...
a 11-08-09-16:12:14 ...
b 11-08-09-16:13:18 ...
c 11-08-09-16:34:46 ...
d 11-08-09-16:45:10 ...
f 11-08-10-02:06:53 ...
c 11-08-10-02:12:47 ...
... ... ...

Table 2. A multi-dimensional sequence of alerts
SA
A-id Alert information’
A1 <<<ab>1<dc>1>2<<df>1<bc>1>2>3

A2 <<<ab>1>2<<c>1<be>1>2<<dg>1<hf>1>2>3

A3 <<<bc>1<ac>1>2<<fh>1<ab>1>2>3

Definition 2. (l-sequence). The total number of occurrences of patterns in a
sequence s is called the length of the sequence. An n-dimensional sequence with
a length l, is called l-sequence.

Example 2. A= <<<ab>1<dcf>1>2<<df>1<bc>1>2>3 is a 9-sequence, since
pattern a occurs 1 time, pattern b 2 times, pattern c 2 times, pattern d 2 times
and pattern f 2 times in the sequence. Consequently, we have A(1)=a, means
that the 1st occurrence in A is a.

According to the multi-dimensional sequence of alerts SA shown in Table 2,
there are two different representations of SA: the standard and the simplified
formats as shown in Table 3.

Table 3. SA in both standard and simplified formats
A-id SA in standard format SA in simplified format
A1 <<<ab>1<dc>1>2<<df>1<bc>1>2>3 <(a1) (b1) (d2) (c1) (d3) (f1) (b2) (c1)>3

A2 <<<ab>1>2<<c>1<be>1>2<<dg>1<hf>1>2>3 <(a1) (b1) (c3) (b2) (e1) (d3) (g1) (h2) (f1)>3

A3 <<<bc>1<ac>1>2<<fh>1<ab>1>2>3 <(b1) (c1) (a2) (c1) (f3) (h1) (a2) (b1)>3

The standard format of SA can be transformed into the simplified format.
The conversion is based on the definition of the dimensional scope relation DS(S,
k, j) defined as follows.

Definition 3. (Dimensional Scope relation). Given an n-dimensional alert
information sequence S that includes two patterns S(k) and S(j), such as k and
j denote the i-th occurrence of patterns in S. Let s be an i-dimensional sequence
element of S that contains S(k) and S(j) in its different element. Then, the
dimensional scope of S(k) and S(j) is DS(S, k, j) = i.

Example 3. Let A = <<<ab>1<dcf>1>2<<df>1<bc>1>2>3 be a
3-dimensional sequence. DS(A, 1, 2) = 1, DS(A, 2, 3) = 2, DS(A, 3, 4) = 1,
DS(A, 4, 5) = 1.

Definition 4. (Prefix). Given two n-dimensional sequences A = <s1 s2...sp>n

and B = <f1 f2 ... fq>n (q ≤ p), B is a prefix of A if and only if si = fi for 1
≤ i ≤ q.
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Example 4. Let A = <<<ab>1<dcf>1>2<<df>1<bc>1>2>3 be a
3-dimensional sequence, with a simplified format <(a1) (b1) (d2) (c1) (d3) (f1)
(b2) (c1)>3. <(a1)>3, <(a1)(b1)>3 and <(a1) (b1) (d2)>3 are the prefixes of A.

Definition 5. (Projection). Consider two n-dimensional sequences A = <s1
s2 ... sp>n and B = <f1 f2 ... fq>n (q ≤ p) such that B is a prefix of A. A
subsequence A’ = <g1 g2 ... gr>n of sequence A is called a projection of A with
respect to B if and only if (1) A’ has prefix B and (2) the last (p− iq) elements
of A’ are the same as the last (p− iq) elements of A.

Example 5. For instance, if we project A = <(b1) (c1) (a2) (c1) (f3) (h1) (a2)
(b1)>3 with respect to prefix B = <(a1)>3, then we have two different projections
A’, where the first is<(a1) (c1) (f3) (h1) (a2) (b1)>3 and the second<(a1) (b1)>3.

Definition 6. (Postfix.)Let A’=<g1 g2 ... gr>n be the projection of A = <s1 s2
... sp>n with respect to prefixB =<g1 g2 ... gq>n. Then C =<gq+1 gq+2 ... gr>n is
called the postfix of A with respect to prefix B. In this respect, we conclude that the
postfix can be easily obtained by directly removing the prefix from the projection.

Example 6. By removing the prefixes from the projections of A = <(b1) (c1)
(a2) (c1) (f3) (h1) (a2) (b1)>3, the resulting postfixes of the projection <(a1)
(c1) (f3) (h1) (a2) (b1)>3 is <(c1) (f3) (h1) (a2) (b1)>3 and of the second
projection <(a1) (b1)>3 is <(b1)>3.

Definition 7. (Projected database). The α-projected database, denoted by
S|α, is the collection of postfixes of sequences in database S with respect to α.

Definition 8. (Closed frequent multi-dimensional sequence). The closure
γ of a frequent multi-dimensional sequential pattern A is the maximal superset
of A having the same support value as that of A. Hence, the set of closed fre-
quent multi-dimensional sequential patterns, denoted by FCMDS, includes all
sequences in FMDS which do not have a super-sequence with the same support,
such as:
FCMDS = {A|A ∈ FMDS ∧ (� B ∈ FMDS| A ⊆ B ∧ sup(A) = sup(B))}.

3.2 The CMD PrefixSpan Algorithm

Originally, the PrefixSpan algorithm [7] is used for mining frequent sequential
patterns in transaction database to discovery the customer purchase patterns.
Consequently, it is not straightforward to apply this algorithm to find closed
multi-dimensional sequential patterns within alert logs. In fact, PrefixSpan
does not consider the fact of having a dimensional scope values between frequent
patterns in a projected database. Moreover, it produces an overwhelming large
number of sequential patterns. Several of them are considered as redundant.
These problems worsen if several dimensions are considered [3,9].

As a solution, we enhance the efficiency of the extraction by considering con-
densed representations of the mined knowledge, based on the notion of closed
patterns [6]. The pseudo-code is shown by Algorithm 1.
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Algorithm 1. CMD PrefixSpan

Input: The alert information’ sequences SA, and the minimum support
threshold min Supp

Output: The frequent closed set of sequential patterns FCMDS
Begin1

// 1st step: Construction of MTable;2

Foreach s ∈ S|α do3

for i=1 to Length(s) do4

p = pattern of n-dimensional sequence element si;5

DS = max(s1.scop, s2.scop, ..., si.scop);6

If p is a frequent pattern and cell(p, DS) of MTable has not yet7

counted in the same A-id then
add 1 to the cell(p, DS);8

// 2nd step: Mining of frequent multi-dimensional sequential patterns9

for i=1 to n do10

Foreach pattern p found in MTable do11

If the support count of cell(p, i) ≥ min Supp then12

Append p to α to form α’ and its dimensional scope given that13

the last pattern of α is i;
Store α’ in FMDS ;14

Foreach α’ ∈ FMDS do15

Construct α’-projected database;16

If the size of α’-projected database is larger than min Supp then17

Call CMD PrefixSpan(α’, Length+1, S|α’);18

// 3rd step: Derivation of frequent closed multi-dimensional sequential19

patterns
FCMDS = ∅;20

forall α’ ∈ FMDS do21

FCMDS = FCMDS ∪ {γ(α’)}22

return FCMDS23

End24

Within the first step, the CMD PrefixSpan algorithm uses a in-memory
data structure which is called MTable (Multi-dimensional Table) (lines 2−8).
MTable allows to store the scope relations, where each column corresponds to a
pattern and each row corresponds to a dimensional scope value. Each cell(p, i) in
the table records the number of alerts in the projected database S|α that contains
pattern p and its dimensional scope knowing that the last element of sequence α is
i. After constructing the table, it is easy to find those cells that are frequent. The
second step of the proposed algorithm uses frequent prefixes to divide the search
space and to project sequence databases, as well as the frequent cells founded
within MTable (lines 9−18). By recursively finding the sequential patterns in
the projected database, we will finally derive all the frequent multi-dimensional
sequential patterns from SA. The resulted set is stored in FMDS. Finally, the
third step allows to compress the latter by finding the closed multi-dimensional
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sequential patterns in an alert log (lines 19−22). The obtained FCMDS exactly
captures all the information enclosed in an alert log.

4 Experimental Results

To evaluate the effectiveness and efficiency of our proposed algorithm CMD Pre-
fixSpan, we carried out extensive experiments on a PC equipped with a 3 GHz
Pentium IV and 8 Go of main memory running under Linux Fedora Core 6.

During the carried out experiments, we use a real-life log of alerts flagged out
by the IDS Snort deployed on a network of “National Security Agency” from
“Inter-Service Academy Cyber Defense Competition”2 and captured during the
period November 2008 to November 2011.

Figures 1 (a, b, c) plot the comparison of the CMD PrefixSpan, EXT-
Prefixspan and ExtSeq-MIDim algorithms in terms of running times. We
take into account three different perspectives, including: (1) different support
thresholds; (2) different data volumes; and (3) different number of dimensions.

Basically, the results of Figure 1 (a) shows that the running times of CMD Pr-
efixSpan, EXT-Prefixspan and ExtSeq-MIDim increase rapidly as the min-
imum support decreases continuously. Whenever, we continue to decrease the
min Supp (e.g., to 0.02%), the CMD PrefixSpan algorithm will outperform
a lot the two frequent multi-dimensional sequence mining algorithms due to the
generation of an explosive number of frequent sequences for the latters.

The second simulation is to compare the scalability in terms of running times
for different volume of alerts. During this experiment, we fix the min Supp as
0.02%. In this respect, according to Figure 1 (b), we remark that the running time
of the three algorithms linearly increases with the number of alerts. Otherwise,
it is clear that CMD PrefixSpan is faster than both EXT-Prefixspan and
ExtSeq-MIDim algorithms.
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Fig. 1. The running times of CMD PrefixSpan vs. EXT-Prefixspan and ExtSeq-
MIDim

In addition, we compare the running times of the algorithms when the number
of dimensions changes. To this end, we present Figure 1 (c) where the min Supp
is fixed as 0.02%. The results indicate that the CMD PrefixSpan algorithm

2 http://www.itoc.usma.edu/research/dataset/

http://www.itoc.usma.edu/research/dataset/


The CMD-PrefixSpan Algorithm to Discover Multi-stage Attacks 457

performs much better than the EXT-Prefixspan and ExtSeq-MIDim algo-
rithms. The main reason is that the former is not influenced by this factor while
the latters deteriorate when the number of dimensions increases.

5 Conclusion

In this paper, we proposed a novel system for alert correlation to identify the
multi-stage attacks. The central idea of the proposed system focuses on the in-
troduction of a closed multi-dimensional sequential patterns mining algorithm.
The CMD PrefixSpan algorithm mines sequential patterns from the alert se-
quences to form multi-stage behavior patterns. Carried out experiments showed
the effectiveness of the introduced approach.

Within a dynamic network environment, the novel multi-stage attacks appear
continuously. Thus, a future work will include the use of incremental mining
algorithm to detect recently appeared attacks.
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Abstract. Dealing with contextualized data is a key challenge in data
warehouses (DW). Nowadays, DW systems are often monocontext. How-
ever, in real life applications, DW indicators are shared by many users
with different profiles. In this paper, we propose an ontology-based ap-
proach for designing multi-contextual DW. An ontology formalism incor-
porating the contextualization concepts is given. We propose to consider
the contextualization at the conceptual level. We validate our proposal
using a real case study from the medical domain.

1 Introduction

Nowadays, the DW technology becomes an incontestable technology and tool
for businesses and organizations to make strategic decisions. One of the diffi-
culties of building a DW application is handling the heterogeneity of sources.
Ontologies play an important role to reduce this heterogeneity and to reason
on the ontological concepts. Note that ontologies have been widely developed in
several domains such as medicine, engineering, etc. This development motivates
the DW community to consider ontologies in the design steps of the DW , espe-
cially in the conceptual modeling and ETL phases [8,1]. During the conceptual
phase the ontologies may represent the global schema of the DW [10]. Some
other works proposed then to attach an ontology (usually called local ontology)
to each source participating in the DW construction, and to define mappings
between the global and local ontologies [10]. The DW considering sources em-
bedding ontologies in their repository (usually called semantic databases (SDB))
correspond to this architecture.

In the first era of the DW , the business applications were mono-contextual.
A DW is exploited by multi-context users. To illustrate this proposal, we con-
sider a case study related to the public hospitals of Marseille, France. Their

H. Decker et al. (Eds.): DEXA 2013, Part II, LNCS 8056, pp. 458–465, 2013.
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services contain information about sojourn duration, coding exhaustiveness rate
for each patient per Diagnosis Related Groups, per time dimension, per institu-
tion structure, per weight, per age and per international classification of diseases.
This domain is formally defined by an ontology that we constructed and vali-
dated with the hospital staff. To give visibility about the context we present the
following example concerning the sojourn duration per service and per month.
In real life, a department chief could find that measures values are incoherent or
insufficient to the reality, because sojourn duration is calculated differently from
a context to another. A patient may make several sojourns of different durations
in different services. Context is represented here by the service where the patient
was hospitalized. Consequently, users’ needs and interpretation depend on the
context.

There is a paradox in the organizations, they need to construct a DW to store
data from heterogeneous sources but the context heterogeneity of end users is
not taken into consideration during the construction time. The DW end-users
have a rich knowledge warehouse regarding the context, measure unity, etc. that
should be formalized and integrated in the ontologies. A couple of research ef-
forts have proposed contextual ontologies [6,11]. In this work, we present a novel
approach based on ontologies to propose a Contextual-SemantIc Data Ware-
Houses (CiDHouse) design. We tested our approach in the healthcare domain in
collaboration with the Marseille hospitals. To the best of our knowledge, we are
the first to propose an ontology-based approach for multi-context DW covering
the conceptual, logical and ETL phases.

The paper is organized as follows. Section 2 presents the related work. Section
3 presents our proposal. Section 4 concludes the paper.

2 Related Work

Historically, the notion of context was used to indicate ’the part of speech around
the content that can explain its significance’. According to the literature, we
classify the state of the art studies in two categories: naive approaches and algo-
rithmic approaches. Naive approaches are based on logic properties annotated by
the context. Algorithmic approaches propose algorithms to adapt the results of a
system to a context. The proposed approaches give solutions for the two phases
of the DW : the conceptual and the exploitation level. In order to compare the
previous approaches, we identified the following criteria: (1) C1 : Multi-context
exploitation techniques : this criterion identifies if the approach proposes tech-
niques to facilitate multi-context DW exploitation (at the conceptual level or
at the physical level). (2) C2: Multi-context measures affected by external enti-
ties to the DW . (3) C3: Multi-context measures influenced by entities internal
to the DW (Eg. contextual hierarchies). (4) C4: Knowledge about the contents.
(5) C5: Semantic variation: the interpretation, the identification, the expression
of measures and dimensions could differ from a user to another, depending on
users-context of analysis.

The following table lists the previous approaches in order by approach cat-
egory, the DW phases, approach reference, approach description, and criterion



460 S. Khouri et al.

(C1,C2,C3,C4, C5). For our approach, we extended the ontology-based concep-
tual method for DW presented in [1] to assist users to model multi-context DW .

Table 1. Related work comparison

DW phase Reference Description Category C1 C2 C3 C4 C5
Conceptual

level
CiDHouse

Ontology-based for
multi-context DW Ontological x x x x x

Conceptual
level

[7]
Flexibility and
expressivity of
hierarchies

Naive x x

DW
exploitation

[4]

Visualization of
personalized

multidimensional
model

Naive x x

DW
exploitation

[5]
Contextualization
with document

Naive x x x

DW
exploitation

[9]
Algorithm to adapt

system to the
context

Algorithmic x x

3 Our Proposal

Our DW design follows the hybrid approach, where data sources and user re-
quirements are considered as inputs of the method. Our proposal is based on
four foundations that we discuss in the next sections:

3.1 Formalisation of Ontologies Integrating Context

Different languages have been defined to describe ontologies. OWL language is
the language recommended by W3C consortium for defining ontologies. Descrip-
tion Logics (DLs) present the formalism underlying OWL language. We thus
use DLs as the basic formalism for specifying the framework. In DL, structured
knowledge is described using concepts denoting unary predicates and roles de-
noting binary predicates. Concepts denote sets of individuals, and roles denote
binary relationships between individuals. Concepts can be defined based on other
concepts by applying suitable DL constructors (eg. intersection, value restriction,
limited existential quantification, etc), equipped with a precise set-theoretic se-
mantics. Based on these definitions, an ontology O is formally defined as follows:
O :<C, R, Ref (C), formalism>, such that: C: denotes Concepts of the model
(atomic concepts and concept descriptions); R denotes Roles of the model. Roles
can be relationships relating concepts to other concepts, or relationships relat-
ing concepts to data-values; Ref : C → (Operator, Exp(C,R)). Ref is a function
defining terminological axioms of a DL TBox. Operators can be inclusion (%) or
equality (≡). Exp(C,R) is an expression over concepts and roles of O using con-
structors of DLs such as union, intersection, restriction, etc. and Formalism: is
the formalism followed by the global ontology model like OWL-DL, OWL-LITE,
DL-Lite, etc.

We extend this formalization for handling contextual information. Contex-
tual information is described in literature as dependence relationships between
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contextualizing properties and contextualized properties. For example, the Hos-
pitalization duration property is dependent on the Medical Unit and IdPatient
properties. Medical Unit and IdPatient are contextualizing properties and Hos-
pitalization duration is a contextualized property. We extended the proposed
formalization by considering the contextualizing and contextualized properties,
as follows: O :< C,R,Ref(C), RefContext, Mes (R), formalism > such as:
RefContext is defined as a mapping relation from the power set of R onto R :
C × 2R → C × R. The properties defined in the left side of the mapping repre-
sent contextualizing properties, and the properties defined in the right side of the
mapping is the contextualized property. For the example given above, we would
have: RefContext : (MedicalUnit,MedicalUnitId), (Patient, IdPatient) →
(T ime,Hospitalizationduration).
Mes (R) denotes a function R → Unit to define the unit of measurement of
each role R.

Fig. 1. Ontology model integrating context linked to the context model proposed

Figure 1 illustrates the extension of the ontology model with the contextual
model (part (a) and (b)).

3.2 User Requirements Defined on Multi-contextual Ontologies

User requirements are expressed on the ontological level by the means of the goal
oriented paradigm. Goal driven analysis has been frequently used for DW devel-
opment. It identifies goals and objectives that guide decisions of the organization
at different levels. A goal is an objective that the system under consideration
should achieve. User’s goals have a significant role in our method. They are used
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to identify the most relevant data to materialize in the DW . We proposed a
goal model considered as a pivot model since it combines three widespread goal-
oriented approaches: KAOS, Tropos and iStar. The model is presented in Fig. 1
(Part (C)).

3.3 Definition of the Integration Framework for Integrating Sources
Containing Contextual Data

We define an integration framework <G,S,M> adapted to contextual data.

The Global Schema G: Schema G is represented by a Global Ontology
(GO). As explained, the global ontology is formally defined to handle contextual
information as follows O :< C,R,Ref(C), RefContext,Mes(R), formalism >.
Note that the definition of the GO concerns only its TBox, which is usually
assumed in data integration systems.

The Sources S: The set of sources considered are semantic databases (SDBs).
Each SDB is defined by its local ontology (Oi) and its instances part (the
ABOX). As, explained previously, the ontology model and its instances can be
stored using different storage layouts. SDBs may have different architectures. A
SDB is formally defined as follows < Oi, I, Popc, SLOi , SLI , Ar > where:

– Oi: < C,R,Ref,Refcontext,Mes(R), formalism > is the ontology model of
the SDB.

– I: presents the instances (the ABox) of the SDB.
– PopC : C → 2I is a function that relates each concept to its instances.
– SLOi : is the Storage Layout of the ontology model. We distinguish three main

relational representations: vertical, binary and horizontal. Vertical represen-
tation stores data in a unique table of three columns (subject, predicate,
object). In a binary representation, classes and properties are stored in dif-
ferent tables. Horizontal representation translates each class to table having
a column for each property of the class.

– SLI : is the Storage Layout of the instances I. The storage layout used for
instances can be the same layout used for storing the ontology, or a different
one.

– Ar: is the architecture of the SDB.

The Mappings M : The mapping assertions are formally defined as fol-
lows M:< MapSchemaG, MapSchemaS, MapElmG, MapElmS, Interpretation,
SemanticRelation >. This formalization is based on the mapping meta-model
presented in [2]:

– MapSchemaG and MapSchemaS: present respectively the mappable schema
of the global and the local ontology.

– MapElmG and MapElmS: present respectively a mappable element of the
global and the local ontology schema. This element can be a simple concept,
instance or an expression (Exp) over the schema.
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– Interpretation: presents the Intentional interpretation or Extensional inter-
pretation of the mapping. In our study, the availability of global and local
ontologies allows to define intentional mappings.

– SemanticRelation: three relationships are possible: Equivalence, Contain-
ment or Overlap.

3.4 Design Method

We propose a method for designing a semantic DW covering the following steps:
requirements analysis, conceptual design, logical design, ETL process, deploy-
ment and physical design. Fig. 2 illustrates these steps.

Fig. 2. Design method proposed

Requirements Analysis: This step allows the designer identifying the follow-
ing: the set of relevant properties used by the target application and the set of
treatments it should answer. The first set allows the construction of the dictio-
nary containing the relevant concepts required for the application. We defined
a connection between coordinates of each goal (Result and Criteria) and the
resources (concepts and roles) of the GO (Fig. 1- Part B and C). This allows
the designer to choose the most relevant ontological concepts to express user’s
goals. Knowing that the GO is linked to the data sources, these concepts chosen
to express goals inform the designer about the most relevant data to store in the
DW model.

Conceptual Design: A DW ontology (DWO) (that can be viewed as a
conceptual abstraction of the DW) is defined from the global ontology (GO)
by extracting all concepts and properties used by user goals. Three scenarios
materialize this definition: (1) DWO = GO: the GO corresponds exactly to
users’ requirements, (2) DWO ⊂ GO: the DWO is extracted from the GO, (3)
DWO ⊃ GO: the GO does not fulfill all users’ requirements.

Logical Design: The logical DW model is generated by translating the DWO
to a relational model. Several works in the literature proposed methods for trans-
lating ontologies described in a given formalism (PLIB, OWL, RDF) to a rela-
tional or an object-relational representations [3].
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ETL Process: The goal of the ETL process is to populate the target DW
schema obtained in the previous step, by data from the sources. Skoutas et
al. [8] defined ten generic operators typically encountered in an ETL process,
which are: Extract (S,C), Retrieve(S,C), Merge(S,I), Union (C,C’), Join (C, C’),
Store(S,C, I), DD(I), Filter(S,C,C’), Convert(C,C’) and Aggregate(F, C, C’).

These operators have to be leveraged to deal with the semantic aspects of
sources. Therefore, we proposed an algorithm formalizing the ETL steps (pre-
sented in a previous paper [1]) for populating the DWO schema. The algorithm
is based on the generic conceptual ETL operators presented. They can then be
instantiated according to one of the storage layouts: vertical, binary, horizontal.
Each operator will correspond to a defined query. SPARQL is the standard query
language used for querying ontologies. We translated each operator to a SPARQL
query. Some operators are translated using SPARUL (or SPARQL/Update) lan-
guage.

Select (Aggregate Function(?Instance) AS ?Aggregate Function )
Where {?Instance rdf:type namespace:Class. namespace:DatatypeProperty
rdfs:domain namespace:Class.
namespace:DatatypeProperty rdfs:label ContextID} Group By ?Instance

SELECT ?Instances ?ContextID
Where {?Instances rdf:type namespace:Class. ?DatatypeProperty rdfs:domain
namespace: Class.
?DatatypeProperty rdfs:label ?ContextID. ?DatatypeProperty rdfs:label
ContextID }
Insert into staging table Values (id, SDO RDF TRIPLE S (?Instances, rdf:type
, namespace:Class));

The target DW model defined by our proposal is populated according to a
given DBMS. We validated our proposal using Oracle DBMS. An Oracle SDB
is used to store the target CiDHouse model and the ontology defining its se-
mantics. Oracle has incorporated support for languages RDF and OWL in its
system to enable its customers to benefit from a management platform for se-
mantic data. Oracle has defined two subclasses of DLs: OWLSIF and a richer
fragment OWLPrime. We used OWLPrime fragment. We first instantiated the
integration framework <G,S,M> using the hospital ontology and Oracle se-
mantic sources containing contextual instances. Each source is constructed from
the hospital ontology, by using a set of equivalence mappings. We then applied
the ETL algorithm proposed, based on the ETL operator adapted to deal with
the contextual instances. The result of the integration process is a DW whose
schema corresponds to the classes and properties of the hospital ontology, pop-
ulated by instances selected from Oracle SDBs.

4 Conclusion

Real life applications are usually shared by many users from heterogeneous do-
mains. Consequently, data managed by these applications contain contextual in-
formation. We proposed in this paper a design method for DW applications, that
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deals with contextual information from the first phase of DW design. A formal
definition of domain ontologies enriched with context information is proposed.
The design method follows five design steps: requirements definition, conceptual
design, logical design and ETL process. The method is validated using a prac-
tical case study from the medical domain. An interesting issue that has to be
considered is the generation of data marts based on user contexts.
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Abstract. While there is a wealth of information available for each patient in an 
Electronic Health Record (EHR), information is not optimally organized for ef-
ficient use in patient care and there is still a large gap to achieve semantic and 
process interoperability. Current researches focus either on fully structured or 
non-structured clinical documents. A pre-analysis of 1000 real-world clinical 
documents showed, that most clinical documents are provided in a semi-
structured way as level 2 HL7 Clinical Document Architecture (CDA) docu-
ments. Thus, an analysis framework is presented which also uses this  
semi-structure in combination with underlying models and metadata provided 
by the exchanging infrastructures, allowing summarization, comparison and in-
tegration of clinical information. The approach was tested using an IHE com-
pliant EHR system. The analysis framework offers good response times and 
high accuracy levels. However, there is room for improvement considering 
processing of non-structured text and non-CDA documents. 

Keywords: Semantic interoperability, Electronic Health Record, Clinical Doc-
ument Architecture. 

1 Introduction 

It is often asserted that adoption and proper implementation of healthcare systems for 
information exchange across care settings and integration in electronic health records 
(EHR) can lead to greater efficiency, better access to quality healthcare, and improve 
overall health care delivery [1-2]. Although there is a wealth of information available 
for each patient in an EHR, information is not optimally organized for efficient use in 
patient care [3-4].  

Initiatives like Integrating the Healthcare Enterprise (IHE) or Continua Health Al-
liance (CHA) define guidelines and propose the use of certain standards like HL7 or 
DICOM and terminologies like LOINC to facilitate interoperability in healthcare [5-
7]. These approaches mainly provide standalone semantic models to cover technical 
interoperability. A holistic model to allow semantic interoperability and to enable 
unambiguous exchange of information is still missing [8]. 

An analysis of 1000 real-world clinical documents showed that most documents 
are provided in a semi-structured format. Thus, an approach is presented which also 
uses this semi-structure as well as information provided by (partially) underlying 
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models and metadata provided by the exchanging infrastructures. The framework was 
designed to analyze clinical documents in EHR systems. It allows the mapping of 
document contents to an EHR independent model and transformation into document 
models to enable summarization, comparison and integration of clinical information.  

2 Situation Analysis of Clinical Documents in EHR 

Standardized international EHR systems are mainly based on IHE. For exchanging 
healthcare documents, HL7 v3 Clinical Document Architecture Release 2 (CDA R2) 
is a widely used standard, which also makes documents machine- and human-
readable [9]. In few European states, additional approaches like archetype-based 
OpenEHR are used. Since this approach is also compatible with IHE and HL7 CDA, 
the focus of this paper is mainly on IHE and CDA. 

2.1 Structure of Clinical Documents and Used Vocabulary 

Healthcare services use and provide various types of clinical documents – from ePre-
scription, Care Record Summary (CRS) [10], Continuity of Care Document (CCD), 
Personal Health Monitoring Record (PHMR), just to name a few – each application 
domain may produce different outcome. The document content varies depending on 
the domain, defined policies, the EHR, used guidelines, templates and models. Mod-
els comprise [11] available ontologies, terminologies, coding dictionaries and meta 
thesauri, like for example: Systematized Nomenclature of Medicine - Clinical Terms 
(SNOMED CT) terminology Description Logic [12], BS/ISO/EN13606 Electronic 
Health Record for Communications object model [13] and others [14-18].  

Independent of the document type, CDA R2 is a worldwide preferred structure for 
clinical documents [19]. Documents compliant to HL7 v3 CDA R2 are structured into 
two parts – header and body. The header contains metadata, including assigned codes 
for classification, combined with information about the author, patient, participants 
and care context. The actual clinical information is located in the body section of the 
document. The body can be structured in different complexity levels – from non-
structured body (level 1) to a fully structured body sections (level 3) [20]. Level 1 
contains no mark-up at all or body sections without codes, level 2 contains sections 
(identified by code and titles) including mark-up-enriched text, level 3 additionally 
contains machine readable entry elements, which allow automatic mapping to under-
lying medical models. 

2.2 Pre-analysis of Real-World Clinical Documents 

For a situation analysis, 1000 clinical documents were collected over five days in 
three different Cross Enterprise Document Sharing (XDS) affinity domains at random 
times. One affinity domain comprises the information systems of two hospitals and 40 
physicians. The second affinity domain consists of two hospitals, five mobile nursing 
care providers and ten nursing homes. The third affinity domain is mainly used for the 
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exchange of personal health monitoring reports between patients, a hospital, an ambu-
lant cardiologic rehabilitation center, one mobile nursing service and three residential 
houses with assisted living. The yielded results are outlined in table 1. The analysis of 
the structure and content of the collected documents showed that most documents are 
valid CDA documents, but use of other underlying models is only marginal. LOINC 
Codes are provided in nearly all documents (at least as document type), but especially 
SNOMED-CT or UMLS are not used. This confirms that approaches solely based on 
fully structured or non-structured information are not applicable for current EHR 
systems. 

Table 1. Analysis of clinical documents in three affinity domains 

Document type N Structure 
Medical discharge 
summary (34106-5) 

277 Mostly semi-structured data: tables including medical 
diagnosis, partially in ICD-10, and procedures, inter-
mixed with free text sections containing listings of 
administered drugs 

Laboratory report 
(11502-2) 

269 Highly structured data: tables, CDA Level 2 and 3 
annotations 

Medical imaging 
report (18748-4) 

193 Semi-structured data, partially level 3: modality and 
date/time annotated in a constant pattern, use of ab-
breviations 

Nursing care sum-
mary (34745-0) 

113 Semi-structured data: tables with free-text nursing 
diagnosis, patient resources, vital signs , procedures 
intermixed, with free text sections 

Personal health moni-
toring report 

73 Highly structured data: tables and CDA level 3 anno-
tations 

Other documents 69 Highly unstructured data: abbreviation rich narratives 

3 Analysis Framework 

For automatic analysis and integration of semi-structured clinical documents in EHR 
systems, a framework was implemented, which also uses this semi-structure as well 
as information provided by (partially) underlying models and metadata provided by 
the exchanging infrastructures. In the following, a brief overview of the framework, 
its components and functionality is given (see Fig. 1). 

The clinical documents are retrieved from IHE compliant EHR in a standard-
compliant way. Using metadata provided by the IHE infrastructure, especially by the 
XDS registry, EHR independent model (as already described in [21]) and a rule en-
gine are initialized. After pre-processing the document, the extracted content is 
mapped to the derived models, e.g. SNOMED CT, BS/ISO/EN13606 or others [11-
18], which allows for transformation into other document models and enables summa-
rization, comparison and integration of clinical information. This can be used to give  
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healthcare professionals an adequate overview of certain healthcare information, for 
example over vital signs in comparison with current medication, which can be pro-
vided to the user via a web-based frontend. 

3.1 Initialization Component for Model and Rule Engine 

Using XDS metadata, the EHR independent model can be initialized before the  
information retrieval process. The type of document can be determined using this 
metadata, which also allows initialization of the rule engine [22].  

The rules are expressed in RuleML [23], which allows the definition of additional 
rules by a developer in consultation with a domain specialist. Since the effort for the 
generation of rules, which are needed for the automatic document extraction, for ex-
ample to provide overviews over vital signs in combination with medication, grows 
potentially with additional document types and information, the rules are generated 
semi-automatically using the RIM, the document metadata, HL7 templates, pre-
defined Schematron files and CDA implementation guidelines which can be applied 
to the various document types.  

 

Fig. 1. Overview over analysis  

3.2 Information Retrieval Component 

Conformance to IHE integration profiles and adherence to suggested standards are 
preconditions for smooth integration. For information retrieval, the Open Health 
Tools (OHT) framework [24] is used, which provides free available implementations 
of several IHE profiles like Patient Identifier Cross-Referencing (PIX), Patient 
Demographic Query (PDQ), and XDS.  

Depending on the requested information, all documents for a patient or only certain 
document types are retrieved and provided for the information extraction process. For 
example documents can be retrieved using a PIX identifier, which represents the pa-
tient, as well as specified document metadata. For example, in addition to the regular 
XDS and PIX parameters, the user provides rules requests the generation of a sum-
mary for a defined period of the patient’s medical history. The retrieval component 
accesses all documents of the specified patient, between the defined lower and upper 
creation date, which can be found in the XDS metadata. 
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3.3 Analysis Component 

Due to the absence of an up-to-date medical terminology like SNOMED-CT or the 
UMLS with semantic qualities [25], a sole knowledge-based approach like Semantic 
Representation of Medical Documents (SeReMeD) [26] is not feasible. A purely 
probabilistic approach requires Part of Speech (POS) tagging in order to work proper-
ly. Since free text narrative of medical documentation is written in a rather dense 
abbreviation-rich style, as confirmed by the initial document analysis, this approach 
was dismissed considering the efforts required for creating a gold standard set of doc-
uments for training purposes [27].  

State of the art semantic and syntactic information extraction approaches, for ex-
ample described in [28] require an extensive high quality knowledge base and do not 
take advantage of the at least partially structured nature of CDA documents. Thus, a 
hybrid model- and rule-based approach as described below, leveraging structured as 
well as semi-structured content is used.   

Initially after retrieval, documents are clustered according to their document type, 
and further parameters like used code systems, codes or title (depending on the ap-
plied set of rules). A list of documents embedded in a map leveraging the document 
type code or configured name as a key is returned. All retrieved clinical documents 
are parsed according to the predefined rules based on the document type. This pre-
processing step includes the application of tokenization and stemming algorithms. 
Afterwards, available processing rules, which define a set of implicit or explicit 
scopes, are executed. For example, to retrieve relevant information, each document is 
inspected for matching code, title or templateId properties. In case of an exact code or 
fuzzy title match a document is considered as relevant. In a second step, the matching 
process is repeated for the document’s sections. On completion of the filtering proc-
ess, relevant documents are assembled in a list for further processing.  

The relevant documents are weighted considering containing terms using an in-
verted index generated using normalized TF-IDF weights. Depending on the user’s 
request, a lookup in the index is conducted and extracted information is set into con-
text using the underlying models.  

4 Evaluation 

The concept was tested using an existing IHE compliant system based on a use case in 
the field of cardiologic rehabilitation. Within the scope of the use case a patient has to 
monitor his/her vital signs at home using a CHA compliant telemonitoring solution. 
Medical personnel in the ambulant cardiologic rehabilitation center can then access 
the vital signs stored as a PHMR. During the rehab process it is important for the 
caretakers to not only know the patient’s vital signs over a certain time period, but 
also whether the vital signs are influenced by administered medication.  

Each application domain may produce different outcome documents, which can all 
be stored in the repository using XDS. This example focuses on the retrieval of three 
different document types, identified by the metadata typeId, stored in the format of 
HL7 v3 CDA R2. Due to missing semantic interoperability, without the proposed 
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solution, the medical personnel would have to retrieve each document in the EHR and 
manually search for all documented vital signs as well as all medication which are 
currently administered and manually compare them.  

4.1 Proof of Concept 

Thus, in collaboration with medical professionals from 13 institutions, hitherto exist-
ing documentation and processes were analyzed. Rules for documentation and com-
munication were developed and applied to the IHE compliant EHR system [29-30]. 
This environment allows the exchange of HL7 CDA documents between healthcare 
providers in the region. The environment was extended in order to support the inte-
gration of the CHA compliant telemonitoring solution. Hence measured vital data are 
transformed into a standardized PHMR and stored in an IHE repository.  

When the medical personnel requests vital signs in context of administered medi-
cation, the rule engine and EHR independent model are initialized as described above. 
A model for PHMR and one for discharge summaries are derived. The retrieval com-
ponent fetches all PHMR and discharge summaries, which are then pre-processed by 
the analysis component. All vital signs data are analysed according to the pre-defined 
rules. Thus vital signs found in sections with LOINC-code 8716-3 in PHMR are 
mapped to PHMR model, medication and vital signs in discharge summaries to the 
applicable model etc. Vital signs for example are clustered by the identified type of 
vital signs and transformations are performed in respect to the defined rules.  

4.2 Evaluation Results 

During the first run a significant spike in response times could be observed for all 
tests. Performance throughout the remaining runs was consistent between 2500 ms to 
3500 ms (runs with retrieval component) and 3000 ms to 3500 ms (analysis compo-
nent). From ten discharge summaries, one document didn’t contain any of the pro-
cessable information types. Thus, only nine were used for the generation of the vital 
signs summary.   

The analysis component recognized 68 from 69 medications in the discharge sum-
mary, 15 from 15 vital signs, but only 117 from 122 diagnoses, since diagnoses writ-
ten in multiple rows were interpreted as several diagnoses. Due to the fully structured 
PHMR (level 3) all vital signs were recognized. 

5 Discussion and Conclusion 

The runtime performance of the document retrieval process is highly time-consuming. 
This is caused by the OHT service used for XDS query and retrieval as well as XCA. 
The parallelisation of the XDS communication might reduce runtime up to 50%. A 
better solution would be prefetching (preloading) of documents. This is technically 
possible, but this will lead to legal concerns due to authentication, logging and miss-
ing care context. 
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The presented results are quite promising. Nevertheless, a subtle variation in accu-
racy can be observed. This variation can be related to the degree of structure of the 
underlying documents as already stated in table 1. An improvement in abbreviation 
expansion, spell error correction and localization, should also improve the accuracy of 
analysis of non-structured text. 

The approach presented in this paper shows an application that provides ready ac-
cess to a collection of information useful in healthcare. The system is designed for 
efficient use during patient care services. The data retrieval and analysis components 
enable a summarization of several healthcare documents of a patient. Thus, healthcare 
professionals don’t need to search several documents, but can easily get an overview 
over relevant healthcare data. 

The developed system presented in this paper implements a modular rule-based in-
formation extraction algorithm leveraging semi-structured contents like tables and 
listings of CDA documents. This approach shows considerable performance advan-
tages when applied to rather highly structured as well as semi-structured data but has 
some drawbacks when structuredness decreases, thus offering room for improvement 
considering processing of non-structured text and non-CDA formats.  
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