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Preface

The public sector in Europe and elsewhere is under double pressure: On the
one hand, the financial and debt crisis requires a massive re-alignment of state
activities and state expenditures, which creates pressure to further increase the
efficiency of public administration. On the other hand, citizens demand more
say in public affairs and thanks to social media have ready access to powerful
tools of self-organization. This second challenge is deepened by the demands
of the Aarhus Convention, which grants citizens more information and partic-
ipation rights including access to judicial remedies in environmental matters.
These challenges are paralleled by a fundamental technology shift in the termi-
nals people use to access Internet services: “Classic” PCs and laptop computers
are increasingly complemented and even replaced by mobile devices ranging from
smartphones via tablets to unconventional devices, such as computerized glasses.

The challenges to government ICT are indeed awe-inspiring: more flexible,
more responsive, mobile – and all that at lower cost! The contributions to this
conference are dedicated to showing ways to reconcile these requirements. The
contributions focus on the currently most sensitive areas in the field, which are
identity management as a core component in any eGovernment or participation
system, open data, mobile government applications as well as intelligent and
learning systems. Case studies and experiences from eGovernment and ePartic-
ipation present the best practice in the area.

Hence, this proceedings volume is dedicated to a better understanding of
how to design and build successful government – citizen interaction and to im-
plement it in ICT-enabled systems. As Program Committee Chairs, we wish
to thank all reviewers and members of the Program Committee for ensuring a
high-quality scientific selection process. We would also like to thank the orga-
nizers of DEXA for their great job in organizing the conference and providing
a valuable infrastructure for the academic work. Above all, we would like to
thank Gabriela Wagner from the DEXA Organizing Committee, who held it all
together, provided help and suggestions and above all, made sure we kept to the
time schedule.

We are assured the reader of this volume will find additional insight and
valuable suggestions – whether practitioner or researcher in the field.

August 2013 Andrea Kő
Christine Leitner
Herbert Leitold

Alexander Prosser
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Andrea Kő Corvinus University of Budapest, Hungary
Christine Leitner CEPA, Danube University Krems, Austria
Herbert Leitold A-SIT Secure Information Technology Center,

Graz, Austria
Alexander Prosser University of Economics and Business

Administration, Vienna, Austria

Honorary Chairs

Wichian Chutimaskul King Mongkut’s University of Technology,
Thailand

Fernando Galindo University of Zaragoza, Spain
Roland Traunmüller University of Linz, Austria
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Jan Kučera, Dušan Chlapek, and Martin Nečaský
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eParticipation on the European Union Level 

Alexander Prosser 

University of Economics and Business, Vienna 
alexander.prosser@wu.ac.at 

Abstract. This paper analyses the legal basis and technical possibilities for citi-
zen participation by electronic means on the European Union level; in particu-
lar, the various forms of dialogue introduced by Art 11 TEU as well as Art 20 
TFEU are analysed. [1a, 1b] 

Keywords: eParticipation, European Union, citizens’ initiative, petition. 

1 Introduction 

The European Union has developed into a geographically vast and cultural diverse 
area of 4,2m square kilometers and 502m inhabitants.1 Even though an organization 
of sovereign member states, a large degree of decisions, particularly in the economic 
sphere, are today made on the EU level. This requires concrete interaction between 
law makers and the administration (Commission) on the European level on the one 
hand and the citizens on the other to avoid disenfranchisement and discontent. Art 
10.1 TEU states that the Union is “founded on representative democracy” and gives 
political parties a central role (Art 10.4), however, every citizen is granted “the right 
to participate in the democratic life of the Union” (Art 10.3). The physical expanse of 
the EU, however, makes it imperative to utilize electronic means and the Internet for 
such communications.   

This contribution tries to summarize the main instruments for citizen participation on 
the EU level and their implementation for real citizen interaction. It does not deal with 
the requirements of the Acquis for national legislation, eg, the Aarhus Convention.   

2 The European Petition  

Probably the most basic democratic right is the right to submit a petition as laid down 
in Art 20 TFEU [2]. The petition may be signed by one or several persons and there is 
no right vested in the petition beyond that to receive a reply in the same language (not 
even a time frame for the reply is given in the Treaty). The same applies to submis-
sions to the European Ombudsman.  

                                                           
1 http://bookshop.europa.eu/en/the-european-union-pbIK3111290/ 
?CatalogCategoryID= 5giep2IxSeYAAAEu.lwD0UdL  (13/6/2013) 



2 A. Prosser 

 

Petitions may be submitted online [2], however apart from the immediate confir-
mation of receipt, all further correspondence will be done by post as explicitly  
mentioned on the petitions form; possible attachments to the petition also have to be 
submitted by post and cannot be attached to the petition. Also, it is not possible to 
view and support existing petitions or to see, what came of petitions and how the 
legislators reacted to the petitions.  

This procedure and functionality is definitely not state-of-the-art: Examples [3] and 
[4], for instance, offer registration of petitioners with no [3] or weak [4] – an email 
address is checked for validity – authentication. There is also a list of all submitted 
petitions, which can also be supported by registered users of the platform [3] or with a 
separate, again weak, authentication [4]. Both systems enable the user to follow-up on 
the further development around the petition including the parliamentary workflow and 
decisions made by the petitions committee. In both examples, the entire workflow is 
available electronically; it would hence be a value added to upgrade the EU Parlia-
ment’s petitions functionality to at least these examples.  

What is largely unsolved is the question of reliably identifying the citizens issuing 
a petition. Literally everybody can submit a petition and only by responding to the 
postal address indicated the European Parliament will recognize whether the petition-
er’s address is a valid one or not (however saying nothing about whether the petition-
er is a European citizen). Processes, which are completely done in the electronic me-
dia, such as [3] and [4], necessarily rely completely on the data indicated by the peti-
tioner. The petition may be a rather “uncritical” democratic right and may have lesser 
implications than an election; nevertheless, the deficit in identifying citizens in the 
electronic media is shown clearly. The topic will return with other instruments.  

3 The Dialogues According to Art 11 TEU 

3.1 General Remarks 

Art 11 TEU defines four types of dialogue:  

• The horizontal dialogue among citizens (paragraph 1); 
• The vertical dialogue between the institutions and “representative associations 

and civil society” (paragraph 2); 
• The consultation process of the Commission (paragraph 3); 
• The European Citizens’ Initiative (paragraph 4). 

 

The following sections discuss how far these dialogue types have been implemented 
in general and particularly in the electronic media.  

3.2 The Horizontal Dialogue 

“The institutions shall, by appropriate means, give citizens and representa-
tive associations the opportunity to make known and publicly exchange 
their views in all areas of Union action.” Art 11.1 
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At first glance, this requirement seems to be somewhat strange in the age of social 
media and their massive use by citizens. One may argue that citizens did not wait for 
the European Union to start their brand of horizontal dialogue on an everyday basis, 
not exclusively on, but certainly also including, European topics. At second glance, 
however, there are some properties of such a dialogue, which can only be provided by 
government authorities: 

• The legal provision seems to clearly describe a deliberative approach2 
(“publicly exchange”), which – if to be taken seriously – requires a cer-
tain degree of moderated dialogue to prevent the discussion from degene-
rating.  

• The deliberation process needs reliable information as input, for instance 
if a new Directive is to be discussed, the partners to the Trilogue [7], in 
particular the Commissioner responsible, would have to provide depend-
able, authenticated and timely information on the state of the preparation 
of the Directive, even though the dialogue as such is a horizontal one. 
Otherwise, the dialogue among citizens may be based on inaccurate and 
possibly outdated information and hence be rendered useless – or even 
counter-productive. This requires a platform integrated in EU processes 
and administrative work.  

To the knowledge of the author, there is no current activity to implement a structured 
process and electronic platform to support this kind of dialogue.  

3.3 The Vertical Dialogue 

“The institutions shall maintain an open, transparent and regular dialogue 
with representative associations and civil society.” Art 11.2 

There seems to be a degree of uncertainty how to interpret this provision [6, 8], in 
particular on the meaning of “representative” and whether this – depending on its 
construction by the institutions, potentially massive – qualification only refers to as-
sociations or also civil society. Nevertheless, it describes a deliberative process to be 
held between the (ie, all) institutions on the EU level and civil society. This is in 
many ways an enormous challenge, particularly in the electronic media: 
 

• If the dialogue is to be taken seriously, it requires a certain degree of reli-
able identification and authentication of contributors to the deliberation 
process [5]. Such a register plus identification mode can only be provided 
by the authorities of the MS and on the basis of a reconciled EU voter 
register (for this issue cf. [9]); in this regard, technological advances may 
help overcome this issue (for an approach cf. [10]).  

                                                           
2  Cf. Sigmund’s elucidating remarks on the difficulties with the terminology of Art 11, also as 

compared to the Treaty of Nice [6]. For the definition of deliberation, see [5], [11].  
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• The dialogue has to be maintained in all official languages of the Union, 
which is not so much a technical, but a logistical issue; it also tends to 
fragment the discussion into separate tracks – or it may lead to a situa-
tion, where the English discussion track becomes the main, and possibly 
intellectually richest, track of all languages. In any case, this issue war-
rants some particular consideration.  

• The organizer of each deliberation process seems unclear. The focus on 
“institutions” may lead to a situation, where several institutions in paral-
lel may initiate deliberation on one and the same issue. Hence, some kind 
of co-ordination among institutions seems to be advisable.  

• There is a clear link between vertical and horizontal dialogue and it ap-
pears not to be advisable to separate these two [11, 12]. Hence, one uni-
fied platform for both dialogue applications would seem indicated.3  

The vertical dialogue currently seems to be largely implemented as Facebook pages. 
The Web page europa.eu/take-part/facebook offers links to the Facebook presence of 
various institutions and persons; similar pages exist for twitter accounts and other 
social media. However, the nature of mainstream social media does not allow for the 
above criteria, in particular for any kind of structured and dependable discussion 
process. Also, it seems doubtful to base any serious European deliberation process on 
social media which are subject to US jurisdiction.  

3.4 Consultation 

“The European Commission shall carry out broad consultations with par-
ties concerned in order to ensure that the Union's actions are coherent and 
transparent.” Art 11.3 

The Web page ec.europa.eu/yourvoice offers a platform for managing the consulta-
tion process. Information gathering ranges from simple free text submission via 
email/attachment to structured questionnaires; also a differentiation between organi-
zations (registered or not) and private individuals can be observed in some consulta-
tions. A follow-up after the consultation is closed is provided with the possibility to 
browse through the contributions and a summary document. [14] 

Summarizing, this part is arguably the best-implemented part of the participation 
rights in Art 11 altogether.  

3.5 European Citizens’ Initiative, ECI 

“Not less than one million citizens who are nationals of a significant num-
ber of Member States may take the initiative of inviting the European 
Commission, within the framework of its powers, to submit any appropriate 
proposal on matters where citizens consider that a legal act of the Union is 
required for the purpose of implementing the Treaties.” Art 11.4 

                                                           
3  In this regard, the engagement of the members of the civil society may then lead to address-

ing the institution; hence, one form of dialogue may seamlessly pass into the other. Cf. par-
ticularly the noteworthy remarks in [13] from the European Ombudsman’s perspective.  
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This element arguably triggered the largest implementation effort in any of the dia-
logue elements in Art 11 TEU. The details were laid down in Regulation (EU) No 
211/20114. Due to software and other implementation issues [15], the first ECIs could 
start collecting support declarations in the second half of 2012. Currently, the ECI has 
a number of severe shortcomings, which are clearly rooted in the Regulation: 

• The full personal liability for organisers in terms of criminal, civil and 
administrative charges (Art 13 of the Regulation); [16] 

• This is aggravated by the fact that only natural persons can be organisers 
of an ECI (“citizens’ committee”, Art 3 of the Regulation), which implies 
that organisers cannot protect themselves from the massive liabilities 
mentioned above. Derflinger [17] concludes that this is a “very problem-
atic dimension of this provision” (p. 83) and suggest to take out liability 
insurance. It seems, however, doubtful, whether this risk is insurable and 
if so, whether the resulting insurance premiums would be affordable to 
grass-root initiatives.  

• Annex III of the Regulation defines the assignment of support declara-
tions to member states; it does so, however, in an inconsistent way, which 
results in a large number of EU citizens residing in the EU losing their 
right to support an ECI simply due to an inconsistent Annex of the Regu-
lation [18].  

• Random sampling is allowed to verify the support declarations at the 
member states’ election authorities [19], which may considerably weaken 
the credibility of this democratic instrument.  

• The lack of most of the necessary supporting infrastructure to support 
ECIs in technical, legal and also general terms [20]. 

Fortunately, Reg 211/2011 provides for a review period to modify the legal basis and 
the above-mentioned issues may be fixed. Most importantly, the reversial of the “pri-
vatisation” of the signature collection process appears to be instrumental in establish-
ing the citizens’ initiative as a main feature in the democratic dialogue forms created 
by Art 11 TEU.  

4 The Way Forward  

The individual potential for improvement for the instruments and their ICT imple-
mentation have already been mentioned in the respective sections. However, these 
instruments put together provide a powerful legal toolset for participatory democracy 
allowing for the fact that “the dualism of representative and direct democracy is 
 not sufficient any more for well-functioning democratic systems of the 21st century”. 
[17, p. 85].  

Furthermore, these instruments are  inter-related: It was already shown that vertical 
and horizontal dialogue may seamlessly interact between one another; also the  

                                                           
4  For downloads and details cf.  
   http://ec.europa.eu/citizens-initiative/public/welcome  (19/6/2013).   
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citizens’ initiative will definitely be accompanies by a horizontal, and possibly even a 
vertical dialogue and finally a consultation process may also involve both a horizontal 
and a vertical dialogue form. It would hence seem somewhat strange to consider these 
dialogues as distinctly different and – technically and organisationally – separate 
forms of citizen interaction. Therefore, a coherent strategy appears to be indicated not 
only to implement these dialogue forms completely and in a citizen-friendly way, but 
also to consider the integration scenario. Such integration of services would provide a 
number of advantages, such as unified handling of citizen identification or the “bun-
dling” of different forms of dialogue grouped by topic and not by institution or type of 
dialogue.  

There is hence a lot of future potential and promise in such integration of dialogues 
according to Art 11, but also still enough potential for improvement as far as the im-
plementation of this primary law provision is concerned.  
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Abstract. The term “Electronic Government” became a common label Nineties 
turning a new century. So having been employed for more than a Decade it is 
the right moment to reflect. So the course of development is sketched recalling 
some key events and also connecting them with the Linz Institute. Subse-
quently, some prospects and future developments are considered. One  
advancement concerns smart and proactive Government with services using 
cross-border interoperability and identity management. Another field of pro-
gress is improving participation. A lot of progress will build on solid trends 
which add quite specific improvements and synergies to particular issues. In 
that way four clusters of issues are  treated : a)The collaboration part which in-
cludes platforms, social media and mobile devices; b) The part of managing the 
knowledge domain; c)The drafting and modelling part concerning  law and pol-
icy; d)The decision making part. 

Keywords: Electronic Government, Digital Government, Electronic  
Governance. 

1 The Year 2013 – An Occasion to Recollect Key Events 

The year 2013 is an occasion to recollect some memorabilia. The first year to recol-
lect is 1983. The Year 1983 brought a first joint event of the German and Austrian 
Computer societies GI (Bonn) and ADV and OCG (Wien). The 1983 conference was 
held in Linz  with the title ”Neue Informationstechnologien und Verwaltung” and one 
year later proceedings were published with Springer (Traunmüller at al., 1984).  

Next year to recollect is 1998. It brought the IFIP World Conference in Vienna and 
Budapest, and this event was one of the first to use the notion E-Government. The 
sub-conference “Telecooperation” was divided in the parts E-Commerce und E-
Government. Proceedings were published at the conference (Traunmüller and Cushaj, 
1988).  

Also to mention are some collective volumes on the state of the art. So on behalf of 
the GI (Bonn) and their respective steering committees two collective volumes were 
published:  

a) In 1997 a general collective volume presenting a retrospective und  
describing the state of the art was published (title: Informatik in Recht und 
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Verwaltung). Editors were Klaus Lenk, Heinrich Reinermann and Roland 
Traunmüller.  

b) In 1999 a collective volume describing e-Government was published (title: 
Öffentliche Verwaltung und Informationstechnik) with the editors Klaus 
Lenk und Roland Traunmüller. 

2 The DEXA 2002 Conference– Proclaiming an E-Government 
Agenda 

On the occasion of First EGOV Conference an E-Government Agenda was pro-
claimed. The EGOV Conference took place within DEXA 2002 in Aix-en-Provence 
in September 2002 and proceedings were published (Traunmüller and Lenk, 2002). 
The Memorandum proclaimed comprises the following seven points as requirements 
for E-Government: 

1. A holistic view: Moving ahead means having an integral view. Clear strate-
gies and perceptions are a prerequisite to facing the challenges and making 
the best of the opportunities created by technological progress and its intel-
lectual mastery. E-Government is more than a new wave of administrative 
modernisation, e-Government means a permanent e-transformation that en-
ables governance on a comprehensive scale. 

2. Service provision as focus: Citizen Portals and service delivery to business, 
to individual citizens and to communities reflect the viewpoints of individual 
citizens or of companies, looking at government and administration from 
outside. So the portal part is of prime concern, yet is should be noted that 
communicating with agencies is only the tip of an iceberg: the entire scope 
of administrative action has to be involved.  

3. Redefining governmental processes: Thus, a thorough rethinking of the ma-
chinery of Government is mandatory. It will reveal many more situations 
where IT as an enabling force can enhance effectiveness, quality and effi-
ciency of public action as well as its legitimacy. In many respects the legal 
framework of these processes has to be changed, and new institutions will 
emerge which fit the new ways of producing and delivering public services. 

4. Knowledge enhanced government: A shift of focus from structures and proc-
esses towards content reaches the very heart of administrative work: taking 
decisions.  Management of legal/ administrative domain knowledge is a  
decisive driver in governance. In addition, understanding the connections be-
tween processes and knowledge will improve design. In the agency of the fu-
ture  human and software expertise become totally interwoven – knowledge 
enhancement at its best. 

5. An engineering approach: A sound engineering approach is  indispensable. 
At bottom level this means a suitable IT infrastructure - unhampered com-
munication and cooperation, availability, security, data protection, etc. At the 
application level it means smooth cooperation, high usability and a design 
integrating important perspectives: citizen service, process reorganisation, 
knowledge enhancement. 
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6. Reference models and administrative standards: Reference models and pilot 
projects give an idea about the full extent of the possibilities available. 
Above all, issues of standards have to be tackled: establishing a common un-
derstanding of processes, building on widespread administrative concepts, 
ensuring interoperable platforms; providing definitions for data interchange. 

7. Change Management: Success can only be achieved if a quantum leap in the 
innovative capacity of the public sector is achieved. Critical success factors 
include strategic thinking and a farsighted allocation of funds for creating in-
frastructures and avoiding reinventing the wheel in different places. Best 
practice and guidelines derived from landmark projects will have to replace 
the attitude of curious but indiscriminate trying out of different approaches. 
Competent change management will have to place people first, and an un-
precedented qualification offensive is needed to communicate the necessary 
know-how. 

3 The Como Conference 2003 – Opening the Forum of 
European Events  

There was positive reaction to the Aix Memorandum and one of the consequences 
was an invitation by the EU: Lenk and Traunmüller were invited to become part of 
the team formulating an official EU State of the Art Report. The report was edited by 
Christine Leitner and was authored by Jean-Michel Eymeri, Roland Traunmüller, 
Klaus Lenk and Morten Nielsen. It was handed over on occasion of the 2003 Ministe-
rial Conference in Como. The State of the Art Report aimed at helping decision mak-
ers which were confronted with the crucial process of implementing e-Government at 
all levels. Its purpose was to provide a broad and varied overview of both the reality 
and the vision of e-Government as well as to offer an account of the state of affairs in 
e-Government in Europe. The report clearly indicated that e-Government" it is not 
restricted to the use of all sorts of new information and communication technologies. 
More, e-Government aims at fundamentally transforming the production processes in 
which public services are generated. For more on the Report see (Leitner, 2003) and 
concerning E-Government in general see the Reader (Chen et al., 2007). 

4 A Broad Picture on European E-Government 

The Como conference and subsequent Ministerial conferences presented a vivid pic-
ture on the state of European E-Government. These events showed several factors 
differentiating government in different countries. Just to give examples: Governmen-
tal structures may vary concerning centralisation (UK vs. Germany) and e-
Government strategies are based on different priorities. Other examples show the 
wide variety: Broadband (US), mobile (Finland), one huge database containing all 
files of all ministries (Austria), creating Public-Private-Partnerships (Eastern Europe).  
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Also interesting communalities between the different countries showed up. Coun-
tries with a strong service economy take the lead. Further size matters; many high 
advanced countries have a middle size like Ireland, Denmark, Austria and The Neth-
erlands (“small is beautiful”). A reason therefore is that it is easier to have an over-
view about different initiatives, which happen in the field of e-Government. Then 
small countries are more flexible if changes are necessary. A further outcome was that 
a pronounced interest in technology favours progress. This point starts with trendset-
ters and is also given in a (common) awareness of government as prime catalyst for 
change.  

5 Some Leading Contributions from Austria  

Help.gv.at: Life Event Advice Systems is an important application. The project 
Help.gv.at was awarded the first prize at the EU-conference in Como 2003. It com-
plies with a new way of thinking regarding the citizens as "customers" of the admini-
stration.  Such Advice System contains information and help in order to facilitate 
orientation in public life. In principle it is a kind of administration lexicon, to answer 
common questions. The most important contents are proof and guide function as well 
as claim information about rights and/or administration services and about duties. 
Based on life-events, the citizen receives information about offices and institutions as 
well as up-to-date information on procedures, fees, deadlines, etc. In a similar man-
ner, enterprises receive information on business situations. 

RIS: This is the Legal Information System of the Republic of Austria operated as an 
electronic database managed by the Austrian Federal Chancellery. It serves the publi-
cation of legal texts which must be published in the Federal Law Gazette and infor-
mation on the current law in the Republic of Austria. 

SPOCS: This is a large-scale pilot project launched by the European Commission in 
order to overcome obstacles of interoperability. Basically, businesses seeking to ex-
pand into other countries often struggle to comply with all the regulations they need 
to follow. Applying for licenses permits and completing other administrative proce-
dures in another country can be very complicated. One application is the EU Services 
Directive which requires a lot of compliances for establishing a business and provid-
ing services in another EU country. The SPOCS project is now taking things a step 
further by streamlining those procedures and offering seamless cross-border technol-
ogy.  

E-Europe Awards of e-Government: These competitions have been established to 
recognise innovative initiatives in the areas of e-Government. Most competitions for 
e-Europe Awards have been organised by CEPA at University Krems and have drawn 
on the support of the Information Society Technologies Programme of the European 
Commission. Accordingly model projects are selected for presentation on conference 
exhibitions and during international e-Government conference. Regarding the 
method; Basic provision is that an independent panel of experts identifies best cases. 
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At the e-Europe Awards the following criteria that were applied: innovation, effective 
management, real practical results, impact, relevance and transferability.  

A general note on knowledge transfer should be added. Collecting model cases 
may provide a good start; but Best Practice needs complimentary transfer mechanism. 
The development has to be supported by intensive knowledge transfer. The range of 
means for knowledge transfer is broad: knowledge transfer conferences, vendor neu-
tral transfer spaces, virtual communities of knowledge sharing, learning journeys, 
involving facilitators and mentors and organising twinning projects. 

6 Smart/Proactive Government and Cross Border Services 

Citizens want public-sector services to be comparable to the best in the private sector, 
with greater transparency and access. Consumerisation of E-Government is the an-
swer as more citizens become more comfortable with all digital features. New expec-
tations drive Government organizations for utilizing technology to make systems 
more comfortable.  In that way information become available to the general public. 
Government increases its capability to cooperate across government entities to pro-
vide services and information for the public. So citizen articulate their problem and 
get answers dedicated to their needs. Agencies go for systems tailored for their needs 
and also building up service knowledge. In that way also proactive services become 
possible. Also public, private, and non- profit providers of public services will be-
come more common replacing tasks that traditionally have been seen as the preserve 
of public policy.  

Broad use of interoperability and identity management is a special point. Both are 
crucial for accomplishing the vision of a “joined up Government” and still are imple-
mented fairly inadequately on the national level. Making the question even more 
complicated is that the issue has to be solved on a Pan-European level. The European 
Interoperability Framework has three main distinctions. Technical interoperability 
covers the technical issues of linking computer systems and services. Semantic inter-
operability ensures that the precise meaning of exchanged information is understand-
able by other applications. Organizational interoperability is concerned with business 
processes and cooperation of agencies also including governance issues such as cov-
ering political, legal and structural conditions. Identity management and security are 
another crucial part. Technically, signatures are data linked to other data for the pur-
pose of proving authenticity of message and sender. There are several categories of 
signatures used. A qualified digital signature has a qualified certificate and a secure 
method of transmission; so it is EU minimum standard and is so legally recognized as 
substitute of manual signatures. 

7 Supporting E-Participation 

Government has to support the formation of a democratic culture. The initiative of the 
European Parliament defined three main challenges: the perceived democratic deficit 
requiring new relationships between state and citizens; reconnecting Europeans with 
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politics and policy making; competing with the complexity of decision making and 
legislation.  

Thus e-Participation develops and implements new forms of participation in deci-
sion and policy making processes for citizens. The communication will involve citi-
zens, public authorities, elected representatives etc. Aims of e-Participation are to 
improve public responsiveness and to enhance public satisfaction. This reinforces 
democracy and helps fighting against corruption and fraud. So e-Participation is a 
major point in the European e-Government Action Plans.  

The early foci of e-Participation were laid in e-Voting and transparency. There 
were several projects using the web for voting. But most projects ran without digital 
signature and were often directed to rather particular circumstances. This included 
voting on special issues or covering areas of less sensitivity such as professional bod-
ies. New approaches centre more in e-Participation as core. Active participation is a 
further item – so supporting community development and the building up of democ-
ratic knowledge. Many such activities will involve the communication with quite a lot 
of persons and therefore ICT support is demanded. Basically, the provision of data 
and information is significant. Many tools are quite simple just as mailing lists, dis-
cussion forum, special portals or websites, and so on. Other tools for collaboration are 
a more advanced form. They were developed in the Nineties under the name of 
groupware and are discussed later on. In the following some examples are given. 

Campaigning:  It is an important field for citizens active in supporting their represen-
tatives at elections. The goal of e-Campaigning is raising awareness; then it engages 
with people and encourages people to engage with each other. So it channels the 
power of public opinion to advance a progressive drive. In e-Campaigning the tools 
used are quite diverse, so writing blogs, using twitter, forwarding campaign informa-
tion, making fund raising web-sites, etc.  

Monitoring: Citizens are also watching and observing public life in a critical mood. 
No wonder that diverse forms of monitoring have become a leading issue. The targets 
of monitoring are divers. They include: events such as elections, groups such as po-
litical parties, persons such as politicians, modes such as proper fund spending and 
spaces such as parks.  

Consultation: Such systems may support actual decision making. There are many 
activities in several countries: opinion polls for getting input or portals which engage 
the citizens to learn making virtual budget decisions guided by budget modelling. 
This example can be considered as a modest start to the demanding concept of policy 
modelling.  

Lawmaking: These are efforts involving politicians, administrations, citizens and 
experts. Connecting stakeholders makes law-making more effectively. There are big 
advantages in handling the flow with workflow management and using semi-
structured text processing. Just to give an example, annually in Austria sixty tons of 
papers are spent less by electronic handling.  

Policy modelling: Here the fan of issues is broad. They comprise policy modelling 
tools, opinion visualization, and large-scale societal simulations as well as managing 
the legal and administrative domain knowledge.  
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8 Managing the Collaboration Part: Platforms, Social Media 
and Mobility 

Now we turn to a more general view. A lot of progress will build on solid trends 
which add quite specific improvements and synergies. Here we consider advance-
ments in four clusters: 

a) The collaboration part (platforms, portals, social media and mobile devices);  
b) The part of managing the knowledge domain;  
c) The part of modelling: law and policy;  
d) The decision making part. 

Platforms and portals offer a broad choice of methods and tools. Some tools are easy 
to use and low-cost, as in the case of discussion forums and mailing lists. Other more 
advanced solutions include brainstorming software and spatial technology for visuali-
zation. Such platforms and portals also support social media. Social media provide 
new ways for citizens to participate in decision-making and policy formation, thereby 
better tapping the expertise of citizens and providing political planning processes with 
more input. In such a way, decisions can be improved and are more likely to be sup-
ported. Creation of collaborative content is mainly done by blogs and wikis: Blogs are 
online notebooks open to comment for other users while a wiki is built by collabora-
tive edition of content. In addition, a form of information co-sharing is organized by 
references such as bookmarks, and URLs. Characteristic features comprise activities 
of different type in an intertwined mode. Thus, collaborative work blends different 
modes: informal collaborative modes alternating with strictly structured cooperation 
sustained by workflow or phases in searching for information and distributing of in-
formation. 

Social media and mobile business reinforce each other in a co-evolutionary man-
ner. Furthermore, the fact that such a large proportion of citizens use mobile devices 
such as smartphones and tablets to access the Internet has serious consequences. For 
example, the widespread usage of such devices has necessitated changes in modes of 
access and communication. Furthermore, the level and the intensity of service usage 
have increased. It follows that businesses and governments must adapt their business 
procedures and communication methods accordingly.  

9 Managing the Domain Knowledge Part 

Government has to keep up with the knowledge society. For administrations  
knowledge is top: agencies have respectable and extensive riches of knowledge; deci-
sion-making is the public official’s daily occupation; all in all knowledge work is 
omnipresent. So a better management of knowledge will lead to forms of "smart gov-
ernment".  Innovation is a key link relating Government and Knowledge Society - so 
it is worth to regard their mutual relationship. According to OECD a cycle of innova-
tion has to be established: So discovery and development have to meet delivery and 
diffusion. Further favourable conditions have to be built. They include: collaboration, 
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networks, value chains, and openness. Thus e-Government is perceived as a support 
as well as a field of innovation. Legal and Administrative Domain Knowledge is also 
the basis for internal improvements.  

The field of Knowledge grows. A further field of knowledge is unlocked with 
Open Government Data. The idea dates back as the Freedom of Press was proclaimed 
in the American (1776) and French (1789) Revolution. General goals are improving 
transparency and making public value from Government data. Thus commercial use 
in joint ventures is promoted. A number of institutions provide open data creating an 
e-Government demand pull. Public value is linked to individual and societal interests. 
There is an intrinsic value in Government as well as in openness and transparency. In 
addition a broad consensus consists that more openness will promote good govern-
ance. Several marks of good governance are influenced: participation, consensus 
reaching, accountability and responsiveness. E-Transparency has several aspects such 
as documents and data, benchmarks, processes, meetings.  

Knowledge Management in the public sector has become an important issue, yet 
obstacles persist. Knowledge is omnipresent, but the task of managing legal and ad-
ministrative domain knowledge is not easy. One reason is that Governments are  
not mentally prepared to KM. The administrators do not conceive themselves as 
knowledge workers. Second, several hindrances are rooted in the pronounced distinct-
iveness of the legal domain. Legal information is collected in special forms and is 
organised following types of legal sources (norms, decisions, legal facts etc.). It is this 
conventional form of legal documentation that makes retrieval an onerous task.  

In sketching the realm of Public Administration we present three different knowl-
edge perspectives, which also show the immense cosmos of knowledge types and 
repositories: i) A first coarse distinction, which is based on the task of the public sec-
tor, makes out three big clusters: registers, legal databases and management informa-
tion. ii) A second perspective discerns the layers of government: The top government 
institutions as strategic-political layer, administrative bodies as tactical layer, and 
agencies as executive layer have different requirements on knowledge. iii) A third 
perspective takes a closer view on administrative action. Manifold types of knowl-
edge on diverse subjects such as: on legal regulations, on standards on the policy field 
to be influenced, on the internals of the administrative system in general, on the re-
spective environment, on means and modalities of action, on the effectiveness of 
measures etc. 

10 Improving the Modelling Part: Law and Policy 

There exists a long history of legal modelling. Here listing some spotlights may suf-
fice. After some precursors legal modelling started in the Eighties with legal expert 
systems. It covered various subjects ranging from practical applications such as deci-
sions support systems and configuration of legal documents to methodical issues. Our 
decade has brought continuous development as well as a new application – legal 
modelling for data exchange. Legal Information Retrieval has changed little in the 
past several decades, also poses problems. The key problem is that such systems are 
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still keyword-oriented even thought finding a correct answer typically requires under-
standing the question, not just knowing the keywords. Case- based reasoning tools 
offer a possible solution. Prototypes using logical reasoning, including deontic logic, 
probabilistic methods and neuronal nets exist. However, such systems are experimen-
tal. Thus, they belong to the scientific realm and have not achieved large-scale use.  

Recently in Public Governance working on policy formulation a novel topic 
emerged: ICT for governance and Policy modelling. The fan of questions is broad: 
policy modelling tools, opinion visualisation, mass collaborative platforms, and large-
scale societal simulations. For example on-line collaborations have the potential to 
trigger and shape significant changes. Governance and participation toolboxes may 
comprise advanced tools from gaming and virtual reality technologies. This would 
include opinion visualisation and simulation solutions based on modelling, simula-
tion, visualisation, mixed reality technologies, data mining etc. Further employing 
systems dynamics methodology helps analyse and model complex systems.  

11 Improving the Decision Making Part 

Supporting Individual Decision Making: A broad range of methods and tools, such as 
analytical systems, information retrieval, simulation and knowledge-based systems 
are available to support decision-making.  

Supporting Group Decision Making: Collaborative decision-making adds a new 
dimension to conventional decision support systems. Groupware systems include 
many different types of systems such as brainstorming, argumentation,  
video-conferencing, and meeting support.  Classical examples of situations in which 
collaborative decision support systems can be useful are negotiation and mediation 
procedures as well as policy formulation. Key characteristics of such domains  
include complex procedural regulations, activities of different types intertwined and 
conflicting interests of stakeholders. Generally, any cooperative work relationship is 
characterised by the fact that multiple actors transform or control an ensemble of mu-
tually interacting objects and processes.  

Giving Meeting Support: Such systems attempt to support the meeting process it-
self and perform various sub tasks. The different subtasks comprise the scheduling of 
the overall negotiation procedure, clarifying procedural questions and the planning of 
meetings and implied sub-activities. Further, one has to support the agenda setting 
and the documenting of processes and results. A lot of work is necessary for sustain-
ing meetings in various ways: drawing on supplementary information, commenting on 
that information, spotting experts, structuring issues, summing up results etc. It fol-
lows that such working environments must blend collaborative methods with phases 
of strictly structured cooperation such as distributing information by workflow and 
searching for information.  Transitions between these methods and auxiliary functions 
are needed too.  

Adding Knowledge-based Components: Administrative applications can often be 
improved through the addition of knowledge-based components, which increase the 
capacity to understand the meaning of queries. It is highly desirable to incorporate 
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knowledge into software. Improving the ability of citizen advice systems to compre-
hend requests and provide explanations is an important goal. Including knowledge 
can help bridge the divide between user language and the legal-administrative jargon 
that is often used by public agencies. The ultimate goal is to develop intelligent multi-
lingual and multi-cultural personal assistants that are integrated in electronic public 
services. 

Building on Semantic Technologies: In particular, semantic-based technologies 
show great promise. Semantic technologies are also applied to improve help-systems 
providing advice for life events and business situations. Furthermore, semantic tech-
nologies can be used to build repositories of administrative process knowledge. Such 
repositories gather experience from different cases and their usage can assist new-
hires in their work. A quite universal and comprehensive solution for adding meaning 
is the Semantic Web. The Semantic Web means collective intelligence on the internet. 
So a world-wide sharing of unstructured information and informal knowledge be-
comes possible. This is allowed by architecture of layering and standardisation.  
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Abstract. Identity management is a set of technologies and processes
supporting identity information. Its adoption in Public Administration,
in particular in the domain of university, maintains organization au-
tonomy giving at the same time students and staff support to access
the services that are delivered. In this paper we present a project lead
by University of Camerino with the Italian Banking Group UBI and
the Namirial Certification Authority. The project consists in the issue
of Enjoy my UniCam card allowing users to have, on a single physical
card, several functionalities about facilitated banking account, university
services and digital signature certificate. First results about the testing
phase are presented as well as the next steps of the project.

1 Introduction

Over the time, managing personal identity on-line has become a serious issue. It
has become increasingly important in terms of personal security, partly because
organisations are now highly networked when it comes to information. Digital
Identity (ID) is spread among different organisations. Small amounts of infor-
mation cannot reveal enough about people to impact on us in a negative way
but, when using the internet extensively, we can find several more information
than expected [1]. So, depending on the context, person may be represented
by different “partial identities”. For example, a person may use one or more
partial identities for work and others in spare time, e.g., with the family, doing
sports, or dealing with companies like a bank, an Internet service provider, or a
supermarket [2].

The project is based on a prepaid card named “Enjoy”, that made possible
the creation of a project leaded by University of Camerino (UniCam)1 in col-
laboration with the Italian Banking Group UBI and the Namirial Certification
Authority. This initiative has also made possible the creation of a digital scenario
“Enjoy Ecosystem”, resulting from a collaboration of five Italian universities and

1 http://www.unicam.it

A. Kő et al. (Eds.): EGOVIS/EDEM 2013, LNCS 8061, pp. 18–28, 2013.
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many UBI local branches. Aim of the paper is to present the UniCam experience
in digital identity management (IdM). The goal is to create a card for students,
faculty and administrative staff that allow you to have, on a single physical card,
several functionalities such as bank services, academic services and digital signa-
ture, letting the owners to save time and increase their satisfaction toward the
university. The “all-in-one” solution has been chosen to guarantee safety, privacy
and trust.

In order to complete the project, several issues have been addressed and
solved. From the political point of view, the project is a valuable means of
bringing innovation in UniCam. About the legal point of view, it also allowed
the adoption of the Italian Digital Administration Code. For what concerns the
organisational issues, an agreement was signed among UniCam, Italian Bank-
ing Group UBI and Namirial Certification Authority, it regulates terms and
conditions in order to achieve the whole project objective. Finally, about the
technical aspects, a new system was implemented. It is integrated with all the
other existing infrastructures in the university, supporting different technologies.
For instance, to set data flows among stakeholders, some web services have been
implemented and SFTP (Secure Shell File Transfer Protocol) server has been
integrated. Finally, from the administrative point of view, the use of Enjoy My
UniCam card allows a remarkable simplification of the paperwork.

Section 2 presents a brief state of art about eID solutions in Europe and in
Italy. Section 3 discusses the whole Enjoy my UniCam card project, with a deep
description of actors, system architecture and processes. Section 4 introduces all
the features of the card. Section 5 describes the services available with Enjoy my
UniCam card. Finally, Section 6 concludes the paper.

2 Background: Digital Identity from Europe to UniCam

Over the years smart cards are being increasingly applied in the Public Admin-
istrations (PA). They provide great value to the use of services and they provide
users identification and authentication.

For what concerns the eID solutions, limiting our analysis to government ini-
tiative, the European situation shows as the most adopted ones are implemented
with smart card technology [3]. The majority of the European eID smart cards
are national ID cards (in 13 countries) or tax cards. 6 other countries have already
planned similar initiatives. The second most popular choice is password-based
system (9 countries). Less adopted solutions are based on One Time Passwords
(OTP) or Mobile Subscriber Identity Module (SIM) cards. Furthermore, in some
cases, PA is assisted by private companies or the initiative is only private. The
most common services offered by the European eID solutions are about tax dec-
larations, pension and healthcare. In most cases, it also offers to the user the
possibility to digitally sign documents.

The European Commission, through the Community Research and Develop-
ment Information Service, founded several projects about Digital Identity and
related subjects. They are financed in the 6th and the 7th Framework Programme
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funded by European Research and Technological Development respectively from
2002 until 2006 and from 2007 to 2013. In the 6th one, FIDIS (Future of Iden-
tity in the Information System, http://www.fidis.net/ ) was funded between April
2004 and June 2009. It aimed to integrate European research regarding technolo-
gies in order to support identity and identification; interoperability of identity
and identification concepts; ID-theft, privacy and security; profiling and foren-
sic implications. The achieved results regard integrated approaches to research;
legal, socio-economic, usability and application requirements; public architec-
ture and specifications. Further projects have been funded in the 7th Framework
Programme such as: PrimeLife (Privacy and Identity Management in Europe for
Life), GINI-SA (Global Identity Networking of Individuals - Support Action),
DigIDeas and FutureID. Each of them has been funded by the ICT programme
except DigIDeas which was funded under the programme IDEAS. PrimeLife
(http://primelife.ercim.eu/ ) was funded from March 2008 to June 2011. It is
the successor of the project PRIME (PRivacy and Identity Management for
Europe, https://www.prime-project.eu/ ). PrimeLife mainly focused on: address-
ing the problem of digital footprints in the emerging Internet, in communities,
and Web2.0 and through user-centric and configurable technology; making re-
sults of the projects PRIME and PrimeLife widely usable and deployed through
standards, open source and education; advancing the state of the art about pri-
vacy and identity management. GINI-SA (http://www.gini-sa.eu/ ) was funded
between June 2010 to May 2012. It aimed to investigate and establish the foun-
dations for the architectural, legal, regulatory requirements, as well as the pro-
visioning and privacy enhancing aspects, of a framework of user-centric identity
management services. GINI-SA was based on the assumption that individuals,
i.e. citizens, consumers, users of any related services, should be able to man-
age their own identity data and provide it in an open and flexible manner. The
DigIDeas project (http://www.digideas.nl/ ), funded between October 2008 and
September 2013, examines the social and ethical aspects of digital identities in
the context of an increasingly digital world. The overall aims of DigIDeas are
to increase understanding of the social and ethical aspects of digital identity
management, to further theorize the concept of identity, and to contribute to
the quality and social/ethical acceptability of technological developments. Fu-
tureID (http://www.futureid.eu/ ) is the most recent research project and it will
finish in November 2015. The FutureID project builds a comprehensive, flexi-
ble, privacy-aware and ubiquitously usable identity management infrastructure
for Europe, which integrates existing eID technology and trust infrastructures,
emerging federated identity management services and modern credential tech-
nologies to provide a user-centric system for the trustworthy and accountable
management of identity claims. Every stakeholder involved in the eID value
chain, will benefit from the availability of a ubiquitously usable open source eID
client that is capable of running on arbitrary desktop PCs, tablets and modern
smartphones.

For what concerns more application oriented project we can refer the Informa-
tion and Communication Technologies Policy Support Programme (ICT-PSP)
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as part of the Competitiveness and Innovation framework Programme (CIP).
They are SSEDIC (Scoping the Single European Digital Identity Community),
STORK (Secure idenTity acrOss boRders linKed) and STORK 2.0 (Secure iden-
Tity acrOss boRders linKed 2.0). SSEDIC (http://www.eid-ssedic.eu/ ), funded
from December 2010 to December 2013, it is a network with the goal to pro-
vide a platform for all the stakeholders of eID, to work together and collaborate
to prepare the agenda for a proposed Single European Digital Identity Com-
munity. The network will identify the actions and the timetable for the Digital
Agenda and the successful launch of the European Large Scale Action, as well
as to provide a multi stakeholder planning resource to assist its implementa-
tion. STORK project (https://www.eid-stork.eu/ ) was funded from June 2008
to June 2011. It implemented an EU wide interoperable system for recognition
of eID and authentication that should enable businesses, citizens and govern-
ment employees to use their national electronic identities in any sember state.
Project goals were: develop common rules and specifications to assist mutual
recognition of eIDs across national borders; test, in real life environments, se-
cure and easy-to-use eID solutions for citizens and businesses and interact with
other EU initiatives to maximize the usefulness of eID services. STORK 2.0
(https://www.eid-stork2.eu/ ), funded from April 2012 to April 2015, is going to
contribute to the realization of a single European electronic identification and
authentication area. It is based on the results of STORK, establishing interop-
erability of different approaches at national and EU level, eID for persons, eID
for legal entities and the facility to mandate.

For what concerns the Italian scenario, we refer to the Italian Digital Admin-
istration Code. The National Card of Services (“Carta Nazionale dei Servizi” -
CNS) and the Electronic Card of Identity (“Carta di Identità elettronica” - CIE)
are the standards. In the last years, CNS model has been adopted by several Ital-
ian regions in order to realize Regional Card of Services (“Carta Regionale dei
Servizi” - CRS) that are standard CNS. In most cases CRS are integrated with
the Regional Health Card (“Tessera Sanitaria Regionale” - TS-CNS). At the end
of 2012, regions have already been distributed to citizens over 20 million cards
for access to services. The most massive distribution was of the Lombardy Re-
gion, which has completed distributing the card to all the population. The card
are used to access health and government services such as enabling digital signa-
tures. For what concerns identity enabling infrastructures, we cite ICAR (Inter-
operability and Applicative Cooperation between Regions) and IDEM (IDEntity
Management for federated access). ICAR project (http://www.progettoicar.it/ )
supports implementation of an interregional federated authentication system
aimed to define and implement a federated authentication system at interre-
gional level. IDEM (https://www.idem.garr.it/ ) is the first Italian Federation
of Authentication and Authorization Infrastructure (AAI) involving Institutions
of the scientific and academic community and service and content providers on
the web. The main purpose of the IDEM Federation is to make easier and more
secure user identification and authorization to access to the services in the uni-
versity country. Thanks to the federated approach, successfully developed in the
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ICAR and IDEM projects, users can more easily access to networked resources
provided by different organizations [5][6].

3 Enjoy My UniCam Project

3.1 Overview

Even if the paper focuses on the role of Enjoy My UniCam card, it’s important
to have a wider point of view considering the whole Enjoy My UniCam card
project in Fig. 1. Every UniCam user can be identified and authenticated by the
Enjoy My UniCam card. In this way, it’s possible to benefit of the various ser-
vices making available directly by UniCam. The basic idea allows to establish a
trust federation, respecting the SAML 2.0 standard2, between UniCam Identity
Provider (IdP) and Idp of other organisations. The infrastructure is based on
Shibboleth3: an open-source project that provides Single Sign-On capabilities
and allows sites to make informed authorization decisions for individual access
of protected on-line resources in a privacy-preserving manner. The Shibboleth
software implements widely used federated identity standards, principally OA-
SIS’ Security Assertion Markup Language, to provide a federated single sign-on
and attribute exchange framework. By doing so, users of an organization can
use the services offered by the new federated organization and vice versa. All
data are managed in full compliance with current privacy policies. Some personal
information are exchanged between different actors.

Fig. 1. The whole Enjoy My UniCam card project

2 http://saml.xml.org/saml-specifications
3 http://shibboleth.net/

http://saml.xml.org/saml-specifications
http://shibboleth.net/
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3.2 Stakeholders

Following we sum up the main stakeholders involved in the project.

– University of Camerino is the services and cards provider, it manages control
and data flow.

– UBI is a banking group which has a wide coverage, with about 1,800 branches,
on the whole national territory. It assigns an International Bank Account
Number (IBAN) to each person requesting Enjoy My UniCam card, offer-
ing its banking services. The group is also responsible for the emission of
the card. About control and data flow management, UBI performs some
operations in order to obtain and exchange data flows with UniCam and
Oberthur.

– Oberthur is a company and it deals with the creation and issuance of person-
alized cards, according to the explicit applicant request and after obtaining
the confirmation that the applicant has the right to get the card.

– Namirial Certification Authority is a computer company and web engineer-
ing that has found its own specific place in the field of IT and it’s one of
Certification Authority recognized by Italian Public Administration. In the
project, Namirial is responsible for the issuance, management and termina-
tion of the digital signature certificates.

The stakeholders exchange information between their systems, according to the
architecture represented in Fig. 2, where it is possible to see also the components
diagram of the system.

Fig. 2. Enjoy My UniCam system architecture and component diagram

3.3 Implemented Process

Following the main business process supported by Enjoy My UniCam, in Fig. 3
we provide the use cases diagram of every processes about the process to obtain
the card.
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Fig. 3. Use cases diagram about request, emission and delivery of the card

Request of the Card - Student Office. For the students interested in the
Enjoy My UniCam initiative, Student Office collects the students data and their
pictures to be used for the card production. During the registration phase, Uni-
Cam uses the Namirial web portal to insert the student data, which performs the
necessary checks of formal correctness. Based on these data, Namirial produces
digital signature certificates and makes them available to Oberthur. Finally, the
Student Office issues a voucher to present to the bank, which proves to be eligi-
ble for the card request. The voucher is recognized by UniCam and UBI like an
official document.

Request of the Card - Bank Branch. The student goes to a branch au-
thorized to issue cards, presenting the voucher given to him/her by UniCam
during request phase. The bank employee collects the voucher and performs the
following tasks:

– Identification of the users and insertion his/her data in the system;
– Request of the card in the system;
– Ask the student to subscribe the necessary contracts;
– Notifies the student when approximately the card will be ready and also

that he/she will receive an envelope containing the Personal Identification
Number (PIN) and the invitation to come to the branch to get the card.

Every day, via the SFTP server, UBI provides UniCam a file with a list of
requests for cards issuance. UniCam acquires via SFTP the file, completes with
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the additional information and for each record includes a photograph to be
printed on the card. According to UBI needs, UniCam adds in the photograph
file properties the information about the fiscal code and the IBAN assigned to
the holder.

Production of the Card. UBI transmits the requests, the personal data nec-
essary for the production of cards and photographs of the owners to Oberthur,
which performs the following activities:

– Customization with UniCam logo, Namirial logo and photo of the owner;
– Insertion of digital signature certificates in the cards, that are available on

the Namirial web portal.

When the card is produced, on behalf of the UBI shipping office, Oberthur sends:

– The cards to the bank branches from which the request was made;
– The envelopes containing the PIN and the notification that the card is avail-

able in the bank, to the students’ home address.

Activation of the Digital Signature Certificate. The issuance process of
digital signature certificates involves the following steps:

– Namirial concludes a LRA agreement (Local Registration Authority)4 with
UniCam for the issuance of signature devices;

– Namirial provides UniCam of its web portal, with which a UniCam applica-
tion refers to validate the data of the applicant;

– After the UniCam registration is complete and, data has been validated from
Namirial web application, digital signature certificates are made available for
Oberthur, without UBI participation;

– Oberthur loads the digital signature certificates on the cards, realizing the
customization and sends them to the UBI branches.

Delivery of the Card. When the card and PIN have been produced, the stu-
dent receives at his/her home address the PIN and the invitation to go to the
bank branch to receive the card. When the student is at the office, he/she was
handed the envelope containing the card and the delivery device signature mod-
ule. The student signs the module and UBI sends it via mail to Namirial. Every
day Namirial will call a procedure to communicate to UniCam the information
acquired. At this point Namirial sends directly to the students’ home address
PIN and Personal Unblocking Key (PUK) of the digital signature certificate.

Reissue of the Card. In case of theft or loss of card, the student must:

– Request the freezing of money services in the way specified in the contract
documents: that is calling the customer service or going directly to the bank
branch;

4 An LRA (Local Registration Authority) is an agent of the Certifying Authority who
collects the application forms for digital signature certificates and related documents,
does the verification and approves or rejects the application based on the results of
the verification process.
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– Request the freezing of digital signature certificate, as specified by Namirial
in the documentation attached to the envelope containing PIN and PUK;

– Go to the Student office to request the release of a new voucher with which
to present the replacement request of the card at the bank branch, in order
to maintain the same IBAN;

– Go to the bank branch where the student originally requested the issuance of
the first card, showing the new voucher. In this way the replacement request
is processed as a standard procedure for a new Enjoy My UniCam card.

The process then follows the normal process of issuing a card. The voucher is
a prerequisite, without which the student can’t request the card. It’s the only
document obtained from the Student Office, certifying the students have the
right to become cardholders.

Early Extinction of the Card. If a student loses the right to ownership of the
card (e.g. in the case of drop-out), the Student office must inform the student
that, before closing the relationship with the University, he must go to the bank
branch to return the Enjoy My UniCam card, according to the usual banking
regulations about the extinction of the cards.

4 Device

Starting from the basic information that can be found on any prepaid card,
Enjoy My UniCam card has some customizations. On the front, the card is
personalized with the UniCam Logo, Namirial logo and the holder photograph.
On the back, instead, the card has only one customization: an indication of the
code needed to handle the blocking activity of digital signature certificates.

The card used for the project is a card produced and commercialized by
Oberthur TechnologiesTM, named ID-One Cosmo V7. All interfaces of communi-
cation are available: it can be used in the following ways: Dual, Contact (Interface
ISO 7816 T=0/T=1), Full-Contactless (ISO 14443 Type A and Type B).

Implementing Java CardTM and GlobalPlatform Industry standards and fea-
turing on-board applications, it has been specifically designed for identity and
government market needs. It implements the most recent cryptographic mech-
anisms implemented, such as 3DES, AES, RSA and Elliptic curves. It also has
128 KB of free memory to load applications, as the UniCam services.
Anyone can understand how many risks need to be addressed in a project of this
size, but the first and the most important one is about security. In particular,
digital signature certificates, having legal value, must not be altered. This is the
reason why the ID-One Cosmo card has been used, it’s the only one to satisfy
very high security standards.

– Common Criteria EAL5+: The Evaluation Assurance Level (EAL1
through EAL7) of an IT product or system is a numerical grade assigned
following the completion of a Common Criteria security evaluation, an inter-
national standard in effect since 1999. The EAL5+ grade means the ID-One
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Cosmo has been certified as “Semiformally Designed and Tested”. As a re-
sult, we obtain that, even if an untrusted application were loaded and run,
safety won’t be compromised as the digital signature certificate remain valid.

– FIPS 140-2 level 3: The Federal Information Processing Standard is a
U.S. government computer security standard used to accredit cryptographic
modules. The standard provides four increasing, qualitative levels of se-
curity intended to cover a wide range of potential applications and en-
vironments. The security requirements cover areas related to the secure
design and implementation of a cryptographic module. These areas include
cryptographic module specification; cryptographic module ports and inter-
faces; roles, services, and authentication; finite state model; physical security;
operational environment; cryptographic key management; electromagnetic
interference/electromagnetic compatibility (EMI/EMC); self-tests; design as-
surance; and mitigation of other attacks [4].

Compliance with these two international standards is a prerequisite for the legal
value of the digital signature certificate. This is supported by Enjoy my UniCam
card.

5 Supported Services

The card allows the students to have, in a single physical device, several func-
tionalities, in different areas: bank and university services.

– Bank services. The card is technically a prepaid card with an associated
IBAN. It is valid for 5 years and it has not fixed fee. It allows you to make the
usual banking operations, with special facilitations, such as paying anywhere
displaying the MasterCardTM symbol in Italy and abroad, making free with-
drawals at every Bancomat cash machines in Italy, making and/or receiving
transfers using home banking, paying bills and making RID payments and
so on.

– UniCam services. The card allows the student to be recognized in UniCam
facilities giving the possibility to access to laboratory and library, pay the
meal at the canteen, register for exams, display and summary of the academic
career, require internships and thesis, enrollment to university sports center.

– As already mentioned, the card contains a digital signature certificate,
with legal value, with which you can digitally sign documents. In order to
use the UniCam services about the request of particular documents or, for
example, to require thesis, it’s possible to fill the document directly from
your laptop and then, finally, sign it with digital signature certificate. In this
way the document will have official and legal value.

UniCam also partecipates in the IDEM Federation. So organizations in IDEM
become Identity Provider: identities of own users can be exchanged, providing
appropriate safeguards and always respecting the privacy of users [7][8][9]. With
Enjoy my UniCam card it will be possible, in every university or organization
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participating to IDEM, to access to any service available such as libraries, logging
in in computer labs, connecting to universities WiFi networks, which are often
present in squares and public areas of faculties, and so on.

6 Conclusion and Future Works

In this paper we present the experience of the University of Camerino about the
multi-services card. The adopted solution presents several advantages. On one
hand, it avoids the possibility to have many and many cards to benefit different
services. On the other, in term of identity federation it is part of community
making advantages of related benefits.

Enjoy My UniCam card obtained good results during the testing phase, deliv-
ering over 330 cards in the first 9 months. The waiting time between the request
and the final delivery has been about 15 days, that is a nice result considering
the processing. In the next future, UniCam is going to activate several more
services such as paying photocopies, coffees or snacks at the vending machines
and about public transport service aiming to build up a smart campus.
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Abstract. Interoperability and cross-border services are on the top of the agen-
da of the Digital Agenda for Europe and the e-Government action plan. Here, 
electronic signatures and their verification play a major role. Especially elec-
tronic signatures relying on qualified certificates and produced by secure signa-
ture creation devices are of special interest – as they are legally equivalent to 
handwritten signatures. To facilitate the recognition of such qualified signa-
tures, trust-service status lists have been established. Current signature verifica-
tion applications lack on a sufficient support of trust-service status lists. To 
solve this problem, we propose an efficient, adaptable and easy to use trust-
service status list enabled signature verification application. Our solution bases 
on the Austrian signature verification component MOA-SP. It extends the exist-
ing architecture to support trust-service status list functionalities. Finally, our 
implementation is evaluated in real life scenarios and we give a survey about 
the implementation status of trust-service status lists in Europe. 

Keywords: Trust-service Status List, Signature Verification, Qualified Certifi-
cate, Secure Signature Creation Device, Cross-Border Services. 

1 Introduction 

Digital services have gained importance in the last years, especially in the area of e-
Government and e-Administration. The increasing mobility of citizens and companies 
raises new challenges regarding cross-border services and interoperability. These 
issues have been taken up by the European Commission. Several activities, such as 
the Digital Agenda for Europe [9], the e-Government action plan [10] and the Servic-
es Directive [1] exist, which aim to remove the obstacles for creating a European 
digital market. 

Within e-Government services, authenticity and integrity of the electronic data 
plays a major role. Usually, authenticity and integrity is achieved by using electronic 
signatures. The legal basis is formed by the EU Signature Directive [7]. Nevertheless 
there exist interoperability issues, especially for the verification of the validity of 
signatures. As there exist a variety of signature formats, the European Commission 
Decision 2011/130/EU [2] define standard signature formats which must be able to be 
processed by all concerned competent authorities.  
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For many e-Government processes it is essential to know if an electronic signature 
is legally equivalent to a handwritten signature. To facilitate this verification the EU 
Member States are obliged to publish a trusted list of certification service providers 
issuing qualified certificates. These trusted lists rely on the ETSI standard on Trust-
service Status List (TSL) [8].  

Existing signature verification applications do not support trust-service status lists 
(trusted certification service providers can only be configured manually) or they do 
not support them sufficient. In the present paper we show an efficient, adaptable and 
easy to use TSL enabled signature-verification application, which bases on the Aus-
trian component MOA-SP for signature verification.  

The remainder of this paper is organized as follows. In Section 2, we describe the 
legal and technical framework our solution bases on. Section 3 elaborates on the Aus-
trian component MOA-SP and other existing signature-verification applications. The 
subsequent Section 4 gives details about our develop library for processing and han-
dling trust-service status lists. In section 5 we show the integration of this library into 
MOA-SP including a requirement analysis, the extended architecture and extended 
process flows. Section 6 gives an evaluation of our solution and presents a survey of 
the implementation status of the different EU Member State trust-service status lists. 
Finally, we draw conclusions and discuss future work. 

2 Legal and Technical Framework 

2.1 Legal Background 

In 1999 the European Commission published the Directive on a Community frame-
work for electronic signatures, better known as the Signature Directive [7]. The Di-
rective includes a definition of different levels of electronic signatures and their legal 
effects. In particular it defines that an electronic signature is legally equivalent to a 
handwritten signature (Article 5), if the electronic satisfies following requirements: 

─ The signature must be an advanced electronic signature 
─ The signature must base on qualified certificate (QC) 
─ The signature must be created using a secure signature creation device (SSCD) 

In many e-Government processes such a ‘qualified signature’1 is a precondition for 
further processing. Especially in cross-border services2 the verification on qualified 
certificate and secure signature-creation device becomes difficult, as qualified certifi-
cate can only be issued by certification service providers, which are accredited or 
under supervision. To facilitate the verification of the status of certification service 
provides (and so the QC and SSCD property of an electronic signature), EU Member 

                                                           
1  The Signature Directive does not explicitly define the term qualified signatures. Nevertheless 

this term is often used in literature. 
2  For instance, it is of special interest for the cross-border identification and authentication of 

persons. See EU large scale pilots STORK (https://www.eid-stork.eu/) and 
STORK 2.0 (https://www.eid-stork2.eu/). 
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States are obliged to maintain a trusted list of certification service providers issuing 
qualified certificates.  

These trusted lists are implemented by the ETSI standard on Trust-service Status 
List (TSL). Additionally, to provide a single point of contact, the European Commis-
sion maintains and published a central trusted list (EU-TSL), which holds references 
to the different Member State trusted lists (MS-TSL).  

2.2 Trust-Service Status Lists 

Trust-service status lists (TSL) have been specified by ETSI [8]. The main objective 
is to publish information about the status of a trust-service provider in such a way 
“that interested parties may determine whether a trust service is or was operating 
under the approval of any recognized scheme at either the time the service was pro-
vided, or the time at which a transaction reliant on that service took place.” [8].  

The trust-service provider status includes information about the provider including 
whether the provider is or was acting under the scheme3 of a certain scheme opera-
tor4. In relation to electronic signatures, the EU-TSL holds status information about 
certification service providers, which are issuing qualified certificates under the 
scheme of a certain accredited or supervised body. 

The logical structure of a TSL consists of following four components: 

─ Information about the TSL and the scheme itself facilitating its identification 
─ Information about the trust service providers and whose services are within the 

scope of the scheme 
─ For each trust service provider: information about current status of each service 

operated by the provider (including the certificate which represents the particular 
service) 

─ For each service: information about historical status information 

For authentication purposes the whole TSL is signed. Additionally a TSL must be 
published in a human readable and machine processable form.  

3 Signature Verification Services 

Signature verification is often required in many processes and procedures. Therefore 
various tools and applications exist. In our survey on existing signature verification 
services, we are focusing on services, which have a strong cross-border context. Fol-
lowing services exist on a European level: 

                                                           
3  The TSL specification defines scheme as “any organized process of supervision, monitoring, 

approval or such practices that are intended to apply oversight with the objective of ensuring 
adherence to specific criteria in order to maintain confidence in the services under the scope 
of the scheme” [8]. 

4  I.e. it contains the current status and historical status information. Historical status informa-
tion is important to verify if a certification service provider was accredited or supervised at 
the issuing time of a certain qualified certificate. 
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─ SD-DSS5: The SD-DSS tool is commissioned by the European Commission. It 
supports the verification of electronic signatures formats according to the Commis-
sion Decision on establishing minimum requirements for the cross-border 
processing of documents [2]. Its focus lies on applications in the area of the EU 
Services Directive.  

─ PEPPOL signature verification: The EU large scale pilot PEPPOL developed a 
signature verification service6 with focus on public procurement processes in a 
cross-border context. 

─ SPOCS eDocuments verification: The EU large scale pilot SPOCS implemented a 
signature verification services as part of the validation and verification of electron-
ic documents. This service has been developed for use cases concerning the EU 
Services Directive, but is not limited to them. 

─ MOA-SP: The signature-verification service MOA-SP is part of the Austrian soft-
ware bundle MOA-ID/SP/SS7. The functionality is divided into three different 
modules, whereas MOA-SP enables the verification of XML, XAdES and CMS 
signatures8. MOA-SP is widely used in Austria, but also in other countries9 and in 
applications of the European Commission Authentication Service (ECAS)10. 

All of these verification services are licensed under the European Public License 
EUPL [3] and therefore freely available on the platform Joinup. 

4 TSL Implementation 

In this section we describe the TSL library which is used to download, parse and han-
dle the particular trust-service status lists. We give an overview about the architecture 
of the TSL library. In addition, we present detailed information about the main parts 
of our TSL library and finally we describe measures for TSL schema error-handling. 

4.1 TSL Library Architecture 

Figure 1 illustrates the architecture of the TSL library. The key component is the TSL 
Engine. It coordinates the TSL import and the certificate-extension verifications. 
These operations are implemented in sub-modules to achieve a modular architecture 
of the TSL library.  

                                                           
5  http://joinup.ec.europa.eu/software/sd-dss/home 
6  http://www.peppol.eu/peppol_components/esignature/esignature 
7  http://joinup.ec.europa.eu/software/moa-idspss/home 
8  The other components enable the creation of XML and XAdES signature on the server side 

(MOA-SS) and provide a unique identification and authentication of Austrian and foreign 
citizens as well as citizens using electronic mandates (MOA-ID). See [5] for details on these 
identification and authentication processes. 

9  As essential part of the STORK pilot applications:  
https://www.eid-stork.eu/pilots/index.htm 

10  https://webgate.ec.europa.eu/cas/ 
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Fig. 1. TSL library architecture 

The entire functionality which is required to import and verify the particular TSL 
information’s are implemented in the Import Module. The verified TSL information is 
stored in a structured format in a Database. Additionally, certificates (extracted from 
the TSL information) are stored in a local file system based Working Directory. All 
store and read functionality is encapsulated in the Storage Module. The Verification 
Module implements functionalities to verify certificate extensions depending on the 
information which is stored in the Storage Module. The benefit of this architecture is 
fast processing, due to the internal database and the separate certificate extension 
verifications (as they must be performed for each certificate validation during a signa-
ture verification process). 

4.2 TSL Library Sub-modules 

In this sub-section, we present detailed information about the Import Module and den 
Verification Module. 

Import Module 
A TSL import operation consists of several steps and therefore we split this operation 
into two modules. The two modules are the EUTSL Engine, which is used to down-
load, verify and import the EU TSL information and the MSTSL Engine which 
process the Member States TSLs. Figure 2 illustrates the process flow of a TSL im-
port operation. The following steps are performed after a Download TSLs request has 
been received: 

1. The TSL Engine initializes the database connection and setup the URL to EU trust-
service status list. 

2. Processing of the EU TSL: 
(a) The EU-TSL is downloaded and stored in the local working directory. 
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(b) Afterwards, the TSL gets validated (XML schema validation and verification of 
the applied TSL signature). 

(c) Finally, the pointers to the Member State TSLs are stored in the database and 
the signer certificates of the particular TSL are stored in the working directory. 

3. Processing of the Member State TSLs. This step is repeated for each Member State 
TSL11. 
(a) The MS-TSL is downloaded and stored in the local working directory. 
(b) Afterwards, the MS-TSL gets validated (XML schema validation and verifica-

tion of the applied TSL signature). 
(c) Finally, the TSL information and all extracted certificates are stored. 

4. In the last step, the import and validation errors are stored into the database and the 
database connection is closed. 

 

Fig. 2. Process flow: TSL import operation 

Verification Module 
The Verification Module is used to verify the QC or SSCD property of an electronic 
signature. This property check requires several steps and uses information from the 
local Database. Figure 3 shows the process flow of a verification of these properties. 

                                                           
11 Two modes of operation exit to import the Member State TSLs. Default mode of operation is 

sequential processing of the MS-TSLs. As an alternative, a parallel mode of operation is sup-
ported, which uses multi-threading to process all MS-TSLs simultaneously. 
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Fig. 3. Process flow: Signature extension check 

The following steps are performed after a CheckQC or CheckSSCD request has 
been received.  

1. Initialization of the Database access and selection of the certificate validation-
model. 

2. The certificate chain is sorted beginning with the end-entity certificate. 
3. Search for information in the TSL Database for every certificate in the chain.  
4. Select the critical extensions in the end-user certificate and the TSL information. 
5. Compare these extensions according the TSL criteria-list element.  
6. For every match extension, check if a QC or SSCD property exists 
7. Return the result. 

4.3 TSL Library Error Handling 

Actually only a few TSLs are strictly conform to the corresponding XML schema and 
therefore, a schema-validation error-handling becomes necessary (see also Section 6). 
During the TSL import operation, all validation error get logged and stored in the 
Database to obtain an overview of the current situation. The error handling can also 
be used to correct a subset of errors on the fly during the XML schema-validation 
process. If such a special defined error is found, a specific error-correction method is 
started to solve the fault and afterwards the strict XML schema validation is restarted. 
If a second error is found on the same place, then the TSL is rejected. The advantage 
of this solution is a combination of a strict XML schema validation which can be 
loosen for a specific subset of XML schema error.  

5 TSL Integration 

In this section we elaborate on the integration of the TSL library into the Austrian 
open source software module MOA-SP. In the following sub-sections we give a brief 



36 K. Stranacher, T. Lenz, and K. Lanz 

 

overview about the existing functionality of MOA-SP focusing on the certificate vali-
dation. Next we give requirements which have to be taken into consideration for the 
TSL integration. The last two sub-sections elaborate on the extended architecture and 
modified process flows in detail.  

5.1 Existing Functionality 

Figure 4 shows the architecture of MOA-SP. According to the general signature veri-
fication process, MOA-SP performs the core signature-verification and the following 
certificate validation. During the core signature-verification MOA-SP verifies the 
cryptographic validity of the signature (Core Signature Verification Unit) based upon 
the supported signature formats. The certificate validation-process (Certificate Valida-
tion Unit) verifies if the signer certificate is valid and performs following validations: 

─ Validation of the signer certificate itself. That means to verify if the certificate is 
timely valid (e.g. has not expired) or is not revoked (e.g. due to a key compromise). 

─ Built a certificate chain from the signer certificate up to a root CA12 certificate 
according to the PKI specification [6] and verify the validity of all certificates in 
this chain. 

─ Validation if a certificate of the chain matches a certificate in a defined trustprofile. 
Such trustprofiles are configured in the MOA-SP configuration and define a set of 
trusted certificates (=truststore). This last validation is very important to define 
which signer certificates are trusted. 

Only if all validation steps have a positive result, the whole certificate validation is 
positive. Actually this trustprofile mechanism only bases on manually added trusted 
certificates. In the following this mechanism is extended to support TSL. 

5.2 Requirements 

Basis for our requirement analysis have been the application operators and users of 
MOA-SP. Their needs and preconditions have been the leading factors for our analy-
sis. Here it was essential to find a trade-off between the widespread functionality of 
the TSL library and a still easy configurable and useable MOA-SP module. Our anal-
ysis led to following main requirements: 

─ Backward compatibility: MOA-SP is widely used. Therefore it is of high impor-
tance to retain the existing functionalities, especially for all application operators 
and users which do not need TSL support. This means in particular that current 
configurations and user interfaces must be still usable after the TSL integration. 

─ Minimal effort: The installation and configuration effort of the TSL functionality 
should be reduced to a minimum. At the same moment, really needed configuration 
options should be easily modifiable. 

─ Integration: The TSL support should fit well into the existing architecture of MOA-
SP and should allow an easy integration into existing applications. 

                                                           
12 CA is a certification authority, which issues certificates. 
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Based upon these requirements following section elaborates on the developed ex-
tended architecture.  

5.3 Extended Architecture 

Figure 4 illustrates the extended architecture and the extended trustprofile mechanism. 
The extended mechanism allows adding TSL support for trustprofiles (TSL-enabled 
trustprofiles). This means that TSLs can be used as an additional13 trust anchor during 
the certificate validation.  

Due to the wide range of functions of the TSL library, a TSL Wrapper has been de-
veloped following the KISS principle. This wrapper encapsulates the functionalities of 
the TSL library and provides specific methods, which are needed by MOA-SP. In addi-
tion, this wrapper provides an easy applicable interface for other verification services, 
which intends to use the TSL library functionalities. These interface methods are:  

─ Initialization: This method initializes the TSL library (creation and initialization of 
the TSL database, define a TSL working directory, etc.) 

─ Download: In this method the national TSLs are downloaded, parsed and the in-
formation in the TSL library is updated. 

─ Export: This method exports a set of CA certificates, whose CA issues qualified 
certificates and its certification service provider is under supervision or accredited. 

─ QC and SSCD Check: These last methods verify if the signer certificate is quali-
fied and if the signer signature has been created by the use of a secure signature-
creation device. 

 

Fig. 4. MOA-SP architecture (basic functionality and extensions) 

                                                           
13 I.e. in addition to optional, manually, added certificates. 
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5.4 Extended Process Flows 

Based upon the extended architecture, the process flows have been changed in case of 
a configured TSL support. In the following the modified process flows during the 
server startup and the certificate validation process are explained.  

Startup and TSL Unit Initialization 
During the server start MOA-SP performs different initializations based upon the 
MOA-SP configuration. The corresponding process flow (in case of TSL-enabled 
trustprofiles are configured) is illustrated in Figure 5 and consists of following 
process steps: 

1. After the server startup MOA-SP performs the non-TSL specific initializations 
based upon the configuration. 

2. Initialization of the TSL Unit, e.g. definition of database location. 
3. Update of the TSL-enabled trustprofiles: 

 

(a) Download of the actual national TSLs via the EU-TSL. 
(b) Parsing the TSLs and update of the information in the database. 
(c) For each TSL-enabled trustprofile:  

 

(i) Export all CA certificates matching the properties defined in the MOA-SP 
configuration (i.e. CA certificate from all or only selected countries) 

(ii) Update of the truststore, i.e. storing the exported certificates in the 
truststore. 

In addition, the update of the TSL-enabled trustprofiles is executed on a regular basis. 
The update interval is adjustable via the configuration. 

 
Fig. 5. Process flow: startup and TSL unit initialization 
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Signature Verification and TSL Based Certificate Validation 
Figure 6 shows the process flow for verifying a signature based upon a TSL-based 
trustprofile. After receiving a VerifySignatureRequest following process steps are 
performed: 

1. MOA-SP performs the cryptographic signature verification. 
2. The Certificate Validation Unit builds the certificate chain and verifies the validity 

of all certificates. 
3. Via the TSL Unit it is verified if the signer certificate is qualified and if the signa-

ture has been created using a secure signature creation device. 
4. Finally MOA-SP consolidates all verification and validation results and returns a 

VerifySignatureResponse. 

 

Fig. 6. Process flow: Signature verification and TSL based certificate validation 

6 Evaluation and Survey 

In this section we evaluate our implementation in a real life environment. Afterwards, 
we discuss issues arising from the use of trust-service status lists and finally we illu-
strate some actual TSL issues.  

6.1 Evaluation 

In Austria, a Web based signature-verification tool [11] has been developed which is 
in common use and enables the verification of different document and signature for-
mats. This tool uses MOA-SP in the backend for the core signature-verification. Thus 
we decided to evaluate our solution within this application. For the evaluation the 
automatic test-framework, which is a part of the Web based signature-verification 
tool, is used to verify the electronic signatures of a wide range of signed documents. 
For our tests, we use a set of 99 documents which are signed with certificates from 15 
European countries. As basic principle for this evaluation, we use the same MOA-SP 
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configuration which is also in use in the productive application. Figure 7 illustrates 
the certificate validation result, if no TSL information is used. Actually more the 60 
per cent of the documents failed the verification process, because no valid certificate 
chain14 can be determined.  

If we use the MOA-SP module with TSL support, then the certificate validation-
result shows a clearly better result (see Figure 8). By using information from the 
TSLs, the verification results are much better, because valid certificate chains can be 
determined by using the adding information for the TSL. Thus, from a functional 
view TSLs are beneficial for certificate validation. Nevertheless, correct verification 
results strongly depend on valid trust-service status lists, which are issued by the re-
spective Member States. However, there are still problems with valid Member States 
TSLs because actually more than three quarters of them have structural flaws. 

 

Fig. 7. Certificate validation without using TSL information (as at 04.06.2013) 

 

Fig. 8. Certificate validation with TSL information (as at 04.06.2013) 

                                                           
14 Not valid in terms of no trust anchor has been found. 
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6.2 TSL Usage Issues 

Actual, only seven of 27 currently available Member State TSLs have no structural 
flows15. To overcome these problems we use the error handling and correction func-
tionality, which is described in section 4.3. Figure 9 illustrates the distribution of 
TSLs, which we actually can handle with the TSL library depending on the errors 
which we found. Actually, we reject six Member State TSLs16, because they have 
serious schema issues, such as missing XML elements, or the XMLDsig signature of 
the TSL cannot be verified.  

Actually, we accept 14 Member State TSLs after an error correction is performed. 
The following enumeration illustrates the structural flaws which must be corrected. 

• The XMLDsig signature can be verified but uses an XML transformation which is 
not allowed, according to the TSL standard [8]. This error can be corrected for ten 
Member State TSLs17. 

• Deletion of some characters, like hyphens, which are included in front of or after 
XML elements. This error can be corrected in three Member State TSLs18. 

• Solve problems with an incorrectly used XML xsd:ID type. This error can be cor-
rected in three Member State TSLs19. 

 

Fig. 9. Distribution of TSLs used in our implementation according to their validation flaws (as 
at 04.06.2013) 

                                                           
15 AT, BE, CZ, FI, HU, LI, LU. 
16 BG, DE, DK, EE, MT, RO. 
17 CY, ES, FR, LT, LV, NL, PL, PT, SE, SI. 
18 GR, IT, PL. 
19 CY, LV, NL. 
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7 Conclusions 

Signature verification is essential for many e-Government processes. Especially the 
recognition of electronic signatures based on a qualified certificate and a secure signa-
ture creation device is of high importance. In this paper we have presented a trust-
service status list based signature verification enabling the recognition of ‘qualified 
signatures’. We have demonstrated the practical applicability, flexibility and efficien-
cy of our presented solution. Our application is able contribute to a higher volume of 
interoperable cross-border service. 

Our developments will be incorporated into the new release of the component 
MOA-SP. The publication of this release is planned for the third quarter of this year. 

Nevertheless, our survey on the status of the different national trusted lists has 
shown that in some cases the trusted list of certain Member States is inconsistent or 
contains shortcomings. The quality of the trusted list of the affected Member States 
should be improved to guarantee a higher interoperability for cross-border services. 
This has been recognized by the European Commission, which currently elaborates 
on an amendment of the European Commission Decision 2009/767/EC. Most likely 
this amendment includes a common template for the “Trusted List of super-
vised/accredited Certification Service Providers". 
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Abstract.  Identity management plays a key role in e-Government. Giving the 
increasing number of cloud applications, also in the field of e-Government, 
identity management is also vital in the area of cloud computing. Several cloud 
identity models have already emerged, whereas the so-called “Identity as a Ser-
vice”-model seems to be the most promising one. Cloud service providers cur-
rently implement this model by relying on a central identity broker, acting as a 
hub between different service and identity providers. While the identity broker 
model has a couple of advantages, still some disadvantages can be identified. 
One major drawback of the central identity broker model is that both the user 
and the service provider must rely on one and the same identity broker for iden-
tification and authentication. This heavily decreases flexibility and hinders 
freedom of choice for selecting other identity broker implementations. We  
bypass this issue by proposing a federated identity as a service model, where 
identity brokers are interconnected. This federated identity as a service model 
retains the benefits but eliminates the drawbacks of the central cloud identity 
broker model. 

Keywords: Cloud Computing, Identity as a Service, Federated Identity as a 
Service, Identity Broker, Identity Management. 

1 Introduction 

Electronic identity management [1] is the key enabler for reliable identification of 
users, which is essential in e-Government applications. The main tasks of identity 
management comprise secure management of identities, management of attributes 
corresponding to identities in a specific context, and identification and authentication 
processes [2]. Identification of users is a main requirement for many applications, 
especially for those which are processing confidential or sensitive data.  

Numerous identity management initiatives and systems exist since many years.  
In the enterprise sector, directory services such as LDAP (Lightweight Directory 
Access Protocol) [3] or Kerberos [4] are still present. Within the Web, systems or 
standards such as the Security Assertion Markup Language (SAML) [5], the Liberty 
Alliance Project1  (that evolved to the Kantara initiative 2 ) or Shibboleth 3  gained  
                                                           
1  http://www.projectliberty.org 
2  http://kantarainitiative.org 
3  http://shibboleth.net 



44 B. Zwattendorfer, K. Stranacher, and A. Tauber 

 

increased popularity, to just name a few. Also a couple of research projects covered 
the topic on identity management, e.g. FIDIS4, PRIME5 and PrimeLife6, or PICOS7.  

Secure identity management also plays an important role for governments. Many 
European countries have already national eID solutions to be used in public or private 
sector applications in place since years [6]. Additionally, within Europe the project 
STORK8 successfully piloted secure identification and authentication across borders 
using various national eIDs. Those results are further taken up by its successor project 
STORK 2.09, which started in 2012. In relation to that, the USA introduced its “Na-
tional Strategy for Trusted Identities in Cyberspace”10 (NSTIC), which aims on the 
creation of a secure and trusted identity ecosystem in the US. 

In most electronic identity management systems, identity providers are the means 
of choice for identification of users and authentication at the service provider. Identity 
providers are usually an essential entity within an identity model. We briefly intro-
duce traditional identity models for central, user-centric, or federated approaches in 
Section 2. 

Given the increasing number of cloud applications, also in the field of e-
Government, identification of users gains also more and more importance in the field 
of cloud computing. Hence, different cloud identity models have already been defined 
to cover new requirements particularly relating to cloud computing. The main distinc-
tive criterion between these cloud identity models is the entity, which operates the 
identity provider in relation to the cloud application. We overview these cloud identi-
ty models in Section 3. Thereby, the so-called “Identity as a Service”-model [7] speci-
fies the very cloud identity model, which takes best advantage of the cloud computing 
paradigm. In this model, the identity provider is fully operated in the cloud. This al-
lows for a separation between cloud service providers, which host and operate the 
application, and cloud service providers, which host and operate the identity provider. 
Therefore, this model is currently the most promising identity model for cloud-based 
identity management.  

Based on the “Identity as a Service”-model, a couple of so-called cloud identity 
brokers have already emerged. The identity broker model consists of a central identity 
broker in the cloud, which acts as a hub between various service and identity provid-
ers. The benefit of this approach is decoupling the service provider from multiple 
identity providers, which in fact facilitates identity management.  

Nevertheless, the cloud identity broker model has one major drawback, which has 
not been solved yet. Users and service providers must rely on the same central identi-
ty broker for identification and authentication, if this model is applied. Obviously, this 
causes strong dependencies on the availability and functionalities of the identity bro-
ker. To overcome this issue, we present a new identity model for the cloud relying on 

                                                           
4  http://www.fidis.net 
5  https://www.prime-project.eu 
6  http://primelife.ercim.eu 
7  http://www.picos-project.eu/ 
8  https://www.eid-stork.eu/ 
9  http://www.eid-stork2.eu/ 
10  http://www.nist.gov/nstic 
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a federated approach between multiple identity brokers. This federated identity as a 
service model retains the benefits, but eliminates the drawbacks of the cloud identity 
broker model.  

The remainder of this paper is structured as follows. In Section 2, we describe tra-
ditional identity models and their basic approaches. Section 3 elaborates on existing 
cloud identity models and classifies them. The subsequent Section 4 introduces the 
centralized cloud identity broker model based on the “Identity as a Service” approach 
of Section 3. In Section 5, we present our idea of a federated identity as a service 
model. Finally, we draw conclusions including future work. 

2 Traditional Identity Models 

Identification and authentication are by far no new issues, thus several different iden-
tity management systems have evolved [8]. In most identity management systems, 
user identification and authentication at a service provider is carried out via a so-
called identity provider. Such an identity provider is responsible for user authentica-
tion and transferring user’s identity and authentication data to the requesting service 
provider. Not all systems follow the same methodological approach. For instance, 
some systems store identity data centrally, whereas other systems follow a federated 
approach. In this section we briefly describe three types of traditional identity models 
(central, user-centric, and federated approach) based on the work of Palfrey and Gass-
er [9]. Distinction criteria are the storage location of identity data (i.e. central data-
base, user domain, or distributed storage). Each of these three models has its specific 
characteristics. One may have advantages on privacy and user control, another one on 
scalability. This classification of identity models can also be found in [10]. However, 
also other classification approaches such as by Alpár, Hoepman, and Siljee [11] exist. 

2.1 Central Approach 

In the central identity model identity data are stored in a central database at the ser-
vice provider or the identity provider. Before being allowed to use a service, users 
usually have to register.  This registration has to be done at an affiliated identity pro-
vider. Once registered, the identity data are managed and stored in central repositories 
in the identity provider’s domain. When accessing a certain service or application at a 
service provider, the user must have been successfully authenticated at the identity 
provider before. After that, the identity provider forwards the identity data to the ser-
vice provider. In this approach, the user has no control anymore on which data are 
stored or actually transmitted to the identity information requesting service provider.  

2.2 User-Centric Approach 

In the user-centric model, the user herself always remains the owner of her identity 
data. Identity data are managed and stored within the user’s domain (e.g. on a smart 
card) and are transferred to a service provider only if the user explicitly gives her 
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consent. Using this approach, a direct communication channel between the user and 
the service provider can be achieved and end-to-end security without involving third 
parties can be guaranteed.  

2.3 Federated Approach 

In this model, user or identity data are distributed across various identity providers, 
which have a trust relationship amongst each other. Such trust relationships are usual-
ly established on organizational level, whereas enforcement is carried out on technical 
level. Commonly, the data repositories of the individual identity providers are linked 
and data can be easily exchanged. In most cases, data exchange takes place based on 
an agreement of a common identifier for a certain user. 

3 Cloud Identity Models 

Identification and authentication are not less important in the area of cloud compu-
ting. Many e-Government applications are being migrated into the cloud [12] because 
of cost benefits and higher scalability. Hence, also new cloud identity models, which 
are tailored to the needs of cloud computing, have emerged. For example, Gopala-
krishnan [13] or Cox [14] classify such cloud identity models in their publications. 
Classification criteria are mainly how and where identities are managed.  

Gopalakrishnan concludes that three different identity management patterns in the 
cloud can be distinguished. Within the first identity management pattern (Trusted 
IDM Pattern), the identity management system is running within the trusted domain 
of the cloud provider, which is also hosting the application to be secured by the iden-
tity management system. According to her remarks, this pattern is intended for small-
er and less scalable cloud models, such as private clouds. In contrast to that, the 
second identity management pattern (External IDM Pattern) is intended for public 
clouds, which have high scalability. In this pattern, the identity management system is 
external to the cloud provider’s domain. Identity data and attributes are provisioned 
through a well-defined protocol, such as SAML [5]. The last and most flexible pro-
posed identity management pattern is the so-called Interoperable IDM pattern. In this 
pattern, a central identity management system is capable of various authentication 
technologies and is serving multiple identity consuming service providers. 

Cox focuses on public clouds in his identity model classification. In his opinion, 
identity management in private clouds is obvious, as the identities are managed by the 
private cloud’s organization on their own and no trust relationship to external provid-
ers is required. He actually defines four different models and particularly pays atten-
tion for provisioning and de-provisioning of users or identities, respectively. In the 
first model, the cloud service provider generates and manages the identities for the 
enterprise. There is no external connection to e.g. an enterprise data source. The 
second model of Cox deals with synchronization. Thereby, the identity management 
system of an enterprise is synchronized with the user management of the cloud ser-
vice provider. In the third model, identities are federated. This means that identities 
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are still managed by the enterprise but are consumed by the cloud service provider. 
Similar to the Interoperable IDM pattern of Gopalakrishnan, Cox proposes a unified 
model implementing features of the three other described models as a fourth identity 
model for the cloud. 

Also Goulding [15] classifies such cloud identity models in his whitepaper. The 
models are based on three use cases. The first model serves the use case of extending 
the enterprise identity management system up to the cloud. The second model deals 
with the use case of securing cloud services with an enterprise identity management 
system. In the third model, identity services are delivered to various applications 
down from the cloud. 

In addition to those classifications, also the Cloud Security Alliance (CSA) [16] 
discusses three identity architectures for the cloud. In the so-called “hub-and-spoke”-
model identities are managed by a central broker or proxy, which serves multiple 
identity and service providers. In the “free-form”-model, the service provider itself is 
responsible for managing several and disparate identity providers. The third model 
described by the CSA constitutes a hybrid model, which synthesizes advantages of the 
hub-and-spoke model and the free-form model. 

In the following, we take the different identity models described before as a basis 
and classify three cloud identity models, which have already been deployed in several 
cloud computing environments. In addition, we list advantages and disadvantages of 
the individual model. 

3.1 Identity in the Cloud 

The “Identity in the Cloud”-model constitutes the simplest cloud identity model. In 
this model, the cloud service provider, which hosts the cloud application, also acts as 
identity provider. This means that the cloud service provider has its own user man-
agement, which is used for identification and authentication at its cloud applications. 
Hence, identity data are stored in the cloud. Fig. 1. illustrates the “Identity in the 
Cloud”- model. 

 

Fig. 1. Identity in the Cloud 
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This model can be seen as a special case of the traditional central identity model 
described in section 2.1, where the identity provider and service provider define the 
same entity for this cloud case. This model has been also discussed by Gopalakrish-
nan [13] or Cox [14]. Typical practical and already deployed examples of this model 
are the cloud service providers Google or Salesforce.com. Both cloud service provid-
ers host, maintain, and offer their own user management for their Software as a Ser-
vice (SaaS)11 applications. 

The advantage of this cloud identity model is that organizations can just rely on the 
existing user management of the cloud service provider. This saves costs and main-
tenance efforts as no separate user management is required and accounts are created 
and maintained directly at the cloud service provider, which also hosts the organiza-
tion’s applications. However, this transfer of responsibility to the cloud service  
provider means also less control for the organization on identity and user data. Addi-
tionally, transfer of identity data to the cloud service provider or synchronization (e.g. 
as discussed by Cox [14]) cannot be easily achieved, because the cloud service pro-
vider might rely on different data models in its storage systems. 

3.2 Identity to the Cloud 

The “Identity to the Cloud”-model actually puts the traditional central identity model 
of section 2.1 into the cloud domain. In the traditional case, the user management is 
outsourced by the service provider to an external identity provider. The only differ-
ence in the cloud identity model is that the service provider is cloud-based and not 
only simply web-based. In addition, we assume that the identity provider is not cloud-
based equally as in the traditional model. We will consider the scenario of a fully 
cloud-based identity provider in the next Section 3.3. However, Fig. 2 illustrates the 
“Identity to the Cloud”-model. 

 
Fig. 2. Identity to the Cloud 

                                                           
11  Software as a Service (SaaS) constitutes a cloud computing service model, where software is 

provided as a service by a cloud service provider to customers. 
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The identity provider is responsible for the complete user management, such as 
provisioning or de-provisioning of identities, user authentication, etc. The cloud ser-
vice provider is responsible for the cloud application only and just consumes identity 
data or information respectively from the identity provider. In other words, identity 
data is transferred to the cloud. Transfer of identity data between the identity and the 
cloud service provider is usually carried out based on well-defined interfaces and 
standardized protocols. Such protocols dealing with the secure exchange of identity 
and authentication data are e.g. SAML [5], OpenID12, or OAuth13.  

Many existing cloud service providers, in particular public cloud providers such as 
Google or Salesforce.com, rely on such interfaces or protocols for external identity 
provisioning. For instance, both mentioned cloud service providers rely on SAML and 
OpenID for their identity provisioning or so-called Single Sign-On (SSO) interfaces. 
In contrast to Salesforce.com, Google additionally allows external authentications via 
OAuth. The use of such interfaces does not only allow the implementation of the tra-
ditional central identity model, but moreover enables the application of the federated 
identity model described in section 2.3. 

When applying this model, advantageous is the possibility to re-use existing identi-
ty management systems (e.g. an internal identity management system of an organiza-
tion or enterprise) for external identification and authentication at cloud providers and 
cloud services. In contrast to the previous model (Identity in the Cloud), no new user 
management at the cloud service provider or any migration to the cloud service pro-
vider is required. While the application or service is operated in the cloud, the user 
management stays under full control of the individual organization. In contrast to that, 
an issue might be interoperability (e.g. technical or semantic interoperability). Many 
cloud service providers, which offer SSO interfaces for external identification or iden-
tity federation, rely on standardized protocols. Although standardized protocols 
should actually guarantee technical interoperability, the implementations of such pro-
tocols may have a different behavior, as shown in [17]. In addition, the respective 
cloud service provider might not support the desired identity protocol for external 
authentication, which could cause additional implementation efforts and costs at the 
organization’s or enterprise’s site. Semantic interoperability constitutes another issue, 
as user attributes of the external identity provider might not be understood by the 
cloud service provider. Hence, a thorough attribute mapping between the identity 
provider and the cloud service provider is required. 

3.3 Identity from the Cloud 

Within the third introduced cloud identity model identities are provided from an iden-
tity provider, which fully resides in the cloud. In fact, identities are provided as a 
service from the cloud. Therefore, the proposed model can also be seen as an “Identity 
as a Service”-model [7]. Fig. 3 illustrates the so-called “Identity from the Cloud”-
model. 

                                                           
12  http://openid.net 
13  http://oauth.net 
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Fig. 3. Identity from the Cloud 

In this model, both the identity provider and the application are operated in the 
cloud. Contrary to the “Identity in the Cloud”-model of Section 3.1, the identity pro-
vider need not necessarily be operated by the same cloud service provider that also 
hosts the application. Needless to say that still just one cloud service provider can 
operate both, the identity provider and the application. However, the precondition is 
that the user management of the identity provider is separated from the application’s 
cloud service provider. 

Basically, this cloud identity model is independent of the underlying cloud dep-
loyment or operational model. In fact, this “Identity as a Service”-model can be oper-
ated in a public, private, or community cloud. Due to the interconnection of different 
cloud deployment models (the cloud model used for operating the identity provider 
might be different than the cloud model for hosting the application), this cloud identi-
ty model can also be seen as hybrid cloud model. However, although within the illus-
trating Fig. 3 only cloud applications are shown acting as identity consuming services, 
this “Identity as a Service”-model can also be applied to traditional web-based appli-
cations of service providers. 

Besides cost advantages and less maintenance efforts due to the outsourcing of 
identity management tasks into the cloud, the main advantage of this model is the 
separation of the cloud service providers. I.e., the cloud service provider for the appli-
cation is usually different to the cloud service provider acting as identity provider. 
This allows organizations or enterprises an individual selection, which service provid-
er they are going to trust to host and maintain their user management. A requirement 
for selecting a particular cloud service provider to act as identity provider might be, 
for instance, specific data protection regulations, such as enforcement that sensitive 
data is only allowed to be stored in selected or specific countries. Disadvantages of 
this model are, however, the need to move identity data into the cloud and thus trust a 
third party (the cloud service provider) for the user management. Furthermore, al-
though complexity is decreased due to the take up of management tasks through the 
cloud service provider, organizations or enterprises need to think about how identity 
data can be easily transferred to this cloud service provider. 
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4 The Cloud Identity Broker Model 

The “Identity as a Service”-model seems to be a promising concept for identity man-
agement in the cloud. In the previous section, we provided a more general view on 
this model, just illustrating the basic idea that identities are provided from the cloud. 
However, according to the Cloud Security Alliance [16] or Huang et al. [18] this 
“Identity as a Service”-model can be more seen as an identity broker model. This 
means that the identity provider in the cloud, which provides identities as a service, 
acts as central identity broker between various other identity providers and several 
service providers. In other words, the cloud identity provider plays some kind of hub 
between multiple service and identity providers [16]. Fig. 4 gives a more detailed 
view on the “Identity as a Service” model with central identity broker functionality. 

 

Fig. 4. Identity as a Service using a central Identity Broker 

The main idea of this model is to decouple the service provider from multiple iden-
tity providers. Hence, instead of having multiple dependencies to various identity 
providers, only one strong dependency to the identity broker is given. This has further 
advantages, both on technical and organizational level. On technical level, the service 
provider only needs to implement the communication protocol to the identity broker 
and thus can ignore specific protocols of the individual identity providers. To lower 
the implementation efforts for service providers, the identity broker can offer standar-
dized and well-established interfaces and protocols for secure data exchange (e.g. 
SAML, OpenID, etc.), where service providers can easily connect to. On organiza-
tional level, the strength of this model is aggregating multiple different trust relation-
ships between service and identity providers to just one, namely between the service 
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provider and the identity broker. The identity broker now takes over these various 
trust relationships with the individual identity providers. In other words, the trust 
relationship between the service provider and the identity provider is brokered 
through the cloud identity broker. Having just one trust relationship simplifies the 
contractual model for the service provider. Needless to say that this centralized model 
has one general drawback. If the identity broker breaks down, users are cut off service 
provisioning. Nevertheless, this risk is not specific to this model and can be found in 
several other identity models, where identification and authentication are outsourced 
to an external entity. 

The identity broker model is not new and has already been implemented and dep-
loyed by several organizations. For instance, the Cloud SSO14 product of Intel consti-
tutes a ready implementation. Intel Cloud SSO offers strong user authentication and 
connectivity to different identity stores and more than 100 external Software as a 
Service (SaaS) applications. For achieving that, Intel Cloud SSO relies on existing 
federation interfaces provided by the different SaaS vendors. Another implementation 
of the identity broker model constitutes the results of the SkIDentity project15. SkI-
Dentity especially focuses on eIDs, providing secure access to cloud services by sup-
porting various types of eIDs. Hence, the SkIDentity implementation might also be 
interesting for e-Government adoption. In contrast to Intel Cloud SSO, for identity 
provisioning SkIDentity requires a special connector module to be installed at the 
cloud service provider. Other products implementing the identity broker model are 
e.g. RadiantOne’s Cloud Federation Service16, McAfee’s Cloud Identity Manager17, 
VMWare’s Horizon18, or Fugen’s Cloud ID Broker19. 

Although we have identified several benefits of this model, still some drawbacks 
can be found. One major drawback is that users and service providers must rely on the 
same central service, the identity broker. This means that both the service provider 
and the user must have a trust relationship with the same authenticating authority. In 
terms of trust, this model is similar to the traditional central identity model (see Sec-
tion 2.1), which uses a pairwise trust model as described in [19]. Brokered trust only 
comes into play between the service providers and the different identity providers. 

In addition, another disadvantage is that both the service provider and the user are 
more or less dependent on the functionality and features of the identity broker. For 
instance, on the one hand service providers are dependent on the interfaces the identi-
ty broker supports. If the identity broker suddenly quits the support of a particular 
interface, the service provider is cut off of any identity service and requires much 
effort for implementing another supported interface. On the other hand, users are 
dependent on the type and number of identity providers the identity broker supports. 
If a user wants to authenticate at a specific identity provider, which has no affiliation 

                                                           
14  http://www.intelcloudsso.com 
15  http://www.skidentity.com 
16  http://www.radiantlogic.com/products/radiantone-cfs 
17  http://www.mcafee.com/uk/products/cloud-identity-manager.aspx 
18  http://www.vmware.com/products/desktop_virtualization/ 

horizon-application-manager/overview.html 
19  http://fugensolutions.com/cloud-id-broker.html 
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with the identity broker, or if a user wants to use a particular authentication mechan-
ism, which is not supported by the identity broker, accessing the service provider 
becomes impossible. In other words, the user has actually no real free choice which 
identity provider to use and is dependent on the support of the identity broker.  

To bypass these disadvantages, we propose a new identity model for the cloud. 
This new model relies on a federated approach between multiple identity brokers. We 
will discuss this federated identity broker model or federated identity as a service 
model in more detail in the next section. 

5 Federated Identity as a Service Model 

A federated identity as a service (or federated identity broker model) solves the issue 
on being dependent on just one and the same identity broker for both, the service 
provider and the user. In this federated model, users and service providers do not need 
to rely on the same identity broker as authenticating authority. Both can actually con-
tract their individual identity broker of choice, which offers greater flexibility. In 
addition, the individual identity broker can easier respond on individual requirements, 
either from the user or the service provider. Such requirements might be some local or 
domestic regulations specific to a country. This means for example, a user can rely on 
her desired identity broker, which acts compliant to such local or national regulations. 
Although there is no direct trust relationship between the user and the affiliated identi-
ty broker of the service provider, due to identity broker federation the user is still able 
to authenticate at the service provider. Fig. 5 illustrates this federated identity as a 
service model. 

 

Fig. 5. Federated Identity as a Service Model 
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In this federated model it is possible that the service provider has a contractual re-
lationship with identity broker 1, whereas the user has a contractual relationship with 
identity broker 2. In addition, both identity brokers have some kind of trust and con-
tractual relationship amongst each other. Hence, this model fully features the brokered 
trust model according to [19] across multiple identity brokers. 

Having a closer look at the information and process flow, in a first step the user 
contacts a service provider by stating that she wants to consume a protected resource. 
For accessing this protected resource, proper identification and authentication is re-
quired. The service provider has a contractual and trust relationship with identity bro-
ker 1. However, the user only has a contractual and trust relationship with identity 
broker 2, which supports – in contrast to identity broker 1 -  the identity provider the 
user actually wants to use for authentication. To use this intended identity provider, in 
a next step the user is forwarded to her affiliated identity broker 2. After that, identity 
broker 2 initiates the identification and authentication process with the desired identi-
ty provider. The user provides appropriate credentials for successful authentication at 
the desired identity provider. If authentication was successful, identification and au-
thentication data will be transmitted to identity broker 2. Subsequently, identity bro-
ker 2 forwards the user’s identity and authentication data to identity broker 1, which 
in turn transmits these data to the service provider. Based on the received data, the 
service provider either grants or denies access to the protected resource. 

In this model, there are three communication channels (cf. Fig. 5) where identity 
data are transferred, namely between 

1. Identity Provider and Identity Broker 2 
2. Identity Broker 2 and Identity Broker 1 
3. Identity Broker 1 and Service Provider 

The communication channels 1 (between identity provider and identity broker 2) and 
3 (between identity broker 1 and service provider) can be covered by existing identity 
protocols, such as SAML, OAuth, etc. However, for communication channel 2 (be-
tween identity broker 2 and identity broker 1) it must be investigated whether existing 
protocols might be sufficient or whether new protocols need to be developed. 

In the following, we list some requirements that must be fulfilled to set up and 
build such a federated identity as a service model. Thereby, we distinguish the re-
quirements based on five different aspects (functional, technological, organizational, 
legal, and business aspects). 

5.1 Functional Requirements 

For such a system, the support of basic identity management functionality such as 
registration, collection and proofing of attributes, credential management, or claims 
issuance and transformation by the different identity brokers are required. In addition, 
the vision is to not only support natural persons, but also legal persons such as com-
panies or governments as users. This support might also enable person to person 
transactions (e.g. two natural persons are exchanging identity data via this network), 
without involving a service provider in between. 
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In particular, the framework should be designed user-centric (information control 
remains with the individual) and should be claims-based. User-centricity means that 
in every transaction the user always has maximum control over her personal data. The 
use of claims instead of attributes particularly preserves privacy. By using claims, 
only the minimum set of personal data required may be disclosed. In addition, single 
sign-on (SSO) should be supported to allow seamless authentication between various 
service providers without re-authentication or any further interactions. Finally, the 
network should be simple to use and especially transparent and auditable to allow for 
compliance with legal regulations.  

5.2 Technological Requirements 

As a main technological requirement, the proposed framework should be secure and 
should automatically preserve users’ privacy. In addition, the brokered trust pattern 
should be modeled accordingly at technological level. This implies the implementa-
tion of a proper trust protocol. 

Furthermore, the technological framework should build upon existing infrastruc-
tures and rely on open standards wherever possible. Application programing interfac-
es (APIs) should be provided to adopt further applications and business models.  
Finally, the technical implementation of such a framework should be location inde-
pendent and agnostic of the user’s client used for accessing the network. 

5.3 Organizational Requirements 

The use of open standards constitutes also an important organizational requirement 
because it facilitates interoperability between network entities. Moreover, if possible, 
existing standards should be relied on instead of developing new ones. 

A reliable trust framework and meta model needs to be taken up or defined to en-
sure interoperability between different entities, such as identity brokers. Especially, 
on semantic level, regulations or guidelines should be defined. This particularly in-
cludes a common understanding on identity attributes or claims, which are trans-
ferred. Additionally, a common understanding on used authentication mechanisms, 
e.g. authentication assurance levels as defined in STORK [20], is required. Further-
more, data verification processes need to be defined. 

5.4 Legal Requirements 

Especially for national identity management systems, compliance with data protection 
laws or regulations defines an essential requirement. For instance, when supporting 
national eID solutions, the identity brokers must act compliant to any specific national 
law or regulation. This requirement might involve not only one but several laws and 
regulations. However, data protection will be one of the most important legal re-
quirements to suffice. In addition, legal requirements might also include the support 
of special contracts, certifications, or terms of use according to national laws. 
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5.5 Business Requirements  

Entering and the use of this identity management network in the cloud will probably 
be not free of charge. Therefore, appropriate accounting and pricing models need to 
be developed. Moreover, incentives must be generated to involve businesses to partic-
ipate in such a network and to cooperate. During business model generation, focus 
should also lie on the re-use of existing infrastructure and API provisioning for further 
business generation. 

6 Conclusions 

Identity management and the processes of identification and authentication are essen-
tial when protected applications or resources need to be accessed. Identity manage-
ment is of particular importance in e-Government. While identity management does 
not define a new topic, identity management in the cloud brings up new challenges. 
Traditional identity models have already been transferred to the cloud, hence different 
cloud identity models have emerged. Depending on the cloud identity model, identity 
data are either provided in the cloud, to the cloud, or from the cloud. The most prom-
ising cloud identity model is the “Identity from the Cloud”-model, which can also be 
called “Identity as a Service”-model. As the name already indicates, identities are 
provided from a cloud service provider as a service. Current implementations of this 
model rely on the so-called identity broker model, where a central identity broker acts 
as a hub between several identity and service providers. While this model has a 
couple of advantages, also one major drawback can be identified. Both the user and 
the service provider must rely on the same identity broker during an identification and 
authentication process, which causes strong dependency on the central identity bro-
ker. To bypass this issue, we proposed a federated identity broker model (federated 
identity as a service model), which guarantees freedom of choice on the desired iden-
tity broker for the user and the service provider. Furthermore, we listed requirements 
(functional, technological, organizational, legal, and business requirements) that must 
be taken into account when setting up and implementing such a federated identity 
broker approach. 

Future work will include further research on how these requirements can be ful-
filled for setting up such a federated identity broker model. In more detail, this will 
include research on the required trust framework and the transport protocol required 
for secure message and data exchange between identity brokers. 
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Abstract. This paper introduces a method using ontology matching for com-
pliance checking on higher education processes. The main goal of our approach 
is to transform business processes into process ontologies in order to apply on-
tology matching procedure to restructure the business processes. The „concep-
tual models - ontology models” converter maps the Business Process Modeling 
elements to the appropriate Ontology elements in meta-level. We have created 
an evaluating algorithm of the structured report resulted by the ontology match-
ing process. Having processed the report, we can gain such information, which 
facilitate to plan action to restructure our current process.  

Keywords: semantic business process management, ontology matching, higher 
education, compliance check. 

1 Introduction 

One assumption of sustaining competitive edge of an economy is to transfer and use 
of relevant knowledge to the right place and in the right time. It means to overcome 
the barriers to mobility and to create a competitive education area. The financial crisis 
emphasized the importance of higher education in qualifying students in the light of 
the needs of labor market and „creating and maintaining a broad, advanced know-
ledge base and stimulating research and innovation” [1]. 

The Hungarian government has recognized that there is a mismatch between the 
learning outcomes of higher education qualifications and the competences required by 
companies. So the Hungarian higher education reform taking place in nowadays 
wants to rationalize qualification obtained in the higher education in the light of re-
quirements of the world of labor. [2] 

The actual economic status of the Hungarian higher-education institutions implies 
a compliance checking on their institutional processes. This paper introduces a me-
thod using ontology matching for compliance checking on higher education 
processes. In our approach the business process modelling and some part of the ontol-
ogy-based methodology is mixed to ground a solution for this kind of compliance 
checking (see in Section 2). The applicability of our solution is presented through the 
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student application handling use case because it is a resource-intensive and time-
consumed process. Our solution starts with building the actual business process model 
and the ideal business process model (see in Section 3.1). The ontology approach 
gives unified view about these processes, so these models are transformed into ontol-
ogy in Section 3.2. The discrepancies between the structures of these processes reveal 
problem areas for decision makers, so an ontology matching procedure is executed on 
these ontologies in Section 3.3. The last section contains conclusions and outlook. 

2 Theoretical Background 

2.1 BPM, SBPM 

Business processes ought to perform well within dynamically changing organizational 
environments. The main challenge in Business Process Management (BPM) is the 
continuous translation between business requirements view on the process area and 
the actual process area. It can be expected that Business Process Management will 
only come closer to its promises if it allows for a better automation of the two-way 
translation. Semantic Business Process Management (SBPM) is a new approach of 
increasing the level of automation in the translation between these two levels, and is 
currently driven by major players from BPM, and Semantic Web Services domain. 
The core paradigm of SPBM is to represent the two spheres using ontology languages 
and to employ machine reasoning for automated or semi-automated translation. 

A competitive enterprise has to adapt core value-added processes with unprece-
dented speed, to act appropriately regardless of the situation. The focus of process 
designers is to make more sophisticated use of process architectures and continuous 
improvement of processes. Modern BPM suites are evolving to automate the model-
ing, monitoring and redesign of complex, collaborative processes to achieve these 
goals. 

Conceptual model captures the semantics of an application through the use of a 
formal notation, but the descriptions resulting from conceptual model are intended to 
be used by humans and not machines. The semantics contained in these models are in 
a large extent implicit and cannot be processed. With the web-based semantic schema 
such as Web Ontology Language (OWL), the creation and the use of the conceptual 
models can be improved, furthermore the implicit semantics being contained in the 
models can be partly articulated and used for processing. 

The basic idea of Semantic Business Process Management is to combine Semantic 
Web Services frameworks, ontology representation, and Business Process Manage-
ment methodologies and tools, and to develop a consolidated technology. The use of 
web-based ontologies and their contribution to business innovation has received a lot 
of attention in the last years. [3]   

The consortium of SUPER project elaborated a semantic framework for com-
pliance management. They presented five perspectives on compliance checking:  
design-time/run-time; forward/backward; active/passive; task checking/process  
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checking or engine-based/query-based perspective. [4] We would like to give a feed-
back about the structure of our current student application handling process, in the 
light of the expected process, in order to plan actions to restructure it. So our com-
pliance checking approach is executed on the engineering desk, so it doesn’t require 
data from running of the process. So our approach is suitable for design-time, for-
ward, passive; process checking and engine-based perspective. 

2.2 Ontology Approach 

Ontologies facilitate to create a process model by providing a unified view about the 
elements, their attributes and their relationships of this model. The process ontology is 
capable of representing a real business process. We can build them by reusing or ex-
tending an existing ontology (like PSL Ontology [5]), using a framework (like the 
framework of SUPER project [4]) or transforming the output of a BPM tool (like 
ARIS or ADONIS) into an ontology format [6]. 

The importance of process ontologies in SBPM is to help to exchange process in-
formation between applications in the most correct and complete manner [5], or to 
restructure business processes by providing a tool for examining the matching of 
process ontologies [7]. Semantic or structural discrepancies between process ontolo-
gies may be derived from different viewpoint or background knowledge used by the 
experts in the process of building ontology, or the different structure of real business 
processes. An ontology matching procedure applied in the domain of process ontolo-
gies helps to reveal these discrepancies in order to prepare the decision making about 
the business process reengineering.  

Alasoud et al. [8] define ontology matching problem as follows: “given ontologies 
O1 and O2, each describing a collection of discrete entities such as classes, properties, 
individuals, etc., we want to identify semantic correspondences between the compo-
nents of these entities.”  

The goals of combining ontologies are to merge, transform, integrate, translate, 
align or map etc. them into a new or an existing ontology. The goal of this paper is to 
present a solution for executing a compliance check between an actual and an ex-
pected higher education process. So ontology mapping, matching or alignment can be 
counted in our solution. 

The general ontology mapping tools enumerated by Noy [9] or Choi et al. [10], or 
developed by Protégé community use different kind of method to identify the seman-
tic correspondences between two ontologies. So we can take into the consideration 
methods searching axiomatic correspondences (e.g. OWLDIFF [11], Compare Ontol-
ogies function in Protégé 4.X) or calculating similarity values etc.. The latters take 
probability distributions (e.g. Glue [12], OMEN [13]) or text similarity functions (e.g. 
LOM [14]) as a basis.  

Process specific methods can be considered by us. Jung [8] used logical asserta-
tions and similarity measures to facilitate the interoperability among processes.  
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Koschmider and Oberweis [15] used Petri nets „to obey an operational semantics that 
facilitates composition, simulation, and validation of business processes“. 

But we may mix these approaches too. 
In our case, we focus on process ontologies, the relationships have most important 

role in. They put the tasks into a sequential or parallel order. So the examination of 
the components is focus on their relationships instead of their semantic meaning, 
hence the tools providing axiomatic comparison, like the tools developed on Protégé 
4.X,  seem to be the most appropriate tool to achieve our goals. 

2.3 Compliance Checking 

Compliance checking is an important area in semantic business process management. 
Combining the semantics with the business process management made it possible to 
not only model processes but define intelligent queries on them, and check their com-
pliance with regulations, laws, best practices or other standard processes [16]. 

Ly et al. [17] presents a framework for semantic process verification to ensure sys-
tem correctness after arbitrary process changes by defining semantic constraints over 
processes. El Kharbili et al. [18] presents eight requirements for a compliance man-
agement framework and discuss different ways of conducting compliance checking 
with a proposed policy-based framework for business process compliance manage-
ment. They emphasize the use of business process ontologies as well.  

3 The ‘Student Application Handling’ Use Case 

Our aim is to check process compliance with the normative processes. The main goal 
of our approach is to transform business processes into process ontologies in order to 
apply ontology matching procedure to restructure the business processes. We use the 
‘Student application handling’ process as a use case to demonstrate our approach. 

3.1 The Characteristics of the Hungarian Higher-Education 

The Hungarian government has recognized that there is a mismatch between the 
learning outcomes of higher education qualifications and the competences required by 
companies. So the Hungarian higher education reform taking place in nowadays 
wants to rationalize qualification obtained in the higher education in the light of re-
quirements of the world of labor. [2] 

Although, there is a huge budget cutback in the Hungarian higher education, too. In 
exchange, the universities focus on cost reductions and downsizing, instead of follow-
ing the needs of labor market. The rector of Corvinus University of Budapest has 
started a reorganization project to find cost-savings possibility. The reorganization of 
institutional processes can facilitate to reach this goal.  

In 2004 a comprehensive, high level process model of an ideal higher education in-
stitution was developed, financed by the formal Ministry of Education. In 2005 - 2006  
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two consortia of higher education institutions have started to develop further this 
model [19]. The aim of this HEFOP-3.3.1-P-2004.09.0134/1.0 (Structural and Orga-
nizational Development of Higher Education1) project was to create a normative set 
of models from the processes, organizational and informational architecture of the 
higher education. Based on those, closed and consistent governance of the operational 
processes can be achieved, which leads to transparency and accountability. The mod-
els can be the base of supporting IT systems’ specifications, too. All of these can lead 
to high-quality operations and education. 

In the project the two consortia had conducted a complex process-measurement 
survey, made the process models and made business process reengineering, than laid 
down the definitive set of ideal models. 12 universities and colleges developed a so-
phisticated process model. The program and its projects intended to remove the defi-
ciencies in the administrative aspects of the whole higher education system [19]. 

In the conservative academic world the organizational structure is very hierarchical 
and the knowledge transfer is fragmented. The real world requirements are just the 
opposite; there is a vast demand for students and professionals having the ability of 
integration, cooperation, knowledge absorption. During the last years, European coun-
tries went through an intensive development and changing phase in which the expe-
riences of transition and coping with the information society requirements mixed up. 
The newest business methods and technology, which are in line with enterprises de-
mands, are needed.  The processes in the higher education are significantly differing 
from a manufacturing or commercial enterprise, and even from a service enterprise, 
not mentioning the differences between the organizational cultures. Therefore many 
cases, development issues should be handled in a unique way. 

The actual economic status of the Hungarian higher-education institutions implies 
a compliance checking on their institutional processes. We can use the processes de-
veloped in the HEFOP project as normative processes, so they are the base of the 
compliance check. 

3.2 Business Process Modeling 

Business Process Modeling is the first phase of the Business Process Management 
lifecycle. In the use case discussed in this paper, the business process models were 
implemented by using BOC ADONIS modeling platform. [20] We selected this mod-
eling platform because of its popularity in modeling practice. However, our approach 
is principally transferable to other semi-formal modeling languages.  

ADONIS is a graph-structured Business Process Management language. The 
integral model element is the activity. The ADONIS modeling platform is a business 
meta-modeling tool with components such as modeling, analysis, simulation, evalua-
tion, process costing, documentation, staff management, and import-export. Its main 
feature is its method independence. A part of our ‘Student application handling’ busi-
ness process model can be seen in Figure 1. 

                                                           
1  http://informatika.bke.hu/hefop 
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Fig. 1. The start of 'Student application handling' process 

There are several parameters that can be set or defined when modeling a business 
process in this tool, and in others as well. The shell of a business process can be easily 
formed with activities, decision points, parallelism or merging objects, logical gate-
ways and events, but this is just the beginning. 

The vertical level in details of a business process model gives the focus point of the 
model: whether we specify operational areas only, or process areas, process models, 
sub processes, activities, or even deeper; the algorithms. 

The horizontal level in details of a business process model gives the level of extra 
information modeled within the business process: organizational information can be 
specified in an organogram (working environment model) then the roles can be re-
ferred in the RACI matrix of the process model, the inputs needed and the outputs and 
products generated can be added to the business process model with the IT system 
elements as well. More detailed, key performance indicators and risk with controls 
can be specified for the process models, if needed. 
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The decision about which levels to use from the mentioned ones, and how detailed 
to be that, is always depend on the usage of the models. A business process model is 
complete, when it is detailed enough for proper usage. That is why all projects with 
business process modeling start with the specification of the usage and the needs, 
leading to the composing of the conventions of modeling. The book of conventions 
has to be known and accepted by everybody who is concerned. Based on this, every-
body can model business processes in the same way, with the same level in details, 
and the models will mean the same for everybody. 

In our paper, the business process models are used for their compliance checking 
by matching them with ideal, normative process models. To achieve this goal, during 
the modeling of business processes the following parameters have to be set: 

• the logical shell of the business process model with the core objects (e.g. task, 
parallelity, merge, etc.); 

• the organizational structure needed for the business process model, in one or more 
working environment model; 

• the inputs and outputs needed for the business process model, in one or more doc-
ument model; 

• the IT elements needed for the business process model, in one or more IT system 
model; 

• name of activities in the business process models; 
• description of activities in the business process models; 
• the Responsible role for all the activities in the business process models; 
• input, output, IT system information for all the activities in the business process 

models, where available. 

These parameters are required because the level in details of the ideal processes. To 
match the ideal and the current processes, their level in detail need to be the same, 
otherwise the results will be misleading. 

3.3 Process Ontology 

In this section, the focus is given to the mapping conceptual models to ontology mod-
els by using meta-modeling approach. Meta-models offer intuitive way of specifying 
modeling languages and are suitable for discussion with non-technical users. Meta-
models are particularly convenient for the definition of conceptual models.  

In our proposed approach, we discuss how to establish the links between model 
elements and ontology concepts. Ontologies basically provide semantics and they can 
describe both semantics of the modeling language constructs as well as semantics of 
model instances. [21] There were several projects creating business process ontolo-
gies such as the SUPER2 project, but in our solution we used a process ontology we 
have created in our own way. 

For the extension and mapping the conceptual models to ontology models, the 
models are exported in the structure of ADONIS XML format. All objects from the 
business process model will be an ‘instance’ in the XML structure, the attributes have 

                                                           
2  http://ip-super.org 
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the tag ‘attribute’, while the connected objects (such as the performer, or the in-
put/output data, which are stored in another model in the Adonis tool) have the tag 
‘interref’. A part of an XML export can be seen in Figure 2. 

 

Fig. 2. XML export of the business process model (fraction) 

The „conceptual models - ontology models” converter maps the Adonis Business 
Process Modeling elements to the appropriate Ontology elements in meta-level. The 
model transformation aims at preserving the semantics of the business model. The 
general rule we follow is to express each ADONIS model element as a class in the 
ontology and its corresponding attributes as attributes of the class. This transforma-
tion is done by the means of XSLT script that performs the conversion. The converted 
OWL ontology in the structure of   Protege/OWL XML format is imported into the 
editor of Protege 4.2. A sample part of the transforming XSLT code (mapping the 
‘Responsible role to an ontology element) can be seen in Figure 3. 

 

Fig. 3. Fraction of XSLT code transforming 'Responsible role' attribute to an ontology element 

To specify the semantics of ADONIS model elements through relations to ontolo-
gy concepts, the ADONIS business model first must be represented within the ontolo-
gy. In regard to the representation of the business model in the ontology, one can 
differentiate between a representation of ADONIS model language constructs and a 
representation of ADONIS model elements. ADONIS model language constructs 
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such as “activity”, as well as the control flow are created in the ontology as classes 
and properties. Subsequently, the ADONIS model elements can be represented 
through the instantiation of these classes and properties in the ontology. The linkage 
of the ontology and the ADONIS model element instances is accomplished by the 
usage of properties. These properties specify the semantics of an ADONIS model 
element through a relation to an ontology instance with formal semantics defined by 
the ontology. The final ontology can be seen in the Protégé editor in Figure 4. 

 

Fig. 4. The process ontology in Protege 4.2 

By means of a concrete process we show the applicability of the method. 

3.4 Ontology Matching 

As we opted for ontology matching tools built-in Protégé 4.2 (see 2.2 section), their 
methods and outputs were studied by us.   

OWL DIFF [11] is a Java-based Protégé plugin, which is capable of merging and 
comparing ontologies. It focuses on executing the matching process mostly structural-
ly. It investigates axiomatic correspondences between two ontologies. It can use  
logical comparisons and set functions in the procedure. It shows the differences 
graphically in two trees, one for each ontology.  

Compare Ontologies is a built-in function in Protégé 4.X. It is capable of compar-
ing ontologies with different name space, which OWL DIFF isn’t. It searches  
axiomatic correspondences too, but it presents the report in table format. It  
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distinguishes three actions: created, deleted, or modified elements. It groups the re-
sults based on this classification. 

We investigated the usage of these system based on such questions that the deci-
sion makers might conceive through the compliance checking process: 

• Do the activities follow the same order in both processes? 
• Which activities are missing (appeared just in the expected business process) or 

useless (appeared just in the current business process)? 
• How can we characterize the new expected activities (considering their relation-

ships with other activities, I/O documents, supporting IT systems, or its responsible 
persons)?  

• Are the actors responsible for the same activities?  
• Does the expected business process give any new information about the I/O docu-

ments, the supporting IT systems or the actors related to the common activities? 

Based on these questions, we can state that a structured report using sections related 
to the new, deleted or modified building blocks of the process model is very useful for 
decision makers. So Compare Ontologies function was chosen to execute the com-
pliance checking. 

The Results of the Ontology Matching 
The main goal of Compare Ontologies function is to compare two versions of the 
same ontology, so it requires an original and an updated version of the ontology. In 
our case, the ontology model related to the Handling Student Application process 
used in nowadays was considered as the original model. We would like to update it, 
so the updated version was the ontology model related to the process expected by the 
HEFOP Consortium.  

Having executed the ontology matching process, we set an evaluating algorithm of 
the report. First of all, we identified new expected process steps by using SubClass of 
Process_step text marker. So we gained AskStudentToCompleteApplication and Of-
feringPossibilityToReview as new process steps. These activities were characterized 
by the steps followed by them, their actors, I/O documents etc. (see in Table 1.). 

Table 1. The new process steps expected by HEFOP project in the ontology matching report 

Block Created: AskStudentToCompleteApplication 

Action 
Original 
version

Updated version 

Added Class: AskStudentToCompleteApplication 

Added AskStudentToCompleteApplication SubClassOf Process_step 

Added 
 

AskStudentToCompleteApplication SubClassOf followed_by only 
End-13424 

Added 
 

AskStudentToCompleteApplication SubClassOf performed_by 
only Students'Administrator 
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Table 1. (Continued) 

Added 
 

AskStudentToCompleteApplication SubClassOf produces_output 
only LetterOfCompletition 

Added 
 

AskStudentToCompleteApplication SubClassOf uses_system only 
StudentAdministrationSystem(Neptun) 

Block Created: OfferingPossibilityToReview 

Action 
Original 
version

Updated version 

Added Class: OfferingPossibilityToReview 

Added OfferingPossibilityToReview SubClassOf Process_step 

Added 
 

OfferingPossibilityToReview SubClassOf followed_by only End-
13447 

Added  
OfferingPossibilityToReview SubClassOf performed_by only Rec-
tor'sOffice 

Their previous process steps could be discovered by using followed_by AskStu-
dentToCompleteApplication and followed_by OfferingPossibilityToReview search-
ing term. The IsTheApplicatonValidFormaly? and SendingRejectionNotification 
process steps were found. Because there were in Modified block, so there are existing 
process steps in nowadays. As we see in the next table, SendingRejectionNotification 
should receive an input and its next step should be replaced by OfferingPossibility-
ToReview step. 

Table 2. The modified process steps 

Block: Modified: IsTheApplicatonValidFormaly? 

Action Original version Updated version 

Added 
 

IsTheApplicatonValidFormaly? Sub-
ClassOf followed_by only AskStudent-
ToCompleteApplication 

Block: Modified: SendingRejectionNotification 

Action Original version Updated version 

Added 
 

SendingRejectionNotification SubClas-
sOf followed_by only OfferingPossibili-
tyToReview 

Added 
 

SendingRejectionNotification SubClas-
sOf uses_input only Decision 

Deleted 
SendingRejectionNotification 
SubClassOf followed_by only 
End-13447 
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If a current process step or other building block is missing in the updated version, it 
appears in Deleted block. 

But we can collect information about actors, IT systems, I/O documents, actors or 
decision points too in this way.  

Table 3. Modified actors 

Block: Modified: MakingTheDecision 

Action Original version Updated version 

Superclass 
changed 

MakingTheDecision SubClassOf 
performed_by only Dean 

MakingTheDecision SubClassOf 
performed_by only Committee 

Summarized, this process based compliance checking was executed by using on-
tology relationships as searching term in the ontology matching report. 

The SubClassOf <<class>> relationship found in Created block means to insert 
new expected building element (e.g. process step, actor etc.) into our current process. 
The Modified or Deleted blocks suggest to change or delete the building blocks of the 
current process model 

The classes appeared in Created or Modified block must be tracked by using their 
relationships as searching terms. These terms give us new information about what we 
should create, delete or change e.g. joint points (by tracking followed_by relation-
ship), actors (by performed_by relationship) or any other building blocks.  

According to the ontology matching report, we can state that the expected Han-
dlingStudentsApplication process is more student friendly than the current one. Be-
cause it enables to complete the application after checking its validity and it offers an 
automation by highlighting Neptun as supporting IT system. Moreover it enables a 
new submission of the application after sending the rejection, but it puts the decision 
into the responsibility of the Rector’s office, which is a new expected actor in the 
process. And it requires a role change in the decision making (from the dean to the 
committee). 

4 Conclusion and Outlook 

The Hungarian higher education reform taking place in nowadays. There is a huge 
budget cutback in the institutions but it is very important to rationalize qualification 
obtained in the higher education in the light of requirements of the world of labor. 
Our paper introduced a method using ontology matching for compliance checking on 
higher education processes.  In our approach the business process modeling and 
some part of the ontology-based methodology is mixed to ground a solution for this 
kind of compliance checking. The applicability of our solution is presented through 
the student application handling use case because it is a resource-intensive and time-
consumed process. Our solution starts with building the actual business process model 
and the expected processes provided by HEFOP Consortium. The ontology approach 
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gives unified view about these processes, so these models are transformed into ontol-
ogy. The discrepancies between the structures of these processes reveal problem areas 
for decision makers, so an ontology matching procedure is executed on these ontolo-
gies. Having executed the ontology matching process, we set an evaluating algorithm 
of the report so we can gained such information, which facilitate to plan action to 
restructure the actual process. 

Having investigated general ontology matching tools, we chose a built-in function 
in Protégé 4.2 called Compare Ontologies, because ontology axioms represents rela-
tionships in process models well and this tool focuses on searching axiomatic corres-
pondences between ontologies. It gives a report, which can be processed by using the 
above-mentioned algorithm written in a given programming language. Having 
processed the report, we can gain such information, which facilitate to plan action to 
restructure our current process.  

The disadvantage of this tool is that, it doesn’t compare the name of ontology ele-
ments semantically and its report may be less transparent in the case of complex 
process ontologies. But it is open source software, so in the future we can improve its 
algorithm by using similarity measures or extending by a new report processing pro-
gram. 

The transforming script can be improved by adding support of transforming the 
triggers of a business process model, and supporting complex process sets. Business 
processes may have subprocesses, incoming and outgoing cross-reference processes 
as well, ant those need to be supported for a full-scale compliance check. 
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Abstract. Emergent processes are business processes whose execution
is determined by the prior information of the agents involved and by
the information that emerges during a process instance. The path that
they follow is determined on-the-fly by the decision-makers involved.
Multiagent systems are an established platform for managing complex
business processes. What is needed for emergent process management is
agents that support decision-making and do not attempt to manage the
process in pursuit of some fixed process goal. This paper describes how
the information-based agent architecture is highly suited to emergent
process support.

1 Introduction

Emergent processes are business processes that are not predefined; their execu-
tion is determined by the prior information of the agents involved and by the
information that emerges during a process instance [1]. They are opportunistic in
nature whereas production workflows are routine. Production workflows may be
managed by event-condition-action rules for example [2]. The amount of process
knowledge that is relevant to an emergent process can be enormous and may
include common sense knowledge [3]. The term “business process management”
is generally used to refer to the simpler class of workflow processes [4].

If a process’ knowledge can not be represented then that process can not be
managed. This does not mean that process management has nothing to offer
emergent process [5]. Emergent processes are principally concerned with human
agents making decisions [6]. Decision making relies on good advice from individ-
uals and individuals working in groups [7,8]. Estimating the veracity of advice
and identifying effective groupings are examples of tasks that software agents
can perform impartially on the basis of observed history.

Process management is an established application area for multi-agent systems
[9] although emergent processes are typically handled either manually or by
CSCW systems [10] rather than by process management systems. The use of
these two technologies is not elegant and presents a barrier to a unified view of
of the full process management spectrum.

Former work on emergent process management was based on conventional,
BDI agents [5]. More recent work on agent architectures describes information-
based agents [11] for which the atomic act is passing information the effect of
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which is to reduce the listener’s uncertainty about the world. Working relation-
ships [12] are founded on the exchange of information and information based
agents are a natural choice to model them [13]. Advice is of little use unless the
listener trusts its veracity [14]. This paper examines the information-based agent
model as a foundation for emergent process management.

Information-based agents attempt to fuse interaction with the information that
is generated both by and because of it. To achieve this, they draw on ideas from
information theory rather than game theory. This provides the decision-making
apparatus with two powerful, and sometimes contradictory, bases for decision-
making: making choices with greatest expected utility and making choices with
greatest expected information gain so reducing uncertainty.

In supporting emergent process, information-based agents estimate the ve-
racity of advice given by a human agent and index it using an ontology. This
enables the reputation of human agents to develop within their area of expertise.
Information-based agents model all uncertainties using probabilities and assume
that unknown probabilities can be inferred using maximum entropy inference
which is based on random worlds [15]. This impartial stance is appropriate for
emergent process in which each agent represents the interests of it human owner.

In the context of emergent process management all interaction is referred to
as advice. So advice includes inform illocutions, e.g. “The Managing Director of
XYZ Inc is Ms B”, opinion illocutions, e.g. “In my opinion you have lost your
mind”, as well as suggested action illocutions, e.g. “I advise you to sell your
shares in XYZ Inc.”. This simplification is made possible by the architecture of
information-based agents.

In emergent process advice flows from individuals and from groups; for ex-
ample, a manager may call a meeting to form considered opinion on something.
When agents interact their growing history of illocutionary dialogues is their
relationship. An agent understands its relationships using various measures that
summarise its dialogue history.

Two components of the information-based model are particularly relevant:

– The computation trust mechanism that is used to forecast the veracity of
advice based on past performance. This does not burden the human agents
— all that the system needs to know is the identities of the speaker and the
listener, the ontological context of the advice, and in good time the listener’s
valuation of the advice.

– The relationship model that is used to model the strength of working rela-
tionships between individuals. This requires that all communication between
humans is known to the system — as this may not be feasible in some ap-
plications it is discussed separately in Section 4.

Section 2 describes the information-based model of emergent process and is di-
vided into subsections 2.1 that introduces the core apparatus, 2.2 estimates the
veracity of advice and so leads to estimates of trust in the advice-giver, and
Section 3 then considers directly the business of supporting emergent process.
Section 4 models the working relationships between human agents. Section 5
concludes.
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2 Information-Based Model for Emergent Process

2.1 Modelling Advice

The multiagent system {α, β1, . . . , βo, ξ, θ1, . . . , θt}, is described from the point
of view of agent α that interacts with agents, X = {βi}, information providing
agents, I = {θj}, and a system agent, ξ, that represents the overall interests of
the system. The information providing agents are a formalisation of net-based
information sources — the veracity of their advice is measured along with that
provided by humans. The system agent ξ may form opinions on the agents and
may publish reputation estimates.

The agents are information-based, they are endowed with machinery for valu-
ing the information that they have, and that they receive. Everything in their
world, including their information, is uncertain; their only means of reducing un-
certainty is acquiring fresh information. To model this uncertainty, their world
model, Mt, consists of random variables each representing a point of interest in
the world. Distributions are then derived for these variables on the basis of in-
formation received. Over time agents acquire large amounts of information that
are distilled into convenient measures.

The agent’s trust machinery forecasts the veracity of advice. Agent α’s trust
of agent β is derived from β’s past actions that are aggregated to form an
expectation of β’s future actions. We show how α forms these expectations, how
α compares those expectations with observations, and how α then determines
whether β’s actions as performed are better or worse than α’s expectation.

α forms expectations of the veracity of β’s advice on the basis of all that it has:
its full interaction history Hα ∈ Hα where Hα is the set of all possible interaction
histories that is expressed in terms of α’s ontology — that is not made explicit
to avoid overburdening the notation. Hα is a record of all interactions with each
agent in X and with each information providing agent in I. Let B = (b1, b2, . . . )
denote that space of all outcomes. α’s expectations of β’s behaviour will be
represented as probability distributions over B.

Suppose α requests some advice b from β at time t, and that β deliver the
advice b′ at time t′. At some later time t′′ α compares b′ with α’s expectations
of β’s actions, β having promised at time t to deliver b at time t′. That is:

comparet
′′
α (Et

α(Enact
t′
β (b)|requesttα,β(b), Ht

α), b
′)

where requesttα,β(b) is a predicate meaning that α requested that β provide b at
time t, and Enactt

′
β (b) is a random variable over B representing α’s expectations

over β’s enactment action at time t′, Et
α(·) is α’s expectation, and compare(·, ·)

somehow describes the result of the comparison.
Expectations over β’s enactment actions:

E
t
α(Enact

t′
β (b)|requesttα,β(b), Ht

α)

could form the basis for trust in the veracity of advice in the case that there is a
history of requests with a high degree of similarly to b. Given such an expectation
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an agent may be prepared to use the structure of the ontology to propagate
these expectations. For example, if α has a history of observing β’s ‘trusted’
executions of requests for advice about Australia then it may be prepared to
partially propagate this expectation to advice about New Zealand — perhaps
on the basis that Australia and New Zealand are semantically close concepts in
the ontology.

The discussion above is based on expectations of what action β will do. It
makes more practical sense to develop a sense of expectation over the evaluation
of β’s actions. Let V = (v1, v2, . . . , vV ) be the valuation space. Then α’s expec-
tation of the evaluation of a particular action that β may make is represented
as a probability distribution over V : (f1, f2, . . . , fV ). For example, a very sim-
ple valuation space could be (good, ok, bad). The sequence V will generally be
smaller than the sequence B, and so developing a sense of expectation for the
value of β’s actions should be easier than for the actions themselves. That is, it
is simpler to form the expectation:

E
t
α(Value

t′′
β (b)|requesttα,β(b), Ht

α)

where Valuet
′′
(b) is a random variable over V representing α’s expectations of

the value of β’s delivered advice given that b was requested and given Ht
α. At

time t′′ it remains to compare expectation, E
t
α(Value

t′′
β (b)|requesttα,β(b), Ht

α),
with observation, valα(b′), where val(·) represents α’s valuation of β’s advice.

We are now in a position to define ‘trust’. Trust, ταβ(b), is a computable1 es-
timate of the distribution: Et

α(Value
t′′
β (b)|requesttα,β(b), Ht

α). τ is a summarising
function that distils the trust-related aspects of the (probably very large) set
Hα into a probability distribution that may be computed. ταβ(b) summarises
the large set Hα. The structure of the ontology is used to aggregate estimates
into suitable classes, denoted by b̂, such as John’s trustworthiness in advising on
pacific rim countries.

In real world situations the interaction history may not reliably predict future
action, in which case the notion of trust is fragile. No matter how trust is defined
trusted relationships are expected to develop slowly over time. On the other
hand they can be destroyed quickly by an agent whose actions unexpectedly fall
below expectation. This highlights the importance of being able to foreshadow
the possibility of untrustworthy behaviour.

2.2 Trust Model

The informal meaning of the statement “agent α trusts agent β” is that α expects
β to deliver advice that α values [13]. Human agents seldom trust another for any
action that they may take — it is more usual to develop a trusted expectation
with respect to a particular set of actions. For example, “I trust John’s advice
on mining” whilst the quality of John’s advice on agriculture may be terrible.
1 Computable in the sense that it is finitely computable, and hopefully not computa-

tionally complex.
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Ontology. We model ontologies following an algebraic approach as: an ontology
is a tuple O = (C,R,≤, σ) where:

1. C is a finite set of concept symbols (including basic data types);
2. R is a finite set of relation symbols ;
3. ≤ is a reflexive, transitive and anti-symmetric relation on C (a partial order)
4. σ : R → C+ is the function assigning to each relation symbol its arity

where ≤ is a traditional is-a hierarchy, and R contains relations between the
concepts in the hierarchy.

The semantic distance between concepts plays a fundamental role in the esti-
mation of trust. The concepts within an ontology are closer, semantically speak-
ing, depending on how far away they are in the structure defined by the ≤ re-
lation. Semantic distance plays a fundamental role in strategies for information-
based agency. How requested advice, Request(·) in a particular semantic region,
and their enactment Observe(·), affect our decision making process about re-
questing advice on nearby semantic regions is crucial to modelling the common
sense that human beings apply in managing working relationships.

A measure bases the semantic similarity between two concepts on the path
length induced by ≤ (more distance in the ≤ graph means less semantic similar-
ity), and the depth of the subsumer concept (common ancestor) in the shortest
path between the two concepts (the deeper in the hierarchy, the closer the mean-
ing of the concepts). Semantic similarity is:

Sim(c, c′) = e−κ1l · e
κ2h − e−κ2h

eκ2h + e−κ2h
(1)

where e is Euler’s number (≈ 2.71828), l is the length (i.e. number of hops) of
the shortest path between the concepts, h is the depth of the deepest concept
subsuming both concepts, and κ1 and κ2 are parameters scaling the contribution
of shortest path length and depth respectively. If l = h = 0 then Sim(c, c′) = 1;
in general Sim(c, c′) ∈ [0, 1].

The Core Trust Mechanism. This subsection describes the core trust es-
timation mechanism. The general idea is that whenever α evaluates valt

′′
α (b′)

for the enactment b′ of some previously requested advice b the trust estimates
are updated. The advice space is typically very large and so estimates are not
maintained for individual chunks of advice; instead they are maintained for se-
lected abstractions based on the ontology. Abstractions are denoted by the ‘hat’
symbol: e.g. b̂. For example, “large engineering firms” or “pacific rim countries’.
Whenever an evaluation valt

′′
α (b′) is performed the trust estimates, ταβ(b̂), for

the appropriate abstraction, b̂, are updated.
In the absence of incoming information the integrity of an information-based

agent’s beliefs decays in time. In the case of the agent’s beliefs concerning trust,
incoming information is in the form of valuation observations valt

′′
α (b′) for each

enacted request. If there are no such observations in an area of the ontology then
the integrity of the estimate for that area should decay.
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In the absence of valuation observations in the region of b̂, ταβ(b̂) decays to
a decay limit distribution ταβ(b̂) (denoted throughout by ‘overline’). The decay
limit distribution is the zero-data distribution, but not the zero-information
distribution because it takes account of reputation estimates and the opinions
of other agents. We assume that the decay limit distribution is known for each
abstraction b̂. At time s, given a distribution for random variable ταβ(b̂)

s, and
a decay limit distribution, ταβ(b̂)s, ταβ(b̂) decays by:

ταβ(b̂)
s+1 = Δ(ταβ(b̂)s, ταβ(b̂)

s) (2)

where s is time and Δ is the decay function for the X satisfying the property
that lims→∞ ταβ(b̂)

s = ταβ(b̂). For example, Δ could be linear:

ταβ(b̂)
s+1 = (1− μ)× ταβ(b̂)s + μ× ταβ(b̂)

s

where 0 < μ < 1 is the decay rate.
We now consider what happens when valuation observations are made. Sup-

pose that at time s, α evaluates β’s enactment b′ of commitment b, valsα(b′) =
vk ∈ V . The update procedure updates the probability distributions for ταβ(b̂)

s

for each b̂ that is “moderately close to” b. Given such a b̂, let P
s(ταβ(b̂) = vk)

denote the prior probability that vk would be observed. The update procedure
is in two steps. First, estimate the posterior probability that vk would be ob-
served, Ps+1(ταβ(b̂) = vk) for the particular value vk. Second, update the entire
posterior distribution for ταβ(b̂) to accommodate this revised value.

Given a b̂, to revise the probability that vk would be observed three things
are used: the observation: valsα(b′), the prior: Ps(ταβ(b̂) = vk), and the decay
limit value: Ps(ταβ(b̂) = vk). The observation valsα(b

′) may be represented as a
probability distribution with a ‘1’ in the k’th place and zero elsewhere, uk. To
combine it with the prior its significance is discounted for two reasons:

– b may not be semantically close to b̂, and
– valsα(b

′) = vk is a single observation whereas the prior distribution represents
the accumulated history of previous observations.

to discount the significance of the observation valsα(b
′) = vk a value is determined

in the range between ‘1’ and the zero-data, decay limit value P
s(ταβ(b̂) = vk)

by:
δ = Sim(b, b̂)× κ+ (1− Sim(b, b̂)× κ)× P

s(ταβ(b̂) = vk)

where 0 < κ < 1 is the learning rate, and Sim(·, ·) is a semantic similar-
ity function such as that shown in Equation 1. Then the posterior estimate
P
s+1(ταβ(b̂) = vk) is given by:

P
s+1(ταβ(b̂) = vk) =

ρδ(1− ω)

ρδ(1− ω) + (1 − ρ)(1− δ)ω
= b̂ (3)
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where ρ = P
s(ταβ(b̂) = vk) is the prior value, and ω = P

s(ταβ(b̂) = vk) is the
decay limit value.

It remains to update the entire posterior distribution for ταβ(b̂) to accommo-
date the constraint Ps+1(ταβ(b̂) = vk) = b̂. Information-based agents [11] employ
a standard procedure for updating distributions, Pt(X = x) subject to a set of
linear constraints on X , c(X), using:

P
t+1(X = x|c(X)) = MRE(Pt(X = x), c(X))

where the function MRE is defined by: MRE(q, g) = argminr
∑

j rj log
rj
qj

such
that r satisfies g, q is a probability distribution, and g is a set of n linear
constraints g = {gj(p) = aj · p− cj = 0}, j = 1, . . . , n (including the constraint∑

i pi − 1 = 0). The resulting r is the minimum relative entropy distribution2.
Applying this procedure to ταβ(b̂):

P
s+1(ταβ(b̂) = v) = MRE(Ps(ταβ(b̂) = v),Ps+1(ταβ(b̂) = vk) = b̂) (4)

where b̂ is the value given by Equation 3.
Whenever α evaluates an enactment valsα(b′) of some commitment b, the above

procedure is applied to update the distributions for P(ταβ(b̂) = v). It makes sense
to limit the use of this procedure to those distributions for which Sim(b, b̂) > y
for some threshold value y.

Prior Knowledge. The decay-limit distribution plays a key role in the esti-
mation of trust. It is not directly based on any observations and in that sense it
is a “zero data” trust estimate. It is however not “zero information” as it takes
account of opinions and reputations communicated by other agents. The start-
ing point for constructing the decay-limit distribution is the maximum entropy
(zero-data, zero-information) distribution. This gives a two layer structure to the
estimation of trust: opinions and reputations shape the decay-limit distribution
that in turn plays a role in forming the trust estimate that takes account of
observed data. Communications from other agents may not be reliable. α needs
a means of estimating the reliability of other agents before they can be incor-
porated into the decay-limit distribution — reliability is discussed at the end of
this section.

Reputation is the opinion (more technically, a social evaluation) of a group
about something. So a group’s reputation about a thing will be related in some
way to the opinions that the individual group members hold towards that thing.
An opinion is an assessment, judgement or evaluation of something. Opinions
are represented as probability distributions on a suitable ontology that for conve-
nience is identified with the evaluation space V . That is, opinions communicated
by β concerning another agent’s trustworthiness are assumed to be expressed as
2 This may be calculated by introducing Lagrange multipliers λ: L(p,λ) =∑

j pj log
pj
qj

+ λ · g. Minimising L, { ∂L
∂λj

= gj(p) = 0}, j = 1, . . . , n is the set of

given constraints g, and a solution to ∂L
∂pi

= 0, i = 1, . . . , I leads eventually to p.
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predicates using the same valuation space as V over which α represents its trust
estimates.

An opinion is an evaluation of an aspect of a thing. An aspect is the “point
of view” that an agent has when forming his opinion. An opinion is evaluated in
context. The context is everything that the thing is being, explicitly or implic-
itly, evaluated with or against. The set of valuations of all things in the context
calibrates the valuation space; for example, “this is the best paper in the con-
ference”. The context can be vague: “of all the presents you could have given
me, this is the best”. If agents are to discuss opinions then they must have some
understanding of each other’s context.

Summarising the above, an opinion is an agent’s evaluation of a particular as-
pect of a thing in context. A representation of an opinion will contain: the thing,
its aspect, its context, and a distribution on V representing the evaluation of the
thing. α acquires opinions and reputations through communication with other
agents. α estimates the reliability of those communicating agents before incor-
porating that information into the decay-limit distributions. The basic process is
the same for opinions and reputations; the following describes the incorporation
of opinions only.

Suppose agent β′ informs agent α of his opinion of the trustworthiness of
another agent β using an utterance of the form: u = inform(β′, α, τβ′β(b)),
where conveniently b is in α’s ontology. This information may not be useful to
α for at least two reasons: β′ may not be telling the truth, or β′ may have a
utility function that differs from α’s. We will shortly estimate β′’s “reliability”,
Rt

α(β
′) that measures the extent to which β′ is telling the truth and that α and

β′ “are on the same page” or “think alike”3. Precisely, 0 < Rt
α(β

′) < 1; its value
is used to moderate the effect of the utterance on α’s decay-limit distributions.
The estimation of Rt

α(β
′) is described below.

Suppose that α maintains the decay limit distribution ταβ(b̂)s for a chosen b̂. In
the absence of utterances informing opinions of trustworthiness, ταβ(b̂)s decays
to the distribution with maximum entropy. As previously this decay could be
linear:

ταβ(b̂)s+1 = (1− μ)×MAX+ μ× ταβ(b̂)s

where μ < 1 is the decay rate, and MAX is the maximum entropy, uniform
distribution.

When α receives an utterance of the form u above, the decay limit distribution
is updated by:

ταβ(b̂)s+1 | inform(β′, α, τβ′β(b)) =(
1− κ× Sim(b̂, b)×Rs

α(β
′)
)
× ταβ(b̂)s

+κ× Sim(b̂, b)×Rs
α(β

′)× τβ′β(b)

3 The reliability estimate should perhaps also be a function of the commitment,
Rt

α(β
′, b), but that complication is ignored.
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where 0 < κ < 1 is the learning rate and Rs
α(β

′) is α estimate of β′’s reliability.
It remains to estimate Rs

α(β
′).

Estimating Rs
α(β

′) is complicated by its time dependency. First, in the absence
of input of the form described following, Rs

α(β
′) decays to zero by: Rs+1

α (β′) =
μ×Rs

α(β
′). Second, describe how Rs

α(β
′) is increased by comparing the efficacy

of ταβ(b̂)s and τβ′β(b)
s in the following interaction scenario. Suppose at a time

s, α is considering requesing advice b with β. α requests β′’s opinion of β with
respect to b, to which β may respond inform(β′, α, τβ′β(b)). α now has two
estimates of β’s trustworthiness: ταβ(b̂)s and τβ′β(b)

s; ταβ(b̂)s and τβ′β(b)
s are

both probability distributions that each provide an estimate of Ps(Valueβ(b) =
vi) for each valuation vi. α increases its reliability estimate of β if the trust
estimate in β’s inform is ‘better’ than α’s current decay limit value. Suppose
that α requests the advice b at time t, and at some later time t′′ evaluates β’s
enactment valt

′′
α (b′) = vk, say. Then:

P(τβ′β(b)
s = vk) > P(ταβ(b̂)s = vk)

and β′’s trust estimate is better than α’s; α increases Rs
α(β

′) using:

Rs+1
α (β′) = κ+ (1− κ)×Rs

α(β
′)

where 0 < κ < 1 is the learning rate.

3 Emergent Process Management

Following [4] a business process is “a set of one or more linked procedures or
activities which collectively realise a business objective or policy goal, normally
within the context of an organisational structure defining functional roles and
relationships”. Implicit in this definition is the idea that a process may be repeat-
edly decomposed into linked sub-processes until those sub-processes are activities
which are atomic pieces of work. Following [4] “An activity is a description of a
piece of work that forms one logical step within a process.”.

This definition of a business process incorporates the notion of emergent pro-
cess [16] where the atomic activities are the illocutionary act of giving advice
[17]. As we have remarked previously, advice may flow from individuals or from
groups. In this model, the deliberative process by which the advice was formed
is not considered — what matters is the advice, from whom it came, its ontolog-
ical context, and whether it proved to be sound. This abstraction focusses on the
valuation of advice givers; for example, “The advice given by the Finance Com-
mittee on overseas investments is not reliable” — how that Committee shapes
its advice is not important to supporting emergent process — it is simply a bad
idea to seek their advice on overseas investment.

Managing, or rather supporting, emergent processes is rather more difficult
than managing conventional production workflow [18]. Valuing some advice may
be done objectively; for example, if a human agent is generally late in giving
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advice on some topic then this disturbance of the process flow may be reflected
in the valuation of that agent’s performance as an advice giver on that topic.
Conversely, the valuation of some advice may be substantially subjective. All
that matters to the process management system is that these valuations are
available and their ontological context is at a sufficiently coarse level of granu-
larity to feed a “Sim” function similar to that in Section 2.2. This requirement
for a coarse model simplifies the computations.

The multiagent system described provides estimates of “trust” in an agents
advice-giving ability as given by Equation 4. The term trust is used in line with
the common meaning of the term. Its precise meaning is “expected valuation
based on past performance”; that is, P(ταβ(b̂) = v) will be interpreted as the
probability that agent β’s advice to α within the ontological region b̂ is v, where
v is a member of the valuation space V . Section 3.1 considers the selection of an
agent for a specific piece of advice.

3.1 Selecting an Advice-Giver

Suppose the agent α requires advice on some topic within the semantic region
b̂. α has probability distribution estimates for the expected ability of each agent
in the system to provide this advice as calculated by Equation 4. Let Pb̂(β �)
denote the probability that agent β is the best such choice. The question of
whether one such probability distribution is “better than” another is essentially
a subjective choice. For example, one agent may have a history of giving impec-
cable advice marred but the occasional disaster, and another my have a history
of giving consistently reasonably good advice — the choice between these agents
is subjective.

Let Pb̂(β � β′) denote the probability that β is a better choice for α than β′

within the ontological region b̂. Then if there are three agents to choose from:

Pb̂(β � ) = Pb̂((β � β′) ∧ (β � β′′))
= Pb̂(β � β′)× Pb̂((β � β′′) | (β � β′))

The difficulty with this expression is that there is no direct way of estimating
the second, conditional probability. A reasonable way of finding an approximate
solution to this problem is described in [5].

A selection strategy is a probability distribution {pi}ni=1 that determines who
from {βi}ni=1 to ask for advice in some ontological region — we omit the region
(̂b) from the following to avoid overloading the notation. A greedy strategy best
picks the “best” agent:

pi =

{
1
m if βi is such that P(βi �) is maximal
0 otherwise

(5)

where m is such that there are m agents for whom P(βi �) is maximal. This
strategy is short-sighted in that it rewards success with work — although it is
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not uncommon in practice. Another strategy also favours high payoff, but gives
all agents a chance to prove themselves, sooner or later:

pi = P(βi �) (6)

A third strategy is equitable, and picks agents by:

pi =
1

n
(7)

An admissible selection strategy has the properties:

if P(Xi � ) > P(Xj �) then pi > pj

if P(Xi �) = P(Xj �) then pi = pj

(∀i)pi > 0 and
∑
i

pi = 1

So (5) and (7) are not admissible strategies but (6) is admissible. It the favoured
strategy — it selects an agent with the probability that it is the best choice.

4 Working Relationships

The trust model described in Section 2.2 is a summary of the history of inter-
action between α and β, Hαβ , augmented by reputation estimates. Trust is not
the only way in which the interaction history may be usefully summarised. The
relationship model contains summary estimates of the values of the information
flows between individuals.

The model of working relationships measures the strength of relationships in
terms of the free flow of communication. The idea being that two agents have
a strong working relationship if they freely exchange information. The ‘value’ of
information is measured in terms of the reduction of uncertainty to the listener
using Shannon entropy that measures information gain as: Hprior−Hposterior. Su-
perfluous information is automatically factored out by indexing the information
over the ontology that is assumed to defined the region of general interest. These
estimates require that all interaction be known to the system — in some situa-
tions this may not be feasible. The formal representation of working relationships
for emergent process uses the general principles of the LOGIC framework [12].

A relationship between two human or artificial agents is their interaction his-
tory that is a complete record of their interactions evaluated in context. There is
evidence from psychological studies that humans seek a balance in their working
relationships. The classical view is that people perceive resource allocations as
being distributively fair (i.e. well balanced) if they are proportional to inputs or
contributions (i.e. equitable). However, more recent studies show that humans
follow a richer set of norms of distributive justice depending on their intimacy
level: equity, equality, and need. Equity is allocation proportionally to the effort
(e.g. the profit of a company goes to the stock holders proportional to their in-
vestment), equality being the allocation in equal amounts, and need being the
allocation proportional to the need for the resource.
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Section 2.1 focussed on the output of a dialogue — namely a piece of ad-
vice. We now drill down into the dialogues, where a dialogue is a set of related
utterances. This section is concerned with advice that contains the implicit com-
mitment that the advice given is sound. We assume that all dialogues take place
in some or all of the following five stages:

1. the prelude during which agents prepare for the interaction
2. the discussion that may lead to
3. requesting advice b at time t
4. the enactment of the request b′ at time t′

5. the evaluation at time t′′ of the complete interaction process that is made
when the value of the advice b′ is known

A major issue in building models of dialogues and relationships is dealing with
the reliability of the utterances made. For an information-based agent the re-
liability of an utterance is an epistemic probability estimate of the utterance’s
veracity. For example, if the utterance is an inform containing a proposition
then its reliability is an estimate of the probability that the proposition is cor-
rect. If the utterance is an opinion then its reliability is an estimate of the
probability that the opinion will in time be judged to be sound. The difficulty
with estimating reliability is that it may take months or years for an agent to be
able to say: “Ah, that was good advice”. Reliability is a measure attached to an
utterance, and integrity is a measure attached to a complete dialogue. A blanket
estimation of the overall reliability of an agent was described in Section 2.2.

The LOGIC illocutionary framework [12] is a general framework classifying
interactions. This framework is used to define one of the two dimensions of the
relationship model described below, the second dimension being provided by the
structure of the ontology as specified by a partial order ≤ defined by the is-a
hierarchy, and a distance measure between concepts such as Equation 1. The
five LOGIC categories for advice-based dialogues are quite general:

– Legitimacy contains information that may be part of, relevant to or in jus-
tification of advice that has been or may be requested.

– Options contains information about advice that an agent may be prepared
to give.

– Goals contains information about the objectives of the agents — i.e. the use
to which the advice may be put.

– Independence contains information about the agent’s outside sources — i.e.
sources of advice that may be external to the process management system.

– Commitments contains information about the commitments that an agent
has to provide advice possibly to other agents.

and are used here to categorise all incoming communication that feeds into the
agent’s relationship model. This categorisation is not a one-to-one mapping and
some illocutions fall into multiple categories. These categories are designed to
provide a model of the agents’ information as it is relevant to their relationships.
They are not intended to be a universal categorising framework for all utterances.
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Taking a more formal view, the LOGIC framework categorises information in
an utterance by its relationship to:

L = {B(β)}, that is a set of β’s beliefs on which its advice may be founded, and
may be communicated by: inform.

O = {Available(β, α)}, that is a set of available advice that β may offer to α.
G = {Goal(β)}, that is a set of β’s process goals for which advice may be asked

for with a: request
I = {Can(β,Do(p))}, that is a set of β’s capabilities, communicated by: canDo.
C = {Commit(β,Do(p))} ∪ {Intend(β,Do(p))}, that is a set of commitments

to give advice communicated by: commit (for future promised advice), and
intend (advice presently being delivered).

L, O, G, I and C are five predicates that recognise the category of an utterance.
Information in an inform utterance is categorised as Goals, Independence and
Commitments, otherwise it is categorised as Legitimacy.

Given a request for advice in category b̂ and an agent β the variables Lt
b̂β

,
Ot

b̂β
, Gt

b̂β
, It

b̂β
and Ct

b̂β
are aggregated from observations of how forthcoming

β was during prior dialogues in the region of b̂. They are then used to form
α’s expectation of β’s future readiness to communicate across the five LOGIC
categories. They are updated at the end of each dialogue using a linear form.

In the following a dialogue commences at time t − s and terminates at time
t when the five variables are updated. t − d denotes the time at which these
variables were previously updated. For convenience assume that d ≥ s. The
dialogue aims to satisfy a request for advice b ≤ b̂. All the estimates given below
are for the effect of the dialogue requesting advice b on variables for a nearby
need b̂ for which η′ = η × Sim(b̂, b), η is the learning rate, and μ the global
integrity decay rate.
Lt
b̂β

measures the amount of information in β’s Legitimacy inform utterances.
The Shannon information in a single inform statement, u, is: I(u) = H(Mt−1)−
H(Mt|u). It is defined in terms of the contents of Mt, and so the valuation is
restricted to ‘just those things of interest’ to α. During the dialogue Γ observe:
l =

∑
u∈Γ,L(u) I(u). Then update Lt

b̂β
with:

Lt
b̂β

= η′
∑

u∈Γ,L(u)

I(u) + (1− η′)μdLt−d

b̂β

Ot
b̂β

measures the amount of information β reveals about the advice he may be
prepared to impart. Let random variable Y over advice space C denote α’s beliefs
that β is prepared and able to give advice. The information gain in Y during Γ
is: Ht−s(Y )−H

t(Y ), and Ot
b̂β

is updated by:

Ot
b̂β

= η′
(
H

t−s(Y )−H
t(Y )

)
+ (1− η′)μdOt−d

b̂β

Gt
b̂β

measures the information β reveals about his process goals, and It
b̂β

about
his abilty to give advice. Gt

b̂β
and It

b̂β
are similar in that both request and
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canDo preempt the advice. Suppose β informs α that: request(b̂) and canDo(δ).
If β is being forthcoming then this suggests that he has in mind an eventual
request b in which a ≤ b̂ and b ≤ δ (using ≤ from the ontology). Suppose
that Γ leads to requesting the advice b then observe: g = Sim(b′, b̂). Similarly,
i = maxδ Sim(b, δ), maxδ is in case β utters more than one canDo(β, δ). Gt

b̂β
is

aggregated by:
Gt

b̂β
= η′Sim(b′, b̂) + (1− η′)μdGt−d

b̂β

Similarly: It
b̂β

= η′ maxδ Sim(b, δ) + (1− η′)μdIt−d

b̂β
.

Ct
b̂β

measures the amount of information β reveals about his commitments
to give advice to others. These are measured just as for Lt

b̂β
by aggregating the

observation: c =
∑

u∈Γ,C(u) I(u), and Ct
b̂β

is updated by:

Ct
b̂β

= η′
∑

u∈Γ,C(u)

I(u) + (1− η′)μdCt−d

b̂β

In addition, if valα(·) is α’s evaluation function that is used to evaluate the
overall increase in value of the interaction history

ut(Γ ) = valα(H
t)− valα(H

t−s)

update the variable U t
b̂β

that estimates the overall value of the dialogue Γ :

U t
β = η′

(
valα(H

t)− valα(H
t−s)

)
+ (1− η′)μdU t−d

β

5 Discussion

Emergent processes are business processes whose execution is determined by the
prior knowledge of the agents involved and by the knowledge that emerges during
a process instance. This work addresses two issues: first, the management of the
exchange of advice during a process instance, and second a quantified model
of the strength of the working relationships between the players. Managing the
exchange of advice is founded on estimates of the expected reliability of advice
from a particular agent on a particular topic. The system achieves this by using
ideas from information theory, and by using maximum entropy logic to derive
integrity estimates for advice about which it is uncertain. All of this then feeds
into strategies for selecting who to ask for what at any particular time. Managing
advice is computationally feasible as it requires that the system know just: who
asked who for what, and the subsequent valuation of the quality of the advice
provided — all statements being categorised in terms of the ontology. The second
issue, modelling the strength of relationships requires that all interaction pass
through the system which may not be practical in some applications.



86 J. Debenham

References

1. Mintzberg, H.: The design school: Reconsidering the basic premises of strategic
management. Strategic Management Journal 11(3), 171–195 (1990)

2. Weske, M.: Business process management architectures. In: Business Process Man-
agement, pp. 333–371. Springer, Heidelberg (2012)

3. van der Aalst, W., van Hee, K.: Workflow Management: Models, Methods, and
Systems. The MIT Press (2002)

4. Fischer, L.: The Workflow Handbook 2003. Future Strategies Inc. (2003)
5. Debenham, J.: An agent-based framework for emergent process management. In-

ternational Journal of Intelligent Information Technologies 27(2), 30–48 (2006)
6. Kirchmer, M.: High Performance Through Process Excellence. Springer, Berlin

(2011)
7. van den Hooff, B., Huysman, M.: Managing knowledge sharing: Emergent and

engineering approaches. Information & Management 46(1), 1–8 (2009)
8. Smith, H., Fingar, P.: Business Process Management (BPM): The Third Wave.

Meghan-Kiffer Press (2003)
9. Singh, M.: Business Process Management: A Killer Ap for Agents? In: Jennings,

N., Sierra, C., Sonenberg, L., Tambe, M. (eds.) Proceedings Third International
Conference on Autonomous Agents and Multi Agent Systems, AAMAS 2004, pp.
26–27. ACM (July 2004)

10. Lin, A., Hawryszkiewycz, I.T., Henderson-Sellers, B.: An agent-based collaborative
emergent process management system. In: Bresciani, P., Giorgini, P., Henderson-
Sellers, B., Low, G., Winikoff, M. (eds.) AOIS 2004. LNCS (LNAI), vol. 3508, pp.
1–18. Springer, Heidelberg (2005)

11. Sierra, C., Debenham, J.: Information-based agency. In: Proceedings of Twentieth
International Joint Conference on Artificial Intelligence, IJCAI 2007, Hyderabad,
India, pp. 1513–1518 (January 2007)

12. Sierra, C., Debenham, J.: The LOGIC Negotiation Model. In: Proceedings Sixth
International Conference on Autonomous Agents and Multi Agent Systems, AA-
MAS 2007, Honolulu, Hawai’i, pp. 1026–1033 (May 2007)

13. Debenham, J., Sierra, C.: Robust trust: Prior knowledge, time and context. In:
Huemer, C., Lops, P. (eds.) EC-Web 2012. LNBIP, vol. 123, pp. 1–12. Springer,
Heidelberg (2012)

14. Sierra, C., Debenham, J.: Building relationships with trust. In: Ossowski, S. (ed.)
Agreement Technologies. Law, Governance and Technology, vol. 8, pp. 485–510.
Springer, Heidelberg (2013)

15. Halpern, J.: Reasoning about Uncertainty. MIT Press (2003)
16. van der Aalst, W., Hofstede, A., Kiepuszewski, B., Barros, A.: Workflow patterns.

Distributed and Parallel Databases 14(1), 5–51 (2003)
17. Patel, N.: Deferred action: Theoretical model of process architecture design for

emergent business processes. In: Simons, R. (ed.) Operations Management: A Mod-
ern Approach, pp. 29–56. Apple Academic Press (2011)

18. Orlikowski, W.J.: The sociomateriality of organisational life: considering technol-
ogy in management research. Cambridge Journal of Economics 34(1), 125–141
(2012)



 

A. Kő et al. (Eds.): EGOVIS/EDEM 2013, LNCS 8061, pp. 87–101, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Understanding E-Government Development Barriers  
in CIS Countries and Exploring Mechanisms  

for Regional Cooperation  

Lyudmila Bershadskaya1, Andrei Chugunov1, and Zamira Dzhusupova2 

1 St Petersburg National Research University of Information Technologies,  
Mechanics and Optics, St Petersburg, Russia  

chugunov@egov-center.ru, bershadskaya.lyudmila@gmail.com 
2 UN University - International Institute for Software Technology, Macau, China 

zamira@iist.unu.edu 

Abstract. This paper intends to fill the gap in the literature on electronic gov-
ernment (EGOV) development in Commonwealth of Independent States (CIS), 
which share similar problems in the process of transition from the hierarchical 
top-down control to effective governance systems. Based on the expert survey, 
we provide a better understanding of current practices and barriers for EGOV 
development in the region, and possible mechanisms for regional cooperation in 
EGOV implementation. The results show that collaborative efforts in develop-
ing institutional and human capacity and adoption of common policies, strate-
gies and standards for electronic communication, cross-border information  
sharing and knowledge exchange could help to overcome the greatest barriers. 
As proven by the experience of other regions, cooperation in promoting and im-
plementing ICT-enabled governance could facilitate integration and transition 
process. This, in turn, would foster intra-regional business and trade and help 
solve critical problems with migration and crime investigation, environmental 
and energy issues, as well as effective use of water and other natural resources. 

Keywords : e-government, ICT-enabled transformation, regional cooperation, 
Commonwealth of Independent States, CIS region. 

1 Introduction 

Cross-border cooperation on promoting and implementing Electronic Government 
(EGOV) is emerging increasingly in light of the integration processes in various re-
gions. Many regions demonstrate how countries from the same region could benefit 
from sharing knowledge and experience, developing regional strategies, polices and 
standards and implementing joint research development projects on ICT-enabled gover-
nance, cross- boundary information sharing and improvement of public services pro-
vided by their governments. The evidence of successful cooperation on EGOV devel-
opment in European Union (EU) region is provided by numerous scholarly articles as 
well as ePractice.eu platform which involves practitioners from all 27 Member States, 
EU-member candidate states and EFTA countries. Various initiatives on regional  
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collaboration in EGOV can be found in Middle East and North Africa (MENA) coun-
tries [1-2], Latin America and Caribbean countries [3], and Southeast Asia. 

EGOV development in Commonwealth of Independent States (CIS) is an emerg-
ing phenomenon that should be examined in order to understand specific features, 
problems and issues typical to this region, and to offer possible solutions for solving 
them. Unfortunately, there is lack of studies on EGOV development in CIS member 
countries, which have historic ties and share similar problems in the process of transi-
tion from the hierarchical top-down control and the super-centralized system of re-
source allocation to effective public governance. According to UNDESA [4], the CIS 
region will most likely experience economic instability, or even a recession, in the 
near future. Having common history and legacy from Soviet Union and facing similar 
governance and socio-economic challenges after collapse, CIS countries recognize the 
importance of regional integration. In most cases, these countries have unique gover-
nance problems inherited from Soviet Union time. In this regard, cooperation in pro-
moting and implementing ICT-enabled governance could facilitate the transition 
process and integration of CIS countries. This, in turn, will foster intra-regional busi-
ness and trade and help solve critical problems with migration and crime investiga-
tion, environmental and energy saving issues, as well as effective use of water and 
other natural resources. As shown by regional cooperation experience in other re-
gions, developing common policies, strategies and standards for electronic communi-
cation, cross-border information sharing, knowledge exchange and joint efforts in 
delivering shared e-services are essential for enabling effective integration.  

Realizing the gap in the literature on EGOV development challenges in CIS region 
and importance of regional cooperation in facilitating ICT-enabled governance trans-
formation, this paper intends to provide a better understanding of current practices on 
EGOV, critical challenges faced, and most importantly, to explore mechanisms for 
intra-regional collaboration in EGOV implementation. The rest of the paper is orga-
nized as follows. Section 2 presents literature review on challenges in developing 
EGOV that are common to many countries and the role of regional cooperation in this 
process. Section 3 introduces the context of the study and subsequently, Section 4 
explains the research methodology adopted while Section 5 presents key findings. 
Section 6 includes a discussion about the findings, and Section 7 presents concluding 
remarks and some ideas for future work. 

2 Literature Review 

In this study, we have drawn on two streams of literature: (i) the literature on most 
common challenges of EGOV implementation; (ii) the literature on the role of region-
al cooperation in EGOV development.  

2.1 Common Challenges of EGOV Implementation 

Implementation of EGOV programs and projects in various countries and regions 
faces a variety of problems and challenges. However, it is noteworthy that studies 
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conducted in different countries revealed some similar typical problems in EGOV 
development. For example, G.Strejcek and M. Theil [5] based on the materials of the 
EU countries emphasized the existing gap between the ambition of EGOV projects 
and their actual implementation. Chatrie and Wraight [6] considered the most critical 
issues of implementing EGOV in the 15 EU countries and came to the conclusion that 
most of them belong to one of the following subject areas: (i) governance, public 
administration; (ii) education, training programs; (iii) economy, e-commerce; and (iv) 
legislation. O.Signore, F. Chesi and M. Pallotti  [7] identified and described key chal-
lenges that grouped around  technical, economic and social perspectives. They claim 
that overcoming these challenges helps shifting to full vertical and horizontal integra-
tion. They suggest that use of W3C consortium’s standards and goals could be a way 
to cope with these contradictions.  

A large group of barriers are related to organizational factors, in particular, the lack 
of coordination between government agencies and different levels of government, as 
well as conflicting objectives of EGOV in the agencies and levels [8]. Problems 
associated with human capacity building are also hot on the agenda. This group of 
problems includes lack of public trust in government institutions [9], loss of public 
interest in the political process and governance procedures [10], problem of public 
apathy and frustration. In addition, there is a risk of reducing the authorities’ 
responsibility in communication with citizens in electronic form, which would reduce 
the level of trust among the population and the state.  Moreover, the problem of 
insufficient civil servants’ qualification in the field of EGOV and e-services is still 
one of the major obstacles for EGOV development and coordination [11]. While this 
problem can be solved by developing training programs, there is a crucial concern 
how to make such trainings or educational programs effective, which level of staff 
should be targeted, which issues should be addressed most, etc [12].   

2.2 The Role of Regional Cooperation in EGOV Development  

Regional cooperation in various areas allows countries to facilitate the socio-
economic development through consolidation of their efforts and resources to achieve 
common goals and objectives. It helps to improve efficiency of their industries 
through greater utilization of each country capability and harmonizing usage of natu-
ral resources in the region. In this regard, regional affiliation is determined by the 
similarity of development strategies, objectives and priorities and often supported by 
the common historical way of social organization. K. Bjoratn, while exploring the 
integration processes in the Third World, noted that, for example, “regional integra-
tion, in the form of lower transport costs, contributes to the regional balance of eco-
nomic activity and income” [13]. In addition to economic and trade cooperation, 
common activities in international and regional cooperation are related to joining 
efforts to solving global climate change and environmental problems  [14], problems 
of energy consumption and global economic growth [15]. Good practices of regional 
cooperation could be found on all continents. Asian “4 Tigers” including South Ko-
rea, Hong Kong, Chinese Taipei, and Singapore is an example of effective regional 
cooperation. The central feature of this cooperation is markets’ development through 
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the mechanisms of effective adaptation [16]. Despite the long-standing period of au-
tocracy regime in this region, "Asian tigers" in a few decades were able to turn from 
the backward Asian countries into the advanced ones.  

Internet technologies simplify the cross-country integration through the use of in-
formation systems and data exchange. Global ICT development programs become an 
expression of transnational movements to mobilization, representing a new form of 
governance. The researches identify a number of influential factors in this direction 
[17]: (i) the technologies being used are universal and public (Internet, Web sites); (ii) 
the values and goals of development are becoming universal; (iii) the institutions that 
implement these development strategies are also universal (eg, OECD, UN, World 
Bank, etc.).  

There are a number of good practices on regional cooperation in EGOV in various 
regions like EU [18], Latin America and Caribbean [19], Southeast Asia [20], and 
MENA region [21-22]. For example, e-Practice [23] initiative of the European  
Commission offers a new service for the professional community of eGovernment, 
eInclusion, eParticipation and eHealth practitioners providing an online platform for 
knowledge sharing through the large collection of European experience and methodo-
logical resources. It is an interactive initiative that empowers its users to discuss and 
influence open government, policy-making and the way in which public administra-
tions operate and deliver services. The EU e-Government Action Plan [24]  
contributes to knowledge based sustainable and inclusive economy for the European 
Union, as set forth in the Europe 2020 Strategy and supports and complements the 
Digital Agenda for Europe. The RED GEALC initiative provides a network of e-
Government leaders of Latin America and the Caribbean created by Organization of 
American States and Institute for Connectivity in the Americas [3]. This virtual net-
work helps to exchange expertise and share experiences, and lessons learned to facili-
tate capacity-building through the utilization of modern technology in the countries of 
the region. This initiative raised awareness on the EGOV potential for regional devel-
opment, increased knowledge of government officials on the issues and challenges of 
EGOV implementation and laid the ground for stronger networking and collaboration 
on EGOV in the region. Another tool for the exchange and transfer of regional EGOV 
applications is eGobex, a portal that enables sharing of applications in areas such as 
mobile government or public attention. Moreover, EGOV interoperability in Latin 
America and the Caribbean is promoted as a common framework for regional action 
and discussion on ICT [25]. The e-ASEAN (Association of Southeast Asian Nations) 
Framework Agreement promotes cooperation to strengthen the competitiveness of the 
ICT sector and narrow the digital divide within and among member countries [26]. 
Within this cooperation framework, a number of EGOV and ICT training programs, 
workshops and seminars were conducted in member countries. Another example of 
cooperation in the Asia-Pacific region is establishing online community of ethnic 
Chinese, uniting people from China, Taiwan, Hong Kong and Singapore [27]. Thus, 
regional networks are becoming catalysts for innovation, investment stimulation, 
liberalization and privatization. Members of the Pacific Islands Forum have launched 
a number of initiatives, including the Forum Communications Action Plan, the Pacific 
Islands ICT Policy and Strategic Plan and the Pacific 14D Initiative, which identify 
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priority areas for island countries, including telehealth, distance learning and univer-
sal access through community telecentres. One of the most notable initiatives of 
MENA countries is benchmark studies on EGOV development in the region and de-
velopment of EGOV measurement framework [28].  

As we can see from the literature reviewed in this section, regional cooperation in 
EGOV can help countries to address common challenges and overcome typical ob-
stacles by joining efforts, sharing common solutions and bridging the digital divide 
between countries. It can help to solve critical issues of developing adequate infra-
structure for EGOV with improved connectivity.  Regional cooperation can support 
EGOV education, find new financing mechanisms, establish necessary legal and regu-
latory framework for cross-border public e-services and ultimately, improve gover-
nance through effective use of ICTs.  

3 Context  

There is growing general trend of multilateral cooperation in the economic and geo-
graphic areas of post-Soviet space. CIS is a regional organization established after the 
Soviet Union collapse. Currently there are 11 member states: Armenia, Azerbaijan, 
Belarus, Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan, Turkmenistan, 
Ukraine, and Uzbekistan. There are several reasons for greater interest in joint region-
al initiatives. They include (i) geographical proximity; (ii) legacy of old economic and 
cultural ties; (iii)  common language of communication; (ii) majority of top-managers 
in the public sector, as well as in business are those who educated in Soviet Union.  

Some economic communities are emerging in this region like Chambers of Com-
merce communities, Eurasian Union, Customs Union and others. The members of 
these organizations rely on the strength of the connections between the different 
agencies and enterprises established during the Soviet period and experience and 
memory of integrated economies and trade, coordination of resources in former USSR 
countries. Initially, EU integration model has been taken as a model for cooperation in 
CIS region. However, CIS integration appears fragmented while the EU integration 
has been promoted in a comprehensive way providing with a common platform for 
cooperation, polices, strategies and standards. Thus, the CIS integration model 
presents the mutual existence of separate regional sub-groups such as (i) the Eurasian 
community as a transnational association with an unified political, economic, military, 
customs, humanitarian, cultural space; (ii) the Custom Union with Belarus, Ka-
zakhstan, Russia as members and Kyrgyzstan and Tajikistan expected to join in the 
nearest future; (iii) the Collective Security Treaty Organization; and (iv) the Organi-
zation for Democracy and Economic Development of Georgia, Ukraine, Azerbaijan 
and Moldova. The Custom Union represents the most intensive integration model 
among others.  In the framework of this regional cooperation unit,  some mechanisms 
of electronic interaction were developed, and the foundation of information security 
was provided so far. Regional Commonwealth in the field of Communications (RCC) 
intends to create a common information space. RCC developed the “Strategic lines of 
the Regional Commonwealth in the field of Communications activities 2012 – 2017” 
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and RCC working groups and councils are developing proposals for introducing es-
sential changes in national legislation, for the transition to innovative economy [29]. 
The model codes in ICT implementation are coordinated and approved in Inter-
Parliamentary Assembly of Member Nations of CIS [30]. In light of such emerging 
trends in regional integration among CIS member countries and because of the  
fragmentation barriers, cooperation in EGOV development is getting more and more 
valuable.  

4 Research Methodology 

In this study, we apply both qualitative and quantitative research methods using pri-
mary data from the expert survey and secondary data from official reports of interna-
tional organizations.  

4.1 Research Method  

The research methodology for the expert survey was developed in 2011 and applied 
by the authors for identifying key challenges in implementing EGOV in Russia [31]. 
In 2012, it was adopted for this exploratory study on EGOV development problems 
and solutions for cooperation in CIS region. The aim of the expert survey was to col-
lect from experts opinions on (i) current EGOV practices in their countries; (ii) main 
problems in developing EGOV in CIS region; (iii) possible solutions for solving 
them; and (iv) mechanisms for regional intergovernmental cooperation in EGOV 
implementation.  

The expert survey process includes three stages: 

1. Discussion with representatives of the government agencies responsible for 
EGOV development in CIS countries in order to select the range of possible 
problems identified from the literature review.  

2. Development of the questionnaire for the expert survey based on problem-
oriented approach.  

3. Collection of expert opinions from the representatives of government agen-
cies, public sector and academia from all eleven CIS countries participated in 
the survey.  

Problem-oriented approach was applied for developing a survey questionnaire be-
cause the EGOV development in CIS countries is an emerging phenomenon not re-
ceived sufficient attention from the research community so far. The problem-oriented 
approach concerns with the utilization of general knowledge for practical problems, 
which are not well-known and not structured according to disciplinary categories and 
delimitations [32].  The problem is mainly called a question with no single solution 
due to a degree of uncertainty [33]. The importance of this approach lies in the scien-
tific community consolidation for discussing key problems, creating a common con-
ceptual framework and for shaping solutions to the problems [34]. The initial list of 
problems was created in accordance with the most relevant issues revealed from the 
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literature review. In addition to the proposed list, the experts stated other problems, 
which were of particular importance from their point of view. 

4.2 Data Collection 

The expert panel for collecting primary data was designed in accordance with the list 
of CIS representatives in RCC and also using professional contacts of the authors with 
representatives from educational, scientific and IT organizations. There was an inten-
tion to include representatives of government institutions involved in the formulation 
of EGOV policies and strategies, professionals from IT companies who provide 
EGOV solutions, as well as representatives of the scientific, educational community 
and non-governmental organizations (NGOs) involved in capacity building programs. 
The research expert panel consisted of 28 experts from government institutions (12), 
IT-companies (7) and scientific and expert organizations (9) involved in EGOV de-
velopment in their countries. More than half of the experts worked on EGOV projects 
for over 5 years, 35% of them for over 10 years. Experts identified good practices and 
key problems of EGOV development in their own countries and suggested possible 
solutions for solving these problems including mechanisms for regional cooperation. 
The secondary data was collected from the latest UNDESA report on EGOV devel-
opment. 

5 Findings  

5.1 Current EGOV Practices  in CIS Countries  

During the survey, the experts were asked to identify current practices of EGOV im-
plementation in their countries. The survey revealed that most of the initiatives are 
related to e-portals, electronic document exchange and public e-services. Based on 
their purpose and services provided, the initiatives were distributed across three seg-
ments such as Government-to-Government (G2G), Government-to-Citizens (G3C), 
and Government-to- Business (G2B) as shown in Table 1. We revealed that over 60% 
of the projects were oriented on G2C interaction while 50% were associated with 
G2B segment and 42% covered the G2G segment. 

Table 1. EGOV Practices in CIS Countries, 2012 

 G2G G2C G2B 
Armenia Electronic document flow 

system 
National 

identification system for 
citizens  

 

Electronic document flows in the social sphere  
Azerbaijan Establishment of the Agency on public services and social innovation under the 

President of Azerbaijan 
The Ministry of taxes 

information system 
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Table 1. (Continued) 

Belarus Secure e-mail in the 
authorities 

  

e-Declaration system  
Kazakhstan e-Government services portal 

Official President portal 
Kyrgyzstan Electronic resources to reduce corruption  

State information system of real estate 
Centers of citizens services development e-Procurement portal 

 Electronic tax reporting 
 Electronic services by Social Fund 

Enquiry information system under State Registration Service 
Web portal “Open budget”   

Moldova Register for personal data 
control  

Mobile digital 
signature 

implementation 

 

e- Government services portal 
Cloud Computing technologies implementation 

Russia   e-Procurement portal 
e- Government services portal 

Uzbekistan Project “Learn your VAT number” Electronic 
declaration for customs  

Documents forms on Government portal 
Ukraine Open Government Partnership   

 Electronic accountability 
 Electronic system of 

vehicle registration, 
driver licence and 

testing 

e-Customs system 

Tajikistan DHIS – application for 
management in the health 

sector 

The Public 
Reception of Hudjad 

city   

 

Electronic control system in education «OpenAdmin»  
Mobile technologies to access social services 

 Online communities of a city  
Program of targeted social assistance  

Crowdsourcing web- platform  
Turkmenistan Electronic document flow in 

the Ministry of Economy and 
Development 

  

5.2 Communication Channels between EGOV Stakeholders in CIS Countries  

EGOV development depends on utilization of specific communication channels. Ex-
perts rated each communication channel on a 5-point scale (1- min, 5- max). Table 2 
shows the most preferred channels of communication between government agencies, 
between government and citizens, and between government representatives and 
commercial companies. According to the expert opinions, the most preferred channels 
of communication between government agencies are a peculiar system for interagen-
cy communication, e-mail and hosted face-to face events. The majority of experts 
chose electronic communication channels like portals, e-mail, social networks as be-
ing the most preferred for communication between government and citizens. Public 
services web-portals were identified as the most preferred channel of communication 
between government representatives and commercial companies. 
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Table 2. Communication Channels in CIS Countries, 2012 

Communication channel  G2G G2C G2B 

Web-portals 3,6 4,1 4,3 

E-mail  3,9 3,7 4,2 

Telephone  3,4 3,1 3,1 

System of Interagency Communication 4,2 2,1 2,9 

Face-to-face communication 3,1 2,2 2,6 

Social networks, blogs 2,3 3,4 2,9 

Skype, ICQ 2,4 2,4 2,1 

Videoconference  3,4 2,5 2,9 

Events, meetings 3,7 2,7 2,9 

5.3 EGOV Development Challenges in CIS Countries  

The experts were asked to evaluate the list of EGOV development problems in  
order to identify the most pressing and critical among them. The experts’ opinions 
were graded by points: 1 as minimum and 5 as maximum. Based on the results of the 
expert survey, a ranking of such problems was constructed as shown in Figure 1.  
As mentioned earlier, the initial list of problems was created in accordance with the 
most relevant issues revealed from the literature review. The survey results show that 
lack of civil servants’ motivation (4.1) and lack of qualification (3.9) are the  
top ranked problems. However, according to the survey results, the CIS’s experts 
showed less concern about the problem of unrealistic goals (2.8) and their achieve-
ment (2.9) as well as citizen’s lack of confidence to technology (2.8) and lack of citi-
zen’s motivation.  

 
Fig. 1. EGOV Development Problems in CIS countries, 2012 



96 L. Bershadskaya, A. Chugunov, and Z. Dzhusupova 

 

In addition to the proposed list, the experts stated other problems, which were of 
particular importance from their point of view. The following problems were hig-
hlighted by the experts as most relevant: (i) EGOV projects do not focus on the real 
problems of citizens and business; (ii) lack of interest among government leaders in 
developing EGOV and their reluctance to promote and support EGOV initiatives; (iii) 
departmental orientation of state services at all levels and lack of information ex-
change between the different agencies and services; (iv) outdated data infrastructures; 
(v) the unattractive nature of EGOV projects to potential investors; (vi) lack of atten-
tion paid to market realities and possibilities afforded by the private sector. 

5.4 Possible Solutions for Overcoming the Barriers   

During the survey, experts suggested various solutions for solving EGOV problems 
identified by experts as being the most significant based on the experience of their 
own countries, as well as the experience of neighboring countries. The following table 
shows the proposed solutions to the problems (Table. 3). 

Table 3. Possible Solutions for EGOV Problems in CIS 

№ Problem/ solution 
1 Lack of civil servants' motivation 
 - a system of material and moral incentives for using innovative approaches, 

- staff change (full or partial) 
2 Lack of civil servants’  IT qualifications 
 - development  of mandatory training programs,  

- online platform for civil servants development, including eGov experience exchange and self-
education, 
- CIO institution development  

3 Insufficient financing 
 - implementation  of investment-attractive projects; 

- E-Governance Fund creation for organizing revenue from market products (license fee), 
- active fundraising, public-private partnership  

4 E-Government development does not comply with large information systems standards 
 - presence of  a single coordinating body at the highest level; 

- project-based approach; 
- analysis  of international  best practices. 

5 Lack of e-legislation development 
- mobilization of external experts; 
- consistency of regulations and retroactive implementation (as in the UK) 

 
In addition, the majority of experts expressed the urgent need for international and 

regional cooperation in EGOV, joint activities towards integrated solutions and stan-
dards and also unified e-signature system.  

5.5 Awareness about EGOV Development in CIS Countries  

During the survey, experts were asked to list positive experiences of other CIS  
member countries in implementing EGOV and providing services through electronic 
channels. Most experts were aware with the experiences of Kazakhstan, Russia and 
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Moldova. The experts primarily listed the projects for developing state and municipal 
service web-portals development, an open data portal in Moldova, the creation of 
public access centers in Kazakhstan, efforts to harmonize the legislation in the field of 
electronic regulation, the implementation of a single portal of public services in Rus-
sia, and the project "Smart City" in Kazakhstan. The experts also mentioned E-
Procurement web-portal in Kyrgyzstan, e-declaring system in Belarus, e-customs and 
open government projects in Ukraine, and mobile application for governmental ser-
vices in Tajikistan. In addition to the initiatives in CIS region, the experts also hig-
hlighted some achievements of non-CIS post-Soviet countries such as eVoting and X-
road in Estonia, standardized documentation centers in Georgia, and e-Justice in Li-
thuania. Most experts positively evaluated the idea of a unified e-signature system in 
the CIS as shown in Figure 2.  

 

Fig. 2. Need for a unified e-signature system in the CIS 

In support of this system experts listed the vast potential of e-commerce, simplifi-
cation of migration and customs processes’ registration. They argue that citizens 
could benefit from these e-services. The following statements were also highlighted: 
(i) not all of CIS member countries are equally prepared for this process; (ii) obstacles 
associated with proper policy decisions.  

5.6 Mechanisms for Regional Cooperation on EGOV in CIS Countries  

The experts suggested possible mechanisms for intergovernmental regional coopera-
tion that could improve the implementation of EGOV programs in CIS countries. 
They include:  

1. Creating a platform for knowledge sharing and experience exchange.  
2. Defining regional strategies, policies, common information exchange standards, 

regional coordination structures to enable shared services in customs, border 
management, law enforcement, immigration, etc.  

3. Establishing joint working groups for developing common IT solutions and plat-
forms.  

4. Implementing joint research and development projects on specific EGOV devel-
opment issues.  

5. Promoting regional public-private partnership, outsourcing, use of open source 
software and learning from private sector experience.   
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6. Organizing joint conferences and thematic forums as a platform for networking 
and knowledge sharing.   

7. Facilitating a mutually beneficial exchange of scientific and technical informa-
tion and documentation.  

8. Promoting joint ventures, associations, companies and firms working on innova-
tive solutions and development of new technologies.  

9. Developing a regulatory framework for regional cooperation in EGOV and har-
monizing national legislation.  

10. Establishing joint framework for measuring and monitoring EGOV progress in 
CIS countries and benchmark studies.  

5.7 CIS Countries in Global EGOV Studies  

The development progress in utilizing ICTs in public administration and governance 
in CIS is different from country to country. Thus, according to the latest UN E-
Government Development Index [35], Russia was rated in the world ranking as 27 out 
of 183, Kazakhstan  – 38, Belarus – 31, Ukraine – 68,  Moldova – 69, Uzbekistan – 
91, Armenia – 94, Azerbaijan – 96, Kyrgyzstan – 99, Tajikistan – 122, and 
Turkmenistan –  126. Kazakhstan, particularly, has improved its global ranking by 
around eight positions in 2012 and became one of the top leaders in e-participation 
sharing with Singapore the second position. This was resulted from significant efforts 
in modernizing the public sector including technology-based reform of administrative 
governance systems. Russia became the leader in Eastern Europe advancing 32 
positions in the world rankings. Moldova improved its ranking, started 
implementation of a Strategic Programme for Technological Modernization of the 
Government supported by the World Bank. The aim is ICT-enabled institutional 
reform to increase access to government information, improve public administration 
and services. Unfortunately Azerbaijan, Kyrgyzstan, Uzbekistan, and Turkmenistan 
were ranked lower than in the previous global UN EGOV ranking while Armenia and 
Tajikistan have not demonstrated significant improvements.  

There are numerous factors influencing the EGOV progress in the region including 
the socio-economic situation, political instability, leadership, public administration 
reform, investment policies, regulation and legislation, institutional and human 
capacity, national culture, access to external funds, etc.  

6 Discussions 

This research shows that the level of EGOV development in CIS countries is not the 
same and highly dispersed. More developed countries, like Russia and Kazakhstan, 
demonstrate significant progress in implementing EGOV initiatives while govern-
ments in other CIS member countries are making slow progress. Based on the re-
search findings, we can claim that the key barriers in EGOV development in CIS 
region are associated mostly with the lack of qualification and motivation among civil 
servants and weak support from top management. We believe that the greater  
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attention must be paid to the development of institutional capacity and human re-
sources in government agencies. We argue that capacity building programs on EGOV 
for civil servants in some CIS countries supported by the international organizations 
like UNDP, World Bank, and European Commission are not well coordinated and 
cannot be provided on a regular base. However, high quality educational programs 
delivered by the local academic institutions in collaboration with regional and interna-
tional partners and probably supported by donor organizations at the initial  
phases would ensure sustainability of such programs and most importantly, systematic 
way of developing both institutional and human capacity in the public sector  
organizations. 

Concerning communication channels for facilitating citizen’s participation and 
democracy in CIS countries, the majority of experts pointed out social networking as 
the most preferred. Moreover, a large number of experts referred to social networking 
as in-demand communication channel between government agencies, citizens and 
businesses community. In this regard, rich experience of EU in exchanging expe-
rience, good practices, and lessons learned from the projects as well as innovative 
solutions on e-services, e-participation, e-inclusion, e-democracy, etc through the e-
Practice platform and its journal could be useful for facilitating EGOV development 
in the CIS region.   

The intra-regional cooperation in EGOV strengthened by establishing joint work-
ing groups, developing common policies, strategies, and standards, and implementing 
unified systems like e-signature, and supported by the partnership in developing ca-
pacity of public sector workforce could help to overcome the barriers.  CIS countries 
could learn from good practices and lessons from the regional cooperation in ICT-
enabled government transformation in EU, Latin America, Southeast Asia, and 
MENA regions. Attention must be paid also on how to use the private sector’s expe-
rience in developing and delivering online services like, for example, secure Internet 
banking services or e-commerce transactions. As shown by the successful cooperation 
experiences in other countries, particularly, smaller and poorer countries should un-
dertake regional EGOV alliances that would allow them to pool resources and gain 
greater efficiency at building their infrastructure. Such collective efforts give citizens 
in the region opportunity to find information or get services that cut across individual 
nations [36]. International cooperation experience and use of common standards and 
solutions should be a good example for developing EGOV in CIS region avoiding 
“the reinventing the wheel”. 

7 Conclusion 

This exploratory study attempts to fill the gap in the literature about EGOV develop-
ment trends in CIS countries providing a better understanding of current practices and 
key implementation problems. The research findings suggest that consolidated efforts of 
the countries in the region could facilitate the progress in EGOV implementation and 
help solve common problems and facilitate both integration and transition processes. 
Unfortunately, this study has some limitations in terms of the number of experts  
involved in the survey, representation from the government and non-government  
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organizations, and also limited scope of the questionnaire. These limitations are directly 
related to the lack of resources for conducting more comprehensive research and fund-
ing mechanisms for such projects in CIS region. However, there is an urgent need to 
extend research on various aspects of EGOV implementation in CIS member countries 
through benchmark studies, comparative analysis and action research.  
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Abstract. In the Public Administration (PA) a great number of projects are in 
late, their results are not the expected ones, participants consider them over ad-
ministrated, and the work of employees participating in isn’t transparent. The 
origin of most of these problems is the conflicting coexistence of the project or-
ganization and that of the highly hierarchical Institution of the Public Adminis-
tration (functional organization). 

In the paper a new project management method - the Synchronized Func-
tional Project Management (SFPM) - is introduced which eliminates the above 
mentioned problems by mapping the activities of the project into the daily rou-
tine work of the Institution’s functional units without setting up a project organ-
ization. 

SFPM was successfully used in a project at the National Tax and Customs 
Administration (NTCA) when IT applications of the former Tax Office and that 
of Customs had to be integrated. During the project the majority of the tax and 
some of the large IT applications of the Customs were modified, more than 300 
specialists were involved in the integration and more than 1100 activities were 
synchronized. 

Keywords: project management, project, Public Administration, functional  
organization. 

1 Introduction 

Each profession has its own procedures how to proceed to achieve its goals. In the 
case of ICT - for the development of applications - the projects are the appropriate 
frames. Projects follow a given methodology described by the project management 
principles. 

Software development methods basically could be characterized as predictive and 
adaptive methods. 

Predictive methods focus on planning the future in “full” details (for e.g. the “wa-
terfall” approach). A productive team announces exactly what features are planned for 
the entire duration of the development process. They look forward typically for more 
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than 3 months. The plan is derived from the original objectives, and productive teams 
have difficulty changing direction.  

The most popular adaptive methods are the agile ones (for e.g. XP [1], FDD [2], 
Scrum [3]). An adaptive team will have difficulty describing what features are 
planned for the entire duration of the development process. Their planning looks for-
ward for 3 months or less. Adaptive methods focus on easily adapting projects to 
frequent changes.  

The National Tax and Customs Administration is a large functional organization 
[4], [12]. The reference project of this paper is the integration of the IT systems of the 
former Tax Office and that of Customs. This integration is mission critical and hun-
dreds of specialists are involved in.  

In [5], risk analysis is used to estimate the best matching use cases for predictive 
and agile methods. It is stated that if the functions are critical, the team size is large 
and the culture is centralized decision making, than the appropriate approach is the 
predictive one1. 

In our case it meant that the right method to be selected had to be a predictive and 
not an adaptive one. 

According to PMBOK [4] projects in a functional organization generally do not 
cross the borders of the functional units of the organization.  

However in our case we had to coordinate the work of several functional units of 
NTCA. 

In Hungary the official project management method for the Public Administration 
is a tailored version of PRINCE – Projects in Controlled Environment [7]. Originally 
it was developed in 1986 by the Central Computer and Telecommunications Agency 
[8] which was part of HM Treasury and the centre of information systems policy in 
the British government. The method was further upgraded to PRINCE2. It is in use in 
the Public Administrations all over the world [9]. 

Earlier already the question arose, are the conventional project management me-
thods fully adequate for the IT projects of the Public Administration [9]? At that time 
the problem was treated in detail, but no solution was given.. 

The aim of this paper is to introduce a new project management methodology – the 
Synchronized Functional Project Management (SFPM) – which was successfully used 
at the National Tax and Customs Administration (NTCA) during the integration of IT 
systems of the former Tax Office and that of Customs. 

The notion Synchronized Functional Project (SFP) refers to the fact, that the me-
thod synchronizes the activities of the functional units of the institution. The units 
involved form the varying virtual organization of SFP. No parallel project organiza-
tion is created.  

In our reference project the majority of the former Tax Office and some of the 
large IT applications of the Customs were affected, more than 300 specialists were 
involved in the integration and more than1100 activities were synchronized. 

                                                           
1 To be correct, several successful agile PA projects are mentioned in [6]. 
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2 What are the Problems with the PRINCE-Like Projects? 

At the first glance we can summarize the problems in the followings: 

1. Rigid organizations working in parallel (Institution, project) 
2. Competition for the human resources. 
3. Problems in managing the "bolt from the blue" effects. 

2.1 Rigid Organizations Working in Parallel (Institution, Project) 

PRINCE and similar methodologies solve the task to be absorbed – the development 
of an application or system – by the creation of a well separated and well structured 
project organization. 

The project decides about the task assignments, task execution, monitoring, con-
trolling and deployment. 

In the Project Initiation Document (PID) the structure and hierarchy of the project 
is defined, the participants are enumerated together with their duties and competences. 
For the participants the ratio of working in the project compared to their working 
hours is fixed. 

In an appropriately working organization the IT applications have owners. The 
owner normally is a “business” department. In the paper we will call it also profes-
sional department in contrast to the IT departments. 

Development, modification of an IT application is possible only if the owner de-
partment authorized or initialized it. 

Even in the case of a green-field application it has an owner and the new applica-
tion is to be deployed not in a vacuum, but in an already working environment. This 
will affect other applications, which should be modified and they also have their own 
owners. 

In organizations having the above property the professional department and the 
ICT are in a procurer – supplier relation and only ordered activities could be per-
formed.  

The project organization interrupts this relationship, separating the professional 
and the IT departments, see Fig.1. 

The contours of the project organization are marked with continuous lines. 
The project develops its product – the application – within its scope, already re-

ceiving at advance all the necessary resources and competences and not obliged to ask 
permissions from the owners for modification of the concerned applications. 

The project organization is well circumscribed and works rather independently in-
side the organization of the Institution, as it is shown on the figure above. 

This is one of the reasons why the business considers the project that it goes out-
side of its scope of authority. 

 



 The Synchronized Functional Project (SFP) of Public Administration 105 

 

 

Fig. 1. Project organization inside the Institution [7] 

2.2 Competition for the Human Resources 

In the project organization, the Team Manager controls the work of a working team, 
the smallest unit of the project organization. The TM is responsible for a deliverable 
and for its delivery for due time. Then the Project Manager itself is responsible for all 
the deliverables of the project. 

Consider first the case, when an already existing application should be re-designed 
and rewritten. In this case, the old applications also should be maintained, until the 
new applications are finished. Generally those IT people, who developed the original 
applications, are the best experts of the applications. That means they could be only 
partly dedicated to the project.  

As the delegation is only partial, the team members also belong to a department of 
the organization. The result is that the team members have two “bosses”, the Project 
Manager and the head of department.  

This is what we call competition for the human resources between the organization 
and the project.  

2.3 Problems in Managing the "Bolt from the Blue" Effects 

Contrary to the private sector, managers in the Public Administration do not control 
totally the working of their Institution. 

The government or the legislative in any moment can make decisions, even with-
out any prior consultation, which affect the functioning of the Institution. 

This intervention it is independent from the subjects, non predictable but deeply  
influences their work. 

ITC   Users (professionals) 

Project Steering Committee  

Project Management 

 

Team Managers   

Working groups 
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Naturally the market can also behave in a non predictable way, but important, sud-
den and frequent changes are rare. 

Such changes generate hardly executable tasks for the business and the IT of the 
Institution because to be compliant to the regulations the necessary modifications of 
the IT applications should be performed within in a very short time limit. 

These tasks generally have higher priority than the projects and as the Project or 
Team Leaders are not the head of departments owning the affected applications, they 
don’t feel responsible for the project’s deadlines and products. (They consider the 
Project Manager to be the primary responsible which is in principle true). The result is 
that they call back more easily their employee from the projects. 

The result is that the project will lack of human resources, starts to be in late and 
cannot make an appropriate schedule for the deliverables.  

3 The Synchronized Functional Project – SFP 

As starting point we have to declare, that the organization of Public Administration’s 
institutions is functional. 

Functional structures are generally useful for big organizations. Employees within 
the functional structure are differentiated to perform a specialized set of tasks (in our 
case: declaration processing, audit, tax account management, etc.) This specialization 
leads to operational efficiencies where employees become specialists within their own 
realm of expertise. The problem is that communication within the institution is rather 
rigid, making the organization slow and inflexible.[12] 

Functional structures are often characterized by large degree of formalization, 
making each function reliant on standard ways of operating. Decision-making power 
is centralized [12].  

It is a well-known problem, how difficult to organize projects in a functional  
organization. 

Generally such projects do not cross the border of a functional unit of the institu-
tion and the communication between functional units not under the supervision of the 
same executive is long and complicated [4]. 

Normally the role of a project organization is to dissolve this hierarchical obstacle, 
putting together the necessary competences to solve the given task. 

However in the previous section of the paper we showed why the popular project 
management method – PRINCE – used by most of Public Administrations isn’t really 
adequate for the functional environment of PAs. 

In the next paragraphs a different method – Synchronized Functional Project Man-
agement (SFPM) – is introduced which better takes into account the specialties of 
functional organizations. 

The notion Synchronized Functional Project (SFP) refers to the fact, that the me-
thod synchronizes the activities of the functional units of the institution. The units 
involved form the varying virtual organization of SFP.  No parallel project organi-
zation is created. 
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3.1 The Organization of SFP 

A basic principle of the method is that each IT application should have an owner. 
The second important pillar is that the “business” (profession) and the IT should be 

in procurer – supplier relation. This means that each modification in an application 
should be preceded by an order from the owner of the application. 

Organizations not fulfilling in their everyday functioning the above conditions 
cannot use in its original form the SFP methodology. 

The first step to start an SFP is the creation of a working team whose task is the 
preparation of a feasibility study. The feasibility study should contain a time schedule 
of the high level tasks which later will be worked out in detail. 

When the feasibility study is ready, the next step is the appointment the 1st level 
(see later) members of the SFP organization. 

Then the first task of the 1st level is to set up the 2nd level (see later) of the SFP. 
The organization of the SFP - on the level of the Institution - is basically a virtual 

one: 

1. The SFP doesn’t have named participants only on the managing levels. 
2. There are two managing levels: 

(a) The 1st is the level of Management (M). Here are present the managers – 
members of the management of the Institution - supervising the business and IT 
fields interested in the SFP - together with the Chief-Coordinator (Cc).  (The 
1st level could be considered more or less to be similar to the PSC of PRINCE) 

(b) The 2nd is the level of Operational Management (OM) (more or less equiva-
lent to the PM of PRINCE, but with stronger involvement). Here are the owners 
of the applications affected by the SFP. Also on this level we can find the 
Operative Manager (Om). He/she is the responsible for the coordination of 
business and IT activities of the SFP. His/her work is supported by the adminis-
trative team. Problems not solved on this level are escalated to the 1st level (this 
occurs very rarely). 

3. The real work is done by the working teams (3rd virtual level). To the activities of 
the original scheduling, Team Managers are assigned. Basically they are the own-
ers of the applications in question. The members of the teams will be the (business) 
experts and the IT specialists of the application.  The organization of the teams 
and the creation of a detailed schedule of activities are the task of Team Managers.  
 
Working teams are formed and dissolved when needed, depending on how the SFP 
advances. The teams have no pre-assigned members, but the formation of a stable 
core is possible. 
Fig. 2. shows the place of SFP in the hierarchical structure of the Institution.  
The parts with continuous line are fixed and defined in advance (1st and 2nd level), 

while the elements with dotted line contour are the virtual, dynamic ones.  
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The task of the administrative team, present in the fix part of the structure, is to fol-
low and control the activities of the SFP by the use of a project management tool (MS 
Project in our case). 

The virtual part includes some of the elements of the Institution’s structure (de-
partments), whose activities are in connection with the SFP. The execution of these 
activities remains within the Institution’s organization, contrary to the PRINCE 
based projects, where they are performed inside the project organization.  

 

 
 

Fig. 2. The SFP in the hierarchical structure of the Institution 

3.2 The Working Process of SFP 

As it was already mentioned earlier that to set up an SFP first a working group is 
formed whose task is to work out an initial feasibility study. 

The feasibility study should contain a task list (activity list) with the expected 
dead-lines. Naturally the study should be as detailed possible. 

To the tasks of the feasibility study responsible departments – functional units - the 
owners of the applications involved, are assigned. (The Task Managers will be the 
representatives of the owner functional unit). 

The Task Managers set up the appropriate working groups and they continue de-
composing the tasks to elementary units of actions. The resulted basic actions are 
loaded into the project management tool. Their interdependencies are also defined and 
treated there. 

The elementary activities are executed by the functional units of the SFP following 
the daily routine of the Institution. 
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The Operative Manager periodically, depending on the size and dead-lines of the 
SFP, receives status reports from the Team Leaders (every two weeks in our case). 

Based on the status reports the schedule of the SFP is updated. The possible con-
flicts are resolved on the next status meeting. If it there is no consensus the problems 
are escalated to the 1st level (this is quite rare). 

It can be seen that the SFP influences the daily routine of the Institution only by the 
synchronization of certain activities following the periodic status meetings. 

At the first glance it seems that the coordinators responsible for the quality assur-
ance and security are missing. 

In reality they are present on the 2nd level.  The Institution should have defined IT 
quality indicators and standards, and also it should have IT security regulation as well 
as departments supervising them. Leaders of these departments are members of the 
2nd level and during the existence of the SFP their departments do they business as 
usual. It is possible to do so, because the everyday and usual modification of the IT 
system isn’t done in the frame of projects. This means that there are procedures to 
handle these events routinely. In the case of the SFP these procedures should be fol-
lowed too when the orders – products of the working groups - are sent by the owner 
departments to the IT. 

The communication among the participants of the SFP is fully electronic. 
The SFP has no Project Initiation Document (PID), only a short Regulation of a 

few pages. It defines the documents to be used, their locations, how could be they 
produced and accessed. 

The maintenance of documents is the duty of the Administrative support. 
The SFP is initiated by the formation of the working group responsible for the fea-

sibility study and after by the nomination of the 1st level. 

4 Conclusions 

In the paper we shortly described a new project management method suitable for the 
Institutions of Public Administration (and in general for functional organizations). It 
was successfully used in the first phase of the integration of IT systems of the former 
Tax Office and that of Customs at the National Tax and Customs Administration 
(Hungary). 

In the SFP practically all the large applications of the former Tax Office and some 
of the Customs were modified or canceled, more than 1100 activities were synchro-
nized and controlled, the number of participants was over 300. 

The summary of differences between the PRINCE like projects and that of the SFP 
is given bellow. 

4.1 The Question of Responsibility 

In the case of a traditional project, the accomplishment of the project’s goals is the 
responsibility of the Project Manager and the Team Managers.  
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In the SFP certainly the (Chief)Coordinator is the ultimate responsible for the suc-
cess, but his/her responsibility is immediately broken down to the owners of the ap-
plications. It isn’t the same situation when the owners of the applications are members 
of the Project Steering Committee (no direct responsibility). It is very rare that the 
owners of the applications are at the same time the Team Leaders in a traditional 
project. 

In the case of projects in the Public Administration it is always a problem the ac-
countability of the employees delegated into the project. When, and for what extent 
they should be available for the project and for the everyday tasks. 

In the case of SFP the work of the participants gets into their everyday routine ac-
tivities, as the task accomplished by them is part of the duties of their bosses. 

Everybody works as if the SFP didn’t exist. As a consequence, the owner of the 
application at the same time responsible for the tasks related to his/her application. 
The allocation of human resources to the SFP or to the daily routine tasks depends on 
his/her decision. 

4.2 The Place of a SFP in the Structure of the Institution 

The second important difference is that the organization of the SFP is not separated 
from the organization of the Institute. 

The SFP exists only on the level of coordination (synchronization of the activi-
ties); its functioning gets into the everyday work of the Institution. 

4.3 Communication and Documentation 

The third difference is that communication and documentation is limited to the  
minimum. 

The most important difference however is that leaders participating in the SFP feel 
that they should spend as much energy to the SFP as they think to be appropriate 
within their competence and duties. 

They don’t have to “battle” with responsibles of another organization that is of the 
project. 
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Abstract. Public transparency is made evident by the dissemination of the acts 
practiced by the Public Administration, aiming at social control and at citizens’ 
participation. As provided in Art. 37 of the Constitution of the Federative Re-
public of Brazil, “Public Administration must follow the principles of lawful-
ness, impersonality, morality, publicity and efficiency” [5]. Faced with such 
principles, our aim is to verify the perception of municipal managers, software 
developers and citizens concerning the transparency and the control of public 
accounts via the Citizen’s Portal of the State of Mato Grosso (Brazil), compar-
ing data in a triangular way. For this, a comprehensive review of the literature 
in the area is made, as well as the collection and qualitative analysis of data 
with the use of the triangulation method, which allowed comparison of the opi-
nions of the subjects involved in the research. 

Keywords: Public Accounts, Transparency, Citizen Portal, Social Control,  
Citizens. 

1 Introduction 

Public accounts, in public administration, are represented by a set of accounting,  
financial and budgetary data and information, making their dissemination and publi-
cation necessary for society to follow the investment of public resources. This disse-
mination is what allows the transparency of public spending.   

For the CGU (“Office of the Federal Controller General”), “public resources are a 
set of the assets and rights composing the public assets, such as money, estates (hos-
pital and school buildings), vehicles, tables and chairs, etc” [12].  

The control of public accounts in Mato Grosso (Brazil) can be electronically con-
ducted via the Citizen’s Portal. However, the question is whether the portal actually 
provides citizens with transparency, ease of use and clarity in the dissemination of 
public accounts, being satisfactory to citizens. In this context, the work mentioned 
proposes to verify the perception of municipal managers, software developers and 
citizens concerning the transparency and the control of public accounts via the Citi-
zen’s Portal of the State of Mato Grosso using triangulation to compare data.  
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The research conducted comprehends an inductive data survey and qualitative re-
search. As a case study, the Municipal Government of Nova Mutum was used in 2011 
having as a base the information available at the Citizen’s Portal, accessed by means 
of the site of the Mato Grosso State Audit Court. So as to widen the research, ques-
tionnaires were applied by population sampling in Nova Mutum, and interviews were 
made with municipal managers and a software manager. The triangulation method 
was utilized for data analysis.   

After this introduction, this article presents the methodology, a brief theoretical re-
ferential based on a bibliographical survey, the analysis of the field research data and 
the presentation of the results obtained in the study  followed by the conclusions.  

1.1 Methodology 

This research is composed of two stages, the first of which is a bibliographical and 
experimental survey and the second is a qualitative and triangulational analysis of 
data from a case study.  

For the case study, from the Municipal Government of Nova Mutum in 2011, the 
basis was the digitalized public account auditing system (APLIC), accessible on the 
website of the Mato Grosso State Audit Court (TCE-MT, www.tce.mt.gov.br). 

For the population sample, 300 questionnaires were applied which represents 1% 
of the population of this municipality. The sampling method used was probable ran-
dom including representatives from a variety of locations in the town with informa-
tion from different classes and social levels.  

Individual interviews were held with the municipal manager and software manager 
using a non-structured interview enabling the interviewees to speak freely on the top-
ic. For the case study a data triangulation method was used which integrates the  
combination and cross-referencing of a variety of points of view to obtain better un-
derstanding of the problem to be researched.  

Triangulation is a qualitative research procedure that uses a technique that con-
trasts different sources, perspectives and circumstances of data collection of the 
same phenomenon. The aim of triangulation is not to replicate results but to check 
the validity of the results collected by verifying the consistency and coherence of 
different interpretations [29].  Therefore, to conclude the survey of transparency 
and control of public accounts, data triangulation becomes a necessity. According to 
Denzin [16], “data triangulation” refers to the collection of data from different 
sources whereby one possibility is the use of different individual opinions, as 
adopted in this study.  

The data triangulation was divided into three important categories: interviews with 
the municipal manager, interview with the software manager and the application of 
the 300 questionnaires to citizens. The results of this study enabled visualization of 
how the citizens check on the public authorities and if the tools for such checking 
meet the objectives of the public authority in terms of citizens` dissemination and 
participation in the application of public resources 
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2 Transparency of Public Accounts  

What is “transparency”? Rosendorff and Vreelandde (2006, p.06) "define transparen-
cy as the dissemination of regular and accurate information. Simply put, a transparent 
political regime is one that provides accurate information about itself, its operations, 
and the country as a whole, or permits that information to be collected and made 
available". [26] 

Through its pioneering surveys in recent years, the Transparency International (TI) 
has tried to gauge the extent of corruption in different countries, identify Government 
departments where corruption appears to be most rampant, and establish some reasons 
why it seems to grow.  

Two major factors that contribute to the growth of corruption are the low probabili-
ty of discovery, and perceived immunity against prosecution. Secrecy in government, 
restrictions on access to information by citizens and the media, ill defined/complex 
and excessive rules, procedures and regulations can all lead to a low chance of dis-
covery. A lack of transparency in the functioning of the government agencies can 
make it easy for the perpetrators to cover their tracks and unearthing corruption be-
comes very difficult [9]. 

Transparency and the right to access government information are now internation-
ally regarded as essential to democratic participation, trust in government, prevention 
of corruption, informed decision-making, accuracy of government information, and 
provision of information to the public, companies, and journalists, among other essen-
tial functions in society [3]. 

Public spending transparency is an essential factor for strengthening the relation-
ship between society and public managers. The disseminated information must be 
clear, understandable and easy to access.  

On this topic, the CGU says “It is every public entity’s duty to clearly inform the 
population on how it spends money (the budget) and to render accounts of their acts. 
This information has to be provided in clear language that can be understood by citi-
zens in a simple way. Likewise, public entities must stimulate popular participation in 
the discussion of the strategies used to put public policies into practice, in the elabora-
tion of their planning and of their budgets” [11].  

It can be argued however that transparency not only incorporates the rather passive 
right of every citizen to have access to information (if they activate that formal legal 
right) but also the much broader and more pro-active duty of the administration itself 
to ensure that information about its policy and actions is provided in an accessible 
fashion [15]. Moreover, the stimulus to public transparency must be one of Public 
Administration goals, once it contributes to strengthening democracy, valuing and 
developing citizens, as provided in LRF 101/2000. 

For this, the Fiscal Responsibility Law establishes public finance standards di-
rected towards responsibility in fiscal management, Public Administration being in-
cumbent with abiding by the goals and constraints provided in Art. 1, and detailed in 
its § 1: “Fiscal management responsibility presupposes planned and transparent ac-
tions, in which risks are prevented and deviations capable of affecting the balance of 
public accounts are corrected, in compliance with result goals between revenues and 
expenses and by obeying constraints and conditions concerning waiver of revenues, 
generation of expenses with personnel, of social security and others, consolidated and  
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bond debts, credit operations, including those for deferred revenue, guarantee granting 
and inclusion in Amounts to be Paid” [4].  

However, it is crucial that Public Administration publishes and disseminates its 
public acts, promoting popular participation in public spending control, requiring the 
adequate use of the collected resources deriving from taxes, fees and services, making 
Public Administration transparent in function of a democratic society.  

The CGU clarifies that, “The government should provide citizens with the possibil-
ity of understanding the management mechanisms, so that they can influence the deci-
sion-making process. The citizens’ access to simple and understandable information is 
the starting point for greater transparency” [11].  

According to Shah and Schacter, “Increasing transparency can strengthen the lines 
of accountability between government and citizens.  When citizens are informed 
about government performance, they are in a better position to put pressure on public 
officials to perform their duties in the public interest.” [27] 

The LRF states that “Fiscal management transparency instruments imply the wide 
dissemination of public documents, including electronic means of access for citizens. 
Moreover, the use of the Internet and of information and communication technology, 
favors the improvement of public services rendered, providing the interaction of citi-
zens with the Electronic Government, increasing the transparency of public accounts” 
[4]. The concept of Electronic Government (e-Gov), in the view of Maciel, is “the use 
of Information and Communication Technologies to meet citizens’ needs of obtaining 
information (it makes the presentation of government information viable)” [20].  

As well as this, there is also the “concept of Open Government Data (OGD) which 
includes all the information produced, archived and distributed by government organ-
izations, published on the internet in open and primary formats in a non-proprietary, 
full and non-discriminatory way, free of licensing and accessible both to citizens and 
computers.”  [22]. According to Karna, "Open Government is to be seen in the con-
text of citizens’ rights: the right to actively participate in the process of agenda-setting 
and decision-making". [19] 

Certainly, in order to have an effective exercise of social control, it is necessary 
that all citizens have access to the information. However, both parties must be com-
mitted to making this control of public resources, once, if the government makes in-
formation available, citizens are incumbent with looking for them and using them in 
their ambit.  

3 Information Systems  

So as to meet the needs of Public Administration, information systems are in increas-
ing evolution. The demand for more complete software that meet the requirements 
imposed by laws and by the supervising bodies, leads to investment in the Electronic 
Government are, aiming at greater social control.  

Maciel et al point out that “Electronic Government fundamentally means the strat-
egies used by the government for using Information and Communication Technolo-
gies (ICTs) resources, with the intention of modernizing the administrative apparatus 
and of meeting citizens’ needs” [21]. 

Current Information and Communication Technologies (ICTs) have made it possible 
to enhance traditional participation procedures by electronic means, introducing in this 
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way the concept of electronic Participation (eParticipation). eParticipation “refers to 
efforts to broaden and deepen political participation by enabling citizens to connect with 
one another, with civil servants, and with elected representatives using ICTs”. [25] 

It is worth emphasising that the technological tools must provide citizens with easy 
and rapid interaction, enabling the public to contribute to the definition of how public 
resources are applied, as stated by Anjos and Ezequiel: “The use of new technologies 
by public administration may allow for an uncontestable opening of the state to the 
general public widening access to the digitalized databases. Access to these databanks 
to obtain information and services directly, without intermediaries, can be considered 
an important contribution to exercising of citizenship. However, obtaining access 
does not mean understanding the information obtained”[2]. 

The use of technology can contribute positively to the dissemination and guidance 
given to citizens providing usability methods are implemented that facilitate the use 
of the information by citizens as according to the following author: 

“Usability is a quality attribute related to the easiness of using something. More 
specifically, it refers to the quickness with which users can learn to use something, 
their efficiency in using them, how much they remember of it, their degree of propen-
sity to errors and how much they like to use it” [23].  Custodio adds that, “Usability 
can be understood as a capacity, in human functional terms, of a system to be used 
easily and efficiently by the user” [14]. Maciel et al (2005) corroborate this statement, 
ratifying that “usability is traditionally associated with the attributes: easiness of use, 
easiness of learning, memorability, user’s satisfaction, productivity and flexibility” 
[20]. Therefore, it is found that web information systems have to provide ease of use, 
clarity and comprehensibility of the information available, aiming at citizens’ partici-
pation and interaction with the government. 

3.1 The Audit Court and the Citizen’s Portal 

The Mato Grosso State Audit Court is a public institution of external control account-
ing for inspecting the legality, legitimacy and economics of public spending deriving 
from the State or from the Municipalities that have to render accounts about public 
spending [24].   

In accordance with Organic Law 269/2007, of the Mato Grosso State Audit Court, 
in articles 35 and 36, inspection has the aim of verifying the legality, legitimacy, effi-
ciency and economy of administrative acts in general as well as compliance with fis-
cal management norms in order to ensure effective external control and to instruct 
trials within the ambit of the court. The activities of organs and entities that come 
under the jurisdiction of the Audit Court will be inspected selectively and concomi-
tantly based on information obtained from official press sources, audits and inspec-
tions, and reports and complaints [8]. 

The TCE-M’s vision is “To be acknowledged in society as an essential and refer-
ential institution for the external control of the management of public resources”. The 
TCE-MT’s external control actions are guided by technical areas (exercised by the 
Court), internal areas (exercised by public administrators) and social areas. The latter 
refers to the active participation of society in the management of public resources 
based on constitutional and infra-constitutional fundaments that offer administrations 
some reflection on the values that are behind the running of the institution in the view 
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of those being inspected and especially that of society, such as: commitment, ethics, 
transparency, quality, agility and innovation.  

The CGU states that “the State Audit Courts conduct verifications and audits, on 
their own initiative or as proposed by the Prosecution Office, besides examining and 
judging the regularity of the state and municipal public managers’ accounts” [11]. 

In order to strengthen itself institutionally, the TCE-MT has sought to widen its 
channels of communication with the entities being inspected, citizens, partners, 
NGOs, civil and organised society and others. The aim of this is to distribute informa-
tion in order to encourage citizens to exercise their citizenship.  

Among its actions, bearing in mind the need for greater control of public manage-
ment, the State Audit Court developed a computerized system denominated  
Digitalized Public Accounts Auditing (APLIC), aimed at conveying the rendering  
of accounts via internet in a fast and easy way, aiding the timely inspections of  
public acts.  

According to the Audit Court, the Digitalized Public Accounts Auditing (APLIC) 
aims to strengthen the constitutional role, widening its work of external control and 
contributing to the strengthening of the internal controls of those under the court’s 
jurisdiction.” [24].  

The Digitalized Accounts system was developed to enable internet transmission of 
all the information that is of public interest including: financial and accounting state-
ments, budgets, bidding processes, public contests and personnel acts. All of these are 
published for citizens on the Citizen’s Portal in compliance with the Law on Access 
to Public Information no. 12.527/2011 of 18th November 2011 [7]. 

According to Occar et al. “accountability: the appropriate open datasets properly 
mashed up can provide several views on information about the performance of the 
government to achieve its public policy goals” [1]. Thus, the Citizen’s Portal provides 
citizens with a follow up of public acts, making it possible to assess whether the ini-
tial goals proposed by the Public Administration are being attained by Municipal 
managers.  

4 Case Study 

The results obtained from the survey will be presented according the research metho-
dological proposal, considering the analysis of the information obtained in the inter-
views with municipal managers about the dissemination and transparency of public 
accounts; the analysis of the survey data together with the software managers; and the 
analysis of the data obtained from the survey with citizens. Lastly, the triangulated 
data are analyzed according to the categories proposed in this study. 

4.1 Municipal Managers  

By means of the information collected in the interviews with two municipal manag-
ers, it is possible to verify the perception and understanding about the dissemination 
and the transparency of public accounts via Digitalized Public Accounts Auditing. It 
is worth stressing that the two municipal managers believe that the State Audit Court 
does not properly guide the Public Administration, demands a lot and provides little  
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information on how to act so that the managing unit can meet the expectations of the 
inspection body.  

The Digitalized Public Accounts Public model was developed to guide and streng-
then the constitutional role, expanding the work of external control and contributing 
to strengthening the internal control of those under its authority [24]. 

For manager one, the inspection of public spending is positive to public adminis-
tration as it prevents errors from being committed in the future. In turn, manager two 
points out that inspection partially prevents errors or irregularities from occurring, as 
the rendering of accounts take long to occur. 

Dropa adds clarification: “Transparency is the only way of preventing certain pub-
lic administration acts from being corrupted or masked, allowing the population to 
know how their representatives are operating the public machine, and whether they 
abide by the basic principles of honesty, impartiality, legality and loyalty” [17]. 

However, for the public managers, the information provided in the Citizen’s Portal 
is transparent, yet difficult to be understood by citizens, as it is technical information 
and its interpretation depends on specific knowledge about the accounting area.  

Dropa states that “information technology is a great ally of the citizen’s in this 
process, offering innumerable possibilities to facilitate access to information”[17]. 

Furthermore, the two managers believe that by having an effective social control, 
citizens should follow up public accounts and give opinions on them. Yet, they lack 
guidance as to how to access this information, or when they access such information it 
is not clear or understandable. 

The CGU adds that it is the municipal government’s duty to clearly inform the 
population about how public money is spent [10].  

It should be emphasized that the Digitalized Public Accounts Auditing, in the con-
ception of manager one, has made processes more difficult due to adaptation, since 
before the implementation of the on-line auditing modality, the municipal government 
used to send the balance sheets via post, and had the opportunity of checking the in-
formation before sending.  

Currently in electronic media, there are many flaws in the management systems, 
which implies sending inconsistent information. 

Also, in the view of manager two, the implementation of the on-line auditing facili-
tated the work routine with the use of layout and norms, allowing clearness and im-
proving the performance of functions in each department. 

It is worth stressing that the information systems used by the municipal govern-
ment are constantly updated, yet, the software updating does not manage to timely 
follow the constant changes in rules specified in layout made available by the TCE-
MT. Therefore, the Software manager’s views on the same topics as those of the mu-
nicipal managers were sought, as seen as follows.  

4.2 Software Manager 

Considering the interview conducted with the representative of the software company 
for the public area, responsible for keeping the systems updated with versions that 
meet the TCE-MT requirements, it is possible to understand the difficulties met by the 
company in its search for fast and effective solutions. 
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As states the software manager, “the timely inspection and dissemination of public 
accounts allow greater transparency, contributing to social control, as the inspection 
via an on-line system makes its execution easier; should there be irregularities in the 
public acts, it loses its balance”.  

Dropa says that, “Social control has to be exercised so that the community is aware 
that the public administrator actions are being conducted abiding by the law” [17]. 
The manager stresses “that the Audit Court requirements allowed greater control on 
public administration, ordering public processes, mainly in the purchase and in the 
competitive bidding sector, since prior to this goods and services were purchased and 
hired and only then would the acts be regularized; with the auditing implementation, 
information is timely, that is, it has to be legalized at the moment of purchasing or of 
hiring services”.   

As ensured by the provisions of Bidding Law, and detailed in its Art. 14, “no pur-
chase will be made without the adequate characterization of its object and indication 
of the budgetary resources for its payment, under the penalty of nullifying the act and 
making the person who has caused it to account for the deed” [6]. 

Moreover, according to the manager “so as to meet the Public Administration 
needs, the information systems have to be improved concerning the control on estates, 
stock, vehicles and on the planning of the PPA, LDO, LOA goals; at the moment, the 
software company lacks tools to effect these controls”. Nonetheless, the software 
manager “believes that any citizen sufficient skills to access and to interpret the in-
formation available in the Internet, since the Internet is at anyone’s reach, but they 
just lack the interest to research the information available”. 

We then resorted to the citizens’ opinions in an attempt to identify whether the so-
cial control is being exerted by means of the visualization of the public information in 
the Citizen’s Portal. 

4.3 Citizens  

To complete the data analysis, 300 citizens’ opinions were collected, representing 1% 
of the Nova Mutum population in 2011.  

The survey conducted used sampling with random collection of public opinion due 
to it being impossible to expand the survey globally. Therefore, information was ana-
lyzed from different social classes and education levels ensuring data collection from 
all representatives of the population.  

Public participation in the control of public accounts via the Citizen’s Portal can be 
seen by the results obtained in the survey. In relation to the citizen’s profile, the sur-
vey achieved 66% participation by women and 34% by men.  

From this survey, it was found that half of the citizens interviewed had an intermedi-
ate level of knowledge and skill in computer use and the internet which was a positive 
result for this survey bearing in mind the main focus of the study is public participation 
in the inspection of public accounts via the Digitalized Accounts System.  

Yet, this number drops in relation to the use of technological means to access the 
information available in the Citizen’s Portal; only 23% of those surveyed know the 
Citizen’s Portal, access the information disseminated and use it to follow up on their 
municipal manager’s actions. Graph 1, as follows, shows the reasons that make  
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Fig. 1. Research data, year 

citizens fail to participate in public accounts control, causing the small number of 
accesses to the information by society. The full analysis of  the citizens’ data can be 
found in [30].  

Hence, by means of the survey, most citizens were found to not be the targets of 
this knowledge, as they cannot follow or understand the information available in the 
Citizen’s Portal. “One overall responsibility is to ensure the fundamental right as de-
mocracy, openness and transparency, privacy and to improve citizen’s quality of life” 
[18].  Therefore, such data deserve the implementation of a public policy that puts the 
citizen in the role of the main player. Due to the richness of the data obtained via the 
survey with citizens, the data were detailed by the authors. 

5 Triangulation 

The analysis of results by means of data triangulation will be performed under the 
three important categories identified in the speech of the three types of subjects inves-
tigated, that is, understandability of public statements; citizens’ interest in controlling 
public accounts; and the usability of information systems. According to Cohen et al, 
“Triangulation is an attempt to map out, or explain more fully, the richness 
and complexity of human behavior by studying it from more than one standpoint, by 
using quantitative and qualitative data” [13]. 

5.1 Understandability of Public Statements 

The understandability of public statements is of paramount relevance for social con-
trol, aiming at the popular participation in the control of the actions performed by 
public managers. 

According to the two municipal managers, the information must be clearer and 
more understandable, facilitating citizens’ understanding, regardless of their know-
ledge or skills. In this sense, it was found that 71% of the citizens consider that the 
information available on the Citizen’s Portal makes use of technical terms, making it 
impossible to understand that information. In turn, the software manager believes that 

Participation in public accounts control

56%

23%

7%

4%

10% Lack of interest

Do not know how to inspect

Inf. Is not understandable

Inf. Is not attractive

Dissemination should be
more attractive
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the information available in the Citizen’s Portal is easy to understand and it allows 
citizens to interact with the municipal government. This opinion may be due to the 
high digital literacy level the manager has. 

In general, it is found that it is necessary to improve the information available in 
the Citizen’s Portal, making it more attractive and more easily understandable by 
society, by developing statements that allow easy and clear interpretation of the in-
formation published, using, for example, graphs, glossaries and explanatory notes. 

5.2 Citizens’ Interest in Public Accounts Control 

According to municipal manager one, “citizens are not able to understand the infor-
mation published, as it is technical information” and depend on specific knowledge 
about the accounting area. Again, municipal manager two “believes that it is impor-
tant for citizens to follow up public acts, but they lack guidance on how to access this 
information”. 

Further, the software manager “believes that citizens are fully exercising their citi-
zenship, being capable of accessing and of understanding the information available”. 
Nevertheless, 56% of the citizens interviewed were found not to have an interest in 
inspecting public acts, as many of them are untrusting of public policies, or do not 
trust the data available, believing that the transparency programs only generate more 
expenses, since they do not reach their main target, “the citizens”. Therefore, the need 
for the Public Administration to stimulate popular participation is evident, to show 
that all citizens are inspectors, and should participate in the control of public accounts.  

In turn, citizens have to participate and to demand better results in the allocation of 
public resources, which is a vital factor for public control and transparency. 

5.3 Information Systems Usability 

According to the two managers “it is important for the citizens to manage to access 
the information available with ease; nonetheless, it is worth stressing that the two 
managers consider that the Audit Court information systems do not provide ease of 
use for those accessing it”. 

The software manager states that “the citizen portal information system provides 
citizens with ease of use”. It should be stressed that, in the manager’s understanding, 
all citizens, regardless of their knowledge and skills, are able to access and to interpret 
the information available. 

However, 49% of the citizens who know the Citizen’s Portal consider that the sys-
tem does not provide ease of use, since they believe that the site is confusing, causes 
queries and difficulties in the search for the required information. 

Hence, it can be said that improvements in the Citizen’s Portal information systems 
are required, with the aim of achieving easy and fast access by citizens, providing the 
required social control and public transparency.  

In this sense, the recommendation is that inspections and usability tests are con-
ducted in the systems, using acknowledged techniques in the area, so as to provide 
improvements in the citizens’ use of these systems [23]. 
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6 Conclusion 

The citizen’s portal of the Mato Grosso State Audit Court is an instrument that aims 
to guarantee citizens’ rights, as it allows public managers’ actions to be followed up 
by all citizens, thus ensuring the government constitutionality and transparency. 

The correct allocation of public resources and the dissemination of public informa-
tion is crucial, not only to meet the legislation in force, but to be accessible to all citi-
zens who have the right to know how public money is being used. In this sense, the 
use of computational resources for such end is beneficial to society. According to the 
research data, the public body effort to promote the dissemination and to provide 
publicity to public acts before society, aiming at the transparency in public accounts is 
perceptible. Yet, the effort is not resulting in a real profit from the data by society, 
according to the data collected in the interviews with both managers and citizens.  

By means of triangulation, it was also noticed that the way in which systems have 
been developed, from the interfaces and from the information visualization point of 
view, has even more hindered citizens to understand data. It is thus found that the 
dissemination of public accounts via web information systems still has to undergo 
improvements. In this sense, Public Administration must implement new techniques 
for disseminating public acts, aiming at better results of interaction between citizens 
and the Electronic Government. Social networks nowadays exert a strong power of 
acceptance by society; with this in mind, such social networks can be used positively 
so as to stimulate social participation, thus contributing to better public transparency. 

According to Shneiderman “The dramatic success of social medias, such as Face-
book, Twitter, YouTube, blogs and discussion groups enables individuals to become 
active in local and global communities” [28]. Here, information sharing is a powerful 
communication resource among users, and may be useful in relation to dissemination 
and discussion of public issues. 

It is hence necessary to expand studies directed to electronic government, in terms 
of its usability in websites, social interaction between citizens and government and 
means to make public transparency effective.  

There is, therefore, a great challenge for countries due to the lack of training of the 
development teams in terms of methodologies and techniques and the public are not 
ready to deal with the large amount of information made available by the state making 
it difficult to identify what is relevant and how this can be better presented to citizens.  
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Abstract. Smartphones offer a great opportunity to improve govern-
mental procedures and services in terms of efficiency and user accep-
tance. Unfortunately, the heterogeneity of current smartphone platforms
such as Apple iOS, Google Android, or Microsoft Windows Phone 8 ren-
ders the integration of smartphones into such governmental procedures
and services difficult. The choice of the most appropriate smartphone
platform is crucial for the security and success of smartphone based pro-
cedures and services. Making the correct choice is a difficult task as
smartphone platforms are continuously evolving. Furthermore, require-
ments that need to be fulfilled by the chosen platform heavily depend on
the particular use case.

To overcome this problem, this paper identifies use cases, in which
smartphones can be used to improve governmental procedures and ser-
vices. From these use cases, relevant platform properties are derived.
These properties are then analyzed on current versions of the three
smartphone platforms Android, iOS, and Windows Phone 8. Based on
the results of this analysis, the platforms’ suitability for the identified
use cases is assessed. This way, the paper provides responsible decision
makers from governments and public administrations with a profound
basis for choosing the correct smartphone platform for a given use case.

Keywords: Mobile government, Smartphones, Security, Android, iOS,
Windows Phone 8.

1 Introduction

During the past years, smartphones have emancipated from traditional end-user
devices such as desktop computers and laptops. Nowadays, smartphones are an
integral part of the typical western always-on society and frequently used to
access information and services everywhere and at any time. For governments
and public administrations, the recent emergence of smartphones offers new op-
portunities, but also raises new challenges. So far, the integration of information
and communication technologies (ICT) in the context of e-government solutions
has mainly focused on traditional end-user devices. With the recent emanci-
pation of mobile end-user devices, governments and public administrations are
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requested to take the step from electronic government (e-government) towards
mobile government (m-government) and to integrate smartphones into govern-
mental applications and solutions [1].

The need to open governmental applications and solutions to smartphones
and similar mobile devices raises several problems. Most of these problems are
related to the choice of appropriate smartphone platforms, for which govern-
mental applications should be provided. During the past years, a rather het-
erogeneous ecosystem of different smartphone platforms has evolved. Currently,
Google Android1 and Apple iOS2 represent the most popular smartphone plat-
forms. However, also other platforms such as Microsoft Windows Phone 83 or
BlackBerry4 hold market shares and can be expected to gain relevance in future.

Unfortunately, current smartphone platforms differ significantly in terms of
provided functionality and implemented security features. Hence, responsible de-
cision makers must decide for each platform separately, for which applications
this platform is suitable. This decision depends on the particular application’s re-
quirements regarding security and functionality, and on the particular platform’s
capability to meet these requirements. The choice of appropriate smartphone
platforms is further complicated by their fast and continuous evolution. New
versions of mobile operating systems and new features are introduced frequently
and make it difficult to keep track of the current state of the art.

At the same time, taking wrong decisions can have severe consequences. This
is for instance illustrated by an attack mounted in December 2012 on SMS
based authentication mechanisms of European e-banking portals. By employing
the capability to intercept SMS messages on Android, US$47.000.000 have been
stolen from bank accounts [2]. This incident illustrates that detailed knowledge
of application requirements and capabilities of smartphone platforms is crucial to
make correct decisions regarding the choice of appropriate smartphone platforms.
The comparison of different smartphone platforms has been the topic of several
scientific publications [11]. The capabilities of different smartphone platforms for
different fields of application have also been assessed in literature [12]. However,
few publications have focused on the special field of e-government so far.

In this paper, we provide decision makers from governments and public ad-
ministrations a basis for correct decisions regarding the choice of appropriate
smartphone platforms for security-critical governmental applications and solu-
tions. We start by identifying general use cases that allow for an integration of
smartphones into governmental applications and solutions. For each use case,
we derive a set of research questions that potentially need to be answered by
responsible decision makers. Furthermore, we discuss potential threats for the
identified use cases and derive a set of platform properties that influence a smart-
phone platform’s capability to fend off these threats. Subsequently, we analyze
current versions of the three popular smartphone platforms Google Android,

1 http://www.android.com/
2 http://www.apple.com/ios/
3 http://www.windowsphone.com
4 http://www.blackberry.com

http://www.android.com/
http://www.apple.com/ios/
http://www.windowsphone.com
http://www.blackberry.com
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Apple iOS, and Microsoft Windows Phone 8 according to the identified platform
properties. Based on the obtained results of this analysis process, we finally as-
sess the suitability of the three smartphone platforms for governmental use cases
by answering the predefined research questions.

2 Use Cases

Smartphones have the potential to improve governmental processes in various
ways. In general, two potential use cases can be distinguished. First, smartphones
can be used by governments and public administrations to improve internal pro-
cesses. Second, smartphones can be used by citizens to remotely access provided
m-government services. These two general use cases are discussed in the follow-
ing subsections in more detail. For each use case, research questions are derived
that are potentially relevant for responsible decision makers.

2.1 Internal Usage

Efficiency has become one of the most important requirements for governments
and public administrations [3]. During the past years, the integration of ICT
and the application of e-government has significantly improved the efficiency of
internal governmental processes. Nowadays, smartphones offer great opportuni-
ties to further improve efficiency by providing employees of governments and
public administrations access to internal infrastructures and data anywhere and
at any time. In most cases, smartphones are issued by the employer to its em-
ployees. However, recently a new trend called bring-your-own-device (BYOD)
has emerged [5]. BYOD means that employees are allowed to use their own pri-
vate smartphones to access corporate infrastructure and data. This saves costs
for employers and is hence also interesting for public bodies that need to save
money. However, BYOD also raises several security challenges as employers typ-
ically have no or only limited control over used smartphones.

In any case, the internal use of smartphones by employees raises several chal-
lenges for governments and public administrations. If responsible decision mak-
ers decide to allow employees to access internal infrastructures and data with
smartphones, they need to find answers to the following questions.

– Q1: Which smartphone platforms should be chosen when equipping employ-
ees with smartphones?

– Q2: Which smartphone platforms should be supported in BYOD scenarios?
– Q3: Which smartphone platforms are in general beneficial in terms of secu-

rity and functionality?

2.2 Citizen Applications

Smartphones are gradually replacing established end-user devices such as desk-
top computers or laptops and are evolving to the most preferred end-user devices
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for accessing information and services. To react to this trend, governments and
public administrations are requested to provide e-government services also for
mobile end-user devices. Considering the current heterogeneous ecosystem of
smartphone platforms, governments and public administrations have to decide
for which platforms to provide mobile e-government applications. In particular,
application providers need to find answers to the following research questions.

– Q4: Which smartphone platforms should be supported by provided
m-government applications?

– Q5: Which level of security can be assumed for different smartphone plat-
forms?

– Q6: Which smartphoneplatformprovidesmost functionality form-government
applications?

3 Threat Analysis

To answer the above-defined research questions, different criteria can theoreti-
cally be taken into account. For instance, the choice of an appropriate smart-
phone platform can be based on platforms’ current market shares or the price
of respective end-user devices. However, for governmental applications, security
is usually one of the most important criteria. In this section, we first elaborate
on threats that potentially compromise the security of smartphones used in the
above-mentioned use cases. From these threats we then derive a set of platform
properties that are relevant for the security of a smartphone platform.

3.1 Assets and Threats

Data being stored and processed on smartphones represents the basic asset of
smartphone based governmental applications. This applies to scenarios, in which
employees of governments and public administrations access internal data with
their smartphones, and also to scenarios, in which citizens use their smartphones
to execute provided m-government applications and consume m-government ser-
vices. The capability to protect data being processed and stored on mobile end-
user devices is hence the main quality measure for smartphone platforms.

On current smartphone platforms, the security of the asset data is poten-
tially compromised. Security issues on current smartphone platforms have been
discussed in [4] and [6]. In general, an attacker can follow two strategies to
gain access to data on the mobile device. These two strategies represent the
main threats for confidential data on smartphones and are listed and discussed
below.

– Theft: Due to their mobile nature, smartphones are more prone to loss and
theft than stationary end-user devices such as desktop computers. By steal-
ing the smartphone, attackers can potentially gain access to confidential data
being stored on the device.
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– Malware: Compared to traditional mobile phones, smartphones allow users
to install additional software. Attackers can use this feature and make users
to install malware on smartphones in order to gain access to stored data.
Recent reports show that smartphone malware is indeed a growing issue [7].

3.2 Security-Relevant Platform Properties

The security of confidential data stored or processed on smartphones is poten-
tially compromised by the threats theft and malware. A smartphone platform’s
capability to fend off these threats depends on several properties of the partic-
ular platform. Security-relevant platform properties are identified and discussed
in the following subsections. We will later use these properties to analyze and
assess the security of current smartphone platforms and their appropriateness
to be used in the context of governmental use cases.

Data Protection: The capability to reliably protect data even if the device
gets lost or stolen is a key criterion for the assessment of a smartphone platform’s
suitability for governmental use cases. The capability to reliably protect data in
the case of loss or theft depends on the following aspects.

– Access protection: This aspect covers the platform’s support for access-
protection features. These features assure that only legitimate users are able
to access the smartphone’s GUI and data stored on the device. Typical
implementations of access-protection mechanisms on smartphones rely on
password based authentication schemes. When assessing the security of a
smartphone platform, the set of supported access-protection methods and
their resistance against known attacks need to be considered.

– Encryption: Encryption is a cryptographic method that assures the confi-
dentiality of data. Current smartphone platforms typically support different
types and methods of encryption. An important aspect of encryption sys-
tems is the secure derivation and storage of encryption keys that are used
to encrypt confidential data. The set of supported encryption methods and
implemented key-derivation functions are hence main aspects that need to
be considered when assessing the security of smartphone platforms.

– Secure storage of credentials: PINs, passwords, or cryptographic keys that
grant access to protected data or services are usually subsumed under the
term credentials. Credentials represent highly confidential data that need to
be appropriately protected when being stored on smartphones. Some smart-
phone platforms provide especially protected storage locations for creden-
tials. The availability of such storage locations and their capability to protect
credentials are important aspects that need to be considered when assessing
the security of smartphone platforms.

– Mobile device management: Supported security features such as access pro-
tection or encryption are typically optional and need to be manually enabled
by the user. Experience has shown that users often refrain from activating
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these features for convenience reasons. Mobile device management (MDM)
has recently evolved as a potential solution to this problem, as it allows
for a central management and configuration of smartphones. Furthermore,
MDM allows for remote execution of tasks and routines on smartphones.
This way, data stored on smartphones can for instance be remotely deleted
(remote wipe) when the device gets lost or stolen. MDM is mainly applied in
professional environments, where smartphones are for instance issued by an
employer to its employees. In these scenarios, the employer being the owner
of the issued smartphones has the legal and organizational power to centrally
control and configure these devices. For scenarios, in which users use their
own private smartphones, MDM is usually not an option. Still, the support
for MDM solutions is a relevant aspect that needs to be considered when
assessing the security of smartphone platforms.

Malware Resistance: The resistance against malware is another key criterion
for the assessment of a smartphone platform’s suitability for security-critical
governmental use cases. The resistance against malware mainly depends on the
following aspects.

– API and IPC: Basically, malware has access to the same application pro-
gramming interfaces (APIs) and capabilities for inter-process communication
(IPC) as ordinary smartphone applications. IPC capabilities and the pro-
vided API are hence important aspects for an assessment of the platform’s
security. If a platform provides fewer capabilities to access system function-
ality through provided APIs, also malware on this platform is less powerful
as it simply has no access to system functionality. The same basically applies
for IPC and similar capabilities provided by the smartphone platform.

– Resistance against rooting: To improve the capabilities of malware on tar-
geted smartphones, attackers often try to exploit known security flaws of
smartphone platforms in order to gain root access to the smartphone’s op-
erating system. This is a major threat as attackers with root access to a
smartphone can potentially circumvent implemented security measures. The
resistance against rooting is hence an important aspect that needs to be
considered when assessing the security of smartphone platforms.

– Integrated security features: Smartphone platforms implement various fea-
tures to improve the security of smartphones and to fight malware. These
features range from restrictions of potential application sources, over security
measures on operating-system level, to sophisticated permission systems that
restrict capabilities and access rights of installed applications. The availabil-
ity of such security features and their implementation are hence also relevant
aspects that need to be considered when assessing the security of smartphone
platforms.

– Availability of updates: Frequent security updates are an important mech-
anism to fix discovered security flaws and to keep systems up to date.
Outdated and unfixed versions of operating systems typically contain more
known security flaws and are hence more prone to malware based attacks.
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The availability of frequent updates is hence an important aspect that needs
to be considered when assessing the security of smartphone platforms.

4 Platform Analysis

Based on the identified relevant system properties, we analyse current versions
of the three popular smartphone platforms Apple iOS, Google Android, and
Microsoft Windows Phone 8 in this section. BlackBerry has not been considered
in detail, as this platform is currently less popular in private and non-corporate
scenarios. The conducted analysis has been based on literature research, Web
research, and on information provided by the platform vendors.

4.1 Apple iOS

Apple smartphones (iPhone) and the mobile operating system Apple iOS have
significantly contributed to the development and current popularity of smart-
phones. In this section, we analyze the platform’s capabilities to protect security-
critical data and to resist malware.

Data Protection: Access protection, encryption, secure storage of credentials,
and mobile device management have been identifed as relevant aspects regarding
the protection of confidential data on smartphones. These aspects are investi-
gated on Apple iOS in the following in more detail.

– Access protection: Access to iOS devices can be protected by means of nu-
meric PINs or more complex passphrases that contain also alphanumerical
and special characters. However, access protection is disabled by default and
needs to be enabled either by the user or by an MDM solution in place.

– Encryption: Apple iOS supports a comprehensive and powerful encryption
system. Actually, this encryption system consists of two separate subsys-
tems. The first subsystem allows for the encryption of the entire file system.
The second subsystem can be used by smartphone applications to encrypt
files individually. For each file, a protection class needs to be selected that
defines the encryption method, the used key, and the underlying key deriva-
tion method. Depending on the chosen protection class, a secure element
is integrated into the key-derivation process, which significantly improves
the resistance against brute-force attacks. In general, it can be stated that
iOS provides application developers with a powerful encryption system to
protect confidential data. However, it is in the responsibility of the appli-
cation developer to appropriately use and employ the provided encryption
mechanisms.

– Secure storage of credentials: A so-called KeyChain is available on iOS smart-
phones. The KeyChain is an especially protected container that can be used
by application developers to store security-critical credentials on the mo-
bile device. Similar to the encryption system, developers are responsible to
correctly use functionality provided by the KeyChain.
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– Mobile device management: Apple iOS provides broad support for MDM.
An appropriate MDM client is integrated directly into the mobile operating
system. From a technical point of view, iOS is well suited for the deployment
of appropriate MDM solutions, as it allows for a central configuration (e.g.
enable file encryption and access protection) and control (e.g. remote wipe)
of iOS devices.

Malware Resistance: Aspects of the Apple iOS platform that are relevant for
the platform’s resistance against malware are discussed in the following in more
detail.

– API and IPC: Compared to Google Android, iOS provides only a reduced
API for the implementation of third-party applications. The provided API
does not support access security-critical system functionality such as SMS
processing. Additionally, iOS does not provide broad support for background
services and multitasking. While this reduces the power of applications, it
also limits the capabilities of malware residing on the smartphone.

– Resistance against rooting: Rooting or jailbreaking has become very common
on iOS devices. Users typically jailbreak their smartphones in order to allow
for the installation of more powerful applications that circumvent restrictions
of the original operating systems. There are several tools available, that ease
the jailbreaking of iOS devices and that facilitate the rooting of smartphones
also for technically inexperienced users.

– Integrated security features: Apple iOS follows a sandboxing based approach
to separate different applications from each other and to avoid that installed
applications negatively influence each other. Additionally, iOS implements a
permission system that restricts applications’ capabilities to access system
functionality. Access to certain functionality has to be requested by the ap-
plication and granted by the user. Furthermore, iOS allows the download
and installation of applications from the official Apple AppStore only. Ap-
plications offered through this AppStore are subject to reviews and quality-
assurance mechanisms. This complicates the distribution of malware for the
iOS platform and can hence be seen as a security feature.

– Availability of updates: Updates are available for iOS based devices fre-
quently. At this point, iOS is clearly advantageous compared to Google An-
droid. Main reason for the satisfactory situation regarding updates is the fact
that there is only one vendor for hardware and software. The limited number
of different devices and operating-system versions facilitates the provision of
updates on a regular basis.

4.2 Google Android

During the past years, Android has evolved to the most popular smartphone
platform in terms of market share. We analyze Android’s capabilities to protect
confidential data and to resist malware in this section.
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Data Protection: Compared to Apple iOS, Android follows slightly differ-
ent approaches to protect confidential data. Details of supported methods and
mechanisms are discussed in the following.

– Access protection: Android support various different access-protection meth-
ods. Users can define simple PINs or more complex alphanumerical pass-
words to protect access to their device. Alternatively, access to Android
smartphones can also be protected by means of a secret pattern. However,
this approach has turned out to be less secure due to reduced entropy com-
pared to password based access-protection methods. Current versions of An-
droid also support biometric access-protection methods based on photos of
legitimate users (face unlock). Also this method has recently turned out to
be insecure. All access-protection methods are disabled by default and need
to be enabled by the user or an MDM solution in place. Hence, the user
(or a MDM solution) is in charge of selecting appropriate methods and of
choosing secure passcodes.

– Encryption: Encryption is supported on Android since version 3.0 (Honey-
comb). Similar to access-protection methods, encryption is disabled by de-
fault and needs to be manually enabled. In contrast to Apple iOS, Android
does not support file based encryption. If encryption is enabled, the entire
file system is encrypted using AES. The encryption key is derived from a
passcode defined by the user. A secure element is not involved in the key
derivation. Hence, brute force attacks on the passcode (and hence on the
encryption key) can also be carried out off the smartphone.

– Secure storage of credentials: Current versions of Android provide applica-
tion developers with an API to a special data structure in order to securely
store credentials. Similar to Apple iOS, this data structure is called Key-
Chain. The Android KeyChain encrypts stored credentials using AES and
an encryption key derived from the user’s access-protection passcode. A pass-
code based access-protection method is hence a mandatory prerequisite of
the Android KeyChain. Again, the derived key does not depend on a secret
stored in a secure element, which eases the implementation of brute-force
attacks.

– Mobile device management: Compared to Apple iOS, Android supports only
very limited MDM capabilities. Only few system properties can actually be
defined by MDM solutions. Several smartphone vendors tackle this problem
by enhancing Android with proprietary MDM capabilities. This has led to a
significant fragmentation, which in turn complicates the deployment of MDM
solutions and the support of different Android devices. Another limitation
of the Android platform regarding the use of MDM is the lack of integrated
MDM clients. Using MDM on a smartphone requires the installation of a
separate app that acts as MDM client and enforces defined MDM policies.
As this app is subject to the same potential security flaws as any other app
on the smartphone, this approach raises additional security issues.



134 T. Zefferer, S. Kreuzhuber, and P. Teufl

Malware Resistance. Recent reports show that Android is more prone to
malware than other smartphone platforms. Reasons for this vulnerability are
discussed in more detail below.

– API and IPC: Compared to other platforms, Android offers application
developers a much richer API that allows third-party applications access
to various system features. Additionally, Android provides a wider support
for inter-process communication and allows the implementation of arbitrary
background services. While a rich API and wide support for IPC is bene-
ficial for the implementation of powerful applications, it also allows for the
development of more powerful malware. On Android, malware is able to im-
plement functionality that would require root access to the operating system
on other smartphone platforms.

– Resistance against rooting: The rooting of Android devices is quite common
nowadays. Several tools exist that allow even technically inexperienced users
to easily and quickly gain root access to the operating system of their mobile
phone. Similarly, various malware exists that employs known security flaws to
gain root access to the attacked smartphone’s operating system. In general,
Android’s resistance against rooting must be rated as rather poor.

– Integrated security features: Similar to other smartphone platforms, Android
follows and implements a sandboxing approach to separate third-party ap-
plications from each other. This assures that one application cannot access
data that belongs to another application installed on the same smartphone.
The probably most relevant security feature of Android is its permission sys-
tem [9]. Access to resources and functionality of a smartphone (e.g. access
to stored contacts, access to GPS functionality, etc.) requires appropriate
permissions. For instance, if an application wants to make use of e.g. GPS
functionality, it has to request assignment of the respective permission. Re-
quested permissions have to be granted by the user upon installation of the
application. Hence, the user is responsible for assigning requested permis-
sions and for defining access rights and capabilities of installed applications.
This is also the main problem of Android’s permission system. Users are
often not aware of implications of granted permissions and often do not
understand this security feature [10].

– Availability of updates: Android suffers from fragmentation. Several smart-
phone vendors supply their devices with modified versions of the Android
operating system. In these cases, vendors are responsible to supply customers
with appropriate system updates. As the provision of system updates causes
effort but does not directly produce profit, updates are often provided on an
irregular basis only.

4.3 Microsoft Windows Phone 8

Microsoft has launched its new smartphone platform Windows Phone 8 (WP8)
in late 2012 with the aim to catch up with the currently leading platforms Google
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Android and Apple iOS. In order to analyze its security and suitability for gov-
ernmental use cases, this section discusses identified security-relevant properties
of Windows Phone 8 devices.

Data Protection: Relevant properties that influence WP8’s capability to pro-
tect confidential data are discussed in the following in more detail.

– Access protection: Windows Phone 8 supports the definition of 4 to 16 digit
numeric PINs to protect access to the device. Interestingly, a first analysis
shows that alphanumeric passphrases can only be used in conjunction with
an MDM solution being in place.

– Encryption: According to the official documentation, the Windows Phone
8 platform uses the BitLocker technology for full file-system encryption [8].
The used encryption keys are stored in a trusted platform module (TPM)
that is mandatory for each Windows Phone 8 device. Integration of the
TPM into the encryption system assures that only trusted boot components
verified by an UEFI Secure Boot environment are able to decrypt the file
system. Interestingly, file-system encryption can only be activated by MDM
policies but not by individual end users.

– Secure storage of credentials: To securely store confidential data as well as
credentials in the application’s isolated storage, data can be encrypted using
WP8’s data protection API. The used decryption keys are unique for each
application and generated at the first start of an application. The keys are
derived using the TPM, the user’s credentials, and an application identifier.

– Mobile device management: WP8 supports basic MDM policies to centrally
define access protection mechanism, enable disk encryption, and to apply a
remote wipe of the device. MDM is fully integrated in the operating system.
Thus, when configuring devices using Microsoft Exchange ActiveSync or
Windows Intune, no additional MDM client is required.

Malware Resistance: We have also analyzed WP8’s capabilities to resist mal-
ware. Results of this analysis are discussed in the following.

– API and IPC: Compared to Android, the WP8 platform provides a restricted
API and very limited IPC capabilities for third-party applications only and
is hence basically comparable to Apple iOS. Also, WP8 provides no wide
support for the definition of background tasks. For instance, voice recording
and the use of the smartphone camera are not possible in background tasks.
This avoids the feasibility of spyware.

– Resistance against rooting: WP8 devices include UEFI Secure Boot for veri-
fying the integrity of the operating system. Each software component loaded
at boot time is verified and checked for a valid signature. As each component
has to be signed by Microsoft, modified versions of the operating system or
alternative boot components, which grant root access to the device, cannot
be executed in theory. In practice, the situation with WP8 appears to be
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advantageous compared to Android or iOS. However, WP8 is still a quite
new platform and time will show if it is indeed more resistant against rooting
than other platforms.

– Integrated security features: Similar to Android and iOS, WP8 follows a
sandboxing approach (so-called chambers) to avoid that applications influ-
ence each other negatively. WP8 also implements a permission system (so
called capabilities) that allows users to define the available functionality for
an application. As an additional security feature, WP8 does not allow ap-
plications to share data. Each application can only access its own isolated
storage. Similar to iOS, applications for Windows Phone 8 can only be in-
stalled from the Windows Phone Store or being distributed via a company
account to employees. Thus, users cannot install applications from e.g. e-
mails or untrustworthy download locations. To prevent malware, Microsoft
applies a rather strict review process for third-party applications distributed
through the Windows Phone Store.

– Availability of updates: Although Windows Phone 8 devices are distributed
by multiple hardware vendors, Microsoft is in full control of the Windows
Phone 8 platform. Except for some small extensions on Nokia devices, all
WP8 handsets run the original version of the operating system. Feature up-
dates, bug fixes, and firmware updates from hardware vendors are distributed
directly by Microsoft and should be available frequently.

5 Assessment

The results obtained from the conducted platform analysis build the basis for a
concrete assessment of the investigated smartphone platforms’ suitability for m-
government related use cases. In particular, we assess the two previously defined
concrete use cases by answering the research questions that have been defined in
Section 2. We finally use the results of this assessment to rank the investigated
platforms according to their suitability for mobile government.

5.1 Internal Usage

This use case covers scenarios, in which governments and public administrations
allow their employees to use smartphones in order to improve the efficiency of
internal processes. Either these smartphones are issued by the employer, or em-
ployees are allowed to use their own private smartphones following the BYOD
approach. The integration of smartphones into internal processes raises several
challenges for governments and public administrations. These challenges are re-
flected by the research questions Q1 to Q3 defined in Section 2.

Considering the results of the conducted platform analysis, research question
Q1 can be answered as follows. As for all analyzed platforms access protection
and encryption is optional and needs to be manually enabled, the availability
of appropriate MDM solutions is obviously an important requirement. The con-
ducted platform analysis has shown that MDM is rather difficult to implement
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and use on Android. Main reasons are the need for additional client software
and the increasing fragmentation of this platform. Another important point is
Android’s weak resistance against malware compared to other platforms. Sum-
marizing, in order to answer research question Q1, we can state that Android
should not be chosen when supplying employees with smartphones. Apple iOS
and WP8 appear to provide a similar level of security and suitability for this use
case. However, while much experience is already available for the iOS platform,
WP8 is still a rather new platform and still has to prove its practicability.

Similar considerations apply to research question Q2. However, if employees
are asked and allowed to bring their own devices, slightly different requirements
need to be considered. The most important aspect in this case is fragmentation,
as employees usually own and use a broad spectrum of different end-user devices.
Again, the conducted analysis has shown that Android is disadvantageous in
this context as it shows the highest degree of fragmentation of all evaluated
smartphone platforms. To answer research question Q2, we can hence state that
the support of Android cannot be recommended in BYOD programs. Again,
WP8 and iOS are more suitable to meet given requirements and are thus more
suitable when following BYOD approaches.

Considering research question Q3, the conducted platform analysis has re-
vealed that Android provides definitely more functionality than the rather re-
strictive platforms iOS and WP8. However, the drawback of this increased func-
tionality is a higher vulnerability against malware and attacks. The selection of
an appropriate platform hence has to be made subject to security and function-
ality requirements of the given scenario. In any case, decision makers need to be
well aware of the given trade-off between security and functionality.

In summary, reliance on the smartphone platforms iOS and WP8 is sug-
gested for this use case. The use of Android cannot be recommended due to the
platform’s security vulnerabilities and its increasing fragmentation. If decision
makers still decide to rely on Android due to its improved functionality, they
need to be well aware of potential security-reducing consequences.

5.2 Citizen Applications

This use case describes scenarios, in which public administrations provide citi-
zens with smartphone applications for a more efficient and convenient conduction
of governmental procedures. This use case raises several challenges that are re-
flected by research questions Q4 to Q6 defined in Section 2. Although these
research questions cover different aspects, they can be condensed to one central
question: Which is the most suitable smartphone platform for this use case?

Considering the demand to reach as many citizens as possible, Google Android
and Apple iOS definitely need to be considered as potential target platforms.
However, market share is not the only criterion that needs to be considered. The
choice of an appropriate target platform also depends on the context and on the
requirements of the smartphone application that is to be provided to citizens. If
functionality is the most important criterion, Google Android is definitely a good
choice as it allows for more powerful applications than iOS or WP8. However,
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in many cases, m-government applications process security- and privacy-critical
data. Hence, security is often a key requirement that needs to be met. For such
applications, Android is often not the best choice due to the platform’s vulner-
ability to malware. For security-critical applications, Apple iOS and Microsoft
WP8 should be chosen as target platform instead.

5.3 Platform Ranking

We have used the obtained results of the conducted platform assessment to rank
the investigated smartphone platforms according to their capabilities to meet
requirements of e-government use cases. For each defined research question, we
have ranked the three platforms accordingly.

Fig. 1. Ranking of the assessed smartphone platforms according to identified research
questions

As shown in Figure 1, Apple iOS turns out to be the overall winner when
directly comparing all rankings of all platforms. Google Android is successful
especially in use cases and scenarios, in which functionality is more important
than security. For security-critical scenarios, Android is not an option. After
a first analysis, Microsoft Windows Phone 8 can be assumed to be closer to
iOS than to Android in terms of functionality and security. However, being a
relatively new platform, WP8 still has to prove its capabilities to provide an
appropriate level of security and functionality in practice.

6 Conclusions

In this paper, we have assessed the capabilities of the three popular smartphone
platforms Google Android, Apple iOS, and Microsoft Windows Phone 8 to be
used in different use cases related to e-government and mobile government. For
this purpose, we have identified relevant security properties of smartphone plat-
forms. We have then analyzed the above-mentioned platforms according to these
security properties. Based on the results of this analysis process, we have finally
assessed the platforms’ suitability for m-government use cases.
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Results show that there is a trade-off between the provided functionality of a
smartphone platform and its security. Considering the fact that m-government
use cases very often define strict security requirements, especially the platforms
Apple iOS and Microsoft WP8 have turned out to be suitable for m-government
use cases. Although Google Android can be an option in special cases, the use
of Android can in general not be recommended due to various unsolved security
issues of this platform.

By identifying strengths and weaknesses of different smartphone platforms,
this work supports responsible decision makers of governments and public ad-
ministrations to make the correct decisions and to choose appropriate target
platforms when deploying smartphone based solutions. This way, this work en-
hances the development of secure and useful m-government applications at an
early stage and helps to employ the potential of smartphones to further improve
governmental services.
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Abstract. Electronic signatures are a crucial concept for transactional e-
government services. Beside the secure creation of electronic signatures, the re-
liable verification of electronically signed documents is of special importance. 
Various tools, which allow verification of electronic signatures, have been in-
troduced during the past years. However, most of these tools have been tailored 
to the requirements of classical end-user devices such as desktop computers or 
laptops and cannot be conveniently used on smartphones. This is problematic, 
since smartphones and related mobile end-user devices are gradually replacing 
classical end-user devices. To overcome this issue, we present a signature-
verification solution for smartphones in this paper. The presented solution  
is based on a platform-agnostic architectural design, which can be applied on 
arbitrary smartphone platforms such as Google Android or Apple iOS. The 
practical applicability of the proposed solution has been evaluated by means of 
a concrete implementation. This implementation shows that the presented solu-
tion provides convenient means to verify electronically signed documents on 
smartphones and hence paves the way for the realization of transactional e-
government services on mobile end-user devices.  

Keywords: Electronic signatures, Mobile Government, Smartphones, Signature 
verification. 

1 Introduction 

Electronic signatures are an important cryptographic concept for transactional  
e-government solutions [6]. Electronic signatures are based on asymmetric crypto-
graphic methods and algorithms such as RSA [1] or ECDSA [2]. These cryptographic 
algorithms are usually applied together with a public-key infrastructure (PKI), which 
is used to unambiguously link a signer’s cryptographic key to his or her identity by 
means of electronic certificates. This way, the cryptographic concepts of electronic 
signatures and PKIs can be used to reliably assure data integrity and non-repudiation 
or origin. These properties make electronic signatures especially suitable for the  
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realization of transactional e-government solutions that require a digital alternative to 
hand-written signatures.  

In Europe, the importance of electronic signatures and related concepts has been rec-
ognized by legislative bodies of the European Union. In particular, the use of electronic 
signatures has been defined and regulated in the Directive 1999/93/EC of the European 
Parliament and of the Council of 13 December 1999 on a Community framework for 
electronic signatures (hereinafter referred to as EU Signature Directive) [3]. The EU 
Signature Directive defines different types of electronic signatures. For e-government 
use cases, especially qualified electronic signatures are of relevance, as they are defined 
to be legally equivalent to hand-written signatures by the EU Signature Directive. This 
way, qualified electronic signatures are perfectly suitable for transactional electronic 
procedures and help to avoid media breaks by rendering the print-out of documents and 
the application of hand-written signatures unnecessary [6]. 

During the past years, electronic signatures have become an integral component 
and key concept of various e-government services and solutions all over the world 
[11]. This includes solutions for the creation of electronic signatures as well as for the 
validation of an electronic signature. Most of these solutions have been mainly de-
signed for classical end-user devices such as desktop computers and laptops. Howev-
er, during the past years, smartphones and tablet computers have emancipated from 
these classical end-user devices and are nowadays frequently used to access informa-
tion and services. Governments and public administrations are required to face this 
recent development and to provide e-government services and applications also for 
mobile end-user devices [16]. 

Appropriate concepts and solutions to implement electronic signature based proce-
dures on mobile end-user devices have already been introduced and discussed in lite-
rature. For instance, a smartphone app for Google Android1 that allows users to  
electronically sign arbitrary PDF documents on their mobile devices has been intro-
duced in [4]. Together with other similar solutions, this work has shown that electron-
ic signature based solutions on smartphones are basically feasible. Interestingly, most 
of the proposed solutions focus on the creation of electronic signatures on smart-
phones, but do not provide appropriate means to verify electronic signatures on mo-
bile end-user devices. A smartphone user, who received an electronically signed doc-
ument, has therefore no opportunity to conveniently and reliably verify the obtained 
signature on his or her smartphone. Due to the lack of appropriate signature-
verification tools on smartphones, smartphone users are not able to employ the key 
advantage of electronic signatures compared to hand-written signatures, i.e. their un-
ambiguous verifiability. 

To close this gap, we present a signature-verification solution for smartphones in 
this paper. This solution is tailored to the special requirements and properties of  
current smartphones and related mobile end-user devices. Considering the current 
heterogeneous ecosystem of different smartphone platforms and mobile operating 
systems, we first introduce a platform-agnostic architectural design for the proposed 
solution. We evaluate the applicability and practicability of this platform-agnostic 

                                                           
1 http://www.android.com/ 
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architectural design by means of a concrete implementation for the Google Android 
platform and show that our solution is basically ready for productive operation. 

2 Related Work 

The importance of electronic signatures for e-government is evident and has been 
discussed extensively in scientific work such as [6]. Their relevance becomes also 
evident when analyzing e-government infrastructures and solutions of different coun-
tries [5][14]. In most cases, electronic signatures are a key concept used to reliably 
authenticate users, to protect the integrity of data in online processes, and to obtain 
written consent from users in electronic procedures. 

Besides e-government, electronic signatures can actually also be useful in other 
fields of application from the corporate and the private sector. For instance, expe-
rience has shown that companies frequently make use of electronic signatures e.g. to 
sign invoices that are electronically sent to customers. Similarly, electronic signatures 
are increasingly used also by private persons e.g. to sign contracts in electronic form. 
In this context, especially PDF signatures have recently gained importance. Beside the 
well-known PDF signature format introduced by the company Adobe2, solutions that 
allow private, public, and corporate users to create qualified electronic signatures on 
PDF documents are available in several countries [6]. 

With the growing importance and increasing spread of electronic signature based 
solutions, also the need for and the importance of appropriate signature-verification 
tools has increased. Such tools are crucial as they allow receivers of electronically 
signed documents to verify the validity of the obtained document’s signature.  Dur-
ing the past years, different verification tools for electronic signatures have been in-
troduced. For instance, a publicly available Web based signature-verification tool 
called WebNotarius3 has been provided by Unizeto Technologies SA4. WebNotarius 
supports the verification of different document and signature formats including 
PCKS#7 [7], CMS [8], S/MIME [9], and XMLDSig [10]. The German company  
signagate5 provides a similar Web based signature-verification tool. In contrast to 
WebNotarius, this tool is however limited to the PDF file format. Web based signa-
ture-verification tools for the verification of signed XML and PDF files are also pro-
vided by the two companies ascertia6 and SecuredSigning7.   

Another powerful signature-verification tool has been introduced by Lenz et al. 
[11]. Similar to the above-mentioned solutions, also the tool proposed by Lenz et al. 
follows a Web based approach and allows for the verification of different document 
and signature formats. However, access to this tool’s functionality is not limited to the 

                                                           
2 http://www.adobe.com/products/acrobat/ 

electronic-signatures-e-signatures.html 
3 http://www.webnotarius.eu 
4 http://www.unizeto.pl/ 
5 http://www.signagate.de/ 
6 http://www.ascertia.com/ 
7 http://www.securedsigning.com/ 
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Web interface. Additionally, the tool features a web-service interface that can be used 
by external entities to communicate with the tool and to access its functionality pro-
grammatically. This way, external entities such as Web applications can send signed 
documents, which should be verified, to the signature-verification tool and retrieve 
results of the conducted verification process. 

This brief survey on existing signature-verification tools shows that most existing 
solutions currently follow a Web based approach and that these tools are mainly tai-
lored to the needs of classical end-user devices such as desktop PCs and laptops. 
These solutions allow users to upload signed documents to a central Web application 
through a Web based interface and display verification results in the used Web 
browser. Even though Web based interfaces can also be accessed from smartphones, 
this is actually less practicable due to the limited input and output capabilities of 
smartphones. For smartphones, a dedicated app that allows the verification of elec-
tronic signatures would be beneficial, since smartphones apps can be tailored to the 
special input and output capabilities of smartphones. We propose a general architec-
tural design for signature-verification tools for smartphones in the next section. 

3 Architectural Design 

The verification of electronic signatures is a complex task that involves the applica-
tion of cryptographic methods to technically verify the validity of a given signature 
and the communication with external PKI entities to determine the validity of used 
signing certificates. Even though the computational power of smartphones is constant-
ly increasing, it is usually reasonable to outsource complex operations to server com-
ponents in order to speed-up processes and to save smartphone resources at the same 
time. 

The signature-verification tool for smartphones that we present in this paper fol-
lows this approach and relies on functionality provided by a central server component. 
This is illustrated in Figure 1. A smartphone app provides the user means to verify 
arbitrary signed documents. Basically, the app allows the user to choose documents, 
which should be verified, and displays results of the verification process. However, 
the app does not implement the signature-verification process itself, but accesses a 
central server component for this purpose. This way, the smartphone app can be kept 
lightweight. Furthermore, additional functionality can be added to the signature-
verification process easily without requiring users to update their local smartphone 
apps. 

 

Fig. 1. General architecture of the proposed signature-verification solution for smartphones 
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According to the general architecture shown in Figure 1, the proposed solution 
consists of a server component and a smartphone app. We propose and discuss the 
architectural designs of these two core components in the following subsections. 

3.1 Server Component 

While the smartphone app is kept lightweight, the server component implements most 
functionality required to verify electronic signatures and electronically signed docu-
ments. This includes the determination of the format of the provided document, the 
verification of the provided document’s signature(s), and the verification of the used 
signing certificate’s validity. From these requirements, the architectural design shown 
in Figure 2 can be derived. 

 

Fig. 2. Architectural design of the server component 

In general, the server component consists of the following core components. 

─ Controller: The Controller represents the central component of the server compo-
nent. It controls the entire process flow that starts with the reception of a signed file 
to be verified and finally leads to the verification of the provided document. 

─ Web Service: The Web Service represents the interface to the smartphone app. The 
smartphone app can use the provided Web Service to hand over documents to be 
verified and to retrieve verification results. Reliance on a Web service based inter-
face guarantees that the functionality of the server component can be accessed by 
arbitrary external components. 

─ Format Detector: The Format Detector implements the first step of the verification 
process. Any document or file to be verified is sent to the Format Detector first, in 
order to determine the provided document’s format. Based on the result of the for-
mat-detection process, the appropriate verification module is selected by the Con-
troller. 

─ Verifier: The Verifier checks the cryptographic validity of the provided document’s 
signature(s). The Verifier implements appropriate verification modules for each 
supported document format. The correct module is selected by taking into account 
the result of the format-detection process. The selected verification module verifies 
the cryptographic validity of the provided document’s signature. 

─ PKI Connector: The PKI Connector verifies the validity of the used signing certifi-
cate by accessing appropriate certificate revocation lists (CRL) or external entities 
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implementing the online certificate status protocol (OCSP). This way, the PKI 
Connector represents the interface to external public-key infrastructures. 

Following the architectural design outlined in Figure 2, the server component encap-
sulates all functionality that is required to verify electronically signed documents. 
Access to this functionality is provided through a Web-service interface. This way, 
the server component can be used by arbitrary external entities including smartphone 
apps. The architectural design of a smartphone app that uses signature-verification 
functionality provided through this Web-service interface is presented in the follow-
ing subsection. 

3.2 Smartphone App 

As shown in Figure 1, a smartphone app represents the second core component of the 
proposed signature-verification solution for smartphones. The smartphone app basi-
cally takes over two core tasks. First, it implements a graphical user interface (GUI). 
Through this GUI, the user can select signed files, which should be verified, and de-
fine various parameters related to the verification process. Additionally, the GUI is 
used to display verification results. Second, the smartphone app communicates with 
the server component through the provided Web-service interface in order to transmit 
signed documents and to retrieve the corresponding verification results. 

Based on these two core tasks, we have developed an appropriate architecture for 
the smartphone app. This architecture has been designed such that it is applicable on 
arbitrary smartphone platforms and not restricted to a certain platform such as  
 

 

Fig. 3. Architectural design of the smartphone app 
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Apple iOS 8  or Google Android 9 . The resulting platform-agnostic architecture is 
shown in Figure 3. 

Similar to the server component, also the smartphone app is composed of several 
core components that implement the app’s functionality. These components are intro-
duced in the following in more detail. 

─ Controller: The Controller represents the central element of the smartphone app. 
This component implements the app’s business logic and controls other compo-
nents and building blocks of the app. 

─ Graphical User Interface (GUI): The GUI represents the interface to the user. It 
allows the user to select arbitrary signed files for verification and displays obtained 
verification results. 

─ Input Manager: The Input Manager represents the main interface to the underlying 
smartphone platform and its mobile operating system. The Input Manager is used 
to retrieve files to be verified from the operating system. Different smartphone 
platforms provide apps different methods to retrieve files from the operating sys-
tem. For instance, direct access to the smartphone’s file system is available on 
Google Android devices, but forbidden on smartphones running the Apple iOS op-
erating system. To cope with this situation, the Input Manager follows a modular 
approach. This is also illustrated in Figure 3. Depending on the particular smart-
phone platform, the Input Manager supports different input methods, which allow 
the retrieval of signed files from the underlying operating system. 

─ Web-Service Adapter: The Web-Service Adapter implements the communication 
to the Web-service interface provided by the server based signature-verification 
tool. This way, the Web-Service Adapter basically represents the gateway to the 
signature-verification functionality. The app’s Controller component uses the Web-
Service Adapter to send signed files selected by the user through the GUI and re-
trieved from the smartphone’s operating system by the Input Manager to the server 
based signature-verification tool and to retrieve the results of the signature-
verification process. 

The app’s architecture and its core components have been designed in a platform-
agnostic way. Hence, this architecture can be used for appropriate signature-
verification solutions for all current smartphone platforms. We have assessed the 
applicability and practicability of the proposed architecture by means of a concrete 
implementation for the Google Android platform. Details of this implementation are 
provided in the next section. 

4 Evaluation 

In order to assess and evaluate the practical applicability of the proposed architecture, 
we have developed a signature-verification solution for Google Android smartphones 

                                                           
8 http://www.apple.com/ios/ 
9 http://www.android.com 
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according to the proposed architectural design. The Google Android platform has 
been chosen, as this platform is currently the world market leader and can be assumed 
to remain one of the most important platforms in the future [15]. 

According to the architectural design discussed in Section 3, our implementation 
consists of a server component and a smartphone app. Further implementation details 
of these two components are presented in the following subsections. 

4.1 Server Component 

For the server component, our implementation relies on the Web based signature-
verification tool introduced by Lenz et al. in [11]. As this tool already provides an 
appropriate Web-service interface, it is perfectly suitable to act as server component 
for our implementation. 

Details of the implementation of the server component are provided in [11]. For 
our smartphone based signature-verification solution, the design of the server compo-
nent’s Web-service interface is of special importance. The provided Web service uses 
the SOAP protocol [12] to transmit data in the form of XML based SOAP messages 
between the server component and external entities. HTTP [13] is used on the under-
lying layer and acts as carrier for exchanged SOAP messages. 

SOAP requests being sent to the server component need to comply with a well-
defined XML schema that is shown below. While the element Document is mandatory 
and contains the signed document to be verified, the element FileID is optional and 
can be used to identify the signed file. 

<xsd:element name="VerifyDocumentRequest"> 
   <xsd:complexType> 
      <xsd:sequence> 
         <xsd:element name="Document" 
                      type="xsd:base64Binary"/> 
         <xsd:element name="FileID" type="xsd:token"/> 
      </xsd:sequence> 
   </xsd:complexType> 
</xsd:element> 

Upon reception of a schema compliant request, the server component starts the signa-
ture-verification process and verifies all electronic signatures of the received docu-
ment. Results of the verification process are collected and assembled into an XML 
based verification report. This verification report is finally electronically signed by 
the server component in order to guarantee its authenticity and integrity. The signed 
verification report is embedded into a SOAP message that complies with the XML 
schema shown below. This SOAP message represents the response that is finally re-
turned to the calling smartphone app. 

<xsd:element name="VerifyDocumentResponse"> 
   <xsd:complexType> 
      <xsd:sequence> 
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         <xsd:element name="VerificationReport"  
                      type="tns:VerificationReportType"/> 
         <xsd:element name="Signature" 
                      type="dsig:SignatureType"/> 
      </xsd:sequence> 
   </xsd:complexType> 
</xsd:element> 

The provided Web-service interface allows external entities to easily access the server 
component’s signature-verification functionality. For more details on the imple-
mented signature-verification process itself, the interested reader is referred to [11]. 

4.2 Smartphone App 

The smartphone app represents the second basic building block of the architectural 
design proposed in Section 3. According to the proposed design shown in Figure 3, 
the smartphone app needs to implement an appropriate GUI as well as appropriate 
means to select documents to be verified. Finally, the smartphone app also needs to 
implement means to communicate with the Web service provided by the server com-
ponent. 

 

Fig. 4. File selection 

 

Fig. 5. File handler 

Our implementation relies on the Google Android platform to realize a smartphone 
application that is able to meet these requirements. Considering the special capabili-
ties and specifics of this smartphone platform, our implementation of the smartphone 
app allows users to select documents for verification in two different ways. First, user 
can use the GUI shown in Figure 4 to open a file-selection dialogue and to choose the 
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document to be verified from the smartphone’s file system. Second, the smartphone 
app also registers a file handler for supported file formats in the operating system. 
This way, the smartphone app can be easily selected from a dialogue that appears 
when the user attempts to open one of the supported file types. This is illustrated in 
Figure 5. 
 

 

Fig. 6. Start of signature-verification process 

When the document to be verified has been selected using one of the two supported 
methods, the signature-verification process can be started using the Send File button 
as shown in Figure 6.  

After touching this button, the selected document is sent to the server component’s 
Web-service interface using a schema compliant SOAP request. Upon completion of 
the signature-verification process, the verification result is returned to the smartphone 
application. The smartphone application evaluates the obtained verification results 
and displays them to the user as shown in Figure 7. 

For each verified document, the smartphone app displays related information such 
as the filename, the hash value of the document, its size, and the type of the detected 
signature. Furthermore, verification results of all signatures that have been found in 
the document are presented to the user. As shown in Figure 7, for each detected signa-
ture, the verification result of the signature (S), the signing certificate (C), and the 
manifest (M) are shown. This way, the validity of the found signatures becomes ap-
parent immediately. 

As an additional feature, the implemented smartphone app provides the user with a 
history of recently verified documents. This is illustrated in Figure 8. Users can re-
view their recent verification results by clicking on the respective file. Entries in this 
history list can be deleted using the recycle-bin icon located next to the file name. 



150 T. Zefferer, F. Golser, and T. Lenz 

 

 

Fig. 7. Result illustration 

 

Fig. 8. Result history 

5 Conclusions 

In this paper we have proposed a signature-verification solution for smartphones. This 
solution tackles the problem that most currently available signature-verification tools 
have been designed for classical end-user devices such as desktop PCs or laptops and 
hence lack an appropriate level of usability on smartphones and related mobile devic-
es. The architecture of the proposed signature-verification solution has been designed 
in a platform-agnostic way in order to assure that the solution is applicable on arbi-
trary smartphone platforms.  

The general applicability and practicability of the proposed solution and of the pre-
sented architectural design has been successfully evaluated by means of a concrete 
implementation for the Google Android platform. This implementation shows that the 
proposed solution is capable to provide easy and usable means to verify electronically 
signed documents on smartphones. Although the implemented Android application is 
already fully functional, it is still in a prototypical state. We are currently working on 
several improvements in order to prepare our solution for publication and distribution 
in the Google Play store. Similar implementations of the proposed solution on other 
smartphone platforms such as Apple iOS or BlackBerry are also regarded as future 
work. 

Summarizing, the solution presented in this paper provides users the opportunity to 
conveniently verify electronically signed documents on smartphones and related mo-
bile end-user devices. This way, the presented solution represents a significant step 
towards the mobile processing of transactional mobile procedures and helps to pave 
the way for future mobile government solutions. 
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Abstract. Open Government Data (OGD) is seen as a key factor of Open Gov-
ernment initiatives. However, government data is often scattered across various 
government websites which makes them difficult to find. OGD catalogs serve 
as a single point of access to open government datasets and thus support dis-
covery and use of OGD. In this paper we define the term Open Government Da-
ta and present current OGD activities in the Czech Republic. Number of the 
OGD catalogs has been established over the past years, but recent experience 
shows that the quality of the catalog records might affects the ability of users to 
locate the data of their interest. Therefore we discuss the quality of the catalog 
records and we propose relevant techniques for its improvement. In addition to 
the academic perspective authors reflect the experience they gained as coau-
thors of the Open data cataloging strategy of the Czech public administration. 

Keywords: Open Data, Open Government Data, Data Catalog, Data Quality, 
Catalog Record Quality, Data Analysis, datacatalogs.org, Czech Republic. 

1 Introduction 

Open Government is a movement that aims at more transparent and more democratic 
government which enables close cooperation among public administration, politicians 
and representatives of industry and general public [2]. Several countries have already 
demonstrated their commitment to Open Government by joining the Open Govern-
ment Partnership (OGP) [31]. The aim of the Open Data initiative is to make data free 
to use, reuse and redistribute by anyone. Open Data principles support free access to 
the government information and their reuse and therefore Open Data is seen as a key 
enabler of Open Government [2]. 

Open Government Data not only supports transparency of the government but its 
reuse in products and services can result in economic benefits as well [40]. However, 
government data are often scattered across various government websites which makes 
them difficult to find [5]. An ability to easily discover the relevant data is a prerequi-
site to unlocking the potential of OGD. Creating a catalog of available Open Govern-
ment datasets is a way how to make these datasets more accessible and thus easier to 
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reuse. Several countries have already started their data cataloging activities. The USA 
[38] and Great Britain [21] are just two examples of such countries. 

In this paper we illustrate the scope of current OGD cataloging activities. We ana-
lyze Open Data catalogs registered at the datacatalogs.org. We also briefly 
introduce the OGD activities in the Czech Republic. Our experience and current expe-
rience from some other countries show that the quality of the catalog records might be 
an important factor that affects ability of the OGD catalog users to locate the data of 
their interest. We therefore discuss the concept of catalog record quality and we pro-
pose relevant techniques for its improvement. In addition to the academic perspective 
we also reflect our experience with the topic gained as coauthors of the Open data 
cataloging strategy of the Czech public administration [10]. 

This paper is structured as follows. First we define the term Open Government Da-
ta and we present the current OGD activities in the Czech Republic. Then we present 
the results of the datacatalogs.org analysis. In the following section we focus 
on the quality of the catalog records and we propose some techniques and tools that 
can be used to improve the quality of the data catalog records. Concluding remarks 
are presented at the end of this paper. 

2 Open Government Data 

Open Government Data is a specific subset of data which lies at the intersection of 
two domains: Open Data and government data. In general Open Data is “data that can 
be freely used, reused and redistributed by anyone – subject only, at most, to the re-
quirement to attribute and share-alike” [35]. Open Data shall be open both technical-
ly and legally. 

Legal openness of the data is achieved by publishing the data under an appropriate 
license or terms of use. The Open Definition [32] sets eleven requirements that Open 
Data should conform to where most of these requirements are related to the licensing 
of the data. Due to the space limitation we will not discuss these requirements in de-
tail but it is important to mention that according to the Open Definition the terms of 
use of Open Data must allow reuse and redistribution of the data, it must not discri-
minate any person and it must not restrict use of the data in a specific field of endea-
vor. Therefore restricting profit motivated use of the data is not allowed [35]. 

According to [35] Open Data is technically open if it is available as a complete set 
in an open, machine readable format and if it is “priced at no more than a reasonable 
cost of reproduction.” Complete dataset means that the entire content of a database or 
a register is made available. Open data format is a format that is “platform indepen-
dent, machine readable, and made available to the public without restrictions that 
would impede the re-use of that information” [18]. Adapting the definition of machine 
readability from [13], data in a machine readable format can be defined as data that is 
“sufficiently structured for software applications to identify reliably individual state-
ments of fact and their internal structure.” Machine readable format allows easy ma-
nipulation with the data in software applications and openness of this format allows it 
to be implemented in different applications and thus it reduces the risk of vendor 
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lock-in. Finally, Open Data should be made available to the users at a minimal possi-
ble cost because the cost or fees are seen as a barrier in access to the data. Preferably 
it should be made available as a free download from the Internet [35]. 

In this paper government data is any data that is created by a public sector body. 
We will use the definition of the public sector body from the Directive 2003/98/EC on 
the re-use of public sector information (PSI Directive) where it is defined as “the 
State, regional or local authorities, bodies governed by public law and associations 
formed by one or several such authorities or one or several such bodies governed by 
public law.” [16] 

Open Government Data is a government data created and published in a way that it 
meets the Open Definition, i.e. it is technically and legally open. Since Open Data is 
meant to be freely used and reused, not every government data can be published as 
Open Data. For example access to some datasets is restricted for national security 
reasons and thus it cannot be made publicly available for reuse. 

According to [7] one of the differences between private and public sector is that the 
public sector is more limited by the legal and formal constraints. Legislation can have 
a significant impact on Open Government Data as it can place restrictions on some 
categories of data. However, it can support the OGD initiatives as well. Personal in-
formation is an example of domain where legislation often restricts how the data 
should be handled. In the European Union the protection of personal information is 
harmonized by the Directive 95/46/EC [17]. On the other hand, Freedom of informa-
tion laws constitute the basic right of citizen on access to the information provided by 
the public sector bodies [30]. Freedom of information laws or legislation supporting 
reuse of public sector information (e.g. the Directive 2003/98/EC) can help the OGD 
initiatives because it might constitute the basic principles of access and reuse of the 
government data. Revision of the Directive 2003/98/EC has been proposed which 
introduces obligation to publish government data in machine-readable formats togeth-
er with its metadata [13]. According to Mouzakitis, et al. [28] some public sector 
bodies have already proposed their own OGD policy or guidelines. 

2.1 Open Government Data in the Czech Republic 

The Czech Republic is the EU member state with the Free Access to Information Act 
No. 106/1999 Coll. This act also implements the requirements of the PSI Directive. In 
2011 the Czech Republic joined the Open Government Partnership [41]. In its Action 
Plan the Czech Republic made its commitment to improve access to the public sector 
data and information through the use of the Open Data principles [20]. 10 datasets 
were identified for opening up but only the election statistics was published as OGD 
by the Czech Statistical Office by the end of 2012 [11]. 

Experimental unofficial catalog of the Czech government data cz.ckan.net 
was established in 2011 as a result of an academic initiative. According to [25] none 
of the 1470 cataloged government datasets represented Open Data because of a miss-
ing license or terms of use. 

One of the Czech OGP commitments is to build the official Open Government Da-
ta catalog [20]. Although this catalog has not been launched yet, requirements and the 



 Open Government Data Catalogs: Current Approaches and Quality Perspective 155 

 

architecture of this catalog have been described in the Open data cataloguing strategy 
of the Czech public administration [10]. 

3 Open Government Data Catalogs 

Open Government Data has a great potential for reuse but in order to turn this poten-
tial into actual benefits it is necessary for potential users to be able to easily find the 
data of their interest. Open Government Data catalog (OGD catalog) is a tool that can 
significantly improve discoverability of the Open Government datasets. According to 
[8] data catalog is “a collection of catalog records”. These records consist of metada-
ta describing a dataset which represent “a collection of information in a machine-
readable format” [8]. OGD catalog is therefore a data catalog which contains records 
about Open Government Data. 

3.1 OGD Catalogs Around the World 

Datacatalogs.org is a catalog of the Open Data catalogs around the world [1]. 
By 1st February 2013 it contained 285 catalog records. We have analyzed these cata-
log records in order to get a high level overview of the current OGD cataloging initia-
tives. Distribution of the catalogs registered at the datacatalogs.org into public 
sector and non-public sector groups is presented in the Table 1. 

Table 1. Types of catalogs in the datacatalogs.org 

Catalog type Number 
Public sector catalogs 220 
Non-public sector catalogs 59 
Undetermined 2 
Duplicate entries 3 
Datacatlogs.org catalog record 1 
Total 285 

 
Our analysis of the datacatalogs.org was based mainly on the information 

provided in the catalog records. Web sites of the catalogs were consulted only in case 
that the information in the catalog records was not sufficient to determine the type of 
the catalog. The results of this approach might not be completely precise but we deem 
it sufficient to provide a high level overview. The data catalog was considered to be a 
public sector catalog if it is owned by a public sector body. This was determined ei-
ther by the description in the catalog record or by the home page of the catalog. If the 
homepage belonged to the domain of some public sector body, the catalog was 
marked as the public sector catalog. In some cases the public sector catalogs have 
their own domain (e.g. http://datasf.org). If the description of the catalog 
indicated that a catalog might actually be a public sector catalog but the homepage 
was not in the domain of the public sector body, the website of the catalog was con-
sulted for clarification. 
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Due to the broken homepage links it was not possible to determine the type of the 
data catalog in two cases. Three duplicate entries in the datacatalogs.org were 
also identified and these were not calculated into the total number of public sector and 
non-public sector data catalogs. Datacatalogs.org contains a catalog record 
describing itself so this record was not included in the analysis. 

Not all of the catalogs registered at the datacatalogs.org are OGD catalogs. 
The group of the non-public sector catalogs contains various catalogs maintained by 
their community members or by some private entities, e.g. universities, non-profit 
organizations. There are also company-owned Open Data catalogs, for example the 
power company Enel Open Data catalog [12]. 

Public sector data catalogs are good candidates for OGD catalogs. Out of the 220 
public sector catalogs 123 have the term “open data”, “opendata” or “open govern-
ment data” in their name, description or homepage URL. We consider these catalogs 
to be official OGD catalogs. After visiting web pages of the remaining catalogs we 
added another 68 catalogs into this category because they were described as OGD 
catalogs or they provided at least one openly licensed dataset. This makes a total of 
191 OGD catalogs. The rest of the public sector data catalogs remained undetermined 
because they were not clearly described as OGD catalogs. More detailed analysis 
would be necessary in order to properly determine their category. 

Public sector bodies at different levels have established their data catalogs [9]. 
Based on the level of the owning public sector body or by the focus of the data cata-
log we divided the public sector data catalogs into the following groups: 

• local – data catalog owned by cities or towns or with only city/town coverage, 
• regional – data catalogs owned by a regional authority (i.e. county government or 

federal state government) or with regional coverage, 
• national – data catalog owned by a central government body or with nationwide 

coverage, 
• international – data catalog owned by an international institution or with the inter-

national coverage. 

Distribution of the public sector data catalogs into local, regional, national and inter-
national groups is presented in the Table 2. 

Table 2. Public sector data catalogs by focus 

Focus Type Number 

Local 
OGD catalog 80 
Undetermined 5 

Regional 
OGD catalog 72 
Undetermined 15 

National 
OGD catalog 36 
Undetermined 9 

International 
OGD catalog 3 
Undetermined 0 

Total  220 
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Our analysis also shows that there are public sector data catalogs from 37 countries 
registered at datacatalogs.org. There are 3 public sector data catalogs with 
international focus: Open Data Portal of the European Commission [15], Semic.eu 
portal (now part of the Joinup portal) [14] and the Open Energy Info portal which is 
sponsored by the U.S. Department of Energy but has international focus [39]. The 
number of public sector data catalogs per country is presented in the Table 3. 

Table 3. Number of public sector data catalogs per country 

Country Catalogs Country Catalogs Country Catalogs 
USA 50 Chile 3 Morocco 1 

Canada 35 China 3 Norway 1 

UK 18 Ireland 3 Peru 1 

Spain 17 Uruguay 2 Portugal 1 

France 16 Argentina 1 Russia 1 

Italy 16 Bahrain 1 Saudi Arabia 1 

Australia 6 Belgium 1 Singapore 1 

Austria 6 Denmark 1 Slovak Republic 1 

Netherlands 6 Greece 1 South Korea 1 

Finland 5 India 1 Thailand 1 

Brazil 4 Kenya 1 United Arab 

Emirates 

1 

Germany 4 Lithuania 1   

Sweden 4 Moldova 1   

3.2 Conclusions and Limitations 

The analysis presented above shows that there are government data and OGD cata-
loging activities in number of countries around the world. OGD catalogs exist at dif-
ferent levels of public sector and their focus goes from local to international. While 
the most of the analyzed countries have only one public sector data catalog registered 
at the datacatlogs.org, there are also countries with more than ten registered 
data catalogs. Although it is not evident from the analyzed data, in countries with 
more OGD catalogs some kind of integration or cooperation of the OGD cataloging 
activities might be necessary in order to provide the users with the access to the open 
government datasets across more levels of the public sector. Example of such gover-
nance structure can be found in the study Open Government Data Germany [24].  

The analysis of the datacatalogs.org catalog records presented above has al-
so some limitations that can affect the precision of the results. First, the analysis is 
based mostly on the metadata in the catalog records. Home pages and about pages of 
the data catalogs were consulted only in cases when the metadata in the catalog 
records was insufficient. Correctness of the provided metadata was not checked. 

Second, whether the public sector data catalog is OGD catalog or not was deter-
mined by the catalog’s name, description or homepage. Detailed analysis of the  
terms of use of the cataloged data and analysis of their technical openness would be 
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necessary in order to distinguish between Open Government Data and non-open gov-
ernment data catalogs more precisely. Actually, descriptions of some of the analyzed 
data catalogs indicated that they are mixed catalogs containing records about both 
open and non-open government datasets. In our analysis these mixed catalogs were 
marked as OGD catalogs because at least some of the open government datasets were 
registered in them. However, it might be interesting to know what percentage of cata-
log records in the mixed public sector data catalogs describes Open Government Data. 

There is also one finding related to the datacatalogs.org itself. Although we 
were able to classify and analyze most of the registered catalogs, it was not possible 
to perform the analysis using solely the information provided in the catalog records. 
The portion of the problematic records was relatively small but we would like to point 
out that sometimes there was missing information about the author of the data catalog, 
missing description, or both. In some cases even if the description was provided it did 
not provide us with enough information to make a sound judgment about the particu-
lar data catalog. We consider these issues as examples of possible data catalog record 
quality issues and we will discuss this topic in more detail in the next section. 

4 Quality of the OGD Catalog 

The OGD catalogs should make the search for the Open Government datasets easier. 
However, if the OGD catalog contains incomplete, inaccurate or misleading informa-
tion about the data, it will not serve as a reliable source of information about OGD. 
This can also result in the poor use of the OGD catalog. 

According to the National Audit Office report [29] on the data.gov.uk “de-
scriptive information about each data release is currently not standardised and in-
complete. Users will therefore find it difficult to identify data sets that may be most 
useful.” More than four-fifths of the users leave the data.gov.uk without access-
ing any of the provided links to the data [22]. Inconsistent classification of the data 
and difficult website navigation are mentioned as two possible causes [22]. In order to 
solve these problems an upgrade to the UK data portal was made and a clearer stan-
dard taxonomy of the information was designed [29]. 

We will not discuss the usability of the web based applications in this paper. We 
will focus on the data catalog record quality because we see the inconsistent classifi-
cation of the data as a quality issue. Furthermore, awareness of the need to ensure the 
data catalog (metadata) quality starts to be evident. For example the Berlin Open Data 
Strategy proposes quality assurance measures [6]. The Study on Open Government in 
Germany discusses responsibilities with regard to the assurance of the metadata quali-
ty and it suggests that metadata standards should be issued [24]. 

Although the concept of quality is cross-disciplinary, there is no single agreed 
upon definition of quality [37]. In this paper we define the quality of OGD catalog as 
the degree to which the catalog fulfills requirements. As it was stated above the data 
catalog is a collection of catalog records describing datasets [8]. Quality of the catalog 
records will affect the quality of the OGD catalog as a whole. Because the OGD cata-
log records represent a category of data, this allows us to build upon the practices of 
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the data quality methodologies where it is a common approach to measure the quality 
of data in several dimensions representing certain requirements on its quality. 

4.1 OGD Catalog Quality Dimensions and Requirements 

Quality dimensions differ among the data quality methodologies but the accuracy, 
completeness, consistency and timeliness can be found in majority of works [3]. 
These dimensions can be applied to a single OGD catalog records as well as the 
whole OGD catalog contents, i.e. set of OGD catalog records. Definition of the OGD 
catalog quality dimensions and description of the quality requirements are provided in 
the Table 4. In the following text we reference the quality requirements by their IDs. 

Table 4. OGD catalog quality dimensions and requirements 

Quality dimen-
sion 

Quality of the OGD catalog 
record 

Quality of the OGD catalog 
contents 

ID Description ID Description 

A
cc

ur
ac

y Definition  
Extend to which a catalog 
record correctly describes the 
data. 

 
Portion of the catalog records 
correctly describing the data. 

Requirements QR1 

All information in a catalog 
record should correspond to 
the data described by the 
record. 

QC1 
All the catalog records in the 
catalog should be accurate. 

C
om

pl
et

en
es

s 

Definition  
Portion of the filled in manda-
tory attributes of a catalog 
record. 

 
Portion of the open government 
datasets registered in the cata-
log. 

Requirements QR2 
All mandatory attributes of 
the record should be filled in. 

QC2 

All published open government 
dataset should be registered in 
the catalog but there should be 
no duplicate catalog records. 

C
on

si
st

en
cy

 

Definition  
Conformance of a catalog 
record to the set of semantic 
rules. 

 

Conformance of the catalog 
records to the set of semantic 
rules applied to the catalog as a 
whole. 

Requirements QR3 

There should be no contradic-
tion or discrepancy between  
the facts in the catalog attrib- 
utes. 

QC3 
There should be no contradic-
tion or discrepancy between 
related catalog records. 

QC4 
Same terms or concepts should 
be used to classify data of the 
same type or category. 

QC5 

Unknown or missing informa-
tion should be handled in the 
same way across the whole 
catalog. 

QC6 
All the catalog records should 
be consistent. 

T
im

e-
lin

es
s Definition  

Extend to which a catalog 
record is up-to-date. 

 
Portion of up-to-date catalog 
records in the catalog. 

Requirements QR4 
All information in the catalog 
record should be up-to-date. 

QC7 
All the catalog records should 
be up-to-date. 
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All of the catalog records in the OGD catalog should correspond to the data they 
describe (QR1, QC1). Otherwise they do not provide correct information about the 
data to the users. For example inaccurate information about the terms of use might 
lead to unintentional violation of these terms. Invalid links to the datasets make the 
datasets inaccessible through the OGD catalog. 

The OGD catalog records should be kept up-to-date (QR4, QC7). For example if a 
dataset is moved during a redesign of some government agency’s website, its catalog 
record should be updated with the new location of the dataset. 

OGD catalog should be complete (QR2, QC2) because datasets which are not reg-
istered in the OGD catalog cannot be located using the catalog. Open Data cataloging 
strategies and policies (e.g. [6], [10]), might specify which datasets should be cata-
loged. In this case completeness of the OGD catalog should be measured against the 
threshold defined by the policy. 

Contents of the OGD catalog should be consistent (QR3, QC3-6). Inconsistent 
classification of the data might lead to the situation in which not all relevant datasets 
from a certain category can be easily located. 

4.2 OGD Catalog Quality Improvement Techniques 

In this section we propose a set of techniques which can be used to improve the OGD 
catalog quality. According to [3] two types of strategies for improvement steps can be 
found in the data quality methodologies: data-driven and process-driven. Data-driven 
techniques directly modify the values of data and thus they are used to improve the 
quality of existing data. Correction of invalid data values or data normalization is an 
example of data-driven techniques. Process-driven techniques aim at redesign of the 
data creation and modification processes in order to identify and eliminate the root 
cause of quality issues. Implementation of data validation step into the data acquisi-
tion process is an example of process-driven technique. 

In the Table 5 we propose a set of data-driven and process-driven techniques that 
can be used to improve the quality of the OGD catalog. Process-driven techniques are 
included because they might help to prevent the OGD catalog quality issues. Role of 
the catalog editor is discussed in [6] and [10]. Furthermore, [10] describes responsi-
bilities of the catalog editor with regard to the review of the catalog record. We also 
reflect our experience with the experimental cataloging of the Czech OGD during 
which the data cataloguing methodology proved to be a key element [25]. Based on 
[36] we propose automatic metadata authorship as a possible way how to achieve 
more consistent metadata in the catalog records. 

However, information in the catalog records might get obsolete over time. In this 
case data-driven techniques might help to locate and correct existing inaccurate cata-
log records. 

Identification and correction of the quality issues can be both manual and automat-
ic (DT2-5). According to [6] users of the OGD catalog might be a valuable source of 
feedback about the quality of the catalog because they can notify the OGD catalog 
editors or custodians about catalog records with missing, incomplete or inaccurate 
information. Sometimes even a correct description of a dataset might be obscurely 
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written. This is another area where user feedback might help. Therefore this feedback 
should be systematically gathered and analyzed (DT1). For example Berlin Open 
Data platform allows registered users to post questions or feedback to the portal or to 
the registered data [4]. 

Table 5. Examples of the OGD catalog quality improvement techniques 

Category Technique ID 

Data-
driven 

Identification of the quality issues 

 
Analysis of user feedback DT1 
Manual review of the catalog records DT2 
Automatic identification using software tools DT3 

Correction of the quality issues 

 
Manual correction DT4 
Automatic correction DT5 

Process-
driven 

Validation of the catalog records  
 Manual review PT1 

Automated validation PT2 
Automatic metadata authorship (integration with other 
systems) 

PT3 

Use of controlled vocabularies PT4 
Use of the data cataloging methodology PT5 

 
Validation of newly created or edited catalog records can prevent the quality is-

sues. This validation might involve checking if the classification of the data is correct 
and consistent or if the links to the data sources are valid. We provide details about 
the review process proposed for the official Czech OGD catalog in the next section. 

Automation of the validation is possible (PT2) but it probably has some limita-
tions. For example validation of correctness of the free text data description will 
probably require an action of a qualified person (PT1). However, the data cataloging 
tool might still provide features that can help to automate the validation, e.g. checking 
if the required attributes are non-empty or if the provided links are not corrupted. 

In Table 4 consistent classification of the data in the OGD catalog was mentioned 
as one of the quality requirements. According to [23] one way how to achieve higher 
quality of metadata is to use controlled vocabularies for the metadata attribute values 
instead of free words (PT4). Although the referenced article discusses the metadata 
quality in different context than the OGD catalog, controlled vocabularies can be used 
in this type of catalog as well. A controlled vocabulary is “any kind of knowledge 
organization structure, from simple lists of valid terms to more sophisticated struc-
tures thesaurus and ontologies” [23]. Use of controlled vocabularies can help to pre-
vent the situations in which multiple similar terms are used for the same category of 
data. For example EUROVOC taxonomy is proposed as classification taxonomy for 
the publicdata.eu portal [5]. 

In order to achieve consistent classification of the data the concepts of the con-
trolled vocabularies must be applied in a consistent way by those who create and  
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update the OGD catalog records. Some kind of guidelines might help to unify the data 
classification approach. These guidelines can be a part of the data cataloging metho-
dology (PT5) that can provide recommendations and guidelines for other areas  
as well. 

During our experimental cataloging of the Czech OGD we formulated simple cata-
loging methodology that provided guidelines on how to describe data, how to classify 
datasets with CZ-NACE and the Integrated Public Sector Vocabulary (IPSV), or how 
to structure packages in CKAN software [25]. As different people created the catalog 
records during this cataloging activity, the methodology proved to be a key element 
that unified the approach to the catalog records creation. 

OGD catalogs might contain significant number of catalog records. According to 
[29] “the number of data sets catalogued within www.data.gov.uk has grown from 
2,500 in January 2010 to 7,865 in December 2011”. Large number of data catalog 
records might require automation of the quality improvement techniques. There are 
number of data quality tools on the market that offer functionality like data profiling, 
standardization and cleaning [19]. Applicability of these tools in the OGD catalog 
context should be analyzed. However, the quality related functionality can be imple-
mented in the data cataloguing tools as well. For example, there is a CKAN  
cataloging tool extension which allows identification of the invalid data source  
URLs [33]. 

According to [36] automatic metadata authorship may result in more consistent 
metadata even though it can be less descriptive. If the metadata for Open Government 
datasets is already available in some of the existing systems, integration of these sys-
tems and the OGD catalog should be considered (PT3). For example CKAN cata-
loging software provides features for harvesting records from other systems [34]. 
However, the full automation of the catalog record authorship might not be always 
possible because it seems desirable to provide highly descriptive characteristics of the 
data. 

4.3 Quality Approach in the Official Czech OGD Catalog 

Although the official Czech OGD catalog has not been put into operation yet, in this 
section we introduce the proposed approach to the quality of this catalog described in 
the Open data cataloging strategy of the Czech public administration [10]. 

Approach to the quality of the official Czech OGD catalog is based mostly on the 
process-driven techniques. There are 8 workflows that describe how users of different 
roles should interact with the Czech OGD catalog. The most important process-driven 
technique is a review process (PT1). Therefore the review steps are part of the 
workflows for data catalog creation and editing. In addition to the review process it is 
recommended to use the controlled vocabularies and the data cataloging methodology 
(PT4-5). 

Every newly created or updated catalog record in the Czech OGD catalog must un-
dergo a review before it can be published in the catalog. The review is performed by 
the catalog editor who is commissioned by the owner of the Czech OGD catalog (a 
public sector body that has the responsibility for the catalog). 
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During the review process the catalog editor checks: 

• relevance of the catalog record – the record must describe OGD published by the 
Czech public sector bodies, 

• completeness of the catalog record – all the required attributes of the record must 
be filled in, 

• validity of the data source URI, 
• correspondence of the description with the data, 
• correctness and consistency of the data classification, 
• validity of references to the Data Elements Information System and to the Public 

Sector Information Systems Register. 

Data Elements Information System (DEIS) [26] and the Public Sector Information Sys-
tems Register (PSISR) [27] are two existing cataloging systems of the Czech public ad-
ministration. DEIS serves as a register of data elements used across the public sector 
information systems and it contains definitions of common entities, e.g. address, person 
etc. If some of these data elements are used in the cataloged Open Data, references to the 
respective elements in the DEIS should be included in the catalog record. 

Role of PSISR is similar to DEIS. It is a register of existing public sector informa-
tion system (PSIS). If the cataloged Open Data comes from one of PSIS, reference to 
the PSISR should be included in the catalog record. 

Catalog record that passes the review is published in the Czech OGD catalog and 
the users of the catalog can access it. If the catalog editor identifies some issues in the 
catalog record, it is returned to the publisher of the data who can correct it and resub-
mit it to the Czech OGD catalog. The review process is repeated until the catalog 
editor publishes the catalog record in the Czech OGD catalog. 

The data cataloging tool should provide features for automation of the record vali-
dation steps (PT2). There should be features for automatic validation of the data for-
mat and the data source URI. It is also proposed to assess the possible future use of 
the machine learning methods for automatic classification of the data or for automatic 
identification of the duplicate catalog records. 

In [10] it is also recommended to use the controlled vocabularies for data classifi-
cation, namely EUROVOC and the CZ-NACE classification of the economic activi-
ties. It is recommended to develop a data cataloging methodology that should provide 
guidelines on how to apply these controlled vocabularies as well as on other aspects 
of the Open Data cataloging process. 

Analysis of the user feedback (DT1) is another proposed technique for the Czech 
OGD catalog quality assurance. Therefore the data cataloging tool must provide fea-
tures that will allow users to provide the feedback. However, no specific technology 
(e.g. email) is recommended in [10]. 

5 Conclusion 

Data catalog is an important tool that facilitates exploitation of OGD. Based on  
the descriptions provided at the datacatalogs.org portal we identified a total 
number of 220 government data catalogs and out of this number we classified 191 
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catalogs as OGD catalogs. Despite the fact that we performed no in-depth analysis of 
the individual data catalogs, our analysis indicates that in some countries there is 
more than one data catalog. There are OGD catalogs established by central govern-
ment agencies, however in some countries cities and regional governments have es-
tablished their OGD catalogs as well. There are also international OGD catalogs, e.g. 
Open Data Portal of the European Commission. 

In our analysis we focused on the Open Data catalogs established by the public 
sector bodies. However, public sector is not the only domain in which Open Data 
cataloging is being conducted. There are Open Data catalogs established and main-
tained by their community members, universities, non-profit organizations or compa-
nies as well. 

Number of existing data catalogs is quite high and their focus is diverse. A catalog 
of data catalogs like datacatalogs.org might help users to locate the data cata-
logs with information about the data of their interest. Therefore catalog owners should 
consider registration of their data catalog at the datacatalogs.org. 

OGD catalogs should foster OGD reuse but if the OGD catalog contains records 
with incomplete, incorrect or misleading information, users might find it difficult to 
identify datasets they need. Recent experience shows that alongside the quality of 
OGD itself, the quality of the OGD catalog records requires attention of the OGD 
practitioners. 

Individual OGD catalog records as well as the OGD catalog as a whole should be 
accurate, complete, consistent and up-to-date. Based on our experience and the litera-
ture review we identified several data-driven and process-driven techniques for OGD 
catalog quality improvement. These techniques include the analysis of OGD catalog 
user feedback, manual and automatic detection and correction of quality issues, ma-
nual and automatic validation of the newly created or updated catalog records, auto-
matic metadata authorship, use of controlled vocabularies and use of a data cataloging 
methodology. 

Future research should focus on the quality dimension of the OGD catalogs. The 
list of techniques for improvement of the OGD catalog quality proposed in this paper 
is not comprehensive. More attention should also be paid to the automation of the 
quality improvement steps because OGD catalogs may contain large amount of cata-
log records. Solely manual identification and correction of the quality issues might 
not be feasible in large OGD catalogs. 
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Abstract. During the last decade several initiatives have worked towards open 
and freely available data. First, the success by the OpenStreetMap and partly 
the free use of Google Maps have been a revelation for many users, both in the 
public sector as well as in the private sector. Additionally, several legal 
frameworks like the EU directive on Re-use of Public Sector Information and 
the INSPIRE Directive on geographic information have in various ways 
encouraged the re-use of public sector information. As a consequence, a minor 
group of European countries have launched their own open government data 
projects, and the current research focuses on the role of open public sector 
information as a major step towards a digital society by analysing the 
background, extent and expected impact of the Danish open government data 
initiative. 

Keywords: Spatial Data Infrastructure, Open Government Data, Public sector 
information. 

1 Introduction 

Data sharing is a fundamental component of the modern digital societies, and easier 
access to data and information has been a vision since the early days of the 
information society. However, very little progress has been achieved in this field until 
quite recently, and the success of the free OpenStreetMap is perhaps the best positive 
example on a worldwide solution on data sharing.  Due to its extensive use, Google 
Maps also share this success although the use of data is imposed some restrictions. 
Generally there is a growing tendency to release at least to some degree various sorts 
of public data allowing citizens and businesses to freely re-use public data for their 
own purposes [1]. The real driver towards free sharing of data and information comes 
from the government sectors, including the European Union. Thus the launch of the 
so-called Digital Agenda of the European Union [2] has emphasised the need for 
maximising the economic and social benefits of Information and Communication 
Technology (ICT) towards a sustainable future.  
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Large amounts of data and information are daily produced by the European public 
authorities being the largest single source of information in Europe with an estimated 
market value of 32 billion Euros.  

Open government data has received increasing awareness during the last ten years 
in parallel with the preparation and implementation of the INSPIRE Directive [3]. 
Traditionally geographic information in Europe has been financed through the so-
called cost recovery principle, where the revenue obtained by selling data is used for 
updating the data and maintaining the data quality. However this model has been 
under pressure from the EU by the PSI and INSPIRE Directives although the cost 
recovery is not directly in conflict with this legislation.   

Several European countries have initiated open government data in various extents. 
Last autumn the Danish Government decided a new initiative on Basic Data, which is 
considered an essential basis for public authorities to perform tasks properly and 
efficiently across units and sectors, as outlined in the Danish e-Government Strategy 
2011-2015. The vision is that Basic Data is to be the high-quality authoritative 
common foundation for public sector information – including the private sector. A 
general principle is that all basic data will be freely available for all public authorities, 
private businesses and the individual citizens. 

The aim of the current research has been to analyse the background, extent and 
expected impact of the Danish decision on opening up government data for free re-use 
as a step towards the implementation of the digital society. After this introduction 
follows a chapter describing the background and theoretical foundation for the 
tendency towards open government data. The third chapter describes and analyses  
the national Danish implementation of open governmental data. Chapter four analyses 
the Danish approach to open data. The paper ends with a discussion and some 
concluding remarks including perspectives for subsequent research. 

2 Background and Theory 

The EU Digital Agenda is the first of seven so-called flagship initiatives included in 
the Europe 2020 Strategy presented in May 2010 [2].  The aim of the Digital Agenda 
is that Europe’s citizens and businesses should get maximum benefit from the digital 
technologies. The Digital Agenda contains 101 actions organised into 7 pillars: 1) 
Digital Single Market, 2) Interoperability and Standards, 3) Thrust and security, 4) 
Fast and Ultra-fast Internet access, 5) Research and innovation, 6) Enhancing digital 
literacy, skills and inclusion, and 7) ICT-enabled benefits for the EU society. One of 
the actions (no. 3) within the Pillar 1: Digital Single Market are concerned with 
opening up public data resources for re-use. Already back in the 2003 the Directive on 
Re-use of Public Sector Information aimed at regulating and stimulating the reuse of 
public sector information (PSI). Although the PSI Directive [4] deals with all kinds of 
public sector information, a majority of this information has a geographical reference. 
Thus the focus for public sector is to manage and service people, businesses, real 
properties, roads and areas, which all are located somewhere on the surface of the 
earth.  
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2.1 Data Sharing in the Digital Society 

The issue of data sharing goes back to the 1990es, where the book ‘Sharing 
Geographic Information’ [5] explored organisational issues in the context of sharing 
geographic information. Herein Campbell and Masser [6] concluded that within the 
UK local governments very little data sharing took place even between departments. 
Paper maps were still at that time a major source to information. However during the 
last 10 – 15 years the development towards a digital society has really put data 
sharing on the political agenda. However, the principle of data sharing is not enough 
to ensure an open, transparent and efficient public sector. Frequently bottlenecks 
connected with costs, legal restrictions, and proprietary data formats have hindered 
real re-use of data for the benefits of the society. 

Globally the value of data sharing and free data has been demonstrated by the 
emergent free map services like Google Maps and not at least the OpenStreetMap, 
which have put severe pressure on the National Mapping Agencies. Surveys have 
demonstrated that not only the citizens and smaller private companies are using these 
map services, but also public organisations like agencies and municipalities. 
However, the most important reason for the recent focus on Open Government Data is 
the implementation of digital governance with extended use of self-service solutions. 
This requires access to data and information across the public sector – from 
municipalities over regional authorities to the national governments.  

According to the recently started ‘Open Government Data’ initiative 
(http://www.opengovernmentdata.org) ‘open data’ means ‘data free for anyone to use, 
re-use and re-distribute’, and ‘government data’ refers to ‘data and information 
produced or commissioned by government or government controlled entities’. This 
definition is applied in the current paper. The ‘Open Government Data’ initiative has 
produced a handbook aiming at supporting implementation of open government data 
around the world, and at the same time building a common framework for assessing 
existing open government initiatives. The Open Data Handbook [7] points to several 
areas, where open government data may create additional value including: a) 
Transparency and democratic control, b) Public participation, c) Self-empowerment, 
d) Improved or new private products and services, e) Innovation, f) Improved 
efficiency and effectiveness of government services, g) Impact measurement of 
policies, and h) New knowledge from combined data sources and patterns in large 
data volumes. These advantages can be organised into two main groups. One group 
(items a – c) can contribute to enhanced democracy and participation, while the other 
group (items d – g) primarily focuses on the economic benefits obtained through more 
efficient public sector and improved innovation and business possibilities in the 
private sector. 

In order to discuss open government data some clear definitions must be stated, 
and several attempts have been made in this connection. Through a consensus process 
among 30 experts within this topic in December 2007 the ‘Open Government Data’ 
initiative has defined a set of principles, which must be met to be compliant with the 
open government data definition (table 1). In addition to the eight principles, a criteria  
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‘Compliance must be reviewable’ was defined by the ‘Open Government Data’ 
initiative. These principles have no authoritative role or legal bindings, but may serve 
as guidelines and inspiration for emergent open data initiatives, and will be applied in 
the analysis of the Danish implementation in chapter 3. Furthermore, the principles 
are all considered of equal importance, which are not true in practice. However, as 
shown in the section below the principles are to a large degree contained in the PSI 
and INSPIRE directives. 

Regarding open government data it is clear, that open data is not the same as free 
data applying a strict definition of the word ‘free’. All government data are produced 
by the public employed or bought from private companies and the associated costs are 
fully paid by the taxpayers. Thus, it may be argued that without a principle of free re-
use, the taxpayers have to pay for the data twice.  

2.2 European Legal Frameworks on Open Government Data 

The PSI Directive [4] was implemented in July 2005 aiming at regulating and 
stimulating the reuse of public sector information. The initial intention of the 
European Commission was to make all public sector information in the Member 
States available for re-use. However, this caused some Member States and public 
institutions great concerns, as many of these institutions are expected to provide for, 
at least parts of, their own funding. Therefore, in the negotiation process between the 
European Parliament and the Council the general principle was toned down to a mere 
encouragement for the Member States to make their information available for re-use. 
Nevertheless, the PSI directive has gained a lot of impacts in the Member States as 
demonstrated in the next paragraph. 

A key objective of INSPIRE was to make more and better spatial information 
available for Community policy-making and implementation in a wide range of 
sectors. Initially, it would focus on information needed to monitor and improve the 
state of the environment - including air, water, soil, and natural landscape - and later 
extended to other sectors such as agriculture and transport [8]. The INSPIRE 
Directive was adopted by the European Council and Parliament in spring 2007 and 
entered into force May 2007 [3]. The INSPIRE Directive is a framework, where the 
details are defined through a set of so-called implementing rules, where the Member 
States provide experts for drafting the rules, which are finally adopted by the 
INSPIRE Committee. Thus a high degree of Member States involvement is ensured. 
In a national Danish context, the so-called Geodata Law was a derived effect of the 
INSPIRE Directive. The INSPIRE Directive relies on a set of basic principles of 
which the one on data availability and accessibility ‘Spatial data needed for good 
governance should be available on conditions that are not restricting its extensive use’ 
is of major importance regarding open government data. 

Altogether, there were several reasons and encouragements for opening up public 
sector information in a broader scale among the European countries. As an example, 
the next section will describe the Danish approach to Open Government Data. 
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Table 1. The principles of Open Government Data (http://opengovdata.org)  

1. Data must be complete All public data which are not subject to 

valid privacy or security limitations 

2. Data must be primary Published as collected at the source 

with finest level of granularity 

3. Data must be timely Made available as quickly as necessary 

to preserve the value of  data

4. Data must be accessible Available to widest range of users and 

purposes

5. Data must be machine processable Reasonably structures to allow 

automatic processing

6. Access must be non-discriminatory Available to anyone without registration 

requirement

7. Data formats must be non-proprietory Available in formats over which no 

entity has exclusive control

8. Data must be license free  Not subject to any copyright, patent, 

trademark or trade secret regulation 

Compliance must be reviewable A contact person must be designated to 

respond to user requests

3 Implementation Strategy 

Similar to the other Nordic countries, Denmark has a leading role in digitisation of the 
society. In the 2012 United Nations E-Government Surveys rankings, Denmark is 
ranked in the top as number four after the Republic of Korea, the Netherlands and the 
United Kingdom [9]. E-Government is generally being defined as the use of 
information and communication technologies (ICT) to improve the activities of public 
sector organisations and their agents and e-Government has been the key driver for all 
activities regarding information and communication technology in the public sector. 

Since the mid-1990es various Danish governments have put e-Government on the 
political agenda with initiatives like "Information Society by the year 2000" [10] and 
not at least “Project Digital Government” [11], which sat up a so-called Digital Task 
Force aiming at enhancing e-Government solutions across the public sector.  
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To underline the importance of the Digital Task Force the Ministry of Finance chaired 
it. The Danish e-Government strategy for 2007-2010, entitled "Towards better digital 
services, increasing efficiency and stronger cooperation" (Danish Government, Local 
Government Denmark and Danish Regions, 2007) has three overarching strategic 
priority areas: a) better digital service, b) increased efficiency, and c) stronger 
collaboration. The national SDI is one of the prerequisites for fulfilling the strategy 
and handling the new dependencies. This policy was followed by an updated strategy 
concerning the period 2011-2015 [12]. 

3.1 The Stepwise Approach to Open Government Data 

Generally access to and re-use of public sector information has been imposed with 
high costs and severe restrictions. However, several steps towards open government 
data have been launched during the last ten years. The first step towards Open 
Government Data in Denmark was the decision taken by the Ministry of Environment 
in the late nineties to make open access to all environmental information. This was a 
natural consequence of the Aarhus Convention from 1998 [13] emphasising the 
importance of public participation in all decisions related to the environment, which 
requires access to data and information. Thus open access to government data is 
addressed in Directive 90/313/EEC of 7 June 1990 [14] by stating the aims of 
‘ensuring freedom of access to, and dissemination of information on the environment 
held by public authorities and to set out the basic terms and conditions on which such 
information should be made available’. 

The second step was the open access to the Address Register and Building and 
Dwelling Register in 2002. The decision gave open access to the data, and in principle 
the data was ‘free’, but only through a set of private distributors, who required rather 
high delivery costs. Thus the profit from selling and delivering the data was 
transferred from the public authorities to private companies. Nevertheless, the price 
for acquiring the Building and Dwelling Register including the Address Register was 
significantly cheaper than before, and the result was a substantial increase in the 
number of users. 

Following the two INSPIRE principles of ‘Data should be collected once and 
maintained where this can be done most effectively’ and ‘It should be possible for 
information collected at one level to be shared between all the different levels’,  an 
agreement between the Danish national Geodata Agency and Local Government 
Denmark was made in 2007 [15]. This so-called FOT-Denmark aims to establish a 
national base map for use at all administrative levels by combining the nationwide 
topographical database with a specified accuracy of 1 meter, and large-scale technical 
maps with an accuracy requirement of 10-20 cm used by the municipalities. Currently 
all municipalities have joined FOT-Denmark, and in 2012 the Geodata Agency 
acquired full rights to the FOT database.  

The FOT-Denmark cooperation facilitated the third step by inventing a new 
funding model for geographic information. Traditionally, the Danish funding model 
for geographic data has been partly based on government funding and partly by cost 
recovery, but from 2009 a new funding model was launched for the central 



 Open Government Data – A Key Element in the Digital Society 173 

government sector. All ministries pay an annual fee to the National Mapping Agency, 
and in return all the central government agencies and institutions have access to the 
spatial data and services. Later in 2010, a similar agreement was obtained with the 
Local Government Denmark providing a free flow of geographic data among public 
authorities. However, the use of data was still imposed by several restrictions – e.g. 
publishing even derived data on the Internet.  

The three steps mentioned above all focused on different sectors without being 
planned and implemented as part of an overall strategic vision. Nevertheless these 
steps represent important building stones in the Danish Infrastructure for geographic 
information as described and analysed by Hansen et al. [16]. From a governmental 
point of view a spatial data infrastructure is seen as an important dimension in several 
e-Government initiatives. Thus the Digital Task Force recognises the importance of 
geographic information by claiming that for many public authorities, the combination 
of geographic location and other registers or databases has proved a valuable tool in a 
number of administrative tasks. Recently, the Digital Task Force even stated that 
geographic information is a backbone in e-Government [17].  

Although the initiatives taken during the first three steps, the visions of an 
advanced e-Society with extensive use of self-service solutions in the public sector 
are counteracted by several bottlenecks. Accordingly, the fourth step is a significant 
move towards extensive open government data. From 1 January 2013 several 
important registers and all terrestrial geographic data – i.e. topographic data, the 
Danish digital elevation model, and the cadastral map are freely available, and during 
the next months more data from the public registers will be made freely available in 
form of what is called basic Data [18]. 

3.2 The Basic Data Concept 

By using a common geographic basis for administration, it is possible for example to 
link relevant data about the environment, traffic, health, property, companies and 
people. Basic data constitutes the core information needed by public authorities in 
their daily work, and contains information about Persons, Businesses, Real 
properties, Addresses, Roads and Areas. All these data has a spatial reference, and 
accordingly geography and maps are important elements in the Basic data concept 
(fig. 1). This figure illustrates clearly the interconnection between the different 
components of the Basic Data set. Each person, business unit, property, house and 
road has for decades been provided with unique identifiers, and a cross-reference 
register has ensured the interconnection between the different objects in the 
infrastructure. Besides, all persons and business units are assigned an address. Finally, 
the addresses, properties (parcels) and buildings are assigned a geographic reference, 
ensuring its connection with geography (maps). Thus the basic Data set constitutes an 
integrated system facilitating the core functions in public administrations. 

At a later stage in the process it is expected to expand the Basic Data set to include 
personal data, income data, business financial statements, and road infrastructures. In 
order to maintain the authoritative status required for public administration, 
management and decision-making, the Basic Data needs to comply with the following  
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Fig. 1. The Basic Data concept in the Danish Open Government Data Strategy 

principles: 1) Basic Data needs to be as correct, complete, and up-to-data as possible; 
2) All public authorities must use the Basic Data in their daily work; 3) As far as 
possible Basic Data must be made freely available to businesses as well as the public 
(sensitive personal data excluded); 4) Basic Data must be distributed efficiently and 
accommodate the needs of the users. 

In order to produce, maintain, and ensure data quality a specific business model 
has been developed. The Danish National Government and the organisation of local 
authorities – Local Government Denmark – have agreed to share the costs of Basic 
Data through a mutual agreement. Particularly in the first phase of the implementation 
additional costs for setting up facilities for data distribution, the costs may balance the 
benefits, but based on previous experiences from making address data freely 
available, the Danish Ministry of Finance has estimated that a revenue of more than 
100 million Euro is expected when the Basic Data initiative is fully implemented by 
2020. One third of this is expected from a more efficient public sector, and two-thirds 
from the private sector through enhanced innovation and competitiveness.  

3.3 Cost-Benefit and Expected Impact 

During the last twenty years major discussions have taken place regarding the benefits 
versus costs of various initiatives on the digitisation of the society based on 
establishing spatial data infrastructures and providing public data open and freely 
available. Few studies have tried to estimate the costs and benefits connected with 
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such initiatives but rather few really cost-benefit analyses. However a survey carried 
out in the Netherlands estimate the economic value of the Dutch geoinformation 
sector to be 1.4 billion Euros – corresponding to 0.25% of the national Dutch GNP 
[19]. During the 1990es the national Danish Address Register went through a major 
harmonisation and quality upgrade, and from 2002 the Address Register including 
addresses coordinates was made open and free to use for everybody [20]. An analysis 
from 2010 concluded that the direct benefits from the open and free access to the 
Address Register in the five years period from 2005 – 2009 were more than 60 
million € [21]. The analysis assumes that the economic value of the open and free 
addresses corresponds to the price paid by the users of addresses before the new open 
policy on address data, which is equivalent to 78 million €.  These figures may even 
represent an underestimation due to the wider scope for use in the new agreement, 
where everyone may add value to the data and sell them for profit aims. On the other 
side you may claim that the general movements towards the digital society, inevitably 
would have led to lower prices on address data. In order to reduce the uncertainty in 
the analysis the value of address data is reduced with 25% - i.e. (75% x 78 million €) 

= 59 million €. Contrary, the authorities as well as the users have saved thousands of 
person hours earlier spend on negotiations, agreements, and data delivery, and in the 
calculations these savings are estimated to be 5 million €. This adds to 64 million € 

for the years 2005-2009 – and 13 million € yearly. However these figures do not 
include indirect and derived benefits obtained from: a) no need for alternative address 
data sets; b) higher security for police, ambulances, fire brigades etc. due to the same 
and accurate address data set.  

Based on these figures, the Danish Ministry of Finance tried to estimate the costs 
and benefits from the new initiative on open public data at the broader scale. When 
the new Open Government Data policy is completely in operation in 2020, it is 
expected that the public sector yearly will save about 36 million € (table 2), and for 

the private sector the yearly benefits will be more than 65 million €. Thus the total 

yearly economic benefits for the Danish society will be about 100 million €. Although 
Basic data is freely available for everyone, the cost of producing the data is still there. 
As mentioned above the funding of the open government data project is based on 
shared costs between the different administrative layers in the Danish public sector. 
The expected benefits are more uncertain, but the calculations carried out by the 
Ministry of Finance are based on recent cost/benefit studies from Finland and 
Australia, and generally the estimates are conservative. Based on experiences from 
Australia, Houghton [22] concludes that ‘the direct and measureable benefits of 
making PSI available freely and without restrictions on use typically outweigh the 
costs. As framework for estimating cost-benefits Houghton used the following 
formula: ‘Benefit/Cost’ = (‘Agency & User Savings’ + Increased Returns to 
Expenditure on PSI production’) / ‘Agency & Users Cost’.  This formula was also 
applied in the cost-benefit analysis carried out by the Ministry of Finance. The 
Research Institute of Finnish Economy carried a major analysis on the impact of the 
pricing of public sector information on performance in the business sector, and based 
on data from 15 countries during the years 2000-2007 it was found that pricing of PSI 
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really had an effect on company growth - particularly for small and medium sized 
enterprises [23]. Although the figures varies from country to country it was found that 
for example free access to geographic information contributes to a 15% higher growth 
rate (on average) compared with traditional pricing based on the cost recovery 
principle. 

Table 2. Net profit for the public sector in millions € [18]. 

 2013 2014 2015 2016 2017 2018 2019 2020 
The Ministries -14 -11 -7 -3 1 1 4 6 
The Municipalities -3    3 11 19 22 23 23 24 
The Region 0 1 3 4 6 6 6 6 
Net effect -17 -7 7 20 29 30 33 36 

4 Analysis and Discussion 

The principles outlined by the Open Government Data initiative (table 1) will be 
applied as a discussion frame for the Danish approach to open government data. 
Besides, the Danish approach will be assessed in relation to overall strategic aims. 
The nine principles identified by the Open Government Data initiative considers all 
principles of equal weight although some kind of weighting may have improved the 
appropriateness of using the principles as framework for the analysis. However, 
assigning weights to the principles is a major task beyond the focus of the current 
research, and accordingly the weights are considered equal in the discussion below: 

 
1. Data must be complete: Although the Danish initiative is one of the most 

encompassing open government data projects as it covers all terrestrial 
geographic data, addresses, data on buildings, properties, and businesses as 
well as individuals unless the data is confidential personal information, a lot 
of data belonging to Statistics Denmark are still only available on 
commercial conditions. Clearly, it can be discussed if data from Statistics 
Denmark belongs to the group of public sector information. 

2. Data must be primary: All data included in the new open government data 
policy are available as originally collected by the authority and with the 
finest granularity. Thus the data are not aggregated in any way. 

3. Data must be timely: As soon as the new data distribution facility is in 
operation by summer 2013 the data for download or available as services 
will be the latest version used in the public administration. 

4. Data must be accessible: The data will be available for public authorities, 
private companies and individuals for all purposes – including commercial 
aims. Thus no restrictions for legal use. 

5. Data must be machine processable: The data are all well structured according 
to the current state-of-the-art methods, and all details about the underlying 
data models are freely accessible by download in order to serve the users 
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post-processing and applications. Metadata following the latest ISO 
standards are provided for all data within the Basic Data set. 

6. Access must be non-discriminatory: The data can be downloaded by anyone 
without any registration, but currently the new data distribution portal is not 
in operation, and therefore it is unclear if some kind of registration will be 
required. 

7. Data formats must be non-proprietary: The data is available in XML-
formats, and other international standards including Web Feature Services, 
Web Map Services as well as industry standards like shape files from ESRI 
and Excel from Microsoft, and more. 

8. Data must be license free: There are no regulations, patents or similar 
restrictions, but it is expected that the users mention the data source and 
attach the associated metadata. However, besides being free the final 
conditions are still not clear.  
Compliance must be reviewable: Contact persons are currently available for 
the individual parts of the Basic Data set, but it is still unknown if the new 
data distributor unit will serve as a common contact point, when the data 
distribution portal are in operation later this year. 

 
Summarising the analysis above the Danish approach to open government data seems 
to be highly compliant with the 8 principles developed by ‘Open Government Data’ 
from ‘Open Knowledge Foundation’. However, two dimensions have to be discussed. 
First, the new open data policy in Denmark is still under implementation, and 
although you can at the moment download all the data belonging to the Basic Data set 
without any restrictions the final conditions, except data being open, are still 
uncertain. Therefore, an exact conclusion on being compliant with the eight Open 
Government Data principles is associated with uncertainty. The second issue is 
related to the lack of priority within the nine principles. Looking at the nine principles 
from top to bottom gives in our opinion some kind of priority. Thus the first 4 items 
seems to be of more fundamental importance than the remaining 5. For example this 
does not mean that the use of non-proprietary data formats (7) and registration 
requirements (6) are not important, but they do not possess the same kind of 
fundamentality than for example data being primary (2) and accessible for all users 
and purposes (4). Considered in this light the Danish Open Government Data project 
seems to be highly in accordance with the core principles (1 – 4) from the Open 
Government Data initiative. 

The Danish OGD project is a result of a top-down effort initiated by the Ministry 
of Finance based on purely financial considerations and cost-benefit calculations. 
During the previous ten years many partners involved in handling geographic 
information and associated public register have worked on setting up an Infrastructure 
for Spatial Information in Denmark as described by Hansen et al. [16] but without any 
power to launch a process towards open public information like the one described 
above. Only the top ministers including the minister of finance have the necessary 
power to do this.  
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A concern often put forward in the discussion of open government data is related to 
the costs of maintaining and updating the data. Who should pay, when the public data 
is open and according to the definition ‘freely’ available to anyone? The public 
registers are being produced and updated through the day-to-day work in the public 
agencies regarding the administration of persons, properties, buildings, businesses, 
etc., and accordingly there are no additional costs associated with their production and 
maintenance. However, some public organisation may loose income from selling 
register data to the private sector, and although the amount of money is rather low 
compared to the total public budgets, this income is of importance for some specific 
departments. 

Concerning geographical data (digital maps) the so-called cost-recovery model has 
been the traditional economic foundation for production and  maintenance. The 
geographic data have had a group of stabile customers like the Ministry of Defence 
and the Ministry of the Environment, and then ad hoc sales to other public 
organisations and in minor degree to the private sector. Hence, the new open 
government strategy will have a major impact on the economic model for the 
operation of the National Mapping Agency. As mentioned above the lack of income 
from selling geographical data will be compensated by direct economic support from 
the National Government, the Danish Regions, and Local Government Denmark – at 
least on the shorter term (2 – 3 years). The long-term funding of the digital maps 
remains to be decided. In addition the Ministry of Finance has decided a continuous 
2% yearly cut of the public budgets due to increased effectiveness in the public sector. 
Finally, a continuing of the European economic and financial crisis will inevitably put 
the public budgets under renewed pressure, which indirectly may lead the lower data 
quality. Therefore, many fears that the geographical data will suffer from lack of 
update and quality control. However, one of the main arguments for making the 
decision on open government data was a more effective public sector and a more 
innovative and competitive private sector, and these aims will be strong drivers for 
providing up-to-date and high quality open public data.  

The visions on getting public data re-used among citizens and in the private sector 
has recently been analysed by Bjoern-Moeldrup and Colding [24]. Until 1 January 
2013 the Danish National Map Supply operated by the Geodata Agency had about 
800 registered users, but this figure was enhanced to about 4000 registered users of 
the Map Supply by 1 April 2013. Within the same period the number of downloaded 
data sets has increased from less than 1000 thousend more than 15000. A majority of 
the new users (62%)  are citizens, while 28% are private businesses, but the latter has 
made most of the downloads.   

Thus an immediate effect of the Danish open government data initiative is 
promising, but the next interested aspect concerns the use of the data. Does the 
enhanced interest for public data among ordinary citizens mean increasing interest to 
being involved in  participatory processes, and empowering new groups of people in 
the public participation? As shown by Hansen and Reinau [25], this is still a major 
challenge for the public authorities. Although many analyses have shown the great 
potentials for increased innovation and effectiveness [22, 23], and the demonstrated 
huge interest for the open government data is a fact [24], it still has to be proven that 
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the potential will be realised in practice. Open government data is just one factor for 
innovation. Highly skilled specialists and researchers, entrepreneurship, and venture 
capital are perhaps more important. 

5 Conclusion 

During the last decade several initiatives have worked towards open data. Particularly, 
the success by the open and free OpenStreetMap and Google Maps with few use 
restrictions have challenged the traditional pricing model based on cost-recovery of 
the national mapping agencies. Additionally, several legal frameworks like the EU 
directive on Re-use of Public Sector Information and the INSPIRE Directive on 
geographic information have in various ways encouraged to opening up free re-use of 
public sector information. Also the Open Government Data initiative from Open 
Knowledge Foundation has been a driver towards open government data. As a 
consequence a minor group of European countries have launched their own open 
government data projects. The current research has focused on the role of open public 
sector information as a major step towards a digital society by analysing the 
background, extent and expected impact of the Danish open government data 
initiative. The Danish project is rather new being from 1 January 2013 and some 
details are still unclear. However, it can be concluded that by having the Ministry of 
Finance with high power and legitimacy as the main driver for the planning and 
implementation the decision-making process is easier than the previous efforts on 
establishing a Danish national infrastructure for geographic information. The Danish 
open government data decision is entirely based on a wish to increase the efficiency 
in the public sector and as a parallel effect stimulating innovation and growth in the 
private sector. The next steps in our research on open government data is a 
comparative analysis of the open government data implementations in 6 European 
countries in order to identify best practices. 
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Abstract. Cloud computing has many advantages which also governments and 
public authorities can benefit from. Therefore, a couple of European countries 
have already adopted cloud computing in the public sector or are planning to do 
so. In this paper, we evaluate eight European countries on their use of cloud 
computing in e-Government and compare them. As a result, the dominant cloud 
computing deployment model in those countries is a so-called G-Cloud (Go-
vernmental Cloud), a private or community cloud especially designed for na-
tional governmental use. In addition, no favored cloud service model has 
emerged, hence all standard cloud service models (Infrastructure, Platform, and 
Software as a Service) are adopted by most countries. Finally, half of the eva-
luated countries have anchored cloud computing in one of their national ICT 
strategies. 

Keywords: Cloud Computing, e-Government, Europe, Public Sector, G-Cloud. 

1 Introduction 

Cloud computing is currently one of the dominating topics in the IT sector. In general, 
cloud computing enables the provisioning of IT services such as computing power or 
data storage just on demand. Additionally, only those resources which have been 
effectively consumed are charged by a cloud service provider. The NIST1 defines 
cloud computing the following: 

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction.” [1] 

In other words, IT resources such as computational power or data storage are shared 
across multiple customers and are easily accessible through a network by different 
devices (e.g. PC, mobile phone, etc.). Furthermore, the resources are provided dynam-
ically, highly elastic, and customers can easily access them just on demand. Finally, 

                                                           
1 National Institute of Standards and Technology 
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consumed resources are measured by the provider and only effectively consumed 
resources are charged. 

Cloud computing has many advantages such as cost savings, scalability, or high 
availability, which make cloud computing interesting for many sectors. In particular, 
due to limited budgets of many governments, cloud computing and its advantages are 
also interesting for the public sector. Moreover, Khan et al. [2] concluded that - by 
adopting cloud computing - governments and public authorities can rather focus on 
their core business, which is serving the citizenry, instead of thinking on IT resource 
allocation and IT maintenance tasks. 

The importance of cloud computing and its benefits for the public sector has al-
ready been noticed by several European bodies. For instance, the European Network 
and Information Security Agency (ENISA) put cloud computing on their current and 
emerging research trends in 2010 [3]. Moreover, the European Commission explicitly 
refers to cloud computing in their Digital Agenda for 2020 [4]. In more detail, the 
European Commission aims on an EU-wide strategy on cloud computing for govern-
ments to strengthen the European internal market. 

Not only European bodies, but also several European countries jumped on the 
cloud computing bandwagon or are planning to do so. Hence, they also want to take 
advantage of cloud computing benefits. In this paper, we compare the adoption of 
cloud computing within the public sector in eight European countries. For instance, 
we evaluate which cloud computing deployment models or service models are 
planned to be used or are already in use for e-Government applications. The evalua-
tion of these countries is based on a thorough literature review and web research, 
thereby examining various existing articles and studies.  

As a result, the dominant cloud computing deployment model in those countries is 
a so-called G-Cloud (Governmental Cloud), a private or community cloud especially 
designed for national governmental use. In addition, there is no favored cloud service 
model, hence all standard service models (Infrastructure, Platform, and Software as a 
Service) are adopted by most countries.  

The remainder of the paper is structured as follows. In Section 2 different cloud 
computing models are briefly introduced. In Section 3 we discuss the importance of 
cloud computing in the e-Government sector. Furthermore, we oppose advantages 
with issues and challenges. In Section 4 we give details on cloud computing adoption 
in the public sector in eight selected European countries. The adoption of cloud com-
puting in the public sector across those countries is compared in Section 5. Finally, 
we draw conclusions. 

2 Cloud Computing Models 

Cloud computing can be differentiated into different types of models. Mell and 
Grance [1] separate between model types which focus on technical and service as-
pects, and model types which consider organizational and deployment aspects. In the 
following sub-sections we briefly introduce different types of service and deployment 
models according to [1]. 
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2.1 Cloud Computing Service Models 

Cloud computing service models are differentiated based on the type of service pro-
vided by cloud providers. Usually, three different service models are distinguished. 

• Infrastructure as a Service (IaaS) 
In this model cloud providers offer basic IT infrastructure such as computing pow-
er, virtual machines, or data storage as a service. Customers are usually allowed to 
install arbitrary operating systems or software of their choice, but do not get access 
to the underlying hardware. 

• Platform as a Service (PaaS) 
Applying this model, cloud providers offer specific interfaces and platforms where 
customers can develop and deploy their own cloud applications to. Here, the cloud 
provider manages the underlying operating system too. 

• Software as a Service (SaaS) 
In this case complete software solutions such as e-mail, calendar, or collaboration 
services are offered by the cloud service provider as a service. Customers can 
access the software via a simple web browser and do not need local installations on 
their PC. 

2.2 Cloud Computing Deployment Models 

Cloud computing can also be separated based on the chosen deployment approach. 
Usually, four types of deployment models are differentiated. 

• Private Cloud 
A private cloud is only deployed and operated for a single organization. 

• Community Cloud 
A community cloud is deployed and operated for a couple of organizations that 
share common interests. 

• Public Cloud 
A public cloud is deployed and operated for the general public and can be used by 
everyone. 

• Hybrid Cloud 
A combination or interconnection of different cloud models (e.g. between public, 
private, or community cloud) is called hybrid cloud. 

3 Cloud Computing and E-Government 

Cloud computing is penetrating many areas because of its advantages. High scalabili-
ty, low maintenance efforts, enormous cost savings potential, and several other  
benefits make cloud computing also interesting in e-Government. Especially, the 
increasing tightness of governmental budgets can benefit from cloud computing adop-
tion, as the amount of IT expenditures could be decreased [5]. Saving costs in the 
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governmental sector is essential. For instance, the aim of decreasing costs for public 
services was also anchored in the Austrian governmental programme [6]. 

The cost savings potential of cloud computing in the governmental sector is 
enormous. Alford [7] estimates a saving potential between 50 to 67% by moving go-
vernmental applications into private or public clouds. Harms and Yamartino [8] con-
clude similarly in their economic analysis of cloud computing for the public sector. 
Particularly, they argue that public clouds have always higher cost benefits for public 
services compared to private clouds, irrespective of the required amount of IT re-
sources or the cloud size.  

3.1 Advantages 

Besides cost benefits, cloud computing has several further advantages for public ser-
vices. Bhisikar [9] lists a couple of advantages of cloud computing for the public  
sector. Based on these findings, we list the most important advantages of cloud com-
puting in the governmental sector: 

• Scalability 
• Pay-as-you-go pricing model 
• Easy implementation 
• Low maintenance 
• Availability 

One main advantage of cloud computing for public services is scalability. Depending 
on the e-Government application, only resources, which are actually required, are 
consumed. This especially helps to absorb high load peeks of applications (e.g. e-
Procurement, tendering, or election days), which may have higher access rates in a 
limited time period.  

The flexible pricing model of clouds allows for just paying the very amount of IT 
resources, which effectively have been consumed. This pay-as-you-go pricing model 
enables public services to save a lot of IT costs. 

Cloud applications are easy to implement. Public services do not need to buy 
hardware or software licenses but just can use the IT infrastructure (IaaS, PaaS, or 
SaaS) of the cloud service provider. Usually, cloud service providers offer some kind 
of APIs (application programming interfaces), where individual cloud applications 
can be developed to. 

The use of cloud services also lowers maintenance tasks. Patch or update manage-
ment can be fully handled by the cloud service provider, hence no manual mainten-
ance tasks, e.g. for updating operating systems or installing security patches, are  
required. 

Finally, the use of clouds can increase availability of applications. Applications can 
be deployed in different cloud data centers, distributed around the world. In case of a 
breakdown of one data center, the application may still continue running in another 
cloud data center of the cloud provider. 
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3.2 Issues and Challenges 

Although cloud computing offers a lot of advantages to public services, several issues 
and challenges need to be targeted or to be met when applying cloud computing in the 
public sector. Hindering issues might be, for instance, security or privacy concerns 
when processing or transferring sensitive data into the cloud [10, 11]. We briefly list 
some requirements, which must be fulfilled when taking advantage of cloud compu-
ting in the public sector. Of course, whether those requirements can be simply ful-
filled or not heavily depends on the cloud computing deployment or service model 
applied. According to Deussen et al. [12], Reichstädter [13], Wyld [5], and Rep-
schlager et al. [14] the main issues and challenges for adopting cloud computing in 
the public sector are: 

• Security 
• Data protection and compliance 
• Interoperability and data portability 
• Identity and access management 
• Auditing 

Providing a high level of security for public sector cloud computing is essential. Secu-
rity requirements must be fulfilled on several layers. This means, for instance, that 
network, application, or data security must be assured by the cloud. 

Data protection defines one of the main issues when talking about cloud compu-
ting. In e-Government applications and services usually sensitive data are processed, 
hence meeting this requirement is indispensable. Particularly, some data protection 
regulations do not allow the storage of sensitive data in other countries, which is basi-
cally not accomplished by most cloud service provider as their data centers are usual-
ly spread around the world. Hence, being compliant to such regulations is essential. 

Cloud computing has a fast growing and emerging market. Up to now, this mainly 
led to a heterogeneous landscape on service and interface offerings of cloud service 
providers. Due to that, the so-called “lock-in” effect can be often recognized. This 
means that although another cloud service provider offers better pricing conditions 
than the current one, switching to the other cloud service provider is still uneconomic 
because the opportunity costs for data and application transfer are too high. To bypass 
this issue, standardized services and interfaces might help to achieve interoperability 
between cloud service providers. 

E-Government applications usually require more secure and reliable authentication 
and identification mechanisms. While most traditional e-Government services stick to 
stronger authentication and identification techniques, current cloud applications still 
lack in adoption of such techniques. However, e-Government services in the cloud 
require the same strength of authentication and identification as current e-Government 
applications do. 

Auditing becomes essential e.g. in situations where compliance to specific regula-
tions or policies must be verified. Cloud providers currently do not offer detailed 
auditing possibilities, hence further research in this field might be required. 
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Summarizing, e-Government applications and services in the cloud have to fulfill 
stronger and stricter requirements as needed e.g. for simple informational cloud ser-
vices. A more comprehensive list on requirements of e-Government applications in 
the cloud can be found in [15]. 

3.3 E-Government Applications in the Cloud 

Cloud computing has many facets and characteristics. Basically, cloud computing can 
be applied either in service or deployment models. While sensitive data is processed 
in most e-Government applications, the selection of the cloud model to be applied for 
e-Government applications in the cloud requires a thorough and systematic analysis. 
In fact, none of the existing cloud deployment and service models needs to be bared 
out for e-Government adoption from the beginning. However, some models might be 
easier applicable for e-Government than others. ENISA [16] or Zwattendorfer and 
Tauber [17] provide an overview of strengths and weaknesses of individual deploy-
ment models for e-Government adoption.  

The decision on which cloud computing deployment model can be adopted for e-
Government is difficult. According to [16] the private and community cloud model is 
recommended for the public sector as it allows more control with respect to security, 
privacy, or compliance with legal regulations. However, the public cloud model 
should not be neglected for e-Government adoption because of their low costs [17]. 
Non-sensitive data processing e-Government applications can be easily mitigated into 
a public cloud. Hybrid clouds are a mix of different clouds. Hybrid clouds could be 
also used for e-Government but usually require data separation as sensitive data 
should not be stored in public clouds. 

Regarding the adoption of services models (IaaS, PaaS, or SaaS) for e-Government 
applications, generally all models are feasible. The IaaS model could be, for instance, 
used for archiving e-Government data or making backups. Additionally, it is conceiv-
able to place open government data applications into an IaaS cloud. The PaaS model 
might be applicable for the development of customized public sector applications in 
the cloud. Such customized public sector services may include national or regional 
specific services, such as tax or electronic delivery services, or just simple services for 
filing applications to be processed in the public authorities’ back-office. Finally, the 
SaaS model could be used for collaboration suites, workflow management systems for 
electronic documents, informational services for business or citizens, or any other “X 
as a Service”-based model such as “Identity as a Service” [18].  

Summarizing, cloud computing offers a couple of benefits to public services and 
their e-Government solutions. According to [5] and [9], the main benefit is that gov-
ernments can focus on their core business, which is serving the citizenry, instead of 
spending high efforts on server or IT management. Nevertheless, before moving pub-
lic services to the cloud an extensive analysis is required whether the same level of 
security and data protection can be achieved as for traditional and existing e-
Government services. 
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4 Cloud Computing in E-Government in Europe 

The adoption of cloud computing in e-Government is not only a vision, it already 
became reality. Many countries or cities, especially across Europe, have already 
adopted cloud computing solutions in the public sector or are planning to do so [5]. In 
the next sub-sections we give some details on governmental cloud computing adop-
tion within eight European countries, which currently also have a well-established and 
successful e-Government infrastructure in place.  

4.1 Austria 

Austria or Austrian cities have not adopted cloud computing in their public services 
yet. However, the Platform Digital Austria of the Federal Chancellery has published a 
position paper for the use of cloud computing in the public sector in 2012 [13]. This 
position paper especially covers legal, organizational, economic, and technical as-
pects, as well as opportunities and risks of cloud computing for public sector use. 
According to this paper, Austrian e-Government applications might be deployed in a 
private, community, or public cloud in the future. Moreover, they see all service le-
vels applicable. IaaS could be used for archiving or backup purposes. By relying on 
PaaS, a particular platform supporting an easy applicable framework for developing 
e-Government cloud services is imaginable. On software level, future cloud services 
might include specific collaboration suites for public authorities or more security 
related services such as Identity as a Service [18]. 

4.2 Denmark 

The Local Government Denmark started discussions on using cloud computing in the 
public sector already in early 2009 [19]. Moreover, according to KPMG [20] Den-
mark is one of the leading countries regarding the adoption of cloud computing in the 
public sector. For instance, in 2011 a Danish municipality planned to use Google 
Apps Services such as calendar or e-mail in their school systems [21]. In addition, a 
Danish procurement organization of a Danish municipality moved procurement ser-
vices into the cloud in 2011 [22]. Although Denmark still struggles with security and 
privacy issues [20], the Danish Data Protection Agency e.g. judged the cloud service 
of Microsoft - Office 3652 - to be compliant with the EU and Danish legislations [23]. 
In addition, cloud.dk offers public cloud services fully compliant with the Danish data 
legislation. 

4.3 Finland 

According to [24], Finland currently has no common strategy on cloud computing in 
the governmental sector. The government has only started an explanatory research for 
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centralizing ICT services where cloud computing could play a major role. Particular-
ly, the aim of such centralized ICT infrastructure is bundling maintenance and support 
tasks as well as monitoring and helpdesk services. Referring to [24], no statistics exist 
which public authorities eventually use cloud computing services already. However, 
the Finish Government particularly emphasizes cloud computing in its report “Pro-
ductive and Innovative Finland – Digital agenda for the years 2011-2020” [25]. 

4.4 France 

France is currently one of those countries, which favor the development and installa-
tion of a nation-wide cloud for governments, a so-called G-Cloud (Governmental 
Cloud). France started its development of the G-Cloud named “Andromeda” in 2011. 
This G-Cloud, which is - in this particular case - a IaaS platform for governments, is 
currently set up and implemented by the two companies Orange3 and Thales4 [26]. 
The main aim for developing an own G-Cloud in France are data protection and legis-
lative issues. A cloud especially developed for France can guarantee full compliance 
with national law in terms of data protection and security. Such compliance may not 
be achieved by e.g. adopting US-based services. Furthermore, Accenture is currently 
building up some kind of G-Cloud for the French Directorate of Legal and Adminis-
trative Information (DILA). This cloud shall offer French citizens fast and performing 
access to French public services [27]. 

4.5 Germany 

Cloud computing is one of the main pillars of the ICT strategy of the German Federal 
Government [28]. This strategy has been published by the Federal Ministry of Eco-
nomics and Technology in 2010 and aims on the digital future in Germany until 2015. 
Focusing on cloud computing, the objective is to facilitate and foster the development 
and installation of cloud computing services. In particular, both small- and medium-
sized enterprises and the public sector should take advantage of cloud computing as 
fast as possible. The challenges (e.g. data security, quality assurance, easy integration, 
open standard, etc.), which need to be addressed for adopting cloud computing in 
Germany, are targeted in the so-called Cloud Computing Action Programme [29]. 
These challenges particularly arise when adapting existing IT concepts to the specific 
requirements of cloud computing. 

4.6 Ireland 

Ireland anchored cloud computing in their national governmental strategy. This strat-
egy of the Irish government with the name "Technology Actions to Support the Smart 
Economy" was introduced by the Ministry of Energy and Communications and the 
Ministry of State in 2009 [30]. In more detail, Ireland sees cloud computing as one of 
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the key drivers for economic growth in Ireland. They estimate high reductions in 
server and energy costs by expecting high value job generation at the same time [31]. 
Therefore, they released a separate “Cloud Computing Strategy” paper in 2012 [31]. 
They plan several governmental services based on cloud computing offered to their 
citizens, aiming on increased productivity by decreasing public expenditures at once 
[31]. Finally, the Irish government provided some kind of guidance for businesses 
when adopting cloud computing. This guidance entitled “SWiFT 10: Adopting the 
Cloud – Decision Support for Cloud Computing” consists of a set of standards which 
shall help businesses to lower obstacles when moving services into the cloud [31]. 

4.7 Spain 

Pérez San-José et al. [34] did a thorough analysis on cloud computing in the Spanish 
public sector. This study concludes that there is still limited adoption of cloud compu-
ting in the public sector in Spain. Reasons are information integrity, privacy, and legal 
concerns. The central government is not the driving force behind cloud computing 
adoption but moreover local governments are. Local governments have a limited fi-
nancial capacity in contrast to the central government and here cloud computing can 
tremendously help in saving costs. However, a lot of governments have adopted cloud 
computing already since more than three years. The favored deployment model in 
Spain is the private cloud (app. 58%), followed by the public cloud (app. 31%) and 
the hybrid cloud (app. 17%). The private cloud is favored because of higher control in 
terms of security and privacy. The community cloud model is generally seldom in 
Spain because it targets a fusion of specific sector applications (e.g. health), which 
seems to be undesired. [34] 

4.8 United Kingdom 

In 2011 the UK government published an ICT strategy, which also covers the topic on 
cloud computing [35]. This strategy particularly involves the implementation and 
installation of a G-Cloud in the UK. The main objectives of this G-Cloud are reducing 
ICT costs for governments, optimizing the use of data center infrastructure, and in-
creasing public sector agility [35]. In fact, the installation of this G-Cloud is an itera-
tive process. The first step, the realization of the so-called CloudStore5, has been 
achieved in 2012. This CloudStore offers infrastructure, software, platform, and spe-
cialist services which can be bought online. 

5 Comparison of Cloud Computing in the Public Sector across 
Europe 

In this section we evaluate the adoption of governmental cloud computing within the 
eight European countries. We further also illustrate how governments benefit from 

                                                           
5 http://gcloud.civilservice.gov.uk/cloudstore/ 
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cloud computing by placing sample cloud services as example. Furthermore, we dis-
cuss how challenges are being met or can be met in future. 

5.1 Comparison across European Countries 

In this sub-section, we compare whether cloud computing has been anchored in a 
national governmental strategy or not. Moreover, we elaborate whether cloud compu-
ting has been adopted more on national, regional, or municipality level. We further 
list, which cloud computing deployment models (public, private, community, or hybr-
id cloud) or service models (IaaS, PaaS, SaaS) are applied in the public sector. How-
ever, we do not distinguish whether those models are already in place or it is just 
planned by the individual country to adopt them. Finally, we list a sample on which 
government-related services were or are planned to be moved into the cloud. 

Our comparison is based on a thorough literature review and web research, involv-
ing the countries Austria, Denmark, Finland, France, Germany, Ireland, Spain, and 
the UK. Table 1 shows the comparison of governmental cloud computing between 
these countries. 

As can be seen, five of the eight investigated countries have anchored the adoption 
of cloud computing in the public sector in some kind of national strategy. For the 
remaining three countries, cloud computing is individually applied by local govern-
ments such as municipalities or cities.  

Two of the evaluated countries have already adopted cloud computing and hence 
are in an executional stage. The other countries are still in the developing or planning 
phase. All countries, which have manifested cloud computing in some national strate-
gy, are mostly still in the planning phase. However, the UK has already some go-
vernmental cloud services running. Nevertheless, the full implementation of their 
national cloud computing strategy will still take another few years.  

Most countries plan the adoption of cloud computing in the public sector on na-
tional level. The reason for this is probably that security and privacy issues can be 
easier faced. In particular, Austria, France, Spain, and the UK are planning or are 
already developing a so-called G-Cloud (Governmental Cloud), a nation-wide private 
or community cloud. For Finland and Germany no further information was available 
to compare them against the other countries.  

The most frequent planned and developed cloud computing deployment models 
amongst the evaluated countries are the private and the community cloud. This is 
because many of those countries tend to implement a national G-Cloud. The use of 
public clouds is also common across those countries. However, public clouds are and 
will be only applied if certain security and privacy requirements can be met or even 
be neglected. 

When comparing cloud computing service models, 50% of the evaluated countries 
rely on the most common service models: Infrastructure as a Service (Iaas), Platform 
as a Service (PaaS), and Software as a Service (SaaS). France will set up a G-Cloud 
and focuses on IaaS. However, public authorities, which will take advantage of the 
offerings of this G-Cloud, will still be able to provide cloud computing services on  
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Table 1. - Comparison of cloud computing in e-Government across eight European countries 

Country 

Cloud 
Compu-
ting  
an-
chored  
in a 
National 
Strategy 

Cloud Adop-
tion 

Cloud Adop-
tion Level 

Cloud De-
ployment 
Models 

Cloud 
Ser-
vice 

Mod-
els 

Cloud e-Government 
Sample Services 

Austria 

Yes Planned National 
Regional 
City 

Public Cloud 
Private Cloud 
Community 
Cloud 

IaaS 
PaS 
SaaS 

Backup/Archiving 
Cloud Framework for 
e-Government 
applications 
Collaboration Suites 
Identity as a Service 

Denmark 

No Planned 
Executional 

Municipality Public Cloud 
Private Cloud 
Community 
Cloud 

SaaS E-Mail 
Procurement 
 

Finland No Planned     

France 
Yes Development National 

 
Community 
Cloud 

IaaS 
 

 

Germany Yes Planned     

Ireland 

Yes Planned National 
 

Public Cloud 
Private Cloud 
Community 
Cloud 

IaaS 
PaaS 
SaaS 

Open Data 
Public Information 
Repositories 
Collaboration Suites 
E-Mail 

Spain 

No Planned 
Executional 

National 
Regional 
City 

Public Cloud 
Private Cloud 
Community 
Cloud 
Hybrid Cloud 

IaaS 
PaaS 
SaaS 

E-Government 
Services 
Open Government 
Citizen participation 
E-Mail 
Storage/Backup 
Office and 
Collaboration 

UK 

Yes Development 
Executional 

National 
 

Private Cloud 
Community 
Cloud 

IaaS 
PaaS 
SaaS 

E-Mail 
Office 
Customer Relationship 
Management 

 
 
other levels, i.e. PaaS or SaaS. For Denmark, information could only be found on the 
application of SaaS services. 

Finally, in Table 1 we compared which services might be or are already moved to 
the cloud. The list is not exhaustive, so we named only the most important services. 
Applying IaaS, many countries think about cost-effective backup and archiving solu-
tions. Additionally, IaaS can also play a major role for open data initiatives. For PaaS, 
the evaluated countries tend to offer some kind of cloud framework for e-Government 
solutions. This framework can be further taken as a basis for local governments or 
cities, where individual e-Government applications could be developed to. Finally, the 
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most frequent SaaS services to be moved to the cloud are e-mail services. In addition, 
many countries think about the use of collaboration services or office suites in the 
cloud.  

5.2 Benefits and Challenges 

Cloud computing brings up many benefits for the public sector. However, several 
challenges must be coped with at the same time. In the following we briefly describe 
how individual countries can and could benefit from cloud computing and how chal-
lenges were or are going to be met by placing specific examples. We thereby refer to 
the benefits and challenges generally described in Section 3. 

Benefits 
Denmark, for instance, profited from cloud computing scalability during the “World 
Climate Conference” in 2009, where IT services where consumed from a community 
cloud. The reason for choosing a cloud approach was that high load peaks were ex-
pected before and during the conference [25]. 

The UK is going to set up a G-Cloud, which will also provide a marketplace for of-
fering public sector applications to be shared and re-used. Those applications shall be 
offered based on a pay-as-you-go pricing model [31]. 

The government of Catalonia, a federal state in Spain, benefited from an easy im-
plementation of cloud computing services by transferring their e-mail system (10.500 
users) to the cloud in 2010. As they moved to Microsoft, their local Microsoft ex-
change system was easily upgraded by the system hosted in the Microsoft cloud. 

The Calpe Municipal Council in Spain replaced the desktop PCs of its civil ser-
vants with virtual desktop terminals. The main objectives were cost savings and low 
maintenance [34]. 

All public authorities moving IT services into the cloud benefit from high availa-
bility. For instance, Amazon EC2 6  or Microsoft Azure 7  promise about 99.95%  
availability in their service level agreements (SLAs) supporting 24/7 uptime of go-
vernmental services. 

Challenges 
Security is still one of the biggest challenges in cloud computing, hence this challenge 
is not particularly relating to governmental cloud computing only. Currently, many 
countries rely on private and community clouds as they provide more control on the 
set up and infrastructure used for securing and protecting data [17]. An appropriate 
level of security is usually guaranteed by the cloud provider via SLAs or certification 
(e.g. ISO27001). Germany, for instance, published a whitepaper on security recom-
mendations for cloud computing providers, which includes minimum information 
security requirements to be fulfilled for public sector cloud computing [37]. 

                                                           
6 http://aws.amazon.com/ec2/ 
7 http://www.windowsazure.com/en-us/support/legal/sla/ 
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To be compliant with data protection regulations, countries (e.g. France or the UK) 
favor the deployment of G-Clouds, which geographically store sensitive data only in 
the respective country [34]. Public cloud models are generally avoided by the individ-
ual countries due to the lack of data protection if sensitive data needs to be processed. 

To avoid interoperability or data portability issues, many countries rely upon open 
source components and the implementation of open standards within their G-Cloud. 
For the UK Government CIO, this is also one main strand to build up the UK G-
Cloud [31]. 

E-Government applications usually require more secure and reliable authentica-
tion and identification mechanisms. Cloud providers already start supporting such 
mechanism for their cloud services. For instance, the Austrian cloud provider Faba-
soft8 offers secure authentication supporting the national eID of Austria, Germany, 
and Switzerland. Such a support can act as key enabler for further migrations of e-
Government services into the cloud.  

Auditing is still an issue, which cannot be easily fulfilled by public cloud providers. 
However, relying on private or community clouds within the individual countries 
helps in overcoming this challenge. 

Summarizing, according to [16] national governments of all EU countries should 
prepare national strategies for cloud computing in the public sector. Such strategies 
should particularly focus on security and resilience of cloud computing in their na-
tional economies over the next years. Moreover, they see a national strategy essential 
to avoid incompatible approaches and hence guarantee interoperable platforms and 
data formats. 

6 Conclusions 

High scalability and enormous cost savings potential are advantages of cloud compu-
ting also the public sector can benefit from. Many European countries have already 
adopted cloud computing in some public sector areas and others are still planning to 
do so. In this paper, we evaluated eight European countries on their cloud computing 
adoption in e-Government. Most of those evaluated countries are still in an early de-
velopment phase for applying cloud computing services in the public sector. Howev-
er, the use of cloud computing is anchored in some national strategy in half of the 
evaluated countries. The dominant cloud deployment model is the so-called G-Cloud, 
which constitutes a special private or community cloud for governmental services in 
the respective country. G-Clouds offer better compliance possibilities with national 
regulations and legislations than public clouds. However, a couple of countries still 
stick to public clouds for low risk and non-sensitive services. For public sector adop-
tion, all cloud computing service models (IaaS, PaaS, and SaaS) are applicable. There 
also exist a couple of services which may be moved into the cloud by public authori-
ties. Examples are backup/archiving services, open data applications, e-Government 
platforms, or collaboration and office suites for back-office procedures. 

                                                           
8 http://www.fabasoft.com 
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While European countries already take advantage of cloud computing on national 
level, several initiatives also try to foster and facilitate cloud computing adoption on 
pan-European level. For instance, the EuroCloud9 project constitutes an exchange 
platform for knowledge sharing and common interests on cloud computing across 
Europe. Currently, 27 countries participate in this project. Finally, the European 
Commission is currently setting up a co-funded €10 million project called “European 

Cloud Partnership”10 within the 7th Framework Programme (FP7). The aim of this 
project is the development of a common framework for public sector cloud computing 
across Europe, especially focusing on electronic procurement requirements. 
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Abstract. The pressure of opening access to public sector geospatial 
information traditionally managed within disparate spatial data infrastructures 
(SDI) is driven by a combination of factors. These factors include the adoption 
of open data programs and the need to integrate spatial data across sectors and 
levels of government for specific applications. Informed by the success of the 
Linked Open Data community, efforts to leverage Linked Data in enabling 
global access to spatial data currently managed within national and regional 
SDIs are emerging. However, these early efforts do not provide guidelines for 
implementing such Linked SDI nor articulate the socio-technical requirements 
for a successful Linked Geospatial Data strategy. By analyzing existing SDI 
architectures and emerging Linked SDI requirements, we develop Reference 
Architecture for building interoperable Linked SDIs. 

Keywords: Linked Geospatial Data, Spatial Data Infrastructure (SDI), 
INSPIRE, e-Government Infostructure. 

1 Introduction 

Geospatial or geographic data describing information tied to some locations on 
Earth’s surface [1], constitute an important and rapidly growing category of 
government data assets. This category of data are considered critical for planning, 
policy making and delivering innovative location based services in domains including 
disaster mitigation, public health, geology, civil protection and agriculture [2].   

An important aspect of managing geospatial data is the provisioning of the so-
called Spatial Data Infrastructure (SDI); an information infrastructure providing 
access and enabling interoperability among spatial information based on standards, 
policies, regulations and coordination mechanisms [3][4]. As at 2009, over 120 
countries have developed one form of National SDI or another [4].  With increasing 
information integration efforts at regional and global levels and wide spread adoption 
of Open Government and data programs by governments in Europe and other parts of 
the world, there are compelling arguments for revisiting the notion of “Global SDI” 
(GSDI). GSDI encompasses the policies, technologies, standards and human 
resources necessary for the effective collection, management, access, delivery and 
utilization of geospatial data in a global community [5]. According to [6], a GSDI is 
expected to integrate information from regional SDIs to provide so-called global 
datasets with global spatial coverage. 
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While efforts by organizations like Open Geospatial Consortium (OGC) [7] and 
the United Nations Geospatial Information Working Group (UNGIWG) [8] in 
producing standards and reference models have significantly advanced the 
interoperability and exchange of geospatial information, the goal of realizing a global 
SDI is far from realized. Specifically, no single or distributed repository of geospatial 
data with global spatial coverage based on OGC standards and reference framework is 
available.  

Although not strictly a GSDI, the INSPIRE (Infrastructure for Spatial Information 
in the European Community) SDI [9] which employs OGC standards like the  
Geography Markup Language (GML); presents an innovative approach to integrate 
National SDIs in a specific region based on a legally enforceable instrument. The SDI 
defines several spatial data themes and services; metadata standard, network services 
and technology specifications, agreement on sharing and access, coordination and 
monitoring mechanisms as well as processes and procedures. Unfortunately, the use 
of legally enforceable instrument as way to mandate the adoption of standards is not 
feasible at a global level.  

Interestingly, the Linked Data community has arguably built a truly global space of 
data maintained by a dedicated community of researchers and practitioners based on 
standards and best practices provided by the World Wide Web Consortium (W3C) 
[10]. This success could be attributed to the simple representation format of the data - 
Resource Description Framework (RDF), its widespread adoption, and the strong 
global influence of the W3C consortium. Not surprisingly, the concept of Linked 
Geospatial (or Geospatial Linked) Data, i.e. geospatial data stored in RDF, created, 
managed and accessible based on the Linked Data principles and standards has 
appeared in the last few years [11][12]. Most of Linked geospatial studies have so far 
aimed at providing an alternative representation format and access method to 
geospatial data maintained within SDIs. For example, the Linked Geodata platform 
[13][11]. 

However, current studies on Linked geospatial data are fragmented and do not 
provide concrete guidelines for implementing a Linked SDI nor do they provide the 
policy, standards and community imperatives for a successful Linked geospatial data 
strategy. Our goal in this work is two folds: 1) to integrate and organize existing work 
on Linked geospatial data and Linked SDI into a reference model for government and 
2) to highlight the policy, standards and organizational requirements for Linked SDI. 
For illustration, the paper also shows how Linked Data could be employed in the 
context of the INSPIRE SDI. 

The rest of the paper is organized as follows: Section 2 presents the background on 
SDI and Linked Data. Our approach for developing the Linked SDI reference model 
is presented in Section 3. The synthesized SDI reference model is presented in 
Section 4 and refined for Linked Data enabled implementation in Section 5. 
Validation of the LSDI reference model is presented in Section 6 and discussed in 
Section 7. Finally, some concluding remarks are presented in Section 8. 
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2 Background 

This section provides conceptual underpinnings and characteristics of SDIs and 
highlights how Linked Data concept provides a complementary semantic information 
integration approach for implementing SDIs and global SDIs. 

2.1 Spatial Data Infrastructure 

SDI is a multi-disciplinary concept that includes people, data, access networks, 
institutional policies, technical standards and human resources [14]. According [6], 
the notion of SDIs is continually evolving and also an inherently hierarchical, where 
one SDI is related to another belonging to different jurisdictional levels, typically 
global, regional, national, local and corporate levels.  

As a platform, SDIs link data users to providers on the basis of the common goal 
of data sharing. Regardless of the jurisdiction of SDIs, they enhance the capability of 
governments to engage in systems-based, integrated and holistic decision making 
about the future of that jurisdiction [14]. They operate subject to policies that govern 
access, use, pricing of services, sustained financing, quality management and human 
resources development [15].  

A number of features are commonly associated with SDIs [14]: 1) they enable 
communication and sharing of information, 2) they are networked infrastructures that 
allows all user benefits when a user joins the network, 3) they encompass both 
technical and social elements and therefore are socio-technical systems, 4) they 
support wide array of stakeholders in the communication and sharing of spatial data, 
5) they operate within unstable environments and so need to adaptive, 6) they develop 
institutionalized properties in their ability to communicate, connect and share between 
stakeholders.  

These functionalities are realized through a number of core components. Table 1 
identifies the typical elements of SDIs as described in literature: [1], [3], [4], [6], [9], 
[16] and [17].  Consistent with the description of SDI above, elements of an SDI are 
essentially of the following types: Policy, Standards, Data, Network Access and 
People.  

Efforts to integrate geospatial information across SDIs rely on the use of set of 
standards and institutional agreements such as those of OGC and UNGIWG. Given 
that effectiveness of standards is linked to the degree of its adoption, standards by 
global an influential entities such as W3C are relatively more likely to succeed. In 
addition, meaningful spatial information integration requires adopting of shared 
vocabularies by geospatial data providers or SDIs. The Linked Data approach 
presented in the next section is recognized as a global standard for publishing 
semantically-rich open (or enterprise) data.  
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Table 1. Elements of Spatial Data Infrastructures 

No. Source SDI Elements 
1 [9] Data, Network, Policy, Standards, and People 
2 [3] 

 
Applications, Network, Policy,  
Data  (foundation, framework, application-specific),  
Metadata and Partnership  

3 [6] Policy, Fundamental Datasets, Technical standards, Access 
Network and People 

4 [4] Legislative Framework, Content and Data Framework and 
Metadata and Standard, Quality Issues, Geo-portals and 
Distributed Information Systems, Architecture, Human Factors, 
Dissemination and Implementation 

5 [1] Communities, Roles (user, contributor, custodian, governing 
body, operational body, contact, educator, promoter, funder, 
member, communication channel, SDI catalog), Spatial asset 
(core asset, spatial asset metadata), Enterprise objects (person, 
team, organization, spatial dataset, spatial application, spatial 
service, geo-portal), Policies (governance, role assignment, 
infrastructure, standards, quality, promotion, education, funding, 
access, membership), Interactions and Objectives 

6 [17] Services (web service, SDI service, processing service –
transformation service-, information management service-
portrayal service, access service, catalog service, gazetteer 
service, knowledge model service-, application service) 
SDI client (application, geo-portal) 
Repository (metadata, knowledge model, dataset –spatial-) 

7 [16] Clients (user applications),  
Middleware (geo-processing, catalogue services, catalogues),  
Content repository (geospatial data, other data) 

2.2 Linked Data and Spatial Data Infrastructure 

Linked Data refers to a set of good practices for publishing and connecting structured 
data on the web [10]. Technically, Linked Data is a machine-readable data that is 
linked to external data sets on the rapidly expanding Web of Data Cloud. The goal of 
Linked Data according to Berners-Lee is to create a single global data space on the 
web. The notion of Linked Data is underpinned by four core principles [10]: 1) use of 
URIs (Uniform Resource Identifier) as names for things, 2) use of HTTP URIs so that 
people can look up those names, 3) URI should return useful information when 
looked up by utilizing standards such as RDF and SPARQL and 4) include links to 
URIs, so they can discover more things. 

In recent years, studies on the adoption of Linked Data and Semantic Web in 
developing SDI have grown [18].  The W3C Incubator Group for example, provides 
many annotation methods and defines XLINK as a language for adding hyperlinks to 
XML and RDFa to enrich metadata for OGC standards like GML [19]. Works such as 
[19] and [20] have also shown how OGC services and semantic technologies can be 



200 S. Abbas and A. Ojo 

integrated. Specifically, [20] highlights how Linked Data can be used within an SDI 
and compares RDF with GML. In [21], the treatment of Geo-Linked Data includes 
proxies which incorporate references to Geoweb and services in Semantic Web. In 
their work, URI describes a real world resource and the user can access either RDF or 
HTML through Geo Linked Data server or a GML representation in a Geoweb 
service.  

Other works in this domain seek to refine Linked Data principles to meet 
geospatial community requirements. They address more specific issue related to 
Linked Data such as URI design, data models for representing and querying spatial 
data on the Semantic Web. For instance, the United Kingdom Government through its 
CTO council has developed best practices and guidelines for designing URIs for 
geospatial data [22]. In [23], proposal for refining existing W3C data models to meet 
the representational and querying needs of spatial data in the Semantic Web was 
presented using stRDF and stSPARQL standards. stRDF is an extension of RDF that 
allows for the representation of temporal geospatial data while stSPARQL adds filters 
to SPARQL queries to enable the discovery of topological relations between 
geometries. 

Research on linking URIs is fundamental in enabling integration of data into the 
web of data cloud. Different approaches have been proposed for linking. Authors of 
[24] encode hierarchical topological relations between geographic entities over 
traditional spatial queries to link Great Britain datasets even in the absence of explicit 
geometric information. Other researches focus on the ontologies linking level to 
discover semantic relationships [25][26].  In [27], issues arising when interlinking the 
LoD cloud was addressed. They propose the use of upper level ontologies and schema 
level links to address these issues. They also commented on the misuse of the 
“owl:sameAs” in the LoD cloud. Authors of [24] support this argument by clarifying 
that “owl:sameAs” relation is over-used for linking entities which leads to 
mismatching problems. Instead they propose using alternative relationships such as 
“rdfs:seeAlso” and “coref:duplicate” to find related URIs no matter the nature of the 
relationship. 

3 Approach 

The objectives of our study includes: 1) providing a reference architecture for a 
Linked Data enabled Spatial Data Infrastructure, 2) showing how the reference 
architecture could be employed in analyzing the requirements a Linked Data strategy, 
using the INSPIRE initiative as example. Our SDI reference model aims to capture 
the major elements of existing SDIs as described in different scholarly works and 
international standards such as those related to The Open Geospatial Consortium [7]. 
The reference model will also consider future SDI needs.   

The Linked SDI reference model is developed in two major steps in line with 
approach for developing reference architectures [28]: 1) Construction of a base 
reference architecture for traditional SDIs, 2) Refinement of the base reference 
architecture based on the Linked Data principles and existing work on Linked SDI to 
produce a Linked SDI reference architecture. These steps are explained below: 
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Policy Dimension specifies important decisions on core aspects of the SDI 
including governance, role assignment to memberships, quality and funding. Two 
categories of policies have been defined which are legislation/senior policy and 
regulation/local policy. Relationships between these two classes of policies are 
elaborated in [3]. 

We present in Fig.2 the five dimensions and their core dimensions in Fig.1. We 
present in Section 5 how this reference model could be refined to support Linked Data 
enabled SDI development.  

5 Blueprint for Linked Geospatial Data Infrastructure 

This section describes the core elements of a Linked SDI Reference Architecture 
(LSDI-RA). We understand a Linked Data enabled SDI or simply Linked SDI as an 
information infrastructure with traditional SDI capabilities and that is in addition 
capable leveraging Linked Data principles in the management and integration of its 
datasets by utilizing Semantic Web technologies. We consider an LSDI or indeed any 
SDI as a socio-technical system and thus organize the description of its elements into 
two categories: 1) the technical elements comprising the data and network access 
components described in Section 5.1 and 2) the socio-organizational components 
consisting of the enabling and constraining policy, standards as well as people and 
community responsible for creating, using and evolving the technical components of 
the SDI, described in Section 5.2.  Fig.3. presents a summary of the Linked SDI 
Reference Architecture discussed in Sections 5.1 and 5.2. 

5.1 Technical Components  

We identify here the major elements of the Data and Networked Access dimensions 
of our LSDI reference model by refining the elements of the BRA in Section 4 with 
the emergent semantic requirements obtained from the existing work on Linked Data 
and SDIs. 

Data – The data dimension of LSDI consists of the three categories of datasets, 
a knowledge model, and catalog as described in the SDI-BRA. The Foundation 
dataset in LSDI includes resources describing places or locations in RDF format [18] 
such as Geonames [10]. The representation and management of foundational data in 
Linked SDI is based on the Linked Data principles. For instance, places or locations 
described in the foundational datasets are expected to have URI with links pointing to 
other related places based on one or more geospatial relations  [29]. In addition, 
Linked SDIs are also expected to manage thematic Geospatial data (or Framework 
datasets), such as Earth Observation [18], Land Cover [7], Topography [19] and 
Administrative Hierarchy [30] datasets as Linked Data. Likewise, application-specific 
datasets such as DBpedia dataset [18], Linked Geodata [31] and Geoweb [9] are also 
maintained as Linked Data on the Linked SDI. Ontologies [19], [32], [9] and ontology 
mapping resources [5] underpinning RDF-based datasets are maintained as part of the 
knowledge model in Linked SDI. User-generated contents from the social processes 
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enabling user contributions such as geo-tagging or resource tagging [30] are also 
managed by Linked SDIs. Finally the LSDI catalog contains metadata of datasets. In 
summary, the requirements for the Data component of a Linked SDI are abstracted in 
Table 2. 

Table 2. Requirements for LSDI Data Component 

Element Requirement Source 
Foundation 
dataset 

Support the management of reference or location 
information like geographical names as Linked Data 

[18], [19] 

Framework 
dataset 

Enable the management of thematic geospatial data 
such as topography, administrative hierarchy, earth 
observation and cover;  as Linked Data  

[19], 
[30], 
[31], [31] 

Application 
specific dataset 

Should manage other application specific geospatial 
information (e.g. “Geoweb”) as Linked Data  

[18], 
[31], [26] 

Knowledge 
model 

Ontologies, vocabularies and other semantic assets 
for describing geospatial datasets should be 
managed as part of the knowledge model 

[19][32][
26], [11] 

User generated 
Contents 

Given the social contexts for SDIs, an LSDI must 
support semantic annotations of user-generated 
contents based on sematic assets that is part of the 
knowledge model 

[30] 

Catalog Catalog must support semantic description and 
retrieval of geospatial data items based on or more 
of the semantic assets maintained in knowledge 
model 

 

 
 
Network Access - LSDI are expected to provide Linked SDI services and semantic 

client applications as part of the network access components. The Linked open 
services [32], Semantic Web services [32], resource-based services [32] and Geoweb 
services with RDF and OWL support [26] are examples of Linked SDI based services 
that could be provided. In addition, transformation services such as GML2RDF/XML 
transformations [18], query rewriting [30] and others are expected to enable transition 
from traditional SDI to Linked SDI. At information management level, Linked SDI 
should offer a variety of services ranges from map viewing [18] [26], publishing and 
sharing services [30], semantic ontology alignment [11] to SPARQL endpoints [30] 
and Geo Linked Data endpoint [26]. For Linked SDI clients, there is a need to provide 
portals and applications enabling access to stakeholders. For example, DBpedia 
mobile application provides Linked Data browser [18] whereas authors of [31] 
provide Linked geodata portals. Other available LSDI applications include location-
centric DBpedia client [18], location-aware Semantic Web client [4],  DBpedia 
mobile application [4][30], Linked Data-aware client [32], NOA fire monitoring and 
management applications [31] and Semantic Web applications [26]. 
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Table 3. LSDI Network Access Component 

Element Requirement Source 
SDI services Support RDF and OWL based Semantic Web 

services, resource based services and Geoweb 
services that interacts with the other components 

[18], [9] 

Processing 
Services 

Transformation tools from traditional SDI languages 
to the new Linked SDI languages (e.g. 
GML2RDF/XML) should be covered by the 
processing services 

[19], [30] 

Information 
management 
Services 

Support the management of Linked SDI by providing 
publishing and sharing services, web mapping 
services and geo Linked Data endpoint (SPARQL) 
that enable semantic geospatial data searching 

[18],[30], 
[26] 

SDI clients Support semantic and Linked Data based query and 
retrieval of geospatial information 

 

Geo-portals There is a need to provide geo-portals that enable use 
cases of stakeholders 

[18], [31] 

Applications Should provide location-based applications that 
support Semantic Web and Linked Data 

[9],[18], 
[30], 
[31], [32] 

5.2 Policy and Organizational Requirements 

People – LSDI realization requires the existence of people and stakeholders that can 
interact and develop the LSDI. Stakeholders consists expert, normal users, and 
government organizations [18]. As part of this dimension, we also indicate interests 
groups related to specific projects that have contributed to the development Linked SDI. 
These initiatives include DBpedia [30], EU Projects like SOA4All and SEALS [32], 
SemsorGrid4Env project, TELEIOS project, NOA [31], and Bio2RDF project [8]. 
Increasingly important stakeholder category are the communities that interact with, 
develop and shape the future of LSDI, e.g. the Linked Open Services LOS community 
[32], Semantic Web and Linked Data community [31], Geoweb community [9]. 

Table 4. LSDI People Component 

Element Requirement Source 
Users LSDI should support different user categories 

including experts, public, private and non-
governmental organizations or researchers 

[21] 

Communities LSDI requires cooperation between Linked Data 
communities and Geoweb communities. The 
infrastructure must also enable these communities 
contribute contents (e.g. upload datasets) or to tag 
available existing datasets 

[9], [31], 
[32] 

Organizations  Supporting governmental organizations contributing 
to the development of geospatial contents managed 
on the LSDI 

[8], [18], 
[30], 
[31], [32] 
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Fig.3. Linked SDI Reference Architecture 

Standards – the LSDI infrastructure must support a host of Semantic Web and 
Linked Data related standards in addition to the traditional geospatial related technical 
standards. In particular, standards such as Resource Description Framework (RDF), 
Web Ontology Language (OWL), SPARQL and geospatial extensions of these 
standards such as  GeoSPARQL by OGC, W3C geospatial web service modeling 
language, stRDF, stSPARQL, stRDFi,[31]. A list of standards related to Linked SDI 
implementation is provided in Table 5 below. 

Table 5. LSDI Standards Component 

Element Requirement Source 
Infrastructure 
Standards 

LSDI should support a number of Semantic Web 
and Linked Data related standards in addition to 
geospatial extensions of these standards. Examples 
of standards that such as that support geo-Linked 
Data implementation such as ISO, OGC, RDF, 
RDF-S, RDF/XMl, OWL, W3C geospatial 
vocabulary, SPARQL, stRDF, stSPARQL, stRDFi, 
GeoSPARQL, and SOWL 

[19], 
[31], [32] 
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Policy – This dimension specifies additional policy issues arising from the 
adoption of semantic and Linked Data technologies SDI development. For instance, 
the vocabularies, ontologies and other semantic assets needs to be managed with 
additional roles defined to support additional activities [33]. At the same time, 
specific governance activities such as those related to URI management [22]. In 
addition, policies on adoption of best practices related to Semantic Web and by geo 
Linked Data, e.g. best practices for designing URIs for geospatial data or publishing 
Geoweb resources with RDF metadata [9], are designed in this dimension. Some 
policy requirements for LSDI are presented in Table 6. 

Table 6. LSDI Policy Component 

Element Requirement Source 
Governance Policies on the management of semantic assets 

related Linked geospatial datasets (e.g. URIs for 
geospatial data) must be available 

[22], [33]  

Membership Policies on the roles of agencies in the development 
and management of these semantic assets must also 
be considered. For instance, how will the 
vocabulary for geospatial datasets be developed? 

[33] 

6 Using the Linked SDI Reference Architecture  

This section briefly highlights the use of the Linked SDI Reference Architecture 
presented in Section 5 and shows how the reference architecture adequate captures 
elements the INSPIRE SDI as example. In Fig.4. we describe the intended use of our 
SDI-BRA to develop a SDI family architecture; such as the INSPIRE Family 
Architecture. Our SDI-BRA could also be directly employed in developing concrete 
SDIs such as the UK National INSPIRE-compliant SDI architecture. Our LSDI-RA 
could in general: 1) guide the development of new LSDI family architecture or 
instance architecture, 2) facilitate the development of LSDI across governance levels, 
from local to national and regional, 3) enable interoperability among LSDI instances, 
e.g. see Figure 5 showing how the INSPIRE SDI architecture can be mapped to our 
LSDI-RA.  

Another use of our LSDI-RA in the case of the INSPIRE SDI is in the refinement 
of elements. For instance, the data components of the INSPIRE SDI (labeled as 
servers) could be refined into the Framework, Foundation and Application datasets. 
To transition from an INSPIRE-compliant SDI to a Linked SDI, a concrete approach 
is to implement the requirements described in Tables 2 to 6, guided by the LSDI-RA 
in Fig.3. 

An important aspect of the LSDI-RA is the specified interactions among 
architectural components and the role of the Policy and Technical Standards elements 
in deciding how to implement the other three components.   
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Fig. 3. Using the LS
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Abstract. What remains unclear after a decade of e-Participation research and 
practice is the extent to which the social web and informal channels have 
empowered citizens in government-citizen interactions where government 
determines what, where and how to discuss. Lately, attention has shifted to how 
these informal channels could be better harnessed as part of a holistic e-
Participation solution. However, this implicit notion of duality of e-
Participation is yet to be explored or conceptualized. This paper provides a first 
step towards understanding the duality of Government-led and Citizen-led e-
Participation based on structuration and dynamic capabilities theories. We 
employ structuration theory to understand how dynamics of power between 
government and citizen in deciding what is important for the society and the 
solutions to adopt could tilt towards the side of citizens through citizen-led 
deliberations. Through the dynamic capabilities theory, we determine additional 
capabilities required by governments to meaningfully exploit and sustain 
citizen-led e-participation as a part or a holistic e-participation framework. We 
show through a case study how our resulting analytical tool could be employed 
in identifying salient technical, organisational and political issues in an on-
going Irish e-Participation initiative planning to adopt citizen-led deliberation. 

Keywords: e-Participation, citizen-led e-Participation, e-Participation 
framework. 

1 Introduction 

e-Participation involves technology-mediated interaction between citizens and the 
politics sphere and citizens and administration [1]. Leveraging information and 
telecommunication technology (ICT) in political participation enables public 
participation and feedback simultaneously [2], opens up a new channel for political 
participation while strengthening existing citizen engagement areas [3]. These well-
established notions of e-Participation as a consultative, democratic process with 
involvement of citizens in policy making does not capture or consider communication 
among citizens on informal channels such as social media.  
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Macintosh et al. in [4] highlighted the need to design e-Participation research to 
consider deliberations on these increasingly important informal or so-called outsider 
communication channels as part of the political participation process. According to 
the authors, these channels present a new dimension of e-Participation, thus resulting 
in a form of duality of e-Participation. This dual nature of e-Participation involves on 
the one hand administration sponsored and driven by deliberation and on the other 
spontaneously conducted deliberations by citizens and special interest groups in their 
own way, using the many available Internet tools [4]. 

While some conceptualization of the duality of participation in the development 
context is offered in [5], studies conceptualizing e-Participation are few and those 
presenting (even tangentially) structuration analysis of e-Participation such as  [6] are 
significantly fewer. Structuration analysis based on the Gidden’s Structuration Theory 
[7] enables better understanding of how interactions among actors continuously 
shape, reproduce or modify institutionalized social structures. In the context of 
participation, it specifically enables investigating how values could be renegotiated, 
power re-distributed between administration and citizens [6] and what new rules are 
required to legitimize new forms of participation, e.g. use of new social media.  

This paper provides a first step towards understanding the duality of Government-
led and Citizen-led e-Participation. Our goal includes: 1) developing an analytical 
framework to understand the mutual reshaping of government- and citizen-led e-
Participation; 2) determining necessary conditions under which the integration of 
citizen-led e-Participation and government-led e-Participation produces significantly 
improved e-Participation outcome; 3) determining the capabilities required by 
government and citizens to adopt citizen led participation.  

To achieve these goals, we employ Structuration Theory (ST) to understand how 
dynamics of power between government and citizen in deciding what is important for 
the society and the solutions to adopt, could tilt towards the side of citizens through 
citizen-led deliberations. Through the Dynamic Capabilities Theory (DCT), we 
determine additional capabilities required by governments to meaningfully exploit 
and sustain citizen-led e-Participation as a part or a holistic e-Participation 
framework. We show through a case-study how our resulting analytical tool could be 
employed in identifying salient technical, organisational and political issues in an on-
going Irish e-Participation initiative planning to adopt citizen-led deliberation. 

2 Theoretical Framework 

This section provides theoretical foundation of work - Structuration Theory (ST) and 
Dynamic Capabilities Theory (DCT).  We provide a general overview of the 
theoretical framework and highlight the complementarity of the concepts. 

2.1 Structuration Theory 

Structuration Theory (ST) proposed by [7] deals with the creation and reproduction of 
social systems. The theory is used for the analysis of the relationships between agents 
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and the structure. According to Giddens [7], Agency can be understood as the 
capability of individuals or groups to make free decisions or act, while Structure is 
defined as a patterned influence or limitation derived from rules and resources 
available to individual or group actions.  In this context the theory describes the 
duality of structure in which structure is both a medium and an outcome of the social 
system reproduction process. Therefore, the rules together with resources are drawn 
from social actions are at the same time responsible for the social system reproduction 
and refinement of structures. Giddens further asserts that the constitution of agents 
and structures are not independent but act in synergy represented by duality. In 
principle the ST recognizes the knowledgeability of the agents who leverage the 
resources provided to change social practices imposed upon them by the structure. 
The knowledgeability is understood as the agents’ awareness of their actions and 
reasons for the actions and is composed of three main so called memory traces: 
Domination (power) derived from authoritative resources – enable control of people 
and allocative resources – enable control of material objects, Signification (meaning) 
and Legitimation (norms) which can be referred to as the rules through which the 
recourses are obtained. The knowledgeability of agents is realized through reflexivity, 
which is described as constant monitoring of actions. The reflexive monitoring is a 
process dependent on factors such as time, space as well as the rationalization of the 
human agents. 

Chitnis [5] employed ST to participatory communications to analyze the duality 
between agents and institutions, as well as to understand the role of power and 
empowerment in the social change. [5] argues that participatory communication 
constructs such as conscientization, empowerment and power could be framed 
directly with the constructs from the ST such as knowledgeable agents, dialectic of 
control and power and domination. According to [5]  in participation, all actors gain 
from each other through sharing of political and economic power and subsequent 
structural changes leading to redistribute power.  

The Structuration Theory provides a good framework for analyze the participation 
from the agency and structure perspective. However, the theory does not enable 
detailed or fine-grained analysis of the nature of capabilities requirements to support 
and sustain the social processes. ST also does not describe how the capabilities align 
to the organizational rules and routines. This gap could be addressed by employing 
the Dynamic Capabilities Theory [8]  which enables more fine-grained analysis of 
capability and resources requirements for social and organizational changes.  

2.2 Dynamic Capabilities Theory 

The Dynamic Capabilities Theory (DCT) evolved from the Resourced Based View 
(RBV) [8]. The DCT extends the RBV with the acknowledgement of high dynamics 
of the market environments [9]. Unlike in ‘static’ RBV where basic capabilities allow 
organizations to draw from resources to produce results, the dynamic capabilities are 
intended to constantly integrate, re-create and reconfigure its resources as well as the 
basic capabilities [8]. The constant refinement enables the organization to adapt itself 
to fast changing environment [10]. The DCT identifies three general types of the 
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dynamic capabilities with regards to change of the operational routines: 1) adaptive 
capability – organization’s ability to capitalize on emerging opportunities through 
aligning resources and capabilities with environmental changes, 2) absorptive 
capability – ability to recognize and assimilate knowledge, 3) innovative capability – 
ability to develop new services and markets.  

Additionally, [11] defines a set of principles for dynamic capabilities under 
conditions of high uncertainty and high market velocity: 1) the primacy of the goal of 
the actions over the methodology, 2) the need for creation of situation-specific 
knowledge (quick experimental actions and frequent iteration), 3) parallel 
consideration and partial implementation of multiple options, 4) unique skill set 
requirement (partnership and information sharing), 5) persistence in ensuring the 
capabilities. 

3 Approach 

A major goal of this work is to combine the ST and DCT described in Section 2, 
harnessing the complementarity of these theories to deconstruct the duality e-
Participation.  In particular, the integrated use of ST and DCT will help understand 
how citizen-led participation can complement the current government-led approach to 
e-Participation and also determine what kind of capabilities will be required to 
achieve significantly improved e-Participation outcome both from the perspectives of 
citizens and government. Specific goals of this paper include: 

• Develop an analytical lens based on ST and DCT for exploring the duality of 
e-Participation. 

• Identify salient capabilities that government and citizens needs to develop in 
order to undertake citizen-led participation of e-Participation. 

• Demonstrate the use of our analytical model by using it to analyze the need 
of an e-participation initiative by a local authority in Ireland to planning to 
undertake integrate citizen-led e-participation with the ongoing government-
led e-participation 

Our analytical model was developed incrementally as follows: 
S1. ST based analysis of e-Participation - we start by reviewing the structuration 

analysis of participation presented by Chitnis [5] to obtain core ST constructs 
relevant to the concept of participation. Following this, the obtained constructs 
were reinterpreted in the context of e-Participation. This is presented in Section 
4.1. 

S2. Extending ST based analysis of e-Participation with Citizen-led participation – 
We extend the model developed in Step 1 to include citizen-led participation. 
The resulting model explains the duality of e-participation; where both 
government- and citizen led e-Participation emerge as mutually supportive and 
shaping processes. This is presented Section 4.1. 

S3. Elaborating e-Participation structures and capability using DCT – the final step 
involves the refinement of the resource and capability related constructs in the 
integrated model developed in step 2 with the dynamic capability theory. This 
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continuous reflexive dialog and dialectic among citizens and between citizens and 
decision makers respectively characterizing the dual-nature e-Participation process. 

This way the highly dominant role of the government is transformed into role of a 
facilitator, expert and executor for citizens’ policy needs. 

5 Case Study 

We present an overview of our case study (Section 5.1), an analysis of the state of 
play of the initiative based on our theoretical lens (Section 5.2) and the application of 
the theoretical framework in determining future requirements for the e-participation 
initiative (Section 5.3).  

5.1 Overview 

The case study involves a transportation e-Participation initiative (Forum) established 
in 2011 as a volunteer initiative in Galway, Republic of Ireland, to identify a range of 
implementable, short-term traffic measures that will help alleviate some of the current 
city-transport difficulties. The core idea behind the solution has been to address the 
participation barriers, especially in context of social inclusion and impact on policy-
making. The project involved most major local transportation stakeholder groups, 
ranging from government officials to ordinary citizens. The diverse group of 
stakeholders includes: the mayor, chamber of commerce, local development 
authorities, representatives of the enterprise sector, academia (especially civil 
engineering, social science and computer science), along with independent volunteers 
and finally the citizens.  

5.2 State of Play 

The Forum has been considered relatively successful, although our analytical lens 
points out a number of issues that may pose a serious threat to the sustainability of the 
e-Participation solution. The Forum, as indicated, has been initiated and managed by 
the mayor of the city; thus considered a GleP platform. The role of the e-Participation 
solution has been to increase local government awareness of the citizens needs 
regarding the transportation in the city as well as to ensure greater ownership of the 
key transportation decisions by citizens. Thus, based on GleP approach, the basic 
assumption of the project is to bring citizens over from many distributed spontaneous 
discussion places, and gather them on one platform to deliberate on the issues in a 
structured way. The solution offers multiple communication channels such as e-mail, 
digital forum, social media extensions (rich allocative resources), nevertheless the 
digital and paper surveys have been designated and recommended as the main 
contribution channel for citizens (what has been expressed in dissemination materials 
and reflected by the Forum design). The surveys have been designed with no input 
from citizens and have been shaped to answer very particular questions on 
transportation in the city. These facts imply that the citizens’ contributions are very 
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limited and actually ‘censored’ through narrow structure of contribution [15] with low 
level of significance assigned to citizens suggestions. Moreover one-way 
communication through mainstream media has been favored by the government, 
strengthening the image of the government’s ownership of the initiative. What has 
been indicated on the platform, one of the key goals of the initiative has been to 
deliver a combined report, gathering together citizens’ contributions that are handed 
over to the local transportation authority (LTA). Nevertheless, in the absence of any 
assurance that the ideas and solutions suggested would be implemented, citizens using 
the Forum are given very little authoritative resources, demonstrating the dominant 
position of the government. Moreover, LTA has been active on the Forum platform 
only on volunteer bases without taking full ownership of the solution which implies a 
lack of legitimacy assigned to citizen’s contributions. Although citizens’ contributions 
are very constraint due to fixed topics and questions, as the experience of this study 
shows, decision makers are surprised by many ideas proposed in the report. This 
supports the hypothesis that the government is not fully aware of the real needs of 
citizens. The experience showed also that the LTA finally did not acknowledge the 
suggestions presented in the report and followed their own agenda regarding the 
changes in the city (no signification power assigned to citizens’ contributions). 
Without feedback from government to citizens on the extent of adoption of their 
contributions, citizen engagement on the platform systematically dropped. The LTA’s 
inadvertent weak recognition of citizens’ knowledgeability; its reliance only on their 
internal expertise, supports the observation of the existing gap between citizens’ ideas 
and proposed improvements in the city. This has continued to cause growing public 
disappointment. Nevertheless, lack of significant authoritative resources or supporting 
system rules on citizen’s side indicates that the citizen are not sufficiently empowered 
(i.e. no legitimation power). To conclude from the dynamic capabilities perspective 
the initiative misses absorptive capabilities by not taking into consideration the 
knowledgeability of citizens. The innovative capabilities have been rather missing 
apart from the multichannel communication, failing to provide citizens with seamless, 
ubiquitous e-Participation. The adaptive capabilities are not really present in the 
initiative as the initiative operators limited their actions only to minor fixes and 
improvements to the technological platform without any e-Participation re-production 
process in place. 

5.3 Integrating CleP 

The Forum initiative has been intended to address the common e-Participation issues. 
Nevertheless, with the consideration of the duality of e-Participation, the solution has 
been missing clear guidelines on structure of the process.  

Therefore we would like to discuss the propositions regarding CleP integration 
posed in the section 4.1 that could help to alleviate the current issues of the e-
Participation solution. Considering the proposition that CleP leads to better value 
outcomes than GleP alone (P1), we believe that CleP, promoting the open-structure of 
contributions, could help to avoid the mentioned aspects of ‘censorship’ that are 
present on the current platform, hence ensuring greater and richer source for 
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deliberation. Moreover, citizens enabled to participate from their own social spaces 
would be given a better sense of empowerment. Therefore CleP would certainly help 
the Forum to bring more ownership of the e-Participation process to citizens and that 
should have direct implication in greater citizen engagement (P2). To ensure quality 
contributions in CleP the government is an active deliberation participant and shapes 
the discussion as a domain expert, thus again, regarding the better value outcome, the 
ideas and suggestions generated by CleP would have more legitimacy and better 
quality than in the current solution (P1). Nevertheless, as pointed out in the 
propositions before, these changes would require the government to generate new 
capabilities, especially the absorptive capabilities such as continuous monitoring and 
discussion shaping as well as innovative capabilities in a form of ubiquitous e-
Participation and flexible input capability which are all rather very limited or non-
existent in the current solution (P3). As the experience of the Forum shows, the weak 
legitimacy of the contributions in absence of authoritative resources has been the key 
obstacle for the initiative to fully succeed. This situation demands new rules and 
regulations to be set up, re-produced and routinized by the local government in order 
to provide enough legitimacy to citizen contributions, hence supporting the sense of 
empowerment of citizens (P4 and P2).  

The future work will seek to confirm that the proposed CleP integration brings the 
expected benefits. 

6 Discussion 

Results from our theoretical work provide good evidence to support the claim of poor 
structuration of popular (GleP) e-Participation initiatives [13] leading these initiatives 
to ultimately fail. The application of the combined ST and DCT-based, theoretical 
framework exposes important e-Participation issues related to missing recognition of 
citizens’ knowledgeability and imbalance of resources, while providing guidelines for 
future research in the field. It is apparent from this work that the common 
understanding of citizen-empowerment [15][16][17] is incomplete. In particular our 
findings expose the fact that e-Participation approach where citizens are given only 
limited, allocative resources in absence of signification and legitimation power is not 
sufficient and demands deep refinement. One could argue that given the less than a 
decade history of e-Participation research and practice, such level of development of 
the e-Participation domain is expected. Nevertheless in our opinion, developing a 
framework such as the integrated e-Participation model presented in this work and 
providing a robust conceptualization of the e-Participation process is a necessary 
condition for the sustainability of e-Participation initiatives.  

The case study analysis presented in this paper confirms our previous  
observations. The framework proposed captures the key dimensions of participation, 
answering the question why the initiative seem to loose the citizen engagement 
although many ‘traditional efforts’ have been made (such us extensive media 
campaigns). The framework highlights the key improvements required and provides  
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guidelines for the initiative designers that could help to ensure the e-Participation 
sustainability. One of the key improvements is to extend the existing GleP approach 
with the CleP and introduce the integrated e-Participation model presented. We 
believe that CleP is a visible option for the local government although due to limited 
resources on processing citizens’ opinions the monitoring would have to be supported 
by relevant technologies.  

Well-established social networking platforms are ubiquitous and witness far more 
engagement than any e-Participation solution. Moreover many people incorporated 
them into everyday activities as they are very easy to use [18] and indeed they became 
a spontaneous place for many political discussions. Therefore we believe the duality 
of e-Participation is a fact and there is a great challenge as well as an opportunity to 
leverage the potential of social media for participation purposes.  

Apart from [5], we are not aware of any other significant attempts at applying 
Structuration Theory to social participation domain. Moreover we have not found any 
approach that would try to combine and apply in particular both ST and DCT to e-
Participation. While there have been past efforts, aimed to scope e-Participation [16] 
and elicit its core dimensions [13], these studies present a very general view on e-
Participation with lack of information on the theoretical basis for these work and 
providing low granularity level in regard to structuration of the participatory 
communication (or focus on technology), make them difficult to evaluate in terms of 
coverage and relevance.  

Despite claims by [7][5][8] and the wide application of the ST and DCT in 
different social system related domains, we cannot claim “absolute completeness” of 
the presented approach with respect to e-Participation. 

7 Conclusion 

Motivated by the need to provide the necessary step towards structuration of e-
Participation, we have presented an integrative theoretical lens for analyzing and 
improving existing e-Participation methodologies. Results from our work show 
immediate opportunities for consolidating the social-systems’ related theories and the 
application to the democratic context for e-Participation.  While we have 
demonstrated the usefulness of the analytical lens, more detailed and formal models 
are yet to be developed. Next steps for the research include the implementation of 
CleP solution for the Forum e-Participation system and introduction of the integrated 
e-Participation approach followed by a detailed system analysis.  Future steps should 
also bring series of applications of the theoretical lens as an analytical framework for 
analyzing and suggesting improvements for selected e-Participation initiatives. 
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Abstract. The world for which policies have to be developed is becoming increa-
singly complex, uncertain and unpredictable. Citizens are better informed, have 
rising expectations and are making growing demands for services tailored to their 
individual needs. The traditional policy-making process – where identification of 
problems and solutions given are defined by a small group of politicians and ex-
perts – is characterized by several inefficiencies: risk of false identification of 
problems, misled setting of goals, wasted resources, unsatisfactory evaluation and, 
above all, inefficiently addressed societal problems. The main goal of paper is to 
address the above mentioned challenges through the exploitation of social learn-
ing and supporting ICT techniques for a more efficient and open policy making 
process. These will enable better motivation to participate by taking each opinion 
into account for the final solution. The paper discusses our Centralab ICT solution 
as a supporting environment for policy modeling. The aim of our solution is not to 
change policy-making processes but rather to support them with innovative ICT 
tools to reach the overall goal when policy-making results in better quality of de-
mocracy and improved civic capacity. 

Keywords: e-government, policy modeling, ICT enabled policy making, social 
learning. 

1 Introduction 

In the last two centuries the civilized world has fought to institutionalize civil, politi-
cal, and social rights. In a time of great global transformation the new challenge is to 
spread and deepen democracy as a way of life. Now, in the early 21st century, partici-
patory democracy [1] is not an alternative to liberal democracy [2] – it is a challenge 
to it, a deepening and broadening of ‘actual existing’ democracy. 

Nowadays, transparency and participatory democracy become essential to facilitate 
good governance. By strengthening the relations with citizens and engage them in 
policy making will contribute to building public trust, raise the quality of policies and 
politics that will result in better quality of democracy and improved civic capacity. 

The traditional policy-making process - where identification of problems and solu-
tions given were defined by a small group -  is characterized by several inefficiencies: 
risk of the false identification of problems is high, setting of goals are mislead,  
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resources allocated are wasted and overall the societal problem is not addressed. The 
role of politicians and selected experts is overrated and the decision making process is 
not transparent enough and accountability and responsibility have no limitation on 
attitudes, accountability matters only when elections take place. The stakeholders are 
only informed at the end of the process. 

The weaknesses of the above mentioned practice and the evolution of the society 
and technology give space for new policy-making procedures where active participa-
tion of citizens is a core element. Strengthening the government – citizen relationship 
is fundamental in order to establish the most suitable policy-making process. Main 
benefits arising from a well-functioning relationship are: 

• improved quality of policies – wider sources of information, perspectives and po-
tential solutions are available  

• challenges of the emerging information society - faster interactions and better 
knowledge sharing and creation are met 

• public opinion is integrated in the policy-making process 
• citizens’ expectations that their voices are heard and views and opinions are consi-

dered can be fulfilled, and greater transparency and accountability can be achieved. 

These relations cover a broad spectrum of interactions at each stage of policy-making 
cycle: from the design through implementation to evaluation. These relations can be 
also analysed from the ‘level of interactions’ perspective as well [3-6]: 

• Information: a one-way relation in which government produces and delivers infor-
mation for use by citizens. 

• Consultation: a two-way relation in which citizens give feedback to government, 
on prior definition by the government of the issue on which citizen’s sought are re-
quired. 

• Participation: an active relation based on continuous and not limited interactions 
between citizens and government. This form of collaboration enables citizens to be 
engaged in policy making process from the proposition of policy options to shap-
ing the policy dialogue. 

ICT has an outstanding potential to support new policy-making practices. While there 
is legal background and established mechanisms supported by ICT tools as well for 
information (e.g. portals and websites) and consultation (e.g. opinion polls and sur-
veys) there are only a few experiments and pilots with ICT tools to engage actively 
the citizens in policy making. The dynamism of the policy modeling landscape point 
of view is aroused from the two competing legs of ICT support. On one hand the ICT 
infrastructure is developing, growing as broadband access penetration, new and po-
werful mobile devices, etc. On the other hand the application development is trying to 
keep up with the new opportunities (e.g. social media hype, cloud services, etc.). For 
policy modeling this competition gives always renewed opportunity to introduce new 
and new services. Looking back only one-two decades, the renewal cycles repeats 
each other in fairly short cycle times. 
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From application point of view also characteristic levels of development can be 
distinguished [3]. ICT enabled policy making might start with the one-way informa-
tion, which is extended with very limited opinion articulation opportunities (mostly in 
the form of comments). This solution is a combination of informing and “water coo-
ler”, giving a surface for presenting opinion of citizens (any many cases dominated by 
certain subcultures). Stepping ahead the social consultation already takes in to ac-
count what are the distribution of the opinions in the sense of agree/disagree. Ad-
vanced sentiment analysis may calculate the degree of agree/disagree or like/dislike. 
On a more advanced level, we might call social dialogue [7], not only the articulation 
of opinions is in the focus, but searching for consensus. In policy making normally 
policy makers look for the good (optimal) solution, where optimum means the best 
compromise among the particular interests. The particular interests should be well 
articulated, argued in order to reach sufficient solution. There are many precondition 
can be mentioned at this level, but definitely one of the most important whether the 
participants, stakeholders are being well-informed, and having the sufficient know-
ledge concerning the policy in matter. The main benefits can be achieved at this level 
is the increased awareness, high level of inclusion by participation on the top of these 
the higher level of motivation. As a perspective, the next level can be the social learn-
ing. Social learning is assumed when individuals assimilate new information and 
apply it to their subsequent actions [8]. And it is considered as a deliberate attempt to 
adjust the goals and techniques of policy in response to past experience and new in-
formation. Learning is indicated when policy changes as the result of such a process. 
Milbrath [9] used ‘self-educating community’ expression to describe situation where 
people learn from each other and from the environment, he was one of the first author 
who linked the term social learning to sustainable development. 

The process and quality of policy-making affect the citizens at several points dur-
ing the course of the execution. The inclusion of citizens is nowadays a focal point in 
policy-making, especially together with preliminary impact analysis. Current policy-
making practice suffers from several problems which undermine the productive oper-
ation of the process. The concept of interactive policy-making is a significant step to 
broaden the inclusion of citizens, as well as to support preliminary impact analysis. 
The method can be promoted by several ICT tools and methodologies. 

Social media and a variety of participatory tools have become popular 
(web/text/opinion mining, online social networking, blogs, wikis, and forums). Using 
these tools public administration decision-makers, governance bodies and civil socie-
ty actors have the possibility of bringing about significant changes in the way future 
societies will function. The emerging technological environment has dramatic impact 
on communication, information processing and knowledge-sharing among public 
administration participants and also within civil society. Participatory democracy can 
be approached by developing IT based channels for a clear voicing of opinions, ex-
pression of citizens’ needs and a extension of participation. In this new setting, deci-
sion makers have access to a large amount of data and information concerning 
people’s situations, what they think and what they believe. In the paper we address 
those problems which are related to the enhancement of knowledgeable policy model-
ing, decision support and decision making through social learning.  
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In policy making context the complex, fragmented nature and the immense quanti-
ty of data can cause several problems. To align public policies with emerging societal 
needs, requirements and expectations, policy-makers need feedback on their initia-
tives. Civil society requires transparency of the policy-making process. Importance of 
ICT and especially social media as tools enabling transparent, open and accessible 
information services was discussed by [10] and Jaeger and Bertot [11-12]. Gelders 
and Rijnja [13] have looked at external, public communication-related issues of poli-
cy-preparation stages (policy intention), emphasizing the importance of proactive and 
interactive communication with the citizen while realizing that successful interaction 
between communication professionals and policy professionals is critical for any 
successes, too. Risk is an inherent part of the policy life-cycle, and frameworks have 
been developed to take on board the risk aspects of e-government initiatives [14]. 

Optimal utilization of ICT for policy modeling raises several questions [15].One of 
the main challenges here is how to cope with a large volume of data and the time 
constraint against data processing. Questions related to our research as well are: How 
can we manage interaction and coordination in relation to civil society agents that 
might exploit this data? How can we facilitate communication and knowledge sharing 
so that it is not overly time-consuming, whilst avoiding information overload? How 
can we dig out the collective intelligence of different stakeholders, orient this so as to 
augment our ability to identify trends, and then find solutions? How can we rest as-
sured that this flow of information is reaching the right government agencies or deci-
sion-makers? For in this regard it is essential to know that the right information goes 
to the right (i.e. competent) body, institution or person. 

Innovative ICT solutions especially social media and web 2.0/web 3.0 solutions 
provide a new way for capturing those issues, problems, which require immediate 
actions in terms of new policies, or management of existing one. One of the main goal 
of our research is to explore and monitor the mid-term impacts of policy decisions, in 
their maximum complexity. Maximum complexity means the articulation of all the 
relevant arguments, viewpoints and their interdependences regarding the policy in 
question. Impact amongst others, can be captured through the “voice of citizens” by 
an online environment and serves as an additional input for fine-tuning decisions 
through the modeling. Feedback collected can be pre-processed with the data and text 
mining tools, in order to filter and aggregate stakeholders’ opinion for the modeling 
and to modify model variables if it is needed. Finally, by using advanced visual ana-
lytics methods, our approach enables continual monitoring of a policy impact, provid-
ing a useful mechanism for managing the risk in policy implementation, especially in 
dynamically changing environments. Fast changes in the environment, as well as the 
instability and interconnectivity makes policy making challenging nowadays. ICT 
tools can promote the policy modeling process, giving supportive methods to design, 
implement and evaluate policies. The process of interactive policy-making can be 
supported by several ICT tools and methodologies. Promotion can be used at the de-
sign, implementation and evaluation process steps as well [16-17]. This paper will be 
structured as follows:  

First, policy modeling and policy making -related problems and challenges are  
discussed from social learning aspect, then, theoretical background are detailed.  
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The following part presents our ICT solution for policy making improvement through 
social learning. Finally, conclusion part summarizes strengths and weaknesses of our 
approach with further improvement directions. 

2 The State of the Art in Policy Modeling and Governance 

Several approaches are discussed in the literature for policy-making [18-20]. The 
most frequently cited theories are the following: 

1. The open-systems framework of Richard Hofferbert [21]; 
2. An approach involving rational actors within institutions, as developed by Elinor 

Ostrom and her colleagues - the IRA approach [22]; 
3. The "advocacy coalition" framework, as recently developed by Sabatier [23]. 

The general lifecycle of policy making consists of the following steps: articulating opi-
nions, comments in connection with the draft policy, followed by the processing of 
comments. Based on the processing the policy maker get a feedback, whereas the peri-
odicity of feedback lasts from one-time to continuous feedback, summary, evaluation. 
Considering the feedback, policy will be fine-tuned. The iterative solution may result 
the optimal policy solution, where one of the optimality criteria is the continuous moni-
toring of the policy effects, embedded into the process. Finally, not only the policy in 
question will be monitored, but also the policy making process. This latter self reflected 
feature of the solution will lead to step forward to the direction of social learning.Policy 
modeling implies the application of methods and tools from a broad range of disciplines 
and integrates various lines of research and the state–of- the-art.  

Policy modeling is the method through which a precise model may be used to help 
understand and evaluate available policy options. These models can be of various 
natures, including: statistical, econometric, systems dynamics, micro-simulation and 
agent-based simulations. Each technique has different advantages and disadvantages, 
making different compromises in order to help bridge the gap between the complexity 
of the environmental/sociological/economic/political situations that exist and the de-
cisions and understanding of the policy advisor that has to face these. Such modeling 
is mainly a technical affair and has been largely in the hands of specific experts, 
working with inputs and evaluations coming from policy makers. The main policy 
modeling approaches are the following [15]:  

• Behavioral modeling 
• System dynamics 
• Multi-level and micro-simulation models 
• Queuing models or discrete event models 
• Cellular automata 
• Agent-based social simulation 
• Theory of complexity 

Some governments do not yet have any policy making or modeling tools, but  
many models are starting to be used across governmental and non-governmental  
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organisations, to support policy making also in developing countries. Modeling is 
used extensively in health, education, criminal justice environment, urban planning, 
transport etc. The traditional constitutional framework of policy-making suggests that 
politicians make policy and public servants implement it. In practice, this offers a 
limited understanding of policy-making, which fails to recognize the many competing 
factors which shape the way policy is formulated, implemented and evaluated. 

In the last fifteen years the policy making process is in a permanent process of be-
ing (more and more) technologically-enhanced. Despite many successes, especially in 
the domain of e-government, policy-making process is still suffering from many ear-
ly-detected problems: inefficiency, non-transparency, not-citizen-driven, etc. The 
main cause of the problem has been related to the unavailability of official data, low 
engagement of citizens and very rigid (inflexible) policy making processes. However, 
nowadays we are experiencing dramatic transformation in several domains that can 
influence the policy making process: 

• Data has become Big (Data), i.e. big (and integrated) enough to provide the proper 
context for analysing a problem and /or a situation of interest. 

• Information has become Open (Data), enabling creating awareness about any 
change in a wider context.  

• Knowledge has been evolved in the wisdom of the crowd, by allowing that every-
one can contribute to the resolution of a problem. 

• Participation has started to be gamified, by fostering true engagement in any kind 
of (personal or collective) activities. 

• From intuition-driven into data-driven policy making. 

Policy making process is usually not driven by data, but mainly by so called “political 
intuition” and experiences (in the context of political goals). This has resulted in the 
policy not addressing the real needs of all citizens’ groups. Big and Open- Data ana-
lytics will make them visible. 

• From rigidly-defined into open, anticipatory and agile policy making process 

Policy making processes are implemented as slow, well-structured workflows, with-
out many possibilities to influence them in a bottom-up fashion. Crowdsourcing and 
gamification will enable that everyone will be better motivated to participate and each 
opinion will be taken into account for the final solution. It will result in a more flexi-
ble process that is sensing early indicators for changes and continuously improving 
the quality of the resulting regulations. 

Several researches in the 1990s focused on the architectural issues of policy sys-
tems, and researches cited the importance of enforcement [25-26]. Marriott [25] ab-
stracted the policy life-cycle as editing, distributing and deleting policies. Avitable 
[27] expanded this lifecycle approach, and differentiated a development phase (re-
finement, deploy, distribution, test), and an operational phase (activation/deactivation, 
enforcement, removal). These approaches have the common characteristic of focusing 
on technological issues. Zhang et al [24] developed the policy lifecycle model for 
system management, concentrating on internal organisational policies, and policy 
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enforcement, identifying elements of the lifecycle as management objectives, policy 
definitions, policy deployment and policy enforcement.  

The research took also into account different approaches meant to evaluate policy 
impact. There are many typologies currently used, and they mainly vary according to 
the specific policy to be evaluated, as well as according to the moment in which they 
are carried out: ex ante, monitoring and ex post. Ex ante analysis is a “what if” analy-
sis, meant to capture differences between the proposed reform(s) and the status quo. 
Monitoring analysis is a “what’s happening” process, meant to collect feedback while 
a new measure is deployed. Finally, ex post analysis, seeks for results achieved, given 
the initially fixed objectives. Some of the most common evaluation methods include 
cost-benefit analysis (CBA), an ex ante evaluation scheme which uses as measuring 
unit a monetary reference of the aggregate change in individual well being resulting 
from a policy decision, or also behaviour models, techniques designed to shed light on 
the potential distributional impacts of policies, that do not currently exist, but that 
might exist in the future. Furthermore another important classification distinguishes 
between macro- and micro-simulation models. Certain types of modeling problems 
are best dealt with using micro-simulation whereas for others an aggregate approach 
is more appropriate; micro-simulation models are computer models that operate at the 
level of the individual behavioural entity (person/family/firm), while aggregated ap-
proaches refer to explanatory variables already representing collective/National reali-
ties. Ex ante evaluation of policy impacts, the one using in most cases various typolo-
gies of simulation models, is usually carried out by experts, and still not so widely 
used among National governments, except for some Anglo-Saxon countries. Policy 
monitoring, as well as ex post evaluation, are sometimes carried out by governmental 
structures, but more commonly by university departments.  

Another key issue in policy making processes is risk assessment. NAO [28] sug-
gests six key questions which public administrations might ask them to assess wheth-
er they have a sound approach to managing risk. This is particularly important where 
initiatives require coordination between a number of parts of the same organisations 
or with other organisations. A possible solution for preventing risks to undermine 
public policies deployed are Early Warning Systems [15], which showed their poten-
tial benefit also in policy modeling. Early Warning Systems bases on one or more 
models of how the phenomenon monitored behaves. The model is being used to show 
what is likely to happen next. These models can range from simple to very complex 
systems. Early Warning Systems can base on quantitative and qualitative approaches 
using for instance either a more formal forecasting oriented approach through e.g. 
simulations or a more informal foresight approach using e.g. scenarios. 

The involvement of citizens/stakeholders is vital in the policy making process. This 
involvement is starting to take place through innovative approaches, based on direct 
participation of stakeholders, often convoyed through IT means. Edelenbos [29] de-
fines interactive decision making as a way of conducting policies whereby a govern-
ment involves its citizens, social organizations, enterprises, and other stakeholders in 
the early stages of the policy-making process. The difference with more traditional 
public policy procedures is that parties are truly involved in the development of policy 
proposals, whereas in classic opportunities of public comment, citizen and interest 
group involvement only occurred once the policy proposal had been developed. Ob-
viously active involvement of stakeholders brings along also a series of problems, 
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because in most cases it is quite different from traditional decision-making proce-
dures, so separate organisational provisions have to be developed in order to conform 
to these innovative decision-making procedures. Evaluating the connection of this 
new policy practice with existing decision making and the elaboration of guidance 
supporting this new practice is definitively important. 

3 Policy Modeling Solution through Social Learning – 
Centralab Policy Modeling Framework 

This section gives an overview about our policy modeling solution, which was devel-
oped in Centralab project (http://www.centralivinglab.eu) (Figure 1). CentraLab solu-
tion is based on “Living Lab” approach and incorporates the two novelties discussed 
in previous section, namely data-driven and agile policy making. Data – driven fea-
ture means that policy making process is supported by data collected from various 
other sources; while agility means the real-time support of policy maker through visu-
alization and interpretation of data. In this ICT driven model, technology brings infra-
structures into real-life contexts to enable a “co-design” process with end users.  This 
method supports faster time to market and more customised solution for R&D results, 
as demonstrated by the 212 Living Labs in the ENoLL network 
(www.openlivinglabs.eu). The specific objective of CentraLab is to apply the Living 
Lab approach transversally across a broad range of policy fields relevant to Central 
European regional development, constructing a multi-level governance network for a 
trans-national Central European Living Lab. It thus contributes to “enhancing the  

 

 

Fig. 1. General overview of Centralab solution 
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framework conditions for innovation”, particularly in the organisational and policy 
dimensions of a new methodological research infrastructure. Centralab aimed to de-
velop a new policy modeling framework that increases the knowledge economy com-
ponent of regional development initiatives in a range of fields, amongst other in eco-
tourism, energy, micro-SME networks, environment & education, waste management 
and rural development. 

Centralab solution map the general lifecycle of policy making process, it has three 
main blocks: portal, ontology learning block and interpretation block. Portal is used to 
support posting, issuing draft policies, comments and opinion articulation about poli-
cies and discussion with stakeholders. Ontology learning block helps to analyse and 
understand discussion and provide the context for the discussion. Interpretation block 
provide feedback and interpretation for policy makers. Next section will give a brief 
overview of the main building blocks of Centralab solution. 

1. Portal is the online interface where interactions and discussions among the policy 
maker and the stakeholders (users interested in the specific topic, local inhabitants, 
domain experts etc.) can take place (area 1 in Figure 1). Discussions at the portal are 
initiated by the policy maker by describing a new or modified policy, asking for opi-
nions, raising a specific topic etc and stakeholders can react to the proposal or to each 
others’ opinions. Forum will be available also from popular social media solutions, 
e.g. from Facebook through API to broaden the community to be involved in the dis-
cussion, especially involvement of younger generation to the discussion. Besides 
textual inputs, the forum allows users to share and upload web links and media con-
tent. This component supports social learning through the contribution in common 
understanding of a problem, reach mutual agreement and take collective actions. 

2. Ontology learning block (area 2 in Figure 1). In this part the analyses of the post 
and comments of the forum will take place, with innovative data-, web-, and text-
mining solutions in order to identify emerging issues, “hot topics”. Open source web 
and text mining solutions are applied (Weka). Web- and text-mining are enhanced 
with semantic technologies in the form of ontology learning. Ontology learning com-
ponent is responsible for the semi-automatic building the ontology by learning from 
pre-processed information sources (the web- and text-mining output). The other role 
of ontology is to structure knowledge repository elements, which include policy re-
lated objects, sources from regulatory environment, laws, and economic reports. Stu-
dio, Corvinno’s ontology-based knowledge repository will be used for this purpose. In 
those cases, when the automatic mapping is not successful, there is a need for human 
maintenance. The identified “hot issues” are mapped to the domain ontology in order 
to identify that content of the knowledge repository which is relevant to the topic. The 
purpose of the feedback to the discussion is to enrich the discussion, to draw the at-
tention to the related but to the moment not mentioned dimensions, aspects, details, 
data, additional concept, etc. This way the discussion will be “automatically” mod-
erated, trying to highlight as many as possible details, aspects of the problem. If no 
repository item found, a limited (in number) search is done on the web, illustrating the 
first few most relevant hits. This component enhances social learning through co-
creation of knowledge, understanding of interdependence and complexity of the in-
vestigated problem. 
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3. Interpretation block. This part of the system is responsible for visualization and 
interpretation of the discussion and provides feedback to the policy maker (area 3 in 
Figure 1). Database is applied as an additional tier, to link the ontology learning 
process environment and the evaluation, visualization, and interpretation part, to the 
knowledge repository. Logging the discussion the system is able to evaluate the affec-
tivity of the discussion in statistical terms. The statistical evaluation will give a relia-
ble picture of number of participants, the distribution in time, the dynamic view of 
discussion, e.g. what are the hot topics, and how they change their relative importance 
in time or in connection with other subtopics. Visual analytics provides a comprehen-
sive view of the ongoing discussion. In form of dashboards not only the policy maker 
but also the participants get summary feedback, since the dashboard is published on 
the portal, as well. The interpretation component is based on the complex event 
processing (CEP) principle. The policy KPIs are monitored and evaluated, the rule-
based notification system notifies in a readable and understandable form the policy 
makers when and where to change, modify the policy, where to focus or pay more 
attention. Social learning in this component leads to acquisition of factual knowledge 
of policy maker, change of their attitudes, increase trust. 

4 Realization  

This section provides a technical background, description about the main components 
of the backend, which are a) social media portal b) ontology learning c) interpretation. 

4.1 Social Media Portal – Forum 

The base of the front-end is a Content Management System (CMS) called WordPress 
(thereinafter WP) which is able to help the web developers to create dynamic web 
sites and blog systems. WP is free, open source under GPL license and easy to use. It 
is written in PHP language, and maintained by a large community. WP's functionality 
is easy to extend with plug-ins which is also free and easy to deploy. There is lot of 
pre-coded plug-ins in ZIP format, which are also written in PHP, but own extensions 
can be also developed.  WP websites can be designed with pre-designed templates 
based on CSS stylesheets, also many community maintained templates is available on 
the internet. The CMS provides the authentication, the authorization (AAA) on a se-
cure HTTPS connection. Content and daily tasks are managed on a pre-defined ad-
ministration panel which is provided by the WP engine. The popular social media 
services (like Facebook or Twitter) can be integrated with the WP, thus the CMS 
functionality can be extended by these third-party contents. The WP system runs un-
der an Apache 2 web server which supports the appearance of the PHP based web 
sites. The web server is on Trustix 3.0 (Tikka Masala) Linux server provided by 
VMWare virtualization environment. In the background of WP there is a MySQL 
database for storing data on the logical level. Web Developers can access to the 
MySQL database through a so-called Phpmyadmin web based panel. 
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4.2 Ontology Learning Component 

Ontology learning will include text mining application. In Hungarian case the linguis-
tic algorithm will be written in JAVA and will run on an Apache Tomcat server (open 
source software implementation of the Java Servlet and JavaServer Pages technolo-
gies (tomcat.apache.org)). Because the services of the program can be accessed via 
web services, an Apache Axis 2 web service, SOAP and WSDL engine has to be run 
on the server providing the standardized XML-based definition of the functions and 
allowing the front-end application to use them. The following main text mining func-
tions will be applied: stop-words filtering, stemming, n-gram generation. For stem-
ming purposes the open source JMorph morphological analyser will be used. The 
morphological process produces a list of words given in dictionary format to be ana-
lysed with statistical methods. It is based on the frequencies of the words, which will 
be calculated during the process. Most relevant terms will be defined and sent to the 
Studio knowledge repository for further processing. After that Studio gives back the 
list of the related knowledge elements for the most frequent terms in a structured 
JSON format which is transferred to the front-end. If there is no relevant related 
knowledge element for the given term in the knowledge base, the text mining compo-
nent makes an internet search using the Google's AJAX web service API and gives 
back the most relevant hits to the front-end in a JSON format. 

4.3 Ontology Update 

Domain ontology maintenance will be semi-automatic; ontology learning, folksono-
mies and social bookmarking will provide some automatic support for the update, 
which will be finalised by a human expert. Folksonomies and social bookmarking, 
which are decisive in social media, will have key roles in our approach as well. Folk-
sonomy combines the words “folk” and “taxonomy”. It has been used to characterize 
the product which emerges from this tagging in a social environment. Social book-
marking sites such as Flickr, del.icio.us, and CiteULike have adopted folksonomic 
systems where users tag entities with keywords. In our solution tags, their initial 
structure and frequencies of occurrences will be extended from the users’ conversa-
tion by text mining solutions. Next step will be to derive ontologies from these  
folksonomies. Saab discussed the ontology of tags in his work [30], and Alves and 
Santanchè [31] describe folksonomized ontology building (attaching folksonomy’s 
tags (which come from ontology learning) to ontologies. We use their works as a 
starting point to develop our solution for the maintenance.  

4.4 Studio – Knowledge Repository 

Studio (http://abruzzo.corvinno.hu/studio-demo/index.html) is an ontology based online 
learning platform providing an elaborate but easy-to-use tool to represent a knowledge 
domain, discover the user`s knowledge gaps and access instant learning material. In its 
original form it consists of the Domain Ontology and the Repository that are the two 
major pillars of the whole solution and the Adaptive Testing Engine as well. The do-
main ontology provides the underlying structure of the content. The central element of 
content development and management is the Repository. Its content can be an image,  
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an article, short texts like a useful paragraph or a famous quote or even audio and video 
materials. The role of the Content Repository is to store and manage these content ele-
ments while maintaining a rich set of metadata describing the contained elements. Each 
content element can be described with Dublin Core metadata and other useful descrip-
tors, like tags or categories. Adaptive Testing Engine is responsible for determining the 
knowledge level of the test taker as precisely as possible with as low number of ques-
tions as possible. Studio is widely used in higher education in Corvinus University of 
Budapest (in BSc business informatics and business intelligence teaching, in MSc IT 
audit teaching) and in CISA exam preparation courses held by Corvinno and Hungarian 
ISACA. In our project Studio is customised and its ontology-driven content manage-
ment functionality is applied.  

4.5 Feedback to the Forum 

The results of the text-mining process arrive to the front-end in JSON format via web 
service call. The WP functions process JSON string and store the data in the MySQL 
database. The related contents list will be displayed on the front-end to the user.  
 

 
Fig. 2. Centralab screenshot 

The user in order to view the details of the related content, must click on the spe-
cific item of the list of knowledge objects, and the content related to the selected ob-
ject will be shown in a pop-up window with a JQUERY function. During this event 
WP calls another web service which collects the selected knowledge item from the 
Studio repository. 

5 Conclusion 

Opinions about social learning role in participatory decision-making processes are 
various. Muro and her colleagues [32] conclude that the utility of the social learning 
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model for participatory processes still needs to be proven. They draw the attention 
that there is only limited evidence about the role of social learning in participatory 
processes and that the social learning model has a number of conceptual weaknesses. 
Centralab solution links between policy making process, method, and context 
(through ontology learning) and helps to reach shared views and a common under-
standing of the situation, which are an essential prerequisite for consensus and  
collective action. Considering the general overview of the model (figure 1) the tech-
nological impact categories can be linked to the model’s different blocks or cycles 
and described as follows: 

1. Centralab solution has a feedback strategy to policy maker about specific discus-
sions: system fed back relevant knowledge material efficiently to a specific discus-
sion and policy maker. Efficiency in this aspect means 

─ relevance and timeliness, i.e. how well the knowledge material that is fed back 
covers the actual topic of discussion and how well it follows the changes and fluc-
tuations of the discussion during time; 

─ usability, i.e. if the participants of the discussion can truly absorb and use the new 
information that they get through the knowledge feedback for argumentation. 

2. Semiautomatic ontology building: our research combined text mining and semantic 
technologies in ontology building. One of our solution main components is the re-
pository feedback cycle. However, the effectiveness of this feedback in the 
project’s model depends largely on the ontology based structure that is built up us-
ing the results of the text mining. Existing text mining solutions usually yield sta-
tistical results, in many cases combined with semantic analysis (e.g. emotional 
charge of found words). The innovation of our approach lies in the fact that, in-
stead of only relying on the numerous expressions, it develops a semiautomatic 
method that uses the text mining results to build up an ontological structure of 
nodes and relations in order to better serve the knowledge feedback strategy. 

As a summary of the above, we can say that our solution brings an important technol-
ogical innovation in the way online discussions can be efficiently transformed into  
co-creative solution finding involving all the interested and affected stakeholders. 
Centralab solution provides an appropriate environment for social learning, amongst 
other it contributes in common understanding of a problem, support reaching mutual 
agreement and taking collective actions. It leads the acquisition of factual knowledge 
of policy makers, change of the citizens and policy makers’ attitudes and increase 
trust between them. Future research will include the development of Centralab Eng-
lish version; fine-tuning of ontology learning process and its customization for addi-
tional domains (like tourism). English version of Centralab solution requires English 
text mining environment and its integration with the other Centralab components. In 
this step we plan to apply text mining components of Weka library and customize 
them. Another plan is to organize a real life test of Centralab solution; just now we are 
discussing with possible communities about the pilots. 
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Abstract. The continuous participation of citizens in the decisional pro-
cesses of the community through the submission of their opinions is a
key factor of e-democracy. To do this, it appears very promising the use
of lightweight e-voting systems relying on existing social networks, as a
good way to solve the trade-off among security, usability and scalability
requirements. Among the other security features, anonymity of citizens
(i.e., secreteness) should be guaranteed, at least to be sure that the ac-
tion of people is actually free from conditioning. However, the decisional
process would be better driven if the opinions of citizens were mapped
to social, economic, working, personal, non-identifying attributes. In this
paper, by extending a previous solution working on existing social net-
works, we overcome the above limit by re-interpreting the classical con-
cept of secreteness in such a way that a preference expressed by a citizen
can be related to a number of (certified) attributes chosen by the citizen
herself, yet keeping her anonymity.

1 Introduction

The model of e-democracy is one of the most challenging innovations towards
which any community which is a candidate to become a smart city should tend.
Indeed, the continuous participation of citizens to the decisional processes of the
community is actually one of the most important aspects to deal with, whenever
the smart-city model is implemented. Recall that the concept of smart city has
to be intended in an extended way, thus not necessarily limiting the scope of
e-services and the dynamics of the involved processes just to a city, but to an
entire community which could be sometime really a city, sometimes a region,
sometimes an entire country. It is well known that e-democracy declines in many
different forms, all sharing the presence of ICT-based processes allowing citizens
to become actors of the government of the community [47,45]. Among these,
all the processes aimed at collecting opinions, preferences, evaluations of citizens
[11], assume a very important role in the e-democracy model, since represent the
concrete way to adapt government decisions to the real expectations of citizens
[40,50,48].

Consider for example the preliminary evaluation of a law or a reform, a po-
litical parties poll, a satisfaction survey, a primary election, just to mention a
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few. In these cases, secretness (i.e., anonymity of citizens) should be guaranteed,
at least to be sure that the action of people is actually free from conditioning.
Moreover, all the remaining basic properties of e-voting systems [13,46], namely
uniqueness, verifiability, uncloneability, robustness and scalability, are essential
requirements. In [10], it is shown that a suitable use of cryptographic protocols
and social networks can be a good way to implement this light form of public
elections, supporting all the above features. But among such features, secrete-
ness inhibits the possibility to relate the preferences expressed by citizens even
to non-identifying attributes [12]. By contrast, this would be a feature very de-
sirable in the considered setting, differently from the one of elections. Indeed, the
decisional process would be better driven if the opinions of citizens were mapped
to social, economic, working, personal, non-identifying attributes. In this paper,
we overcome the above limit by re-interpreting the classical concept of secrete-
ness in such a way that a preference expressed by a citizen can be related to
a number of (certified) attributes chosen by the same citizen, yet keeping her
anonymity. Besides the possibility to analyze citizens’ preferences and to extract
useful knowledge from them, it will be possible to enable filtering mechanisms
aimed at collecting only preferences of a certain segment of the population, like
all people with a certain age range, a certain job, a given region and so on.
Observe that the above requirements evokes what is provided by selective dis-
closure and bit commitment approaches [8,44,37,52], but a direct application of
such approaches to our case is not resolutive since the secret used by a citizen to
enable the disclosure of the chosen attribute would allow third parties to trace
the citizen herself, thus breaking anonymity. The problem is thus non trivial.

We propose a solution that extends the model presented in [10]. It is based on
pre-existent social networks, allowing citizens to vote through their own profile
and does not require complex overhead besides an electronic card to identify a
citizen or any identity management system able to identify people (plausibly, we
can consider this is for free in an e-government context), and the owing a profile
by each voter in one of the existing social networks.

The paper is organized as follows. In the next section, we recall some back-
ground notions. An overview of our proposal is given in Section 3, where the
differences of this proposal with the model presented in [10] are discussed. The
protocol allowing the selective disclosure of some attribute in an e-voting session
is defined in Section 4. In Section 5, we analyze the security of this protocol.
Section 6 is devoted to the related literature. Finally, in Section 7, we draw our
conclusions and sketch possible future work.

2 Background

In this section, we present the background necessary to the reader to understand
the technical aspects of the paper. Such notions are discrete logarithm problem,
digital signature and partially blind signature.

The difficulty of solving the discrete logarithm is exploited to guarantee the
security of numerous cryptosystems [3]. The discrete logarithm problem can be
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formalized as follows. Let G be a multiplicative group and let 〈g〉 be the cyclic
subgroup generated by g ∈ G. Given g ∈ G and a ∈ 〈g〉, the problem consists in
finding an integer x such that gx = a. Such an integer x is the discrete logarithm
of a to the base g (i.e., x = logga). Note that logga is only determined modulo
the order of g.

The digital signature mechanism relies on public key infrastructure. Each user
owns two keys, a private key and a public one. The private key is kept secret and
the public one is made public. Guessing a private key is computationally unfea-
sible for enough large keys. The first step of the signature generation process
is the computation of a cryptographic hash function [28,26] of the document to
be signed. The result, called digest, can substitute the original document in the
signature generation process since the probability of having two distinct docu-
ments producing the same digest is negligible. Moreover, the problem of finding
a document with digest equal to that of another given document is unfeasible, so
that an attacker cannot corrupt a signed document without the signature detects
it. The digital signature is produced by encrypting the digest with the private
key using an asymmetric cryptographic cipher, typically RSA. The verification
of the signature is done by checking that the decryption of the signature done
with the public key of the subscriber coincides with the (re-computed) digested
of the document.

Partially blind signatures [1] are a particular type of signature allowing the
signer to explicitly include in unblinded form some pre-agreed information in
the blind signature, like an expiry date, and are mainly used in the context of
electronic cash (e-cash).

3 An Overview of the Proposal

In this section, we briefly describe the scenario we have designed in our proposal.
The e-voting protocol will be described in the next section. The scenario is
close to the one presented in [10]. We assume that citizens may use a smart
card embedding a certificate granted by any Certification Authority including
only a unique numeric ID and a list of pairs 〈x, y〉 where x is the attribute
name and y is the obscured attribute value. This certificate, not existing in [10],
includes information about the citizen in an obscured form, in such a way that the
user may decide which information can be disclosed. Attributes encode standard
information about users like personal data, but also more general information like
job, qualification, marital status, etc. As usual, the certificate is a semi-structured
document where the attributes are optionally included. For each attribute, its
value is obscured by applying a one-way function using a key. A different key for
each attribute is used. The keys are shared between the user and the Certification
Authority. Thus, for a given attribute value A and a given key k, we obscure
the attribute value by computing g(A, k), where g is a one-way function. This
means that it is unfeasible to compute A from the knowledge of just g(A, k).
For function g, we adopt the modular power function. The infeasibility of the
computation of the discrete logarithm ensures us that the function is one way.
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As in [10], the solution is based on the usage of existing social networks.
Citizens vote by using their social network profile. The e-voting infrastructure
is implemented by exploiting, for the selected social networks several profiles
whose URL is of the form: http://www.socialnetwork.org/poll_Y, where Y is
a cardinal number. These profiles are managed by possibly different government
entities. Each entity replicates its profile over the most common social networks.
The only requirement we have for these super profiles is the service continuity.
These profiles are called credential providers and play the role of granting cre-
dentials to voters they can spend in order to submit their vote to a Trusted
Third Party (TTP), responsible of generating the ballots for each e-voting. The
domain of credential providers is built by collecting a large variety of subjects,
like public sector offices, postal offices, universities, schools, military subjects
and so on.

Recall that, differently from the model presented in [10] where both credentials
and votes submitted by citizens do not include any additional information, our
goal here is to associate votes with some attribute values chosen by the voter.
It is worth noting that the trivial extension of the protocol of [10] consisting in
including in the credentials granted by the credential providers also the attributes
the voter wants to disclose does not work. Indeed, in this case the credential
providers would able to incrementally relate information about the voter, as they
know her identity. This way, the protocol would violate the confidentiality of the
attribute certificate. By contrast, we want to relate votes to voters’ attributes
without discovering to anyone whom these attribute refer to.

To do this, we include in the credentials a further obscuration of the attribute
values of the certificate by means of a different key per attribute. Each credential
provider shares these keys with the user, but, obviously, it does not know the
attribute values because operates only on already obscured values taken from
the attribute certificate.

The credentials obtained by the voter contain a double obscuration of all
the attributes of the voter, each with two keys, namely k and r (different for
each attribute), in such a way that the knowledge of the product k · r allows us
to obtain the final obscuration starting from the plain value of the attributes.
Indeed, for the chosen function g, it holds that g(g(A, k), r) = g(A, k · r).

This way, whenever the voter submits her vote to TTP, she decides which
attributes to disclose, simply by including into the vote record the attribute
value, say A, and the product of keys k · r. Then, TTP for each chosen attribute
A, just has to compute the value g(A, k · r) and to verify whether this value is
included in the related credential.

The scenario is summarized in Fig. 1. To avoid that the protocol is break-
able by just one misbehaving credential provider, we use the common approach
of replicating the responsibilities over a number of different independent parties
[25,52,30,35]. In fact, the voter selects a suitable number t of credential providers
on the basis of the value of her ID and asks them for the credentials neces-
sary for the e-voting session. In Fig. 1, we describe the different steps related
to an e-voting session. First, the user receives the obscured certificate from a

URL
http://www.socialnetwork.org/poll_Y
Y
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Certification Authority

User ID
Age:

Job:

Qualification:

Marital Status:

g(30, K1)

g(married, Kn)

g(freelancer, K2)

g(engineer, K3)

http://www.facebook.com/poll_456

http://www.facebook.com/poll_234

http://www.facebook.com/poll_986

http://www.facebook.com/poll_768

TTP

check
Age: 30 7

Attribute name Attribute value Vote

CACA

Fig. 1. The e-voting scenario

certification authority. Then, on the basis of her ID, the voter (we assume she
has joined Facebook) computes four values (i.e., Y1 = 456, Y2 = 234, Y3 = 768,
and Y4 = 986) identifying the respective credential users (in this example, t = 4).
The Trusted Third Party collects votes, verifies that they are admissible, and
generates the ballots for each e-voting. The protocol ensures that the creden-
tial providers, even though may identify voters cannot link them to their vote,
while TTP cannot identify voters but can only be aware about the attributes
voluntarily disclosed by the voter.

As already done [10], the only assumption is that no more than t credential
providers collude, where t is a parameter of the system. The number t of con-
tacted credential providers per voter is directly related to t. The detail of the
protocol is shown in the next section.

4 The E-Voting Protocol

In this section, we describe how the e-voting protocol works. Consider an e-
voting session identified by IDvs. For the sake of presentation, we assume that
a preference is expressed by reporting the number i identifying the choice of
the voter. For example, if the voting session regards the choice of one among 8
candidates in a primary election, then the choice of the voter could be represented
by a number from 1 to 8. However, extending our technique to the cases in which
preferences are given in a difference way (for example, in the case of a primary
election, by indicating the name of the candidate) is possible with no impact on
the model.
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The e-voting process involves the following four basic entities:

1. The Voter V . We describe how the protocol run for the voting done by one
user. Clearly, the overall e-voting session involves many user, each running
these steps.

2. A Certification Authority CA granting attribute certificates to voters.
3. A set 〈CP1, . . . , CPc〉 of c special users, named credential providers, issuing

the credential exploited by the voter to prove her authorization to vote.
4. A Trusted Third Party, say TTP, responsible of generating the certified bal-

lots for each e-voting.

Our technique is parametric with respect to a value t. It is chosen in such a way
that the likelihood that t randomly selected users misbehave is negligible. This
is a common assumption in this context [52,30,35,25].

Now, we describe how the e-voting process proceeds. It consists of the follow-
ing steps:

1. Certificate Issue. In this first step, CA generates the attribute certificate for
the voter V which contains IDV (i.e., a value that uniquely identifies each
voter) and a list of n associated attributes. All the attributes but IDV are
obscured, in such a way that a third party cannot know the values of such
attributes by accessing the certificate. In particular, for each attribute, its
value is obscured by applying a one-way function using a key. A different
key for each attribute is used. The keys are shared between the voter and
CA. In detail, for a given attribute value A and a given key k, we obscure
the attribute value by computing g(A, k), where g is a one-way function.
This means that it is unfeasible to compute A from the knowledge of just
g(A, k). For function g, we adopt the modular power function Ak mod m,
where m is a prime number greater than any possible A. In practise, m can
be set by assuming a realistic upper bound for the values of attributes. If the
above assumption is not applicable, we can use for each attribute a different
module, which depends on the actual value of the attribute. In this case, the
value of the module has to be saved in the certificate.

Thus, CA selects a random vector of keys (k1, . . . , kn). Each attribute
included in the certificate is a pair (AN, g(AV, ki)), whereAN is the attribute
name and AV is the attribute value. Therefore, in the certificate, instead of
the plain value AV , only the obscured value g(AV, ki) = AV ki

i mod m is
inserted. At the end of this operation, CA signs the certificate and sends it
to V together with the vectors (k1, . . . , kn) and (AV1, . . . , AVn). We denote
by C the so obtained certificate.

2. CPs Identification. In the first step, V has to select t = 2 · t + 1 of the c
credential providers that will generate the credentials. The p-th credential
provider chosen by V , say CPV

p , with 1 ≤ i ≤ t, is CPj , with j =SHA-
1(IDV ||i) mod c. Specifically, the first credential provider is obtained by
applying the hash function SHA-1 to the concatenation between the voter
identifier IDV and the number 1 (i.e., i = 1), and then by mapping the result
to one of the c credential providers through the mod operation. Note that
the value j computed by SHA-1 corresponds to the number Y completing the

Y
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URL identifying the credential provider (recall the discussion done concerning
the scenario described in Fig. 1).

3. Credential Issue. In this step, the voter starts a connection with each CPV
p

(among the t ones). CPV
p verifies that it has been correctly contacted by

recomputing the function SHA-1 as done by V at the previous step. If this
is the case, then CPV

p generates the credential CV
p allowing V to participate

to the e-voting session. Otherwise, the connection is terminated. Before the
generation of the credential, V sends the certificate C issued in Step 1 to
CPV

p , together with a random vector 〈r1, . . . , rn〉, where, we recall, n is

the number of the attributes in C. Then, CPV
p generates a n-tuple of pairs

AT = 〈(AN1, g(AV1, k1 · r1)), . . . , (ANn, g(AVn, kn · rn))〉. Observe that the
second element of the i-th pair is the further obscuration of the i-th attribute
value by means of the random value ri, i.e., g(g(AVi, ki), ri) = AV ki·ri

i . We
denote the attribute name ANi by AT (i).name and the attribute value AVi

by AT (i).value.
At this point CPV

p is ready to construct the credential CV
p . It consists

in the signature of the pair 〈IDvs, AT 〉, where IDvs is the identifier of the
voting session.

4. Voting. After the voter has collected the credential from each of the t cre-
dential providers, these credentials are presented to TTP in order to obtain
the possibility to vote.

In particular, TTP performs the following tests on the received credentials:
(a) It checks authenticity and integrity of each credential and that the voting

reference (i.e., IDvs) in each credential coincide.
(b) It verifies that in the past, no user has presented credentials issued from

the same credential providers as the current voter for the same voting
session (otherwise, it means that the voter is trying to repeat her par-
ticipation to the same voting).

If both the tests succeed, then the voter is authorized to vote possibly dis-
closing some attributes.

Suppose now that V decides to disclose h attributes, with h ≤ n. In this
case, she must send to TTP the h-tuple of pairs T = 〈(B1, e1), . . . , (Bh, eh)〉,
where Bi is the value of a chosen attribute, say it the attribute Ax, and ei
is the i-th product kx · rx, for 1 ≤ i ≤ h. To verify that the voter choice
is valid, it is necessary that TTP checks the consistence of T with AT . In
particular, given the function f : {1, · · · , h} → {1, · · · , n}, such that:

f(i) =

{
j if ∃ j ∈ [1, n] | AT (j).value = Bei

i ,

undefined otherwise.

TTP has to verify that f is total, i.e., is defined over all the domain {1, · · · , h}.
If this check fails, the vote is invalidated. Otherwise, TTP generates the bal-
lot. The ballot consists in the partially blind signature of the quadruple
〈IDvs, r̃, p̃r, (AT (f(1)).name,Bf(1)), · · · , (AT (f(h)).name,Bf(h))〉, where r̃
is a fresh 128-bit random sequence and p̃r represents the preference specified
by the voter.
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The values IDvs and (AT (f(1)).name,Bf(1)), · · · , (AT (f(h)).name,Bf(h))
are unblindly signed, whereas r̃ and p̃r are blindly signed. Finally, TTP
stores the received credentials in order to detect a possible re-submission of
the same credentials.

5. Ballot Publication. After the voter obtains the signed ballot, she unblinds it
in order to obtain a new ballot still correctly signed by TTP but not linkable
anymore to the voter. As usual, timing attacks are prevented by introducing
an unpredictable delay before sending the new ballot back to TTP. The fi-
nal ballot is thus 〈IDvs, r, pr, (AT (f(1)).name, Bf(1)), · · · , (AT (f(h)).name,
Bf(h))〉.

Observe that, due to the presence of the tuples (AT (f(1)).name,Bf(1)), · · · ,
(AT (f(h)).name,Bf(h)), the list of attribute names and values that V has
chosen to disclose is shown in the ballot.

At the end of the e-voting session, TTP verifies the signature of all received
ballots and publishes valid ones. The presence of non identifying information
about the voter enables the possibility to analyze citizens’ preferences in
order to extract useful knowledge from them.

5 Security Analysis

This section is devoted to the analysis of the robustness of our protocol against
a large number of realist attack model. We extend the security analysis done
in [10] taking into account the improvements introduced by our proposal. Also
in this case, the basic assumption is that at most t users misbehave during the
whole evaluation process.

We start by analyzing the possibility for a credential provider to be aware of
information about the voter. Any selected credential provider, say CP , cannot
guess the value of the attributes in the certificate. Indeed, let us assume that CP
wants to know whether the real value of the obscured attribute A′ = Ak mod m
is equal to F . Then, it has to find a value k′ such that F k′

modm = A′ which cor-
responds to find the discrete logarithm of A′, which is unfeasible. With stronger
reason, any other entity which is aware of the attribute certificate or credentials
of the voter can guess the value of the non-disclosed attributes.

There is no link between the certificate and the credentials issued to the same
voter. Indeed, the voter ID is not included in the credential and any attribute
g(AVi, ki) in the certificate is transformed to g(AVi, ki ·ri). Thanks to the further
obscuration performed by ri, there is no way, without the knowledge of this
random value, to link the credential to the attribute certificate (and then to the
voter). Clearly, IDvs is the identifier of the voting session and is not included
in the certificate. The only information known by TTP is the e-voting session
and the disclosed attributes and cannot link the voter and the preference rate of
her ballot thanks to the use of the partially blind signature (at Step 4). Observe
that the collusion between TTP and a credential provider allows them to link
the voter identifier to the disclosed attributes also in different voting sessions.
However, they cannot know also the preference score which is indistinguishable
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among all the votes of the e-voting session (the partially blind signature of TTP
on the ballot hides the preference score).

Our protocol allows each user to express only one preference. In case the voter
tries to use the same credentials for a second time, the double vote is detected by
TTP in Step 4.(b). Again, if the attacker requires to the certification authority a
new certificate, the user ID is the same, thus resulting in the failure of the attack.
Moreover, observe that in principle it could occur that two different voters V1

and V2 in the same voting session are considered the same by TTP in the case
that the two voters share the set of credential providers due to the collision of the
hash function SHA-1. This would result in improperly rejecting the latest vote
erroneously detected as duplicated vote. However, this event can be considered
impossible since its probability is negligible in a realistic scenario. For example,
since the number of possible different sequences of credential providers is c !/(c−
t)! (we recall c is the number of credential providers and t = 2 · t + 1), for the
realistic values t = 21, c = 200, and even hypothesizing an unrealistically high
number of users 1012 voters, we obtain that the probability of collisions is less
than 10−20.

The vote verifiability continues to be guaranteed. Each user can find its
vote identified by r on the published ballot list and verify its correctness. The
probability that two voters generate the same 128-bit sequence r is p(u;D) ≈
1 − e−u2/(2·D) (birthday attack) where u is the number of users expressing her
preference for a candidate and D is the domain of r. Assuming again a number
of users u equals to 1012 (in the worst case), such a probability is negligible (in
numbers, this probability is less than 10−15).

Also uncloneability holds. This property ensures that generating a bogus bal-
lot starting from a legal one must be detected. We observe that a valid ballot
has been signed by TTP and thus it cannot be modified. Obviously, it cannot
be duplicate thanks to the presence of the bit-sequence r identifying the ballot,
according to the previous probability consideration.

Concerning the possibility that two obscured values g(AV1, k1 ·r1) and g(AV2,
k2 · r2) in AT collide (recall TTP verifies that the function f is total at Step
4), the probability of this event is negligible thanks to the randomness of r1
and r2 assuming that the number of bits of such random values is sufficiently
large. According to this observation, even though from a formal point of view the
definition of the function f does not allow us to guarantee that f is deterministic,
from a practical point of view f returns always a unique value when it is defined.

It is worth noting that the application of the hash function SHA-1 at Step 2
returns a pseudo-random value depending on the voter (through her identifier)
which allows us to assume that the credential providers selected by the voter
can be considered randomly chosen. Thanks to this assumption, we can reach
another important result. The unfair behaviour of at most t credential providers
(according to our initial assumption in Section 4 about the possible misbehaving
of users) is detected. Indeed, among the t = 2 · t+1 credentials provided by the
voter, at least t+ 1 of them must be correct. As a consequence, fake credentials
are detected since they are in the minority.
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6 Related Work

E-government is a topic widely investigated in the last years by researchers
[51,24,27]. In this section, we briefly survey the literature related to the top-
ics of e-voting, which our proposal is clearly related to, and focus on selective
disclosure, which represents a key issue in our approach.

Let us start with e-voting. Guaranteeing anonymity of the voter is an im-
portant requirement. For this purpose, Chaum [17] introduced the notion of
mix-net, which exploits a sequence of servers. Each server receives a batch of
input messages and produces as output the batch in permuted (mixed) order.
An observer should not be able to tell how the inputs correspond to the outputs.
Mix-nets are used to ensure voter privacy by providing the ballots of the voters
as input to them. In Chaum’s original proposal, before a message is sent through
the mix-net, it is encrypted with the public keys of the mixes it will traverse in
reverse order. Each mix then decrypts a message before sending it on to the
next mix. A modified version of the protocol was published later by Chaum [20].
Here, a new kind of receipt improves security by letting voters verify correctness
of the election outcome, even though all election computers and records were
to be compromised. The system preserves ballot secrecy, while improving access
for voters, robustness, and adjudication, all at lower cost.

Sako et al. [49] propose another approach to e-voting based on re-encryption
mix-nets [43] and on proofs, used by voters to prove the correctness of the votes
they sent. Zwierko et al. [52] propose an agent-based scheme for secure electronic
voting. The protocol, presented in [32], is designed for large scale elections.

Chaum pioneered privacy-enhancing cryptographic protocols that minimize
the amount of personal data disclosed. Chaum et al. defined the principles of
anonymous credentials [18,19,22], group signatures [23], and electronic cash [18].
In all these papers, some party issues a digital signatures where the signed mes-
sage includes information about the user (i.e., attributes). Subsequently, more
efficient implementation of these concepts were proposed concerning group sig-
natures [2,6,39], e-cash [7,14,31], and anonymous credentials [8,15,16]. Moreover,
a number of new concepts were introduced, like traceable signatures [38], anony-
mous auctions [42], and electronic voting based on blind-signatures [32]. Many of
these schemes use as building blocks signed attributes and protocols that selec-
tively reveal these attributes or prove properties about them. Their implemen-
tations typically encode attributes as a discrete logarithm or, more generally,
as an element (exponent) of a representation of a group element, resulting in
protocols where the number of transmitted group elements and the performed
commutations are linear in the number of encoded attributes.

An interesting approach for maximizing privacy protection is to selectively
disclose attributes within a credential, so that only the needed subset of prop-
erties is made available to the recipient of the credential. A system to partially
disclose credentials relies on the use of the bit commitment technique, which
enables users to commit a value without revealing it. Bit commitment has been
used for zero-knowledge protocols [33], [9], identification schemes [29], and multi-
party protocols [34,21], and it can implement Blum’s coin flipping over the phone
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[5]. The idea of selectively disclosing credential attributes is not new [8,44]. [37]
focuses on selective disclosure of credentials during negotiations and provides
a prototype implementation. The focus of Bertino et al. [4] is to deeply ana-
lyze the impact of protected attribute credentials on trust negotiations, and to
devise new strategies allowing interoperability between users adopting various
credential formats. Further, instead of using the bit-commitment technique, the
authors adopt a multi-bit hash commitment technique for attribute encoding,
as the length of attributes will likely be longer than one bit.

Naor [41] shows how a pseudorandom generator can provide a bit-commitment
protocol and also analyzes the number of bits communicated when parties com-
mit to many bits simultaneously. Letm(n) be some function such that m(n) > n.
G : {0, 1}n → {0, 1}m(n) is a pseudorandom generator. Gl(s) is used to denote
the first l bits of the pseudorandom sequence on seed s ∈ {0, 1}n. Bi(s) is used
to denote the i-th bit of the pseudorandom sequence on seed s. The user selects
seed s ∈ {0, 1}n and sends Gm(s) and Bm+l(s)

⊕
b. In the reveal stage, the user

sends s and the verifier checks that Gm(s) is equal to the previously received
value and computes b = Bm+l(s)

⊕
(Bm+l(s)

⊕
b).

The system of Holt et al. [36] uses bit commitments to create selective dis-
closure credentials with a limited amount of data the holder must reveal. A
selective disclosure credential has several attributes. When the user shows the
credential to a verifier, she can choose to reveal only some of them. Credential
sets accomplish this with the help of bit commitment that allows the user to
commit to a value without revealing it. The user’s commitment is the output of
a one-way function oneway() operating on the concatenation of her secret value
s and a random string r. The user first sends it to the verifier. If she chooses not
to reveal the value, the verifier can’t determine what the value was. To reveal
her secret, she sends s and r to the verifier who computes the one-way function
and checks that the result equals the value sent previously by the user.

We observe that the approaches based on selective disclosure and bit com-
mitment do not solve the problem investigated in our paper. Indeed, the secret
used by a citizen to enable the disclosure of the chosen attribute would allow
third parties to trace the citizen preferences in the different voting session, thus
breaking unlinkability.

7 Conclusion

In this paper, we have proposed a lightweight e-voting system relying on the use
of social networks and allowing the voter to graduate the privacy level of the
vote. In particular, the citizen may decide, whenever she submits a vote, to reveal
some non-identifying personal certified attribute to link to the vote. The e-voting
system is oriented to all those processes aimed at collecting opinions, preferences,
evaluations of citizens, which assume a very important role in the e-democracy
model, since represent the concrete way to adapt government decisions to the
real expectations of citizens.

The result we have obtained is a fair compromise between the secreteness
of the vote and the necessity of government parties to conduct analyses on the



252 F. Buccafurri, L. Fotia, and G. Lax

collected opinions, in order to relate them to various types of information describ-
ing the inquired population. The solution shows also good features of feasibility
since it does not require complex ad-hoc infrastructures by exploiting perva-
sive and user-accepted media (i.e., social networks). The security analysis also
shows that all the basic properties of an e-voting system are satisfied and that a
correct utilization of our extended notion of secreteness does not invalidate the
anonymity of the voters. As a future work we plan to investigate the implemen-
tation issues with the goal of implementing a system prototype useful to perform
real-life experiences also in limited (specific) domains.
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